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Preface

Micrometeorology is a branch of meteorology that is concerned with
atmospheric phenomena and processes near the ground at scales of tens
of meters to several kilometers. Progress in micrometeorology is made
through experimental investigation of these phenomena and quantitative
study attempting to bring order to experimental data. Studies of surface-
air flux play a crucial role in this endeavor.

The current paradigm of micrometeorology builds on two premises:
(i) that scale separation exists so that the microscale phenomena can
be treated more or less in isolation of phenomena occurring at larger
scales, and (ii) that these phenomena are influenced by the surface to
such an extent that “external factors” can be ignored. Quantitative
studies have been based on the assumption of horizontal homogeneity,
which inevitably biases the investigation toward over-idealization of the
real world by restricting it to perfectly flat topography and daytime,
fair weather conditions. This bias was noted by John Philip 40 years
ago: “Experimenters attempt to avoid [advection] by working on sites
downwind of extensive ‘homogeneous’ areas. Sometimes advection is
invoked to explain otherwise inexplicable observations...” (J. Meteorol.
16, 535).

The international networks of flux sites (FLUXNET) consortium de-
ploy the micrometeorological methods as core methodology to achieve
the goal of increasing our understanding of energy and mass exchange
between the biosphere and the atmosphere. The FLUXNET scientists
have produced a growing body of experimental evidence that demon-
strates the deficiencies of the “flat-earth” paradigm. Their work also
highlights that, without a uniform theoretical framework, execution of
a field program and the subsequent data interpretation could be subject
to considerable confusion. It is against this context that an international
workshop was hosted by AmeriFlux in 2002 to discuss standardization
of flux diagnostics and analysis. This book volume is a collection of writ-
ings by the workshop invitees, on topics we believe most relevant to the
surface flux observation and diagnostics. It is our hope that the book

xiii
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will bring some coherence to estimates of mass and energy exchange and
will simulate efforts to study phenomena that may fall outside the scope
of the normal science of micrometeorology.

We thank Roger Dahlamn, U. S. Department of Energy, for his sup-
port for the workshop and his continued encouragement that have made
this book volume possible. We would like to acknowledge the invited lec-
turers and discussants, whose names appear in Chapter 1, for their par-
ticipation in the workshop and the subsequent writing assignment. We
are also grateful to Peter Anthoni, Dave Billesbach, Constance Brown-
Mitic, George Burba, Matthias Falk, Chris Fiebrich, Marc Fischer, Larry
Hipps, Jinkyu Hong, John Hunt, Joon Kim, Meredith Kurpius, Chun-
Ta Lai, Monique Leclerc, Hank Loescher, Kai Morgenstern, John Nagy,
Elizabeth Pattey, Ruth Reck, Dan Ricciuto, Russell Scott, Julie Styles,
Andy Suyker, Susan Ustin, Shashi Verma, Dean Vickers and Marvin
Wesely, who contributed to the workshop discussion and debate.

XUHUI LEE

WILLIAM MASSMAN

BEVERLY LAW



Chapter 1

INTRODUCTION

Beverly Law, Shashi Verma
bev.law@oregonstate.edu

Abstract This book summarizes and extends the discussion at an international
workshop on eddy covariance flux analysis and diagnostics. Its goal is to
provide micrometeorologists, ecosystem scientists, boundary-layer me-
teorologists, and students involved in micrometeorology with the state
of science on measurement and analysis of exchange of mass and energy
between the terrestrial biosphere and the atmosphere. It provides useful
advice for bringing coherence to estimates of mass and energy exchange
and for cross-site comparisons and synthesis activities.

Within the global network of micrometeorological tower sites (FLUX-
NET) there are several regional networks that are making microme-
teorological measurements to quantify and understand the spatial and
temporal variations in carbon storage in plants and soils, and the ex-
changes of carbon dioxide, water vapor, and energy in major vegetation
types (e. g. grasslands, agricultural crops, tropical forests, temperate
coniferous and deciduous forests) across a range of disturbance histo-
ries and climatic conditions. They include AmeriFlux, CarboEurope,
FLUXNET-Canada, OzFlux, AsiaFlux. In these networks the exchanges
of carbon dioxide, water vapor and energy are measured employing the
micrometeorological eddy covariance technique (e. g., Baldocchi et al.
1988). The eddy covariance technique provides a relatively direct means
of measuring fluxes, without the need for assumptions regarding eddy
diffusivities. Early eddy covariance CO2 flux studies were limited to field
campaigns in agricultural crops (e. g., Anderson et al. 1984, Desjardins
1985), grasslands (e. g., Verma et al. 1989), and forests (e. g., Verma et
al. 1986, Baldocchi and Meyers 1991, Valentini et al. 1991, Hollinger et
al. 1994) over short periods. With further technological advances, year-
round flux measurements became feasible in early 1990s (e. g., Wofsy
et al. 1993, Black et al. 1996, Greco and Baldocchi 1996, Anthoni et al.

1

X. Lee et al. (eds.), Handbook of Micrometeorology, 1–5.
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1999, Aubinet et al. 2001). It is, however, worthwhile to keep in mind
that a long term operation of eddy covariance sensors presents a num-
ber of challenges, including appropriate maintenance and calibration of
sensors and data acquisition equipment.

The existence of these networks provides an unprecedented opportu-
nity to conduct cross-site comparisons and synthesis studies in a range
of terrestrial ecosystems. To examine site-to-site differences in fluxes of
mass and energy, we need to understand and reduce uncertainties in flux
estimates, and develop appropriate data QA/QC and archiving proce-
dures. It is important to develop protocols to minimize the impact of
differences in sensors and data processing procedures. Accordingly, a
workshop, co-chaired by W. J. Massman and X. Lee, was sponsored by
NIGEC (National Institute for Global Environmental Change) to ad-
dress these issues on 30-31 May 2000 in Boulder, Colorado, USA (Mass-
man and Lee 2002). A follow-up workshop was sponsored by the U. S.
Department of Energy on 27-30 August 2002 at Oregon State University
(Corvallis, Oregon, USA), and was attended by representatives from the
different flux networks.

The Corvallis workshop covered the following topics, which are con-
sidered critical to the long-term objectives of the flux networks. These
are:

Averaging and Detrending (J. Moncrieff, lecturer; T. Meyers, dis-
cussant)

Coordinate Rotation (X. Lee, lecturer; K. T. Paw U, discussant)

Low Frequency Corrections (Y. Mahli, lecturer; D. Baldocchi, dis-
cussant)

High Frequency Corrections (W. J. Massman, lecturer; R. Clement,
discussant)

Flux Corrections for Cross Contamination (R. Leuning, lecturer;
S. Miller, discussant)

Time Series Analysis (G. Katul, lecturer; L. Mahrt, discussant)

Post-field Data Quality Controls (T. Foken, lecturer; B. Amiro and
W. Munger, discussants)

Advection and Modeling (J. Finnigan, lecturer; B. Heinesch and
H. P. Schmid, discussants)

The chapters in this book summarize the key topics and recommen-
dations for flux data analysis. Chapter 2 reviews main averaging and
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detrending methods to produce fluctuations and means. Flux loss as-
sociated with these methods is illustrated with data from a number of
FLUXNET sites. It suggests that block averaging is usually the best op-
tion. To determine the optimal averaging period at a site, they suggest
the ogive method.

Chapter 3 examines theoretical and operational aspects of coordinate
systems, including an assessment of flux bias errors due to sensor tilt in
horizontally homogeneous flow. Workshop participants agreed that ap-
plication of the planar fit coordinate rotation procedure is the preferred
method.

Chapter 4 addresses the uncertainties in eddy covariance flux mea-
surements that have been corrected for spectral attenuation with the
transfer function approach. The sources of error in the estimates of flux
attenuation are discussed and a method is proposed for estimating the
uncertainty in measured covariance.

Chapter 5 examines the contributions of low frequency fluctuations
to fluxes. A workshop recommendation was that the flux averaging
period should be no shorter than 30 and no greater than 60 minutes.
However, longer averaging periods will be required to fully investigate
low frequency contributions to the fluxes.

Chapter 6 re-examines the Webb, Pearman, and Leuning (1980: WPL)
corrections associated with the calculation of trace gas fluxes using the
eddy covariance technique. It was concluded that theory developed by
WPL for one-dimensional flows is still applicable for the vertical com-
ponent of eddy fluxes and the equations are simplified when gas concen-
trations are expressed as mixing ratios per unit of dry air. Chapter 7
offers a complementary perspective on the WPL theory by examining
how open- and closed-path infrared gas analyzers used for eddy flux
measurements influence the application of this theory.

Chapter 8 provides a review of the stationarity and ergodicity con-
cepts (two required conditions) used to link field measurements and the
Navier-Stokes equations of motion or field measurements to boundary
conditions at the land-atmosphere interface. The concepts are reviewed
for the atmospheric surface layer and canopy sublayer turbulence, and
the authors show how the stable canopy sublayer tends to violate both
conditions. Practical fixes such as thresholds based on the friction ve-
locity (u∗) to correct nighttime CO2 fluxes are shown to be a reasonable
starting point for dealing with these issues.

Chapter 9 summarizes quality assurance and quality control proce-
dures for eddy covariance measurements. The authors address elec-
tronic (instrument related), meteorological and statistical issues, includ-
ing how closely conditions fulfill the theoretical assumptions underlying
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the eddy covariance method. Also addressed are procedures for data
quality analysis using footprint models. They describe a set of possible
tests and protocols for flagging data and provide practical advice for use
in continuously running eddy covariance systems.

Recent modeling studies and field experiments show that horizontal
and vertical advection terms tend to be of opposite sign and comparable
magnitude. However, in complex terrain, their sum is not necessarily
zero and it can make a significant contribution to the calculation of sur-
face exchange. Chapter 10 discusses advection conditions and the state
of our knowledge, although it is premature to make general recommen-
dations for operational corrections for advection. A concerted measuring
and modeling effort with site intercomparisons will be needed.

Also covered at the workshop, but not explicitly included here, were
sessions on software development and consensus building and discussions
of emerging scientific issues. These latter discussions tended to be asso-
ciated with the influence of advection or complex terrain on measured
fluxes. The topics included drainage flows, wind shear inside canopies,
tower flux measurement height, and inspection of turbulent time se-
ries to diagnose consequences of low wind conditions on flux data. The
exchange and testing of software was also encouraged within the com-
munity to ensure consistency and to minimize redundant efforts.

This Handbook of Micrometeorology is intended to provide microm-
eteorologists, ecosystem scientists, boundary-layer meteorologists, and
students involved in micrometeorology with the state of science on mea-
surement and analysis of exchange of mass and energy between the ter-
restrial biosphere and the atmosphere. It is the culmination of many
detailed discussions of theory, analysis, and practical applications, with
the expectation that it will provide useful advice for bringing coherence
to estimates of mass and energy exchange, which is essential for cross-site
comparisons and synthesis activities.

References
Anderson, D. E., Verma, S. B., Rosenberg, N. J.: 1984, ‘Eddy correlation mea-

surements of CO2, latent heat and sensible heat fluxes over a crop surface’,
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Chapter 2

AVERAGING, DETRENDING, AND
FILTERING OF EDDY COVARIANCE
TIME SERIES

John Moncrieff, Robert Clement, John Finnigan, Tilden Meyers
moncrieff@ed.ac.uk

Abstract
Data from sensors in an eddy covariance system are routinely process-

ed to remove trends and to produce fluctuations and means. Historically
this has been seen to be a relatively straightforward task and the meth-
ods are well known. Such re-processing can result in the loss of real
signal since the detrending and averaging methods act as high-pass fil-
ters. We review the main methods used to separate the active, turbulent
transport that we treat as eddy flux from the slower, deterministic at-
mospheric motions and instrument drift. We discuss the advantages and
disadvantages of various algorithms used in averaging, detrending and
filtering and conclude that the best method is likely to be dependent on
site conditions and data processing system in use. We recommend the
use of the ogive to determine the optimal averaging period at any site.
We illustrate outstanding issues with data from a number of FLUXNET
sites.

1 Introduction
Eddy covariance is the predominant method in FLUXNET and has

a-chieved its popularity because of the relative robustness of both its
theoretical underpinnings and modern environmental sensors. Having
said that, it is unlikely that the conditions of stationarity in time and
homogeneity in space under which the original theories were established
are ever strictly met in practice. This is coming into sharp focus because
many FLUXNET sites are in areas of complex terrain, where flow is
inhomogeneous and because, in attempting to measure 24 hours a day
365 days a year, we encounter non-stationarity on a regular basis.

7
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Micrometeorological data-processing techniques in the past have been
predicated on ideal flow conditions and so must be carefully re-evaluated
for the more challenging conditions of FLUXNET. Some of these tech-
niques such as coordinate rotation, data quality checking and instrument
corrections are covered in later chapters in this volume. Here, we will
concentrate on the averaging, detrending, and filtering operations used
to separate the turbulent signals that are to be included in the eddy flux
from trends or low frequency components imposed either by instrumen-
tal drift or as a result of changes in meteorological conditions.

Hitherto, a starting point for discussing filtering and averaging has
been to assume that dealing with trends in measured data was simi-
lar to dealing with finite length samples taken from ideal time series
of infinite length and zero ensemble mean. Variances, covariances and
higher moments obtained from these finite-length samples could then be
compared with the expectations of the same quantities over the infinite
ensemble. Such comparisons allowed the effect on chosen statistics of
operations like mean removal, detrending over an averaging period T or
high-pass filtering to be evaluated and presented as corrections, quan-
tifying the effect of the chosen operation on the ideal statistics (e. g.
Lenschow et al. 1994, Rannik and Vesala 1999).

While these comparisons continue to provide useful quantitative bounds
on the effect of such operations, in processing flux tower data we cannot
assume that what we measure is a departure from some ideal stationary
time series. Instead we must accept that the eddy flux is simply that
part of the mass, momentum or energy transport that is carried by tur-
bulent motions in the planetary boundary layer (PBL). These motions
are part of a continuous spectrum of atmospheric fluctuations with time
scales from seconds to seasons and length scales from meters to kilome-
ters and beyond. On any practical time scale these series are intrinsically
non-stationary. Our task here is to discuss the techniques that allow a
rational separation of the transport process into the strong and active
part that we identify as eddy fluxes and deal with by a variety of statisti-
cal techniques, and slower deterministic processes. A good starting point
is to review briefly the basic assumptions of the eddy flux method, which
might more accurately be termed the aerodynamic method of measuring
surface exchange.

The basis of the aerodynamic method is to erect a notional control
volume over a representative patch of surface, to measure the exchange
across all the aerial faces of this volume, as well as recording any accumu-
lation within it, and then to infer the surface exchange by difference. We
rely on turbulent mixing to act as a physical averaging operator so that
measurements at some height h capture exchange from a representative
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surface patch. If we assume that, when averaged over a sufficiently long
time, the flow field is effectively one-dimensional, we can write,

∂c

∂t
+

∂wc

∂z
= Sδ(z) (2.1)

where c(t) is a generic scalar, w(t) is the vertical component of the
velocity vector, the overbar denotes a filtering, detrending or averaging
operation, S is the surface exchange, z the vertical or surface normal
coordinate and δ(z) is the Dirac delta function. A more rigorous account
of the steps and assumptions leading from the full, 3-dimensional, non-
stationary situation to Equation 2.1 can be found in Chapter 10 and
in Finnigan et al. (2003). When the flow field is stationary, i. e. when
there is no accumulation of c in the notional control volume, then the
first term on the left hand side of Equation 2.1 is zero and the equation
reduces to ∂wc/∂z = Sδ(0).

Next, integrating Equation 2.1 from the ground at z = 0 to the sensor
at height h, the top of the control volume, we have

wc(h) = S (2.2)

The left hand side of Equation 2.2 is the total covariance of w(t) and
c(t) under the chosen averaging operator. One final step is required
to replace wc(h) by the measured eddy flux. This is to separate the
slowly varying ‘background’ variations in w(t) and c(t), which we write
as w(t) and c(t), from the rapid turbulent variations about w(t) and
c(t). Without specifying the averaging operator1 we write,

w(t) = w(t) + w′(t) (2.3)

and
c(t) = c(t) + c′(t) (2.4)

whence,
wc = w c + wc′ + w′c + w′c′ (2.5)

If the averaging operator obeys the desirable Reynolds averaging prop-
erties, then Equation 2.5 reduces to,

wc = w c + w′c′ (2.6)

1Henceforth, for brevity we take the term ‘averaging’ to include filtering and detrending
unless otherwise stated.
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Finally, in horizontally homogeneous flows with z normal to the sur-
face, w → 0 (see Chapter 3) and the integrated mass balance, Equa-
tion 2.2 becomes a statement of the equality of the eddy flux at height
h and the surface exchange,

w′c′(h) = S (2.7)

We have gone through the foregoing steps in detail to emphasize that
the eddy flux is equal to the surface exchange only under a set of quite
restrictive conditions. Horizontal homogeneity is necessary if we are to
ignore horizontal flux divergences, stationarity is required to ignore the
storage term, and both coordinate rotation and an averaging operator
that obeys Reynolds averaging rules are required to replace the total
covariance wc by the eddy covariance, w′c′.

In this Chapter we will address four questions:

How do we decide what motions to count as eddy flux and what as
slow variations to be treated deterministically or as instrumental
drift to be discarded?

What are the best tools to separate slowly changing (mean) and
rapidly varying (turbulent) parts of our time series?

Can we distinguish between instrument drift and low frequency
meteorological signal in the data?

If we cannot distinguish, how large an error do we make if we
discard some low frequency meteorological signal along with in-
strument drift?

The first question that a practical experimenter should ask, of course,
is how grave a sin is committed if the suite of questions listed above is
ignored. How large is the error if we treat measurements as if they were
made in ideal conditions, even when we know they were not? Table 2.1
shows an analysis by Moors et al. (poster presented at CarboEurope
Conference, Budapest, March 2002) of the sensitivity of annual carbon
totals at their flux sites in the Amazon to individual error terms in their
flux system. Their conclusion was that the most important term was
‘rotation and averaging’, giving rise to 10-25% uncertainty in their es-
timates. The other terms associated with the hardware were of lesser
importance. The implication is clear; we need to re-evaluate the proce-
dures that we regarded as simple, almost unexceptional in the past.
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Table 2.1. Uncertainty estimates on CO2 flux, FcFF , for a typical eddy covariance
system from Moors et al. (poster presented at CarboEurope Conference, Budapest,
March 2002). Here σ(d) is the uncertainty in the zero-plane displacement, σ(ftff ) is
the uncertainty in tube flow rate (ftff ), ncf is the number of cycles in tube flow rate,
and nd is number of days used to fit a fill relationship. For Manaus and Jaru towers,
σ(d) = 10 m, σ(ftff )/ftff = 0.5, ncf = 4 y−1.

Systematic Random error on Total one-sided
error half-hour FcFF error on ann. sum

Spikes/noise 2% 11% 2%

Tube delay – 3.5% < 0.1%

Rotation/averaging 10 – 25% – 10– 25 %

Freq. loss correction
(zero plane) 0.27%×σ(d) – 2.7%

Freq. loss correction
(flow rate) 1%×σ(ftff )/(ftff n0.5

cf ) – <0.5%

Missing data filling – 0.08-1.0 or 30-50/n
1/2
d 0.25-1 t Cha−1y−1

kg C ha−1d−1 or 3%–20%

2 Averaging, Detrending, and Filtering
Operations

All the operations we perform are in either the time or frequency
domains. Although spatial averaging implicitly underlies the eddy flux
method and ensemble averaging underpins much basic theory, we cannot
actually apply either operator to measurements made at a single tower.
It is useful at the outset, therefore, to clarify the effect in the two domains
of the three main types of operation available to us, time averaging,
detrending, and filtering.

2.1 Time averaging
As a starting point we assume that we have effectively infinite (very

long anyway) time series w(t) and c(t). We want to divide these series
into consecutive segments of length T and average them over this period.
The time average operator is defined as,

w(t) = w =
1
T

∫ T

0

∫∫
w(t) dt (2.8)

and we remove this mean in the period T to define the turbulent fluc-
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tuation,
w′(t) = w(t) − w (2.9)

The covariance or eddy flux in the period T is then defined as,

w′c′ = (w(t) − w) (c(t) − c) (2.10)

and because w and c are constants we can write,

wc = w c + w′c′ (2.11)

so time averaging with mean removal (MR) obeys the Reynolds averag-
ing conditions. The effect of time averaging and mean removal on the
cospectra is somewhat involved but it can be approximated quite well
by the running mean filter operation discussed in Section 2.3 below, so
long as the averaging time T is much longer than the period of any fluc-
tuations in the original time series, w(t) and c(t). (Strictly we require
τ/T << 1, where τ is the integral time scale of the turbulent time series;
Kristensen 1998).

In Equations 2.8 to 2.11 we have treated the signals as smooth func-
tions but in reality of course we deal with digitally sampled signals so
that the time averaging and mean removal operations are performed in
discrete form over the ns samples of these signals in the averaging period
T ,

w =
1
ns

ns∑
k=1

wk(t) (2.12)

w′
k(t) = wk(t) − w

and compute the eddy covariance of w(t) and c(t) as

w′c′ =
1
ns

ns∑
k=1

w′
kc

′
k (2.13)

The effect of mean removal on a typical turbulent signal is illustrated in
Figure 2.1a.

2.2 Linear detrending
In linear detrending, instead of subtracting the mean from the signal

in a period T we find the line of best fit over the period, i. e. the linear
trend, and subtract that. This is illustrated in Figure 2.1b. Writing the
line of best fit to w(t) in period T as,

W (t) = WIW + WSWW t
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Figure 2.1. Illustration of detrending by three different algorithms on the same data
series. a) block average, b) linear detrend, c) recursive. The y-axis is an arbitrary
scale.

where WIW is its intercept and WSWW its slope, we now define,

w′(t) = w(t) − W (t) (2.14)
c′(t) = c(t) − C(t)
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where C(t) represents the line of best fit to c(t). The covariance or eddy
flux in the period T is now defined as,

w′c′(t) =
(
w(t) − W (t)

) (
c(t) − C(t)

)
(2.15)

and because W (t) and C(t) are not constant we must write,

wc(t) = W (t)C(t) + W (t)c′(t) + w′(t)C(t) + w′c′ (2.16)

In other words, linear detrending does not obey Reynolds averaging
rules. The reason is that the subtraction of the linear trend in the
time domain is equivalent in the frequency domain to subtracting the
Fourier transform of W (t) and C(t) from the spectra of w(t) and c(t).
W (t) and C(t) are ramp or saw-tooth functions. Their transforms decay
with frequency ω like 1/|ω|2 and so have contributions at all frequencies.
Hence, linear detrending while primarily affecting the low frequency part
of the signal, affects all frequencies.

To apply the linear detrend to sampled data ck we use least squares
regression (Gash and Culf 1996),

ck = c + b

(
tk − 1

ns

ns∑
k=1

tk

)
(2.17)

where tk is the time at step k and b is the slope of the line of best fit to
the sample, computed by:

b =

ns∑
k=1

cktk − 1
ns

ns∑
k=1

ck

ns∑
k=1

tk

ns∑
k=1

tktk − 1
ns

ns∑
k=1

tk

ns∑
k=1

tk

(2.18)

2.3 Filtering
Filtering is defined as convolution of the signal w(t) or c(t) in the

time domain with a window function G(t). In the frequency domain
this is equivalent to multiplying the spectrum of the unfiltered signal by
the Fourier transform of the window. Hence the transfer function of a
filter is just the Fourier transform of its window shape in the time do-
main. Neither averaging with mean removal (MR) nor linear detrending
(LDT) are true filtering operations as they involve subtraction in the
time and frequency domains rather than convolution. Denoting the low
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Table 2.2. The three main high-pass filters and their transfer functions (1, block
average or mean-only removal; 2, linear detrend; 3, running mean). Here A, B, C, D
are coefficients of the linear regression, f is frequency, ∆t is sampling interval, τfτ is
the RC filter time constant, and T is averaging length.

Filter Filter algorithm Transfer function

1 w′s′ =
1

n

∑
ws − 1

n2

∑
w
∑

s
sin22(πfT )

(πfT )2

2 w′s′ =
1

n

∑
i

(w − [A + Bi])(s − [C + Di])) 1 −
[

sin2(πfT )

(πfT )2

−3

(
sin(πfT )

πfT
− cos(πfT )

)2

(πfT )2

⎤
⎥
⎤⎤
⎥⎥⎥⎥⎥⎥⎦⎥⎥

3 s′t = st − ast−∆t + (1 − a)st
(2πfτfτ )2

1 + (2πfτfτ )2

where a = e−∆t/τf

pass filtered part of the signal by w̃(t),

w̃(t) =
∫ T

−

∫∫
T

G(t′ − t)w(t′) dt′ (2.19)

where w(t) = w̃(t) + w′(t) and c(t) = (̃t) + c′(t) so that,

w′c′ = (w(t) − w̃(t)) (c(t) − c̃(t)) (2.20)

Therefore, just as for linear detrending, filtering in general does not obey
Reynolds averaging rules and we must write,

wc = w̃c̃ + w̃c′ + w′c̃ + w′c′ (2.21)

The shape of the transfer function in the frequency domain depends
entirely on the window shape in the time domain (Table 2.2). Unfortu-
nately, simple time windows rarely have transfer functions that provide
sharp cut-offs in the frequency domain. A full account of filter shapes is
beyond the scope of this Chapter and the reader is referred to standard
texts on signal processing such as Bendat and Piersol (1958). However,
three filter shapes deserve special mention. The first is the moving av-
erage. In this case the window shape is given by,

G(t; T ) =
{

1/2T for |t| ≤ T
0 for |t| > T

(2.22)
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Figure 2.2. Transfer functions for three different algorithms. MR = mean removal;
LDT = linear detrend; RMF = running mean filter (recursive). Reproduced with
permission of Rannik and Vesala (1999).

Hence every point in the filtered series is just the average of the points
in the original series contained in the interval T centered on the current
point. The transfer function of the moving average is shown in Figure 2.2
in the form appropriate for use with power or cospectra and, as noted
earlier in Section 2.1, this can be taken as an approximation to the effect
of mean removal when τ/T << 1 .

The second filter shape in wide use in eddy flux applications is the
recursive digital filter that is an exact analog of a simple, single pole RC
filter (Moore 1986, McMillen 1988). This is defined as,

c̃k = e−∆t/τfτ c̃k−1 +
(
1 − e−∆t/τfτ

)
ck (2.23)

where ∆t is the interval between samples and τfτ is the RC filter time
constant. Aubinet et al. (2001) note that when ∆t << τfτ , as is nor-
mally the case, Equation 2.23 may also be written after 1st order Taylor
expansion as,

c̃k =

(
1 − ∆t

τfτ

)
c̃k−1 +

∆t

τfτ
ck (2.24)

Hence the filtered signal at time t (or equivalently index k) is deter-
mined only by the present and previously sampled values of the signal,
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the earlier values having an exponentially decreasing influence on the
current value of the filtered signal. This is convenient as the RC filtered
signal can be computed continuously as data are recorded rather than
having to apply the filter window later to the stored time series. The
effect of the RC filter in the time domain is shown in Figure 2.1c.

The third most common filtering operator has until now been applied
mainly by accident. The procedure of rotating coordinates so that w,
the mean vertical velocity component in each averaging period T , goes to
zero, has the effect of high-pass filtering the time series so that motions
of period greater than T make no contribution to the eddy flux while
high frequency contributions are distorted (Finnigan et al. 2003). We
postpone a discussion of this unconscious filtering until Section 6 below.

2.4 Advantages and disadvantages of the three
methods: Their effect on the spectra

The main advantages of time averaging with mean removal is its sim-
plicity and familiarity. Also, the operation obeys Reynolds averaging
rules so that the total covariance can easily be reconstructed, if the
means have been stored. Similarly, linear detrending is intuitive and,
unlike filtering operations, only data in the current time interval are
needed to apply the detrend. Unlike the time average, it does not obey
Reynolds averaging although in most practical cases the extra so-called
Leonard terms in Equation 2.16 Wc′ + w′C are small. Filtering can
be less convenient as in most cases it must be applied to a stored time
series of raw data although, as shown above, this can be circumvented
by using the recursive lagged RC filter. Unlike MR and LDT however,
to obtain a filtered record in a period T requires access to a time series
longer than T .

We can compare the effects of these three operations in the frequency
domain. In Figure 2.2 we have compared the transfer functions corre-
sponding to each of these operations. As noted above in the case of MR
and LDT these transfer functions are only approximations to the effect
of those operations but they are sufficiently close for this comparison
[see Kristensen (1998) for the relationship between the ‘pseudo’ transfer
functions for MR and LDT and the ‘true’ transfer function of the RC fil-
ter.] The time constant of the RC filter is set to 40 s and the time period
T of the MR and LDT operations is 1800 s. With these settings, mean
removal gives the sharpest cut-off, removing the mean and strongly at-
tenuating lower frequencies. However, it also affects higher frequencies
having a decreasing oscillatory form as ω increases. This is because the
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Fourier transform of the square window, G(t, T ), and hence the transfer
function of the moving average is the function sin(ωT/2)/(ωT/2), which
has a characteristic oscillatory shape.

Linear detrending removes more low frequencies from the signal as
expected but also shows the oscillations at higher frequencies that come
from sin(ωT/2)/(ωT/2) as well as removing more of the high frequen-
cies. This is because the Fourier transform of the ramp function has
more high frequency content than the square window and so affects the
high frequency part of the signal more. Finally the RC filter has the
least sharp cut-off but has a much more predictable shape at the high
frequency end of the spectrum.

Armed with this survey of the tools at our disposal, we can now
ask what time period T or filter time constant τfτ we should choose to
separate low frequency variations from turbulence.

3 Choosing an Averaging Period or Filter Time
Constant

In the past several decades our community has almost universally
adopted time periods of between 10 and 60 minutes as the averaging
interval, T over which to calculate means and products. The litera-
ture is replete with papers on methods describing techniques and for the
special problems of field measurement we have been well-served by ac-
counts such as McMillen (1988), Moore (1986), Lenschow et al. (1994),
Rannik and Vesala (1999), and Aubinet et al. (2001) while texts like
Kaimal and Finnigan (1994) address the processing of turbulence data
more generally. We have had many field campaigns and intercompari-
son studies that have increased our understanding of land-atmosphere
exchange processes. Is there any reason now to question any of these
ideas? The answer is certainly yes as recent re-evaluations of the opti-
mum periods for time averaging by Sakai et al. (2001), Finnigan et al.
(2003) and Chapter 5 of this book suggest that at many sites, longer
averaging periods may be appropriate.

We see this in Figure 2.3 where the carbon dioxide flux, FcFF , is cal-
culated over a series of different averaging periods using data from a
flux tower site in the Amazon near Manaus (Finnigan et al. 2003). In
this case the filtering operation applied was that of coordinate rotation
in each averaging period, T , so that the vertical mean velocity over T
is set to zero. As discussed in Sections 3 and 6 below, this is roughly
equivalent to high-pass filtering the signals so that turbulent motions
of period longer than T cannot contribute to the eddy flux. In each
panel of Figure 2.3 the ordinate denotes the flux over longer average
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Figure 2.3. Fluxes of carbon dioxide, FcFF (µmolm−2s−1), calculated by averaging
several consecutive 15-minute periods. Data from Manaus (Finnigan et al. 2003).

periods of 1, 2, 3 and 4 hours respectively. The abscissa is the flux over
the same period but constructed from the consecutive 15 min periods
that make up each longer period. Hence in panel (a) the ordinate gives
FcFF , including eddies up to one hour period while the abscissa shows FcFF
over the same hour but with no eddies longer than 15 min contribut-
ing. Clearly eddies with periods between 15 min and 1 hour increase
FcFF by 3.7% while those between 1 and 2 hours cause a further increase
to 13.5%. Almost 10% more flux is carried by eddies between 2 and 3
hour period but little further increase is then observed. Finnigan et al.
(2003) applied this comparison to sensible and latent heat and carbon
dioxide eddy fluxes at three FLUXNET sites and found that at two of
them it was necessary to increase averaging times to as long as 4 hours
to capture all the flux while at a third, conventional averaging periods
of 30 minutes to an hour were perfectly adequate.

How then do we determine what is an adequate period for our site?
Eddy fluxes need to be formed over a sufficiently long time that any
motions that contribute to the transport can be sampled adequately. In
practice this has meant that eddy fluxes have been calculated over time
periods up to an hour in duration, sufficient for several of the largest
PBL-scale eddies to be sampled by the measuring system. Periods much
longer than this were thought to be inappropriate since signals associ-
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Figure 2.4. Ogives for the kinematic sensible heat flux at three measurement heights
from the Chewamegon tall tower. The dotted vertical lines, from left to right, corre-
spond to averaging periods of 120, 60 and 30 min respectively. Lines in each panel
represent 2-hr sample periods centered at every hour of the day. Reproduced with
permission of Berger et al. (2001).

ated with ‘unwanted’ non-stationarity might then contribute to the total
covariance. Postponing for the moment the problem of dealing with de-
terministic non-stationary atmospheric motions, let us assume that we



Averaging, Detrending, and Filtering 21

have a background atmospheric state that is nearly steady over several
hours. How do we determine if our system has sampled an adequate
number of the larger eddies?

Traditionally, use has been made of empirical cospectral forms that
reveal the contribution to the flux of eddies of different period. However,
the best known of these ‘standard spectra’, those of Kaimal et al. (1972)
were obtained over short vegetation surfaces and are not necessarily ap-
propriate to use over tall forests. For example, Finnigan (2000) has
pointed out systematic differences between the position of spectral and
cospectral peaks in time series obtained over short vegetation surfaces
and over tall canopies. A further cause for concern is that many stan-
dard spectra have been obtained using data processing techniques that
have effectively high-pass filtered the contributions from low frequencies
(Sakai et al. 2001, Finnigan et al. 2003).

An alternative is to use ogive plots that integrate under the cospec-
tral curve and show the cumulative contribution of eddies of increasing
period to the total transport (Figure 2.4). If the ogive curve reaches an
asymptote at some period it indicates that there is no more flux beyond
that period. In Figure 2.4, data from the tall tower site in Chewamegon
(Berger et al. 2001) are used to compute ogives at different heights for
different times of the day. They show that as measurement height in-
creases, eddies of increasingly longer period make significant contribu-
tions to the total flux. To quantify this we have drawn three vertical
dashed lines on the low frequency side. They correspond to sampling
intervals of 30 min, 60 min and 120 min. It is clear that close to the
ground (30 m) most of the ogives have reached an asymptote at aver-
aging intervals of 30 min indicating that such an averaging interval was
adequate at this height. At higher levels, however, the asymptote is not
reached until around 60 min at 122 m and 120 min at 396 m. In other
words, at 396 m an averaging time of two hours is necessary to capture
all the flux.

The ogive and the cospectrum contain the same information because
a point on the ogive plot is simply the integral under the spectral den-
sity curve between the highest frequency recorded and the frequency of
interest. The advantage of the ogive presentation is that we can deter-
mine whether we have sampled for long enough by observing whether
the ogive curve has reached its asymptote. We do not need to compare
our measured spectra against some chosen standard that may be inap-
propriate for the measuring conditions we confront. The ogive is also
useful when discussing the influence of low frequency fluxes on surface
exchange (Chapter 5).
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Figure 2.5. Short term drift in two outwardly identical open-path infra-red gas an-
alyzers. (Moncrieff et al. 1992). Labels AS1 and AS2 refer to different instruments
from the same manufacturer of open-path IRGAs.

4 The Origin of Low Frequency Content in the
Signal

TrendsTT 2 in data series can arise from two causes: instrumental drift
and atmospheric changes. The latter include the advection of eddies of
significant size over the measurement site, tropospheric processes like
the passage of clouds that affect the surface energy balance, large scale
changes of air mass and the evening and morning transitions in stability.
All add low frequency content and non-stationarity to the data. The
trend in the data can last from several minutes to many hours. The
causes, and characteristics of low frequency atmospheric motions are
discussed in Chapter 5. Here we discuss some of the instrumental causes.

To some extent the problem of instrumental drift is becoming less
severe in that modern instruments such as infrared gas analyzers are
now more stable in gain and offset. A dramatic example of how things
have improved over the past decade or so is shown in Figure 2.5. Two

2For convenience we will use the term trend to refer to all low frequency components of our
signal that we wish to separate from the true turbulent fluctuations. We have made a precise
distinction, however between filtering and detrending.
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Figure 2.6. Long-term stability in gain and offset in a LI-COR 6262 at the Griffin
field site, 1997-2001.

open-path sensors from the same manufacturer were co-located as part of
an intercomparison during the FIFE experiment of 1989 (Moncrieff et al.
1992). Sensor 2 exhibited drift in the opposite direction to sensor 1 and
twice the magnitude, even though they were set up identically. Under
these circumstances, drift correction is real and had to be accounted for
when producing fluxes using these instruments.

Compare that with the relative stability of a more modern closed-
path IRGA (the LI-COR 6262) shown in Figure 2.6. In this figure,
five years worth of span and drift records is shown for the period 1997-
2001, obtained automatically at a flux site in Scotland (Clement et al.
2003). The relative constancy in gain over the whole period is clear
although there are short periods of drift and change in offset. These
changes can generally be explained with recourse to the field log, e. g.
records of water getting into the sample tube and cell or changes to the
method used to provide reference gas sample (changing from a chemical
scrubber to a N2 purge; changes to the software offset available with
this instrument are also apparent). These records were obtained by the



24 HANDBOOK OF MICROMETEOROLOGY

Figure 2.7. Midday turbulence data from two one-hour periods from the Manaus flux
site of Kruijt et al. (2000) as illustrated by Culf (2000). Reproduced with permission
of Culf (2000)

automatic calibration checking system which injects a scale and zero gas
alternately into the sample cell every second day just after midnight.

Given this sort of instrument stability, detrending is less of an issue.
One issue remains, however; what to do when the gain does drift over
several days? Such long linear trends in data indicate problems with
instruments since, in general, atmospheric phenomena do not exhibit
linear trends in one direction for such periods. In this experiment, we
argued that the effects were real and were amended in re-processing. It
certainly points out the need to keep such records and good log books
and is a good initial demonstration of data quality that is so important
to the FLUXNET community.
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Figure 2.8. As in Figure 2.7 except for a transition case. Reproduced with permission
of Culf (2000).

5 Errors Associated with Averaging, Filtering
and Detrending

A thorough theoretical analysis of the effects of MR, LDT and filter-
ing was performed by Lenschow et al. (1994) (henceforth, LMK). They
assumed as a starting point two ideal signals w(t) and c(t). These signals
were of infinite length, zero ensemble mean and had a joint co-correlation
function that was exponential with an integral time constant τ . LMK
were able to find analytic expressions for the differences between various
statistics computed from the ideal series and the same statistics obtained
after mean removal, linear detrending or filtering the series. They ex-
pressed these differences as errors and their results provide a benchmark
for the application of these methods to real data that do not have the
ideal characteristics assumed by LMK.



26 HANDBOOK OF MICROMETEOROLOGY

Figure 2.9. The influence of different detrending algorithms on data from one year
at the Griffin forest field site in Scotland.

A more empirical example was provided by Culf (2000) and is shown
in Figures 2.7 and 2.8. The figures show the influence of different de-
trending methods on short-term fluxes. Quite often we are interested
in long-term fluxes (how much carbon is gained or lost by a forest over
a year) but equally often we are interested to know how the vegetation
is responding to environmental variables over the course of a few hours.
Then, we need to examine much shorter intervals of time to calculate the
fluxes. Here, Culf (2000) has taken 2 two-hour periods from a typical
day in the Amazon at the Manaus site. The periods chosen are the mid-
dle of the day, representing stationary conditions, and a period of quite
sharp transition in the early morning. During stationary conditions, the
linear detrend and all three of the running mean filters produce similar
fluxes over the period shown. In contrast, during the sharp morning
transition at this site, whilst the linear detrend and 200 s running mean
filter agree with each other, fluxes calculated by the longer running mean
filters diverge markedly over the period shown.

Does the choice of detrending method matter over the course of a
year? To answer this question, we re-processed flux data for 1998 from
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our forest site in Scotland with several different detrending methods.
Figure 2.9 shows the difference between fluxes calculated with no de-
trend, a linear detrend, recursive filters of 200, 400 and 1000 s and
Finite Impulse Response (FIR) filters of 200, 400 and 100 s. FIR filters
have been popular in digital signal processing for some time given that
they are easy to implement and do not distort the phase of the input
signal (Holloway 1958, Ifeachor and Jervis 1993).

The frequency response correction to the data in Figure 2.9 followed
the method of Moore (1986). The corrections were identical for block av-
eraging (Kristensen (1998), sensor time constant mismatch (Massman et
al. 1990), path-length averaging (Kristensen and Fitzjarrald 1984, Moore
1986), sensor separation (Kristensen 1979, Kristensen and Jensen 1979,
Moore 1986), IRGA time constant (Moore 1986), and tube attenuation
(Massman 1991). The corrections for signal detrending varied in accor-
dance with the signal filtering method. The non-detrended fluxes had
no correction applied for detrending. The frequency response transform
of Aubinet et al. (2000) and Rannik and Vesala (1999) was applied to
the linearly detrended data while a recursive filter frequency response
transform (Moore 1986) was applied to the recursive-filtered data. The
frequency response transform of the FIR filter was obtained by perform-
ing a Fourier transform on the filter weights.

Unsurprisingly, not making the correction for high-pass filtering pro-
duced underestimates of the annual total when compared to the no-
detrend method. The short period FIR filters produced the largest un-
derestimates and after correction, the greatest overestimate. The annual
totals obtained by the recursive filters (all values) were within about 1%
of the corrected value for no-detrend. The value for the linear detrend,
corrected was within 3% of the corrected value obtained with no de-
trend. This is consistent with the results of Pekour et al. (2002). When
this experiment was repeated but with an averaging period of 150 min,
the annual carbon sequestered at this site increased by about 8%. The
conclusion is a simple one: the choice of the most appropriate averaging
period and detrending algorithm does matter if our estimates of carbon
sequestration are to be as useful as we would wish to the rest of the
community.

6 Averaging and Filtering in Complex Terrain:
Special Considerations

Up until this point, our treatment has been conventional in that the
analysis has assumed the underlying flow field is one dimensional. In
complex topography, however, several other factors must be considered.
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Most obvious is that the one-dimensional expression of the mass balance
used in Section 2 must be replaced by the full three-dimensional form and
steps taken to estimate horizontal advective and eddy flux divergences
as well as the vertical flux, w′c′ . We must then confront the question of
the appropriate period that separates ‘deterministic’ motions, that we
will treat as advective fluxes, from stochastic turbulence, that we will
treat as eddy fluxes. Although these questions are yet to be successfully
resolved, they are discussed in Chapter 10 of this volume.

In complex terrain two methods are in use to rotate coordinates so
that the fluxes can be analyzed in a framework with the z axis normal
to the surface (or to the near surface streamlines) and the x and y
axes in the plane tangent to the local surface. Until recently the usual
method was to measure the components of the mean velocity vector,
u = {u, v, w} in each averaging period T and then to rotate coordinates
so that the x axis was parallel to u and the cross-wind components,
{v, w} → 0 (e. g., Kaimal and Finnigan, 1994). It has now been shown
(Finnigan et al. 2003) that this procedure has the effect of applying a
high-pass filter to the velocity time series so that no fluctuations with
period longer than T can contribute to the eddy flux. Furthermore,
the transfer function of this implicit filter is rather complicated and
the high frequency part of the cospectrum can be distorted because
horizontal eddy flux u′c′ and v′c′ can be folded into w′c′. There are other
fundamental problems with the period-by-period rotation procedure and
these are detailed in Finnigan (2004). In Chapter 3 of this volume it is
recommended that the alternative ‘planar fit’ method be used to rotate
coordinates in complex topography. The problems with implicit filtering
when coordinates are rotated each period are not confined to complex
terrain flows. If there is significant covariance in the wind and scalar
fields at periods longer than the averaging/coordinate rotation period,
T , then rotating coordinates each period T will remove it.

We have seen in Figures 2.3 and 2.4 that low frequency motions can
make significant contributions to the eddy flux and we discussed some of
the causes of this in Section 4. In complex topography, a further cause
of long period ‘eddies’ can be added to the list. At such sites the aver-
age inclination of the wind vector to the vertical at the tower is often
azimuth dependent. Finnigan et al. (2003) show an example of this from
the Tumbarumba OzFlux site in New South Wales, Australia. In such
cases, variations in wind direction translate into fluctuations of vertical
wind speed at the tower. Azimuthal variations in the wind have periods
from minutes to seasons and, if fluctuations in scalars are also azimuth
dependent, they can combine to produce apparent low frequency con-
tent in the eddy flux. At the Tumbarumba site, energy balance closure
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only occurs after averaging for 2 hours (Finnigan and Leuning, 2000).
The cause of some of this low frequency content is almost certainly this
mechanism.

7 Conclusions
The purpose of averaging, detrending and filtering is to separate
the active turbulent transport that we treat as eddy flux from
slower, deterministic atmospheric motions and instrument drift.

Three main tools are available to do this. The first two, averaging
with mean removal and linear detrending are not filtering opera-
tions but their effect on the signal spectra can be approximated by
transfer functions under certain conditions. Their advantages are
simplicity and the fact that they can be applied to the full data
record.

True filtering is a convolution operation on the time series and re-
quires a longer record than the section being filtered. The transfer
function of a well-chosen filter window is cleaner than that of the
mean removal or linear detrend, however, and the RC filter can be
conveniently applied in a recursive way as data are gathered.

In practice, the best method will be very dependent on conditions
at a given site, including the data processing system being used.
A comparison of alternative approaches is often wise.

The period of fluctuations that are to be included in the eddy fluxes
is generally longer at flux sites that measure continuously than mi-
crometeorological data gathered under ideal conditions have led us
to expect. Averaging times may have to be extended to as long
as 4 hr to accommodate them. The origins of these long-period
components of the eddy flux are various and include slow instabil-
ities in the PBL, tropospheric forcing and, in complex topography,
variations in vertical wind linked to azimuthal direction.

To determine the optimal averaging period at any site, we have
described an objective method that does not rely on assuming a
co-spectral shape a priori. This so called ‘ogive method’ integrates
the co-spectrum to successively longer periods until an asymptote
is reached. The period of the asymptote can be regarded as the
acceptable averaging period.

No definitive method can be recommended to distinguish sensor
drift from true low-frequency atmospheric signal although a linear
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trend maintained for very long periods should ring warning bells.
A rigorous regime of sensor auto-calibration and recording of meta
data is vital to recover true signal from data that is subsequently
found to have been contaminated by sensor drift.
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Chapter 3

COORDINATE SYSTEMS AND FLUX BIAS
ERROR

Xuhui Lee, John Finnigan, Kyaw Tha Paw U
xuhui.lee@yale.edu

Abstract
This Chapter examines theoretical and operational aspects of coor-

dinate systems. A distinction is made between the vector basis, a local
property of a coordinate system, and the overall coordinate frame con-
sisting of the vector basis and coordinate lines, a global property of the
flow that is determined by the flow field in three dimensions. Point
measurements can only define the vector basis. Because in field cam-
paigns many components that enter into the mass balance in complex
flows are severely under-sampled, a properly chosen coordinate frame
for point measurements should optimize our estimates of the surface-air
exchange and should maximize information for diagnostics purposes.

The strengths and weaknesses of three operational coordinate sys-
tems for point measurements (instrument, natural wind, and planar fit)
are examined in detail. That error in scalar fluxes due to coordinate tilt
is usually small for small tilt angles does not negate the need for coor-
dinate rotation because the tilt error can introduce a systematic bias to
the time integrated flux. On the other hand, it is also important that
over-rotation be avoided in post-field data analysis. Tilt errors caused
by contamination from the streamwise and cross-wind fluxes should be
treated differently.

Appendix B outlines a method for rotation into the planar fit coor-
dinate. The scheme relies on the straightforward vector operation and
avoids the need for rotation angles.

1 Introduction
Application of coordinate rotation is a necessary step in microme-

teorological studies of surface-air exchange before the observed fluxes
can be meaningfully interpreted. The most common rotation procedure
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uses measured mean wind to define an orthogonal vector basis, termed
natural wind system, for each observational period (e. g., 30 min) to
which all fluxes are transformed. The rotation scheme is intended to
level the sonic anemometer to the terrain surface. When it was first
proposed by Tanner and Thurtell in 1969 [see also Kaimal and Finnigan
(1994) and McMillen (1988)], the natural wind system was limited to a
surface layer in which the flow is one dimensional, that is, the velocity
and scalar concentration gradients exist only in the vertical and hence
no horizontal scalar advection nor flow divergence, and there is no wind
directional shear causing a cross-wind momentum flux. It appeared suf-
ficient from the 1960’s through the early 1990’s as most field experiments
then were conducted at ideal sites, over selected “golden days”, and in
fair weather conditions. The scope of micrometeorological research has
now been extended considerably, to include non-ideal sites and year-
round, continuous monitoring, and the validity of the procedure is now
called into question.

More recent rotation schemes (Wilczak et al. 2001, Paw U et al. 2000,
Lee 1998) attempt to overcome some of the deficiencies of the natural
wind system. However, like Tanner and Thurtell (1969), they do not in
fact treat coordinate systems at all but focus rather on the orientation
of the vector basis, �ei, in which vector and tensor quantities are to be
represented. This is an important and continuing question as the cir-
cumstances of most flux sites dictate that the wind field itself must be
used to orient �ei. The vector basis is a local property of a coordinate sys-
tem but it is the global properties of the flow field that dictate the form
of the mass balance equation that we employ to convert flux measure-
ments to measures of surface exchange and so it is vital to understand
the relationship between the two quantities as well as the advantages
and disadvantages of different coordinate systems.

Removal of “tilt errors” or cross-contamination among components
of the eddy flux vector is cited in the literature as the main reason
for performing coordinate rotation. Kaimal and Haugen (1969) and
others have shown that momentum flux is particularly sensitive to the tilt
errors. Scalar fluxes are not as sensitive, but the errors could potentially
cause a systematic bias in annually integrated eddy fluxes (Section 4).
It is known that a tilt-corrected flux does not necessarily represent the
true surface-air exchange because non-turbulent advective components
of the surface-layer mass balance may be non-negligible even at ideal
sites. A proper coordinate frame is vitally important to advance our
understanding of these issues.

Strictly, to use measurements of wind speed, concentration and eddy
flux to infer surface exchange of a scalar c involves the assimilation of
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measurements into a description of the mass balance in a control volume
V , erected over a representative patch of the surface (e. g., Figure 6.1 of
Chapter 6). The mass balance of c is the sum of the fluxes of c across
each face of the control volume plus the accumulation of c within the
volume. If we can measure the fluxes across each aerial face as well
as the rate of change of c within V , we can deduce the transfer across
the surface by difference. Whatever kind of instrumentation we employ,
however, we are only able to sample the aerodynamic flux and the rate
of change of c at a few points in space and we are forced to either supply
the missing information in other ways or develop good diagnostic tools
that can aid selective use of data.

The mathematical form of the mass balance that we employ has a con-
siderable bearing upon our ability to estimate its constituent terms from
a finite number of measurements. The two main factors affecting this
form are the averaging operations applied to the instantaneous variables
and the coordinate system in which the mass balance is represented.
The question of averaging operators and their relationship to coordinate
alignment is dealt with in detail in Finnigan et al. (2003) and Sakai et
al. (2001) although there, the only coordinate system considered is the
familiar rectangular Cartesian frame. Here we concentrate on the choice
of coordinate system and assume that an appropriate averaging operator
may be applied to the measurements.

This Chapter examines theoretical and operational aspects of coordi-
nate systems. It begins with a brief discussion of the theoretical con-
straints on the coordinate system. [The reader is referred to Finnigan
(2004) for more details.] This is followed by a discussion on the strengths
and weaknesses of three common coordinate frames for point measure-
ments, the instrument coordinate, the natural wind system, and the
planar fit coordinate (Section 3). Section 4 provides a assessment of
flux bias errors due to sensor tilt in horizontally homogeneous flow. Sec-
tion 5 discusses examples of coordinate tilt that are likely to occur in
field observations. In Section 6, a dataset obtained over a forest in com-
plex terrain is analyzed to examine the sensitivity of flux calculation to
coordinate rotation.

2 Theory

2.1 Mass balance at a point
A coordinate frame is meaningful only if it is consistent with the

frame used by equations that comprise, either explicitly or implicitly,
the theory underlying the study. Kaimal and Finnigan (1994) state, “...
problems occur when vector quantities like velocities or fluxes are mea-
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sured in a reference framework that does not coincide with that of the
equations used to analyze them”. The fundamental equation for surface-
air exchange studies is the mass conservation equation. Although in a
strictly formal analysis, all fluxes can be expressed as 3-dimensional
vectors with the gradient operator being independent of coordinate sys-
tem (Massman and Lee 2002), in practice a coordinate frame is needed
to estimate the surface-atmosphere exchange and the related turbulent
statistics, including the net ecosystem exchange (NEE).

The statement of conservation of a scalar c at a point in an incom-
pressible fluid is

∂c

∂t
+ ∇.�uc = S(�x)δ(�x − �x0) (3.1)

where the velocity vector �u has components u, v, w corresponding to po-
sition vector �x with components x, y, z. The source term S is multiplied
by the Dirac delta function, signifying that the source is zero except on
the ground and vegetation surfaces, whose locus is �x0. We have ignored
molecular diffusion, which is negligible except very close to solid sur-
faces when its effects can be conveniently absorbed in the specification
of the source strength, for example via the device of a boundary-layer
resistance. The scalar c represents any absolute fluid property such as
density of carbon dioxide or heat content. For alternative formulations
of the mass balance see Paw U et al. (2000) and Raupach (2001).

Each term in Equation 3.1 is a scalar and so is independent of the
coordinate frame. The individual components of the divergence term,
however, take different forms in different coordinate systems. There are
three overriding requirements guiding the choice of coordinate frame and
its orientation

We must be able to express our measurements in the chosen coor-
dinate frame.

Since we can rarely measure all the components of ∇.�uc, we want
to work in a coordinate frame that optimizes our ability to estimate
∇.�uc, using the terms we can measure.

If we want to assimilate our measurements explicitly into a math-
ematical model of flow and transport, we would like to be able to
construct such a model in the chosen coordinates.

In this Chapter we consider only the first two of these requirements.
We can illustrate the dependence of the form of the flux divergence

upon coordinate frame and orientation most simply through the exam-
ple of one-dimensional flow over horizontally homogeneous terrain. In
this case an appropriate coordinate system is the rectangular Cartesian
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Figure 3.1. The coordinate system should be such that the local normal to the surface
and the mean scalar gradient ∇c lie in the x-z plane.

frame and with an arbitrary orientation of the axes and with velocity
components u, v, w aligned with x, y, z respectively, the divergence of
the mean aerodynamic flux vector becomes,

∇.�uc =
∂uc

∂x
+

∂vc

∂y
+

∂wc

∂z
(3.2)

where the overbar denotes a time average.
One-dimensionality of the wind field and horizontal homogeneity of

the surface scalar source impose strong symmetries on the velocity and
scalar fields so that gradients of mean quantities depend only on distance
from the surface. Hence, if we orient �ei so that the z axis is normal to
the surface we find

∇.�uc = 0 + 0 +
∂wc

∂z
(3.3)

In this case the divergence operator can be estimated, at least in finite
difference form, from anemometers and scalar sensors on a single tower
orientated along the surface-normal z axis. A more general message
can be drawn from this example, however. It reminds us that the major
symmetries of the wind field and the scalar source distribution determine
the alignment of gradients of mean moments of the velocity and scalar
fields. In fact it is the symmetry of the wind field that the natural wind
system was built upon.
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If we move from one-dimensional to two- and three-dimensional flows,
we expect that the alignment of flow streamlines1, which will now be
space curves, and the directions in which the scalar source distribution
changes most rapidly will continue to determine the strongest symme-
tries of the resultant mean fields and thereby the gradient of the aerody-
namic flux vector. Consider for example, boundary-layer flow over gently
undulating terrain with horizontal changes in scalar source strength on
scales of kilometers or greater. The mean streamlines close to the sur-
face will be approximately parallel to the ground while the gradients
of mean moments of the wind and scalar fields in the surface-normal,
cross-streamline direction will be much larger than streamwise gradi-
ents. Hence we can write

∂wc

∂z
>>

∂uc

∂x
,
∂vc

∂y
(3.4)

where the x and y directions are now aligned in the streamwise direc-
tion and in the cross-stream direction parallel to the local surface, re-
spectively. Equivalently we can say that the local normal to the surface
must lie in the x-z plane (Figure 3.1). In analogy to the case of one-
dimensional flows, the best approximation to the divergence that can
be obtained from an alignment of anemometers along a single tower is
obtained when the instruments are located in the plane spanned by the
mean wind vector and the local normal to the surface.

Flows where the mean streamlines are approximately parallel to the
surface and Equation 3.4 is satisfied are sometimes referred to as ‘Fairly
Thin Shear Layers’ (FTSL) (Bradshaw, 1973). Most long-term flux
study sites conform to the FTSL description, even those in complex
terrain. Henceforth, we will refer to terrain where the flow satisfies
FTSL criteria as ‘gentle’ terrain. At such locations, we can expect that
measuring wc/∂z with x tangent to the streamline and the x-z plane
normal to the surface will yield the best approximation to ∇.�uc that we
can obtain from instruments orientated along a single straight line. For
a practical example of this see Geissbuhler et al. (2000). As the scale of
variation of the mean velocity and the scalar source in the streamwise
direction begins to approach that in the cross-stream direction, however,

1Streamlines are curves in space that are everywhere tangent to the local velocity vector.
The streamlines passing through an arbitrary curve that is not itself a streamline form a
stream surface. If the velocity vector �u is a time averaged quantity, then the streamlines and
stream surfaces belonging to the steady vector field �u(�x) are fixed in space. Solid surfaces

are stream surfaces by definition, as the normal component of �u is zero at such a surface.
For more complete definitions of these objects see any standard text on fluid mechanics, e.
g., Batchelor (1967) and for a comment on the limitations of the concept of a stream surface
see Finnigan (1990).



Coordinate Systems and Flux Bias Error 39

this approximation rapidly becomes poor. Nevertheless, at micrometeo-
rological sites chosen to avoid the grossest inhomogeneities in topography
and source distribution, the optimal coordinate system in which to write
the mass balance is one whose coordinate lines are aligned as shown in
Figure 3.1.

So far we have concentrated on the mass balance at a point and the
local orientation of the coordinate lines. In practice we want to estimate
the mass balance in a control volume over a representative patch of
surface. To do this we need to write the mass balance in integral form,
which requires us to specify the coordinate system in which we intend
to represent it as this determines the geometry of the coordinate lines
along which we shall integrate. In the next section we will review the
properties of two candidate systems whose coordinate lines have the local
orientation specified above.

2.2 Coordinate systems
Coordinate systems provide two essential ingredients for the math-

ematical description of the mass balance: they specify the magnitude
and direction of a vector basis �ei in terms of which all vector and tensor
quantities can be written, e. g.

�u = u�1 + v�2 + w�3 (3.5)

u, v, w being the components of the velocity vector �u in the basis �ei.
They also provide coordinate lines, whose intersections can be used to
locate points in space and along which we integrate, e. g., we write
�u(�x) ≡ �u(x, y, z) meaning the value of vector �u at the position labeled
by distances x, y, z, respectively from the origins of the coordinate lines.
The vector basis, �ei is linked to the coordinate lines. For example, �e1

might be defined as the unit tangent to the x coordinate line.
Except in the simplest case of steady one-dimensional flow over a plane

surface, in which case the mean streamlines are straight lines parallel
to the surface, a coordinate system that has its x lines approximately
parallel to and its z lines normal to the streamlines will be curvilinear.
Some salient points of curvilinear coordinate systems together with some
useful references are given by Finnigan (2004). In the next section we
will discuss two coordinate systems in detail: rectangular Cartesian and
physical streamline coordinates, which essentially bound the range of
appropriate choices.
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2.2.1 Rectangular Cartesian coordinates

In this familiar system the vector basis �ei is orthonormal and the coor-
dinate lines are straight and orthogonal and everywhere parallel to �ei so
that the x coordinate is parallel to �e1 , y is parallel to �e2 and z is parallel
to �e3. The instantaneous mass balance equation (Equation 3.1) written
in Cartesian coordinates (from now on we will drop the qualification
‘rectangular’) is

∂c

∂t
+

∂uc

∂x
+

∂vc

∂y
+

∂wc

∂z
= Sδ(�x − �x0) (3.6)

and the time averaged form of this equation is

∂c

∂t
+ u

∂c

∂x
+ v

∂c

∂y
+ w

∂c

∂z
+

∂u′c′

∂x
+

∂v′c′

∂y
+

∂w′c′

∂z
= Sδ(�x − �x0) (3.7)

where the overbar denotes a simple time average (Finnigan et al. 2003)
and the prime denotes an instantaneous departure from the average.

An important property of rectangular Cartesian coordinates is that,
once the vector basis has been defined at any point in space, its orienta-
tion and that of the coordinate lines is defined everywhere (Figure 3.2).
In particular, if we determine the x, �e1 direction by making it parallel
to the mean velocity vector measured by a sonic anemometer on a tower
and if the mean streamline at the anemometer is not parallel to the
underlying surface, then the z axis cannot be normal to the surface.

2.2.2 Physical streamline coordinates

Physical streamline coordinates are defined by the flow field itself.
The instantaneous flow must first be averaged in time to define a set of
mean streamlines, which become the x coordinate lines. Hence a given
turbulent flow field can generate different streamline coordinate frames
depending upon the way the flow is averaged. Like Cartesian coordi-
nates, streamline coordinates employ the orthonormal basis �ei but this
is now orientated so that �e1 is always tangent to the local streamline, �e2

is aligned with the principal normal2ll to the streamline and �e3 is aligned

2The principal normal to a streamline lies in the plane that is tangent to the streamline and
in which the curvature of the streamline is greatest. The binormal is perpendicular to the
plane spanned by the tangent and the principal normal and the three vectors, the tangent,
principal normal and binormal form the orthonormal Frenet Frame. In two-dimensional
flow fields the binormals and the y coordinate lines are parallel to the surface so that the z
coordinate lines intersect the surface normally. Hence the physical streamline coordinates of
horizontally homogeneous flow over a flat surface are just rectangular Cartesian coordinates
with the z axis normal to the surface.
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Figure 3.2. a. The orientation of a Cartesian coordinate system is determined once
the base vectors are orientated at a single point, usually the anemometer position.
b. If the z axis intersects the ground at an angle γ, the area of ground surface that
supplies a flux of mass into the prism dx × dy × z is dx × dy/ cos γ.

with the binormal to the streamline (Figure 3.3). The coordinate lines
x, y, z are respectively, the streamlines (x), the set of curves everywhere
tangent to the binormals (y) and the set of curves everywhere parallel
to the principal normals (z) (Figure 3.3). Note that in physical stream-
line coordinates, the y coordinate lines are associated with the �e3 base
vectors and the z lines with �e2. This is a consequence of the micrometeo-
rological convention where we take the positive z direction as increasing
normally from the surface. Streamline coordinates are described for two-
dimensional flows by Finnigan (1983) and for three-dimensional flows by
Finnigan (1990) and Kaimal and Finnigan (1994). Their application to
long term flux measurements is treated in much more detail in Finnigan
(2004). Two-dimensional streamline coordinates have been employed
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Figure 3.3. The vector basis of physical streamline coordinates is determined by the
orientation of the streamline. Here �e1 is the (normalized) tangent, �e2 the (normal-
ized) principal normal and �e3 the (normalized) binormal to the streamline. The z
coordinate lines are tangent to the field of �e2 vectors and the y coordinate lines are
tangent to the field of �e3 vectors, while the streamlines form the x coordinates.

in analyses of complex flow fields, e. g. Finnigan and Bradley (1983),
Zeman and Jensen (1984).

The time averaged mass conservation equation in three-dimensional
streamline coordinates is

∂c

∂t
+ u∂x∂ c = −∂x∂ u′c′ − ∂y∂∂ v′c′ − ∂z∂ w′c′ − [

1
La

]u′c′ + [
1
r

∂r

∂y
]v′c′

−[
1
R

+
1
r
]w′c′ + Sδ(�x − �x0) (3.8)

where
1
La

=
1
u

∂x∂ u, R is the local radius of curvature of the streamline

and r is the local radius of curvature of the y coordinate lines. One
consequence of using curvilinear systems like streamline coordinates but
retaining the orthonormal vector basis �ei so variables have their familiar
meaning is that the derivatives in the equations are directional rather
than partial derivatives and we have written them as ∂x∂ , ∂y∂∂ etc. to
distinguish them from partial derivatives. However, for most practical
applications directional and partial derivatives are interchangeable. The
main difference that needs to be kept in mind when doing mathematical
manipulation of streamline coordinate equations is that derivatives along
orthogonal coordinate lines do not commute so ∂x∂ ∂y∂∂ φ − ∂y∂∂ ∂x∂ φ �= 0,��
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where φ(x, y, z) is an arbitrary function (Finnigan, 1990). Momentum
equations and rate equations for the components of the Reynolds stresses
in this coordinate frame may be found in Kaimal and Finnigan (1994).

We see in Equation 3.8 that in streamline coordinates the advection
term has been simplified relative to Equation 3.7 so that only stream-
wise advection appears in the equation but that the flux divergence has
acquired extra terms that arise because of the changing orientation of �ei

in space and because the infinitesimal control volume dxdydz changes
shape as streamlines converge or diverge. On comparing the eddy flux
terms in Equations 3.7 and 3.8 it is apparent that these extra terms all
involve the radii of curvature of the coordinate lines.

2.2.3 Other coordinate systems

Mathematical models of flow and transport over complex terrain are
often developed in various kinds of surface-following coordinate sys-
tems. See for example, Howarth (1951), Bradshaw (1973), Pielke (1984),
Ferziger and Peric (1997). While these systems offer advantages for con-FF
structing models, they have significant disadvantages for interpreting
tower measurements. The main ones are that the coordinate systems
are generally non-orthogonal and the associated vector bases are not or-
thogonal unit vectors so that the dependent variables in these systems
do not correspond to the physical quantities that our instruments mea-
sure. We will not discuss such systems further here. For a more detailed
appreciation see Finnigan (2004).

2.3 Advantages and disadvantages of Cartesian
and streamline coordinate systems

A comparison of Equations 3.7 and 3.8 shows that the mass balance
expressed in streamline coordinates has a simplified advection term but
a more complicated expression for the flux divergence with three extra
terms to estimate. In gentle terrain it is probably easier to estimate
the parameters La, R and r than it is to estimate the cross stream
advection terms v∂c/∂y + w∂c/∂z as R and r can be approximated as
R = R0 + z and r = r0 + z, where R0 and r0 are the curvatures of
the surface and can be calculated from a digital elevation or contour
map. In steeper topography, however, this advantage is lost and multi-
point measurements are required to close the mass balance whichever
coordinate frame it is written in.

Another advantage of streamline coordinates is that the vector basis
�ei is everywhere aligned with the local mean wind vector �u so that a
series of anemometers can be combined in the mass balance calculation
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once their outputs have been rotated into the local �ei basis. In Cartesian
coordinates, in contrast, once the orientation of �ei has been determined
for one anemometer, it is fixed everywhere in space and the orientations
of additional anemometers relative to the first must be known to use
their outputs in the mass balance calculation.

To move from the time averaged mass balance at a point as expressed
by Equations 3.7 and 3.8 to the integral mass balance in a control vol-
ume, we need to integrate Equations 3.7 and 3.8 over a prism whose
lower face is the vegetated surface and whose aerial faces are determined
by the coordinate surfaces. This raises the issue of determining these
surfaces which in gentle terrain is somewhat easier in the case of stream-
line coordinates than in Cartesian coordinates. In steep terrain however,
neither system is obviously superior to the other. A more complete treat-
ment of the pros and cons of the two coordinate systems may be found
in Finnigan (2004).

3 Coordinate Systems for Point Measurements

3.1 General considerations
This Section discusses three coordinate frames that are used most

frequently for the interpretation of point eddy covariance measurements.
These coordinate frames all define a local vector basis in which vector
quantities such as air velocity and eddy flux are expressed. In addition,
none of them uses the scalar concentration and flux fields to constrain
the vector basis. This second feature is an important one because any
other coordinate systems constrained in whole or in part by the scalar
flux vector will give physically unrealistic results.

In Section 2, we make a distinction between the vector basis, a local
property of a coordinate system, and the overall coordinate frame con-
sisting of the vector basis and coordinate lines, a global property of the
flow that is determined by the flow field in three dimensions. From an op-
erational viewpoint, point measurements can only define the local vector
basis. Even with multiple sensors, it is extremely difficult to determine
coordinate lines of the global coordinate frame because the sensors can
rarely be aligned relative to one another with sufficient accuracy. Fur-
thermore, point measurements give some but not all of the terms of the
surface-layer mass balance. It is therefore crucial that we work in coor-
dinate frames that optimizes our ability to estimate surface-vegetation
exchange such as NEE, using the terms we can measure. A suitable
coordinate frame must also maximize information for diagnostics pur-
poses (e. g., to answer the question of whether atmospheric conditions



Coordinate Systems and Flux Bias Error 45

are too limiting to allow a meaningful NEE estimate) and for advancing
our understanding of the 3-dimensional nature of the flow.

Unfortunately, in the authors’ opinion, the information produced by
eddy covariance has not been fully utilized because most field studies
focus too narrowly on the vertical eddy fluxes such as CO2 flux and the
streamwise momentum flux. It is known that even at ideal sites, the
30-min mean velocity vector can depart from the local terrain surface.
Recovery of the mean vertical velocity may help us determine whether
the observation suffers from undersampling of low frequency eddies or
from the influence of mesoscale motion at scales larger than the scale of
the flux footprint. It is also known that v′w′, the cross-wind momentum
flux, cannot be assumed to equal zero in the ocean atmospheric surface
layer (Wilczak et al. 2001), at sites on rolling topography (Section 6), and
at times when wind directional shear exists in the surface layer. Tanner
and Thurtell (1969) pointed out that when u′v′ (covariance between the
streamwise and lateral velocity components) is not zero, conditions are
not ideal and local divergence caused by fetch or surface inhomogeneity
may be occurring. Lee (2004) discussed the mechanism of generation
of the horizontal eddy flux, u′c′, in the surface layer and how it can
be used provide additional information on the advective influences on
flux observations. These quantities are physically meaningful only if a
coordinate is chosen properly.

A suitable coordinate system also provides a consistent framework for
data analysis. This is especially true if one wishes to recover flux loss at
low frequencies (Finnigan et al. 2003, Sakai et al. 2001, Chapter 5). In
this regard, rotation at every 30 min interval, which is equivalent to high-
pass filtering, produces the undesirable effect of having turbulent time
series that are discontinuous. Similarly, construction of ensemble mean
spectra and cospectra should be done in an appropriate coordinate frame
so that the low frequency contributions to the spectra are not missed.

3.2 Instrument coordinate

This is an orthogonal coordinate frame deployed by the anemometer
to express the components of the wind and the associated eddy flux vec-
tors. In some modern designs, the transducers of the sonic anemometer
are arranged non-orthogonally to minimize flow interference. Projection
of the velocity vector from the non-orthogonal to the desired orthogonal
frame involves straightforward geometric transformation, which is ac-



46 HANDBOOK OF MICROMETEOROLOGY

Figure 3.4. Contour plot of instrument velocity components showing the interference
on air motion by the instrument tower at the Wind River site, Washington, U. S. A.
(Paw U et al. 2004).

complished by firmware for the user. The geometry of the anemometer
has some bearing in the way correction is made for the cross-wind effect
on the sonic signal (Kaimal et al. 1990, Liu et al. 2001) and for flux loss
due to pathlength averaging (Chapter 4)3.

The base vectors of the instrument coordinate system are fixed once
the position of the anemometer is known relative to some geographic
reference. For example, the �e1 vector may be pointing to the north, the
�e3 vector to the west, and the �e2 vector aligned with, and in the opposite
direction of, the gravitational force if the anemometer is leveled. In this
sense, the instrument coordinate is an absolute one that is independent
of the flow field. Micrometeorologists without exception should always
archive the data of velocity statistics and flux cross products expressed
in this coordinate. Although the flux cross products must undergo coor-
dinate rotation, the velocity data themselves can be useful in many other
ways. For example, the instrument velocity components can be used to
determine wind direction, to infer the extent of aerodynamic interference

3Strictly, correction for flux loss due to pathlength averaging should be made with the ve-
locity spectra in the non-orthogonal coordinate aligned with the separation direction of the
transducers, not in any other coordinate (e. g., the natural wind system) unrelated to the
geometry of the sonic anemometer design.
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by the measurement platform (Figures 3.4 and 3.7), and to determine
the orientation of the base vectors, in the instrument coordinate system,
of the planar fit coordinate system (Appendix B).

3.3 Natural wind coordinate
Tanner and Thurtell (1969) define the natural wind coordinate system

as a right-handed system in which the x-axis is parallel to the (30-min)
mean flow with x increasing in the direction of the flow, the z-axis is
normal to and pointed away from the underlying surface. It assumes
that there is no correlation between the lateral and vertical velocities
(v′w′ = 0). Transformation to this coordinate is accomplished by a two-
step rotation procedure involving three rotation angles. For the reader’s
convenience, a brief account of their procedure is given in Appendix A.
The complete description can be found in their original report and in
McMillen (1988).

An obvious advantage of the natural wind coordinate is that by forc-
ing the mean lateral and cross wind components to zero, it aligns the x
axis to the streamline at the measurement point. In an idealized homo-
geneous flow, this serves the function of leveling the anemometer to the
surface. It offers a consistent frame through time for periods when the
anemometer position has been moved frequently.

If multiple sensors are deployed in the streamwise direction, by align-
ing the x axis with the local wind vector at each sensor location, mea-
surements can be expressed in a common streamline coordinate. In
Section 2, we suggest that in gentle terrain the streamline coordinate is
the best frame to assess mass balance (Equation 3.8). Obviously, this is
a formal analysis and needs to be verified by experimental tests.ff

Another important feature of the natural wind coordinate is that it
allows online computation of the fluxes. While scalar fluxes are not par-
ticularly sensitive to tilt errors, velocity cross products in the instrument
coordinate usually do not make much sense until a coordinate rotation is
made. The ability to transform in real-time the velocity cross products
to the streamwise momentum flux in a coordinate aligned, albeit ap-
proximately, to the surface will help the investigator detect instrument
malfunction. For example, a positive covariance u′w′ after rotation usu-
ally indicates problems with the sonic anemometer.

At the time of its publication, the natural wind system was intended
for a surface layer in which the flow is one dimensional, and there is
no wind directional shear causing cross-wind momentum flux (that is,
v′w′ = 0). It is a suitable system for experiments conducted at ideal
sites, over selected “golden days”, and in homogeneous flow, fair weather
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conditions. In short field campaigns at a sloped site, McMillen (1988)
found that rotation to the natural wind system significantly improved
his results. However, the drawbacks of the system have become apparent
now that the scope of micrometeorological research has been extended
considerably to include non-flat sites as well as year-round, continuous
monitoring. Some of the limitations can be summarized as follows:

Over-rotation: By forcing the mean vertical velocity to zero forff
every observational period, we run the risk of over-rotation. Sec-
tion 5 gives a list of examples on when this may actually occur.
Over-rotation may result in a systematic bias error in the time-
integrated flux.

Loss of information: Most field campaigns deploy only one eddy
covariance system. The theoretical advantage of aligning the co-
ordinate with the local wind vector is no longer compelling, since
it is not possible to close the mass balance with one single sensor,
and is outweighed by the disadvantage of information loss. For ex-
ample, a nonzero w may exist due to thermal circulation and free
convection. In rolling terrain and in direction shear (in the vertical
sense) flow conditions, it is not valid to assume v′w′ = 0. While
these quantities themselves do not permit a full mass balance clo-
sure, they offer useful information on the 3-dimensional nature of
the flow influencing the measurement.

Degradation of data quality: It is shown that the data quality is
lower for rotation into the natural wind coordinate in comparison
to the planar fit method (Chapter 9). One reason for this has to do
with unrealistically large rotation angles in low wind conditions.
When this occurs, the z axis is no longer in a direction along which
the divergence of the eddy flux is maximized. That v′w′ �= 0 in��
advective flow also contributes to the problem. Finnigan (2004)
points out that the third rotation angle (angle β, Appendix A)
constrained by forcing v′w′ to zero has a closure problem and often
gives physically unrealistic results.

3.4 Planar fit coordinate
This is a right-handed orthogonal coordinate in which the z-axis is

perpendicular to the mean streamline plane and the y-axis is perpendic-
ular the plane in which the short-term (30 min) velocity vector �u and
the z axis lie. The mean streamline plane is determined from an en-
semble of observations made over weeks or longer. In this system the z
coordinate is fixed over the chosen period, and x and y axes are variable
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Figure 3.5. An example of planar fit regression with wind data over a maize canopy
in Davis, California (Paw U et al. 2000).

with time. Strictly, the system is not a streamline coordinate because
its base vectors are not aligned with the short-term mean streamline.

The steps involved in the rotation from the instrument coordinate to
the planar fit coordinate are:

Determine a period (weeks or longer) during which there was no
change in the anemometer’s position relative to the surface.

Perform linear regression, w1 = b0 + b1u1 + b2v1, using data from
the chosen period to define a “tilted plane”, or the mean streamline
plane (Figure 3.5), where b0, b1 and b2 are regression coefficients,
and {u1, v1, w1} are components of the (30-min) mean velocity in
the instrument coordinate system.

Use the regression coefficient b1 and b2 to determine the pitch,
roll and yaw angles for rotation as in Wilczak et al. (2001) or
alternatively, the base vector set that defines the three coordinate
axes (Appendix B).

Project the velocity and flux cross products into the new coordi-
nate system.

The planar fit method overcomes some of the deficiencies of the nat-
ural wind coordinate system. The coordinate axes are not prone to
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the effect of instrument offset because the offset is eliminated by the
least squares procedure. The z coordinate is independent of wind di-
rection, minimizing the problem of over-rotation in the presence of the
aerodynamic shadow produced by the sensor structure (Figure 3.7). By
relying on a large ensemble of observations, the coordinate frame is sta-
ble through time and the x-y plane is more or less parallel to the local
surface4. Most importantly, with the planar fit or other similar long-
term coordinates, it is possible to recover information on the 2- and
3-dimensional nature of the flow field, such as the mean vertical veloc-
ity, from observations made at a single point.

In recent years the residual mean vertical velocity in the long-term
coordinate has received considerable attention. Wilczak et al. (2001)
consider the residual as random noise. Lee (1998), Baldocchi et al.
(2000) and Paw U et al. (2000) combine the residual with the continuity
equation to estimate the contribution of vertical advection to the sur-
face layer mass balance. Finnigan (2004) views it as being indicative
of low frequency contributions to the total flux. Because it is usually
small in magnitude, the mean vertical velocity is very sensitive to mea-
surement artifacts. To recover the mean vertical velocity that is truly
meteorological remains a challenging task.

Several practical considerations should be kept in mind when apply-
ing the planar fit method. Every time the sonic anemometer is moved, a
new base vector set or rotation angles should be determined. The rota-
tion method assumes that the instrument offset in the vertical velocity,
if any, is constant throughout the period chosen for the coordinate de-
termination, which is made possible by the advance in the technology
of sonic anemometry. Clearly, the method should not be used in situ-
ations where the offset is not stable, or when the anemometer position
has been changed too frequently. In principle, the planar fit method can
be implemented in the realtime computation of fluxes providing that the
base vector set has been previously determined. Finally, the influences
of atmospheric stability, strong winds, and change in foliage morphology
on the rotation angles remain to be investigated.

4 Flux Bias Error due to Coordinate Tilt
Let us consider once again the example of one-dimensional, non-

convergent wind field and horizontal homogeneity of the surface scalar
source over horizontallyhomogeneous terrain. According to Equations3.1-

4Sites where a systematic vertical motion exists are exceptions to this. A case in point is a
forest edge where the streamline is always titled at an angle from the surface (Irvine et al.
1997, Li et al. 1990).
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3.3, the eddy flux w′c′ is now equivalent to the true surface-air exchange.
(For simplicity, we will ignore the storage correction.) Similarly, the eddy
momentum flux u′w′ represents the true surface shear stress. The mea-
surement will suffer a tilt error if it is expressed in a coordinate whose
vector base �e2 or the z axis is tilted from the direction normal to the
surface.

4.1 Momentum flux bias
The tilt error in the momentum flux has been quantified by Wilczak

et al. (2001) using the mixed-layer and surface layer similarity functions.
They showed that for a 1◦ tilt, the error is typically greater than 10% in
the surface under moderately unstable conditions and can be as large as
100% under free convection conditions. The error is probably even larger
in stable conditions because of poor correlation between the streamwise
and vertical velocities (Kaimal and Haugen 1969). Such a bias error
is highly undesirable in the context of the Monin-Obukhov similarity
because friction velocity is a velocity scale and a parameter used to define
the Monin-Obukhov length and the scale for the scalar concentration.
This leads to the stringent requirement of an accuracy of at least 0.1◦
in the internal alignment and mounting of the anemometer (Kaimal and
Haugen 1969).

In the context of long-term observation of surface-air exchange of en-
ergy and materials, an accurate measurement of the momentum flux will
aid gap filling and data quality control. For example, friction velocity is
used to screen nighttime data for well-mixed conditions (Goulden et al.
1996). If the tilt error is large, it may be difficult to establish a friction
velocity threshold for CO2 flux. Also when applying spectral corrections
to the flux, one needs an accurate measurement of stability and therefore
momentum flux (Chapters 4 and 5).

4.2 Scalar flux bias
To assess the scalar flux bias error, let variables with subscript 1

denote quantities in a Cartesian coordinate tilted at an angle, α, from
the correct one and variables without the subscript denote quantities in
the correct coordinate. Here α is positive if the instrument is tilted into
the wind and negative otherwise. The vertical eddy flux in the tilted
coordinate, w′

1c
′, can be expressed as

w′
1c

′ = w′c′ cos(α) + u′c′ sin(α). (3.9)
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Using the following approximate relationship

u′c′ = a
u′w′

w′2 w′c′ (3.10)

to eliminate the dependence on the horizontal eddy flux, u′c′ (Lee 2004),
we obtain

w′
1c

′ = w′c′ cos(α) + a
u′w′

w′2 w′c′ sin(α). (3.11)

Here a is an empirical constant (a = 2.4 and 3.3 for unstable and stable
conditions, respectively). Equation 3.11 is combined with the Monin-
Obukhov similarity to yield

σw

u∗
=

{
1.25(1 − 3z/L)1/3 for z/L ≤ 0

1.25 for z/L > 0
(3.12)

to investigate the flux bias error (Figure 3.6), where σw is the vertical
velocity standard deviation, u∗ is friction velocity, and z/L is the Monin-
Obukhov stability parameter.

Figure 3.6 shows that the scalar flux is less sensitive to sensor tilt than
the momentum flux, with a tilt error usually less than 5% for small tilt
angles (α < 2◦). However, we should be aware of two types of systematic
bias that can occur in the time integration of carbon flux. In the first,
the sensor tilt angle is fixed at all times, but because the tilt error is
larger in stable (nighttime) than in unstable (daytime) conditions, the
overall error does not cancel out. In the second, wind direction exhibits
a systematic diurnal pattern (e. g., land/sea breezes) so that the tilt
angle is negative in the daytime and positive at night. This second
scenario is particularly undesirable because the tilt error is of opposite
sign for day versus night. If we take a typical growing season CO2 flux
of -0.5 and 0.2 mg m−2s−1 for daytime and nighttime, respectively, and
a 4% overestimation and a 5% underestimation due to a −2◦ and 2◦
tilt for daytime and nighttime, respectively (Figure 3.6), the bias in the
monthly flux sum is estimated at 20 g C m−2, or on the order of 10% of
the annual NEE of some temperate forests.

In this simple example of 1-dimensional flow, the global property of
the coordinate system is uniquely determined by the local vector basis
at the measurement location. The general conclusion is applicable in
weakly 2- and 3-dimensional flows. In this case, the optimal coordinate
for point measurements should have its x− z plane perpendicular to the
local terrain surface (Figure 3.1) and the tilt error discussion should be
cast in reference to this coordinate.

It should be pointed out that the above error assessment is limited to
the eddy flux only. Errors in the overall NEE estimate caused by neglect
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Figure 3.6. Scalar flux bias error as a function of the Monin-Obukhov stability pa-
rameter for four tilt angles.

of non-turbulent advective fluxes (e. g., w c) could be significantly larger
in 2- and 3-dimensional flows.

5 Examples of Coordinate Tilt
Coordinate tilt can occur in several ways. The most obvious one is a

physical tilt of the instrument relative to the correct coordinate frame.
This can be minimized on level terrain by carefully mounting the sen-
sor, but is unavoidable on sloped terrain because the x-y plane of an
instrument leveled with respect to the geopotential is not parallel to the
local terrain slope and thus is tilted from the most appropriate coordi-
nate frame. Post-field rotation schemes attempt to remove the tilt by
using wind statistics, each making a different assumption regarding the
flow dynamics in the surface layer. The natural wind system assumes
horizontal flow homogeneity for every observational period and thus the
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velocity vector is assumed to be always parallel to the surface. A co-
ordinate system derived from an ensemble of observations assumes that
the ensemble mean velocity vector is parallel to the surface, while the
velocity vector over individual observational periods can intercept the
surface thus allowing non-zero mean vertical velocity.

Coordinate tilt can also occur if the instrument vertical velocity has
an electronic offset. [Wilczak et al. (2001) point out that offset in the
instrument horizontal velocity components is not a concern.] The instru-
ment may be perfectly aligned with the optimal coordinate frame, but
in post-field rotation, such as that of Tanner and Thurtell (1969), that
forces the 30-min mean vertical velocity to zero for every observation,
we end up with flux and wind statistics in an incorrect reference frame.
If a typical mean velocity is 2 m s−1, a 5 cm s−1 offset in the instrument
vertical velocity is equivalent to a 1.5◦ tilt. This “over-rotation” will in-
troduce a bias to the integrated carbon flux especially if wind direction
changes systematically from day to night. The instrument zero offset
can be measured in the field by putting the anemometer in a zero wind,
anechoic chamber and be removed from the signal before coordinate ro-
tation is performed. Care should be exercised to ensure that the zero
wind chamber is not subject to differential heating as to create convec-
tive motion inside. Alternatively, the offset can be removed by a least
squares regression on the assumption that it remains constant over the
entire experimental period (Paw U et al. 2000; Appendix B).

Another cause of coordinate tilt arises from 2- or 3-dimensional air
motion. If there is horizontal flow convergence/divergence, the (30-min)
mean velocity vector will no longer parallel to the terrain surface. Once
again, a tilt error will result from the mean vertical velocity being forced
to zero by post-field rotation. In this regard, a coordinate system based
on velocity data obtained over long periods is more robust, particularly
at times of low wind speed when the natural wind system often gives
unrealistically large rotation angles.

The anemometer supporting frame and the instrument tower can de-
flect the flow to the extent that can lead to a tilted coordinate in post-
field data analysis. Figure 3.7 shows an example of this problem. The
tilt factor b was determined by linear regression of the instrument mean
vertical velocity, w1, against the instrument horizontal velocity, u1, as
in

w1 = a + bu1, (3.13)

over successive 15◦ wind direction bins (Lee 1998). The sinusoidal be-
havior of b as a function of wind direction, expected for the ideal case
of flow free of aerodynamic interference, was not observed, suggesting
the aerodynamic shadow effect on the measurement. In fact, the 120◦
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Figure 3.7. Vertical tilt factor as a function of wind direction for omnidirectional
Kaijo Denki sonic anemometers at two measurements heights in a boreal aspen forest
in Prince Albert, Saskatchewan, Canada.

repetitive pattern shown in Fig 3.7 corresponds to the three vertical
supporting frames of the anemometer arranged 120◦ apart. According
to Figure 3.7, by forcing the mean velocity to zero, the natural wind
system can tilt the coordinate by as much as 3◦. A reasonable solution
to this problem is the planar fit method discussed above, which uses the
data from all wind directions to determine a more stable reference frame
independent of wind direction.

Finally, forcing the cross-wind momentum flux v′w′ to zero may result
unrealistically large rotation angles (Section 6). The tilt error in this case
arises from contamination of the vertical flux w′c′ by the cross-wind flux
v′c′ (Equation 3.17), and is usually much smaller than that arising from
contamination by the streamwise flux u′c′ (Equation 3.9).

6 Analysis of a Sample Dataset

6.1 Dataset
In this Section, we use a dataset obtained over the Great Mountain

Forest in rolling terrain to investigate the effect of coordinate rotation
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Figure 3.8. Comparison of CO2 flux (mg m−2 s−1) in the natural wind and planar
fit coordinates. Solid line represents 1:1.

on the flux measurement. A detailed description of the site and mea-
surement system is given by Lee and Hu (2002). Briefly, the eddy co-
variance system was mounted at a height of 30.4 m, roughly 10 m above
the treetops. The data obtained over June to July, 1999 was used in
this analysis. The 30-min velocity and flux cross product matrix was
first computed in the instrument coordinate and then transformed to
the natural wind coordinate system. Rotation into the planar fit coor-
dinate was carried out in the post field analysis. Over this period, the
unit vector in the direction of the z axis of the planar fit coordinate was
{0.060,−0.078, 0.990} (Appendix B). Density corrections were applied
to carbon and water vapor fluxes in all three coordinate systems.

6.2 Results
Figures 3.8 and 3.9 compare the CO2 flux and the streamwise momen-

tum flux in the natural wind and planar fit coordinate systems. Although
statistically the slope of the regression is not different from the 1:1 line,
some scatter is evident. The time integrated C flux over the two month
period was -84.4, -84.8 and -88.1 g C m−2 in the instrument, natural
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Figure 3.9. Comparison of the streamwise momentum flux (u′w′, m2 s−2) in the
natural wind and planar fit coordinates. Solid line represents 1:1.

wind, and planar fit coordinate, respectively, with a relative difference
of 4%.

Figure 3.10 shows that the cross-wind momentum flux v′w′ in the
planar fit coordinate is usually not negligible. This is not a surprise for a
surface layer over rolling topography. That v′w′ is dependent upon wind
direction also suggests some tower interference with the measurement.
Forcing v′w′ to zero would require an additional rotation of the z − y
plane around the x axis by as much as 20◦.

To simulate the natural wind rotation scheme, we perform one ad-
ditional rotation of the velocity and flux cross products in the planar
fit coordinate by forcing the cross-wind momentum flux to zero. The
results are given in Figures 3.11 and 3.12. Much of the scatter in Fig-
ures 3.8 and 3.9 is eliminated by the additional rotation. The R2 value
is improved from 0.983 to 0.997 for CO2 flux and from 0.979 to 0.991
for momentum flux. Thus the primary difference between the two coor-
dinates is the third rotation of the natural wind system that forces v′w′
to zero. A rotation angle as large as 20◦ is clearly not physical. For-
tunately, the error caused by this rotation (rotation of the z − y plane
around the x axis) is much smaller than the error caused by sensor tilt



58 HANDBOOK OF MICROMETEOROLOGY

0 50 100 150 200 250 300 350

0.2

0.1

0

0.1

0.2

0.3

0.4

0.5

WIND DIRECTION, DEGREE

C
R

O
S

S
W

IN
D

 M
O

M
E

N
T

U
M

 F
LU

X

Figure 3.10. Cross-wind momentum flux (v′w′, m2 s−2) in the planar fit coordinate
as a function of wind direction.

in the streamwise direction discussed in Section 4. This is because the
cross-wind scalar flux, v′c′, and momentum flux, v′w′, are much smaller
than their streamwise counterparts, u′c′ and u′w′.

7 Conclusions
To convert measurement of wind speed, eddy flux and scalar concen-

tration into estimates of the true surface-air exchange, we implicitly or
explicitly assimilate the measurement into mathematical statements of
the mass balance over a representative patch of the surface. The form of
these statements depends on the coordinate system in which it is written
and the coordinate system should be chosen so that the measurements
can be used optimally. A comparative analysis of some candidate coordi-
nate systems is performed, with a particular emphasis on the Cartesian
and physical streamline systems.

In our theoretical analysis, we make a distinction between the vector
basis, a local property of a coordinate system, and the overall coordinate
frame consisting of the vector basis and coordinate lines, a global prop-
erty of the flow that is determined by the flow field in three dimensions.
Usually only a single tower is available as measurement platform. Such
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Figure 3.11. Comparison of CO2 flux (mg m−2 s−1) in the natural wind coordinate
and the planar fit (PF) coordinate with one additional rotation that forces v′w′ to
zero. Solid line represents 1:1.

point measurements can only define the vector basis, and many com-
ponents that enter into the mass balance in complex flows are severely
under-sampled. A suitable coordinate frame for point measurements
must optimize our estimates of the surface-air exchange using the terms
we can measure, and maximize information for diagnostics purposes.

We analyze the strengths and weaknesses of three operational coor-
dinate systems for point measurements (instrument, natural wind, and
planar fit). Results of the analysis of a sample dataset shows that the
cumulative C flux is 4% higher in magnitude in the planar fit coordinate
than in the natural wind coordinate. The difference in the eddy fluxes in
the two coordinates results primarily from the third rotation performed
by the natural wind system that forces v′w′ to zero.

Coordinate tilt can occur in a number of ways. Besides the obvious
physical tilt of the anemometer relative to the local terrain surface, co-
ordinate tilt can easily result from post-field data analysis. Tilt error in
the eddy scalar flux w′c′ arises from contamination by the streamwise
flux u′c′ and the cross-wind flux v′c′, the former of which is much larger
in magnitude. That the scalar flux tilt error is usually small for small tilt
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Figure 3.12. As in Figure 3.11 but for the streamwise momentum flux (u′w′, m2 s−2).

angles does not negate the need for coordinate rotation. At sites where
wind direction exhibits a systematic diurnal pattern, the time integrated
C flux can suffer a systematic bias error on the order of 20 g C m−2 per
month for a 2◦ tilt in the streamwise direction.

8 Appendix A: The Natural Wind Coordinate
System

Let subscript 1 the denote velocity components and coordinate axes
in the instrument coordinate. To force the mean lateral and vertical
velocities to zero, we rotate through an angle η around the z1-axis and
an angle θ around the y1-axis. The instant velocity components after
the rotation, denoted with subscript 2, are

u2 = u1(CT)(CE) + v1(CT)(SE) + w1(ST)
v2 = v1(CE) − u1(SE) (3.14)

w2 = w1(CT) − u1(ST)(CE) − v1(ST)(SE)

where

(CE) = cos η ≡ u1/(u2
1 + v2

1)
1/2
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(SE) = sin η ≡ v1/(u2
1 + v2

1)
1/2

(CT) = cos θ ≡ (u2
1 + v2

1)
1/2/(u2

1 + v2
1 + w2

1)
1/2

(ST) = sin θ ≡ w1/(u2
1 + v2

1 + w2
1)

1/2

(3.15)

To force w′v′ to zero, we must rotate the intermediate z2-y2 plane
through an angle β. After this third rotation, we obtain

u = u2

v = v2(CB) + w2(SB) (3.16)
w = w2(CB) − v2(SB)

where

CB = cos β

SB = sin β

and

β =
1
2
tan−1

[
2v′2w′

2

(v′22 − w′2
2 )

]

By performing Reynolds decomposition and averaging, we can deter-
mine the velocity cross products and the flux vector in the natural coor-
dinate from those reported in the instrument coordinate. For example,
the vertical flux of scalar c is

w′c′ = w′
2c

′(CB) − v′2c′(SB) (3.17)

where

w′
2c

′ = w′
1c

′(CT) − u′
1c

′(ST)(CE) − v′1c′(ST)(SE)

v′2c′ = v′1c′(CE) − u′
1c

′(SE)

9 Appendix B: An Alternative Method for
Rotation into the Planar Fit Coordinate

In Wilczak et al. (2001), rotation into the planar fit coordinate is
accomplished by three successive steps according to pitch, roll and yaw
angles. The sequence of rotation cannot be mixed. Here in the spirit of
the base vector operation (Section 2), we outline an alternative approach,
related to Paw U et al.’s (2000) 2-D planar fit regression. Our approach
first determines the base vectors for the planar fit coordinate and then
projects the measured vector quantities (velocity, flux) to each of the
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base vectors. This scheme relies on the straightforward vector operation
and avoids the need for rotation angles and thus rotation sequence is
irrelevant.

Let the unit vector set {�i,�j,�k} define the desired right-handed orthog-
onal coordinate such that �i, �j and �k are parallel to its x, y and z axes,
respectively5. Thus, the mean vertical velocity in this coordinate is the
inner product of �k and the mean velocity vector �u

w = �k · �u. (3.18)

Substituting the component forms of the two vectors in the instrument
coordinate

�k = {k1, k2, k3}, �u = {u1, v1, w1 − b0},
into Equation 3.18 and solving for w1, we obtain

w1 = b0 + b1u1 + b2v2 + w/k3. (3.19)

The coefficients in Equation 3.19, b0 (instrument offset in the vertical
velocity), b1(= −k1/k3) and b2(= −k2/k3) are determined using a least
squares regression procedure on the assumption that the last term rep-
resents “random noise”. The components of �k can be determined once
b1 and b2 are known (see Matlab function unit vector k below).

Next we know that the y axis is perpendicular to �k by definition of an
orthogonal coordinate, and to �u so that after rotation the mean lateral
velocity vanishes. Thus

�j = �k × �u/� |�k × �u|. (3.20)

Also by definition of a right-handed orthogonal coordinate, we have

�i = �j × �k.

(Matlab function unit vector ij).
After all the three unit base vectors are known, the fluxes and veloc-

ity statistics can be projected easily onto the appropriate axes (Matlab
functions scalar flux and velocity stat). For example, the vertical scalar
flux is the inner product of the flux vector and vector �k

w′c′ = {u′
1c

′, v′1c′, w′
1c

′} · �k

5The vector set {�i,�j,�k} is the same as {�e1, �3, �2} in the main text. We change the notation
here for convenience of coding the routine.
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% determines unit vector k (parallel to new z-axis)

% input

% U1(:,1): mean u1 in instrument coordinate

% (:,2): mean v1 in instrument coordinate

% (:,3): mean w1 in instrument coordinate

% output

% k: unit vector parallel to new coordinate z axis

% b0: instrument offset in w1

%

function [k,b0]=unit vector k(U1)

% wilczak’s routine

u=(U1(:,1))’; v=(U1(:,2))’; w=(U1(:,3))’;

flen=length(u);

su=sum(u); sv=sum(v); sw=sum(w); suv=sum(u*v’); suw=sum(u*w’);

svw=sum(v*w’); su2=sum(u*u’); sv2=sum(v*v’);

H=[flen su sv; su su2 suv; sv suv sv2]; g=[sw suw svw]’;

x=H\g; b0=x(1); b1=x(2); b2=x(3);

%

% determine unit vector k

k(3)=1/(1+b1 ^ 2+b2 ^ 2);

k(1)=-b1*k(3);

k(2)=-b2*k(3);

return;

% determines unit vectors i, j (parallel to new coordinate x and y axes)

%

% input

% U1(1): (30-min) mean u1 in instrument coordinate

% (2): v1 in instrument coordinate

% (3): w1 in instrument coordinate

% k: unit vector parallel to the new coordinate z-axis

% output

% i, j: unit vector parallel to new coordinate x and y axes

%

function [i,j]=unit vector ij(U1,k)

j=cross(k,U1); j=j/(sum(j.*j))^0.5; i=cross(j,k);

return;

% determines scalar flux in new coordinate

%

% input

% u1c,v1c,w1c: scalar flux in instrument coordinate

% i, j, k: unit vectors parallel to the new coordinate x, y and

% z-axes output

% uc,vc,wc: scalar flux in new coordinate

%

function [uc,vc,wc]=scalar flux(u1c,v1c,w1c,i,j,k)

H=[u1c v1c w1c]; uc=sum(i.*H); vc=sum(j.*H); wc=sum(k.*H);
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return;

% determines velocity statistics in new coordinate

%input

% u: 3 by 3 matrix of cross product of the three velocity components

% (u(1,1) = u1^u1, u(1,2)=u1^v1, etc.) in instrument coordinate

% i, j, k: unit vectors parallel to the new coordinate x, y and

% z-axes output

% uu, vv, ww, uw, vw: statistics in new coordinate

%

function [uu,vv,ww,uw,vw]=velocity stat(u,i,j,k)

uu=i(1)^2*u(1,1)+i(2)^2*u(2,2)+i(3)^2*u(3,3)+...

2*(i(1)*i(2)*u(1,2)+i(1)*i(3)*u(1,3)+i(2)*i(3)*u(2,3));

vv=j(1)^2*u(1,1)+j(2)^2*u(2,2)+j(3)^2*u(3,3)+...

2*(j(1)*j(2)*u(1,2)+j(1)*j(3)*u(1,3)+j(2)*j(3)*u(2,3));

ww=k(1)^2*u(1,1)+k(2)^2*u(2,2)+k(3)^2*u(3,3)+...

2*(k(1)*k(2)*u(1,2)+k(1)*k(3)*u(1,3)+k(2)*k(3)*u(2,3));

uw=i(1)*k(1)*u(1,1)+i(2)*k(2)*u(2,2)+i(3)*k(3)*u(3,3)+...

(i(1)*k(2)+i(2)*k(1))*u(1,2)+(i(1)*k(3)+i(3)*k(1))*u(1,3)+...

(i(2)*k(3)+i(3)*k(2))*u(2,3);

vw=j(1)*k(1)*u(1,1)+j(2)*k(2)*u(2,2)+j(3)*k(3)*u(3,3)+...

(j(1)*k(2)+j(2)*k(1))*u(1,2)+(j(1)*k(3)+j(3)*k(1))*u(1,3)+...

(j(2)*k(3)+j(3)*k(2))*u(2,3);

return;
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Chapter 4

UNCERTAINTY IN EDDY COVARIANCE
FLUX ESTIMATES RESULTING FROM
SPECTRAL ATTENUATION

William Massman, Robert Clement
wmassman@fs.fed.us

Abstract
Surface exchange fluxes measured by eddy covariance tend to be

underestimated as a result of limitations in sensor design, signal pro-
cessing methods, and finite flux-averaging periods. But, careful sys-
tem design, modern instrumentation, and appropriate data processing
algorithms can minimize these losses, which, if not too large, can be
estimated and corrected using any of several different approaches. No
flux-correction method is perfect, however, so methodological uncer-
tainties are inevitable. This study addresses the uncertainties in surface
flux measurements that have been corrected for spectral attenuation
with the transfer function approach. The sources of the errors in the es-
timates of flux attenuation examined here include the (flux-averaging)
period-to-period variablity of cospectra, the departure of real cospec-
tra from presumed smooth curves, the inherent variability in maximum
frequency (fxff ) of the frequency weighted cospectra, and possible impre-
cision in instrument related time constants. A method is proposed to
estimate the uncertainty resulting from combining these effects. Also in-
cluded in this study are a general mathematical relationship to describe
spectra or cospectra, comparisons of observed cospectra for cospectral
similarity, and discussions about including high-pass filters (associated
with the flux-averaging procedures) when accounting for low frequency
losses.

1 General Issues Regarding Flux Attenuation
Even the most carefully designed and deployed eddy covariance sys-

tem will not be able to completely sample all flux-carrying turbulent
atmospheric eddies. As a result, all eddy covariance systems tend to un-
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Figure 4.1. A comparison of a hypothetical frequency-weighted atmospheric cospec-
trum (solid line) with one measured by an eddy covariance system (dash-dot). The
cospectral attenuation at high frequencies is a result of sensor line averaging, sep-
aration, and response times. The low frequency loss is a consequence of the block
averaging associated with calculating time averaged fluxes. The total flux loss is
related to the difference in the areas under each of the cospectral curves. Here f is
frequency, fxff is the frequency at which fCo(f) reaches its maximum value, and η and
ηx are their respective nondimensionalized forms. Further discussions can be found
in sections 2.1 and 3.2.

derestimate the true atmospheric fluxes. This bias results from the phys-
ical limitations in the size, separation distances, and response times of
the sensors, the electronic filters used to reduce noise associated with an
instrument’s output signal, and the data processing algorithms intended
to separate the turbulent fluctuations and their means. In general terms,
the physical limitations of the instruments and any electronic filters tend
to limit a system’s ability to resolve the smallest eddies. Whereas, the
mean-removal and flux-averaging methods restrict a system’s ability to
sample the largest eddies, a consequence of finite flux-averaging periods.
Consequently, all eddy covariance systems are bandwidth limited and
all measured fluxes are attenuated at both high and low frequencies (see
Figure 4.1). No eddy covariance instrument or system is free of these
shortcomings, but by careful design and the use of modern instrumen-
tation and electronics many of these effects can be reduced and, within
reason, quantified and corrected. To date there have been several ap-
proaches developed to deal with sensor related attenuation effects. In
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most cases these approaches are variants of two broad methods: the
transfer function approach and in-situ methods.

Early attempts to deal with instrument-related attenuation largely fo-
cused on developing transfer functions to describe how sonic and scalar
sensor designs (sensor separation lengths and geometrical shapes) might
affect the high frequency portion of spectra and cospectra measured with
these instruments (e. g., Gurvich 1962, Kaimal et al. 1968, Silverman
1968, Wyngaard 1971, Hicks 1972, Horst 1973). In general, transfer
functions, such as those just cited, have been developed from knowl-
edge of atmospheric turbulence and the technology and physical prin-
ciples underlying the operation of the instrumentation. But, they have
also been empirically determined, as Laubach and Teichmann (1996)
did for water vapor tube sorption effects. By comprehensively applying
spectral transfer functions to a collection of fast response instruments
Moore (1986) initiated the transfer function method for estimating spec-
tral loss associated with eddy covariance systems. More recently Horst
(1997 2000) and Massman (2000, 2001) have extended Moore’s (1986)
approach by expanding it to include transfer functions appropriate to
newer instrumentation (e. g., Massman 1991) and by including low fre-
quency attenuation associated with flux sampling and averaging proce-
dures (e. g., Kaimal et al. 1989, Rannik and Vesala 1999, Rannik 2001).
The transfer function method, useful as a aid in minimizing and recov-
ering flux loss related to the design of eddy covariance systems and their
data handling and flux-processing algorithms, can be summarized by the
following equation:

(w′β′)m

w′β′ =

∫∞
0

∫∫ [
1 − sin2(πfTbTT )

(πfTbTT )2

]
H(f)Cowβ(f)df∫∞

0

∫∫
Cowβ(f)df

(4.1)

where w′ and β′ are the fluctuations of vertical velocity and either
the horizontal wind speed or scalar concentration; (w′β′)m is the mea-
sured covariance and (w′β′) is the true or unattenuated flux; f is fre-
quency; H(f) =

∏N
i=1 HiHH (f) is the product of all the appropriate trans-

fer functions associated with high frequency attenuation; Cowβ(f) is
the one-sided cospectrum; TbTT is the block averaging period; and [1 −
sin2(πfTbTT )/(πfTbTT )2] is the transfer function associated with block-avera-
ging. This last transfer function or filter accounts for the low frequency
spectral attenuation (Figure 4.1) and, as mentioned previously, is a con-
sequence of the need to use a finite flux averaging period and the specific
method used to separate the turbulent fluctuations from their mean.

The advantages of the transfer function method are that it is fairly
comprehensive, it is independent of any measured fluxes, and it can
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be reasonably accurate (Laubach and McNaughton 1999). All that is
required to use this method are the flux averaging period, the transfer
functions, and a model of the cospectra. Unfortunately, the need for
a cospectral model is also a weakness of the transfer function method.
Usually the cospectra are modeled as relatively smooth (continuous)
functions. For example, Moore (1986) used Kaimal’s et al. (1972) smooth
flat terrain spectra and cospectra and Horst (2000) used a much simpler
formulation for the cospectra that provided a very good approximation
to the flat terrain cospectra. But, smooth spectra and cospectra are not
typical of the atmospheric surface layer. In fact, virtually all observed
half hourly cospectra display significant variablity and virtually none of
them resemble a smooth shape (e. g., Laubach and McNaughton 1999).

Another shortcoming with the transfer function method is that it is
mathematically complicated and therefore numerically intensive. Al-
though modern PCs have alleviated this problem somewhat, still some
of the transfer functions are difficult to evaluate in their original formula-
tions and the numerical techniques required to do the integration are not
necessarily obvious. Moore (1986) suggested approximating the transfer
functions by simpler functions, but retained the computational aspects
of Equation 4.1. Horst (1997) and Massman (2000), on the other hand,
have suggested a much simpler analytical approach as an alternative to
the direct use of Equation 4.1. For relatively small (high frequency) at-
tenuation effects the analytical model is an extremely good substitute for
Equation 4.1 (Massman 2000, 2001). But for relatively larger amounts
of (high frequency) attenuation, Massman (2000, 2001) indicates that
the analytical method can significantly underestimate Equation 4.1.

A final concern with the transfer function method is that the associ-
ated correction factors can become quite large (e. g., Villalobos 1996).
This is particularly true at night or during low wind speeds (Massman
2001). Although it is less clear how significant a large correction fac-
tor, one greater than about 1.5 for example, may have on the long-term
carbon budget because they are typically associated with small fluxes
(Massman and Lee 2002).

Unlike the transfer function approach, in situ methods do not require
smooth models of atmospheric cospectra. Fundamental to these methods
is the assumption of cospectral similarity between scalar fluxes. Appli-
cation of this method, in the most general terms, requires taking the
ratio of a reference flux (usually assumed to have no attenuation) to an
attenuated reference flux. This ratio is then used as a correction factor
for a measured and cospectrally similar scalar flux. This basic approach
has several variants. The pass band covariance approach, first proposed
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by Hicks and McMillen (1988), basically assumes cospectral similarity in
the central portion of any measured scalar cospectra and that this cen-
tral cospectral band is not significantly influenced by either low or high
frequency attenuation effects. This approach has been used in several
different ways to reconstruct or correct measured fluxes (e. g., Mestayer
et al. 1990, Verma et al. 1992, Horst et al. 1997, Aubinet et al. 2001).
A second variant uses the heat flux as both the reference flux and the
degraded reference flux. This approach has been used by, among others,
by Koprov et al. (1973), Lee and Black (1994), Kristensen et al. (1997),
Laubach and McNaughton (1999), and Villalobos (2001) to study and
correct for attenuation resulting from lateral sensor separation effects.
However, Goulden et al. (1997), using a recursive low pass digital filter,
applied the degraded heat flux approach for real time correction of CO2

fluxes measured with a closed-path sensor.
While these in situ methods do not suffer from issues regarding mod-

eled cospectra like the transfer function approach does, they, neverthe-
less, have drawbacks that introduce uncertainty into the fluxes when
they are used to estimate flux corrections. First, cospectral similarity
is not guaranteed (e. g., Katul and Hsieh 1999). Differing distributions
for the sources and sinks of CO2, H2O, and heat will produce cospec-
tral dissimilarity between these scalars. Second, this method does not
include high frequency corrections to the reference flux, which is usually
taken to be the heat flux as measured by sonic anemometry, or for line
averaging effects on the vertical velocity signal. These will result in the
underestimation of the corrected fluxes. This error, however, should be
a relatively small (e. g., 2-6%, Massman 2001) that will likely vary with
wind speed and atmospheric stability. Third, the reference flux must be
large enough to be adequately resolved by the eddy covariance system;
otherwise it cannot be used to define the correction factor. This often
makes nighttime flux corrections problematic. (Of course flux measure-
ment at night is difficult for other reasons as well.) Fourth, calibrating
the in situ method (appropriate to closed path eddy covariance systems)
is, by its nature, somewhat imprecise. For example, in order to digitally
degrade the temperature flux so that it will emulate the attenuation as-
sociated with a closed-path CO2 system, it is necessary to provide an
appropriate time constant. How this time constant is determined is crit-
ical to this method. If the time constant is found by comparing spectra
of temperature and CO2 or some other trace gas, then attenuation ef-
fects resulting from any spatial separation between the CO2 intake tube
and the sonic anemometer will have to be treated separately. Further-
more, digitally degrading the temperature flux using this time constant
will also introduce a phase between the sonic signal and the degraded
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temperature signal, which may be different than the phase between the
sonic signal and the CO2 signal. Depending on the nature of these two
different phase shifts, this could result in either overestimating or un-
derestimating the high frequency spectral correction factor for CO2 flux.
On the other hand, if this time constant is determined by comparing the
observed scalar cospectra, then in principle the time constant can be
influenced by effects associated with the lateral and longitudinal sepa-
rations between the CO2 intake tube, the temperature sensor, and the
sonic anemometer. Therefore, empirically determined time constants,
often used to characterize closed path eddy covariance systems, can be
a source of uncertainty for spectral corrections. This is much less of an
issue with open path systems for which the time constants are much
better defined. Fifth, low frequency corrections are not included with
in situ methods, which may or may not be a serious problem because
the low frequency corrections are likely to need special treatment, as
discussed again in a later section.

In summary any method used for quantifying and correcting eddy co-
variance fluxes for spectral loss will also carry some inherent uncertainty.
Such methods must employ simplifying assumptions, which will be vio-
lated to varying degrees from one eddy covariance system or instrument
to another and from one flux sampling period to another. Neverthe-
less without such assumptions quantifying and compensating for spec-
tral loss in eddy covariance flux data becomes prohibitive or impossible.
It is, therefore, beneficial to examine the uncertainties associated with
these assumptions and, if possible, to quantify them.

Specifically, this study develops a simple expression (or method) for
estimating the uncertainty in the spectral correction factors derived from
the transfer function method. This expression, based on Massman’s
(2000, 2001) analytical model for spectral corrections, includes the ma-
jor aspects of cospectral variability. We focus on the transfer function
method because it lends itself to error estimation more easily than does
the in situ method. This uncertainty analysis is applied to two hypo-
thetical systems: an open path system and a closed path system with an
empirically determined time constant. We also examine some aspects of
cospectral similarity by introducing and using a general mathematical
form for (ideal) spectra and cospectra and comparing heat and momen-
tum cospectra at an AmeriFlux and a CarboEurope flux site. Ultimately,
we hope this study will provide an extended example of how to develop
and assess spectral correction factors that can be used at any site and
with any eddy covariance system. The next section uses a formal error
analysis to define the sources of uncertainties associated with the transfer
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function method for estimating spectral corrections. The third section
describes how the uncertainty analysis is applied to observed data.

2 Sources of Uncertainties for the Transfer
Function MethodFF

For the sake of consistency and to emphasize the relationship with
Massman’s (2000, 2001) approach for spectral corrections we will, as
appropriate, employ his notation throughout this study. We will also
henceforth reference his papers as M21.

For spectral correction methods based on transfer functions the ma-
jor source of uncertainty is the variability in the cospectra from one
flux averaging period to another. This cospectral variation has three
aspects: (i) variability in the frequency, fxff , at which the frequency-
weighted cospectra, fCo(f), reaches a maximum value, (ii) variations
in how relatively broad or peaked fCo(f) might be (Horst 1997; M21),
and (iii) departures of any observed cospectra during an averaging pe-
riod from the assumed smooth shape. A fourth, but less significant,
source of uncertainty results from (iv) uncertainties in an eddy covari-
ance system’s time constants. Issues (i), (ii), and (iv) are treated within
the analytic framework developed by M21. The third concern is treated
numerically. The next subsection defines the concepts related to (i) and
(ii) in terms of a universal mathematical expression for cospectra and
spectra. After that section 2.2 develops an uncertainty analysis using
M21’s analytical model. Later sections discuss closed path systems and
the associated uncertainties in system time constants and also describe
how the analytical results are generalized to include the issues related
to (iii).

2.1 A general mathematical expression for
spectra and cospectra

A fairly general (smooth) mathematical expression or model of cospec-ff
tra that will be used with transfer function based methods to estimate
spectral correction factors is

fCo(f) = A0
f/fxff

[1 + m(f/fxff )2µ]
1
2µ

(m+1
m

)
(4.2)

where f is frequency (Hz), A0 is a normalization parameter (discussed in
more detail below), m is the (inertial subrange) slope parameter, and µ
is the broadness parameter. To describe cospectra, which are normally
characterized by a -7/3 power law in the inertial subrange, m must be
3/4. To describe spectra m = 3/2 results in a -5/3 power law.
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Figure 4.2. Influence of the broadness parameter µ on the shape of the cospectra
modeled by Equation 4.1. For µ = 7/6 Equation 4.1 approximates the flat terrain
stable-atmosphere cospectra of Kaimal et al. (1972). For µ = 1/2 it approximates
their cospectra for an unstable atmosphere. All cospectra obey a -7/3 power law in
the inertial subrange.

Equation 4.2 is a generalization of the models of spectra and cospec-
tra discussed by Busch (1973) and Kristensen et al. (1997). It can be
used to describe either normalized or unnormalized spectra or cospec-
tra. A normalized spectra or cospectra would have unit area, i. e.,∫∞
0

∫∫
Co(f)df/(total covariance) = 1. If Co(f) is not divided by the

total covariance the cospectra would be unnormalized. Clearly, it is
possible to employ the normalization condition to eliminate A0 from
Equation 4.2. For example, the condition of unit area for a normalized
spectra or cospectra yields

A0

B( 1
2µ , 1

2µm)

2µ(m1/2µ)
= 1

where B(x, y) is the complete beta function (e. g., Spanier and Oldham
1987). However, for the present study A0 will be taken as a free param-
eter. This is done largely for ease of computation, otherwise obtaining
the parameters fxff , µ, and m by nonlinear regression on observed cospec-
tra would be considerably more complicated both mathematically and
numerically.

An example of the broadness parameter is shown in Figure 4.2. For
m = 3/4 and µ = 7/6 Equation 4.2 closely approximates the flat ter-
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rain stable-atmosphere frequency-weighted cospectra of Kaimal et al.
(1972); whereas, for µ = 1/2 it approximates their cospectral model of
an unstable atmosphere. In general, Figure 4.2 shows that relatively
narrow or peaked cospectra are associated with larger values of µ and
that relatively broad cospectra are associated with smaller values of µ.

2.2 Analytical expression for estimating
uncertainty

One of the benefits of any analytical model is that it can be used
in a formal error analysis to estimate model uncertainty resulting from
errors or uncertainties associated with the model’s parameters. M21
shares this advantage. In its simplest form his model yields the following
expression for the ratio of the measured covariance, (w′β′)m, to the true
or spectrally unattenuated covariance, (w′β′):

(w′β′)m

w′β′ = [
bα

(bα + 1)
][

bα

(bα + pα)
][

1
pα + 1

] (4.3)

where b = 2πfxff τbττ and τbττ = the equivalent time constant associated with
block averaging (Massman 2000); p = 2πfxff τeττ and τeττ = the equivalent
time constant associated with all high frequency attenuation (Massman
2000); and α is the broadness parameter for M21’s analytical model.
[Note that α is really an adjustment factor to M21’s analytical model
that improves the quality of the correction factor for relatively broader
cospectra. It is not the same as µ, but it is related to µ and is associ-
ated with cospectra for which µ ≤ 0.5.] This expression assumes that
recursive filtering is not used when separating the mean and fluctuating
quantities so that the ‘a’ term of Massman (2000) is not necessary (e.
g., Massman 2001).

It is useful for the present study to simplify Equation 4.3, which can be
done by noting that for most applications the flux averaging period far
exceeds the time constants associated with high frequency attenuation
effects, i. e., τbττ >> τeττ . This allows the middle term on the right hand side

of Equation 4.3 to be approximated by unity, i. e.,
[

bα

(bα + pα)

]
≈ 1. The

resulting correction factor, F , is the inverse of the simplified Equation 4.3
and is given next.

F =
w′β′

(w′β′)m
= [1 +

1
(2πfxff τbττ )α

][1 + (2πfxff τeττ )α] (4.4)

This expression can be used to evaluate the expected error, ∆F , in the
correction factor, F , resulting from period to period cospectral variations
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in fxff and α and from uncertainties in τeττ . Following Scarborough (1966)FF
or Coleman and Steele (1999) the expected error is defined as

∆F =

√[
∂F

∂fxff
∆fxff

]2
+
[
∂F

∂α
∆α

]2
+
[
∂F

∂τeττ
∆τeττ

]2
(4.5)

where ∆fxff and ∆α are the uncertainties associated with fxff and α and
∆τeττ is the uncertainty associated with τeττ . Usually τbττ is known with
sufficient precision that there is no need to include any associated un-
certainty. The uncertainties associated with fxff and α can be evaluated
from data, as outlined in the next section. Parameter ∆τeττ is considered
only for the closed path system, which is also discussed later. For an
open path system with small separation distances ∆τeττ is considered neg-
ligible. [Note that the use of τeττ in M21’s model for spectral corrections
does introduce some uncertainties into the spectral estimates; however
they result more from mathematical approximations than from random
variations. Consequently, these uncertainties are likely to produce biases
(underestimations) of the true spectral correction.] Using Equation 4.4
to evaluate the partial derivatives and then setting the parameter α = 1
in the resulting expression yields the following expression for the relative
uncertainty in the correction factor, ∆F/F :

∆F

F
= {[(1 +

1
b
)p − 1 + p

b
]2[

∆fxff

fxff
]2

+[(1 +
1
b
)p ln(p) − 1 + p

b
ln(b)]2[∆α]2

+[(1 +
1
b
)p]2[

∆τeττ

τeττ
]2}0.5/[(1 + p)(1 +

1
b
)] (4.6)

The broadness parameter, α, was set to 1 in this expression because its
observed range variation, as discussed later, is not very great so that
explicitly including it in Equation 4.6 is not necessary and because we
wish to keep this expression as simple as possible.

Equation 4.6 can be interpreted in two ways. First, as previously em-
phasized, this expression defines the relative uncertainty in the spectral
correction factor, F , used with some eddy covariance systems. Second,
and perhaps more importantly, it also represents the uncertainty in flux
estimates that use transfer function based methods to spectrally correct
the measured covariances. This second interpretation follows from the
fact that the correction factors are applied by multiplying the measured
covariance by F . Nevertheless, this second interpretation is broader and
more inclusive than what might be inferred from the assumptions under-
pinning its derivation. As discussed below, Equation 4.6 is fairly robust
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and can be generalized to include other sources of uncertainty associ-
ated with spectral correction factors. The next section discusses how
the model parameters fxff , ∆fxff , α, ∆α, τeττ , and ∆τeττ are evaluated from
observed data and how Equation 4.6 is generalized and applied to the
measured covariances.

3 Application of Uncertainty Analysis to
Observed Data

3.1 Site description and data handling
preliminaries: An AmeriFlux site

Data used in this study were obtained between January 2 and January
5, 2001 at a subalpine site within the larger Glacier Lakes Ecosystem
Experiments Site (GLEES), located in the Rocky Mountains of southern
Wyoming about 70 km west of Laramie, Wyoming, USA. This Amer-
iFlux eddy covariance site has an elevation of 3158 m and its location
is [41◦21′56.3′′N, 106◦14′22.6′′W]. The mean topographical slope from
about 2 km upwind from the eddy covariance tower is about +3 to
+5◦. Beyond that the slope becomes quite steep as the land rises to a
mountain peak of about 3430 m. For the purpose of measuring fluxes,
the general region should be considered micrometeorologically complex.
During the time of this experiment the area was snow covered. The snow
depth in the clearing surrounding the eddy covariance tower was about
1.1 m and within the nearby wooded area it was about 0.7 m.

At GLEES the sonic anemometer is zref = 27.1 m above the ground
surface and, being aligned with the dominant wind direction, is pointed
nearly due west (268◦). Year round the winds almost exclusively fall
within the sector between 230◦ and 310◦. This sector is forested and
covered by Engelmann spruce (Picea engelmannii (Parry) Englem.) and
subalpine fir (Abies lasiocarpa [Hook.] Nutt.), which range in height (h)
between 15 and 20 m and in age between 250 and 450 years old. However,
the region generally is patchy and also includes seasonally wet meadows,
open areas within the forest, and several lakes of various sizes. During
the winter months the half-hourly mean winds can vary between about 2
m s−1 and 25 m s−1, with an mean ensemble average of about 10 m s−1.
The zero-plane displacement height, d, for this site is assumed to be 13ff
m (or d ≈ 0.75h). The mean temperature is about -10◦C and the mean
pressure is about 69 kPa. As a result of solar heating of the trees and
needles the sensible heat fluxes during the daylight can be large (∼300
W m−2), as can the latent heat fluxes (∼200 W m−2), which are driven
by sublimation of the snow. CO2 fluxes during the winter are low (∼0.02
mg m−2s−1) and are a combination of efflux from the snow surface and
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from the tree boles. Clearly the source distributions for heat, CO2, and
water vapor fluxes are quite different at GLEES. In spite of the relatively
high heat and vapor fluxes atmospheric stability at GLEES during the
winter is assumed to be neutral during the January 2001 study period.
This is because GLEES is very windy and extremely turbulent almost
continuously during the winter months so that zref/L = 0 virtually 24
hours a day. Here L denotes the Monin-Obukhov length.

The turbulence data were obtained with an ATI sonic anemometer
(thermometer), model no. SATI/3VX and an open-path NOAA ATDD
infrared CO2/H2O sensor (Auble and Meyers 1992). Also included as
part of this study is a fast response pressure sensor for measuring static
turbulent pressure fluctuations (Cook and Bedard 1971, Nishiyama and
Bedard 1991, Wyngaard et al. 1994), which is treated in this study as
another atmospheric scalar. The sonic has a path length of 0.15 m.
The open-path CO2/H2O sensor has a path length of 0.20 m and is
mounted 0.25 m below the center of the sonic. Relative to the sonic the
open-path sensor was displaced laterally by 0.051 m and longitudinally
(behind the sonic) by 0.22 m. The pressure probe is connected to a
differential pressure sensor by a 6.1 m long garden hose with a diameter
of 0.025 m. The probe is positioned 0.33 m above the center of the sonic
and has a path length of 0.045 m. It is displaced laterally by 0.051 m
relative to the sonic and located 0.356 m behind the sonic.

For the purposes of the present work, we do not include any possible
attenuation associated with vertical displacements (e. g., Kristensen et
al. 1997) or possible tube effects on the pressure fluctuations (e. g., Ay-
din 1998, Iberall 1950). For the open path CO2/H2O instrument, which
is mounted 0.25 m below the sonic, Kristensen’s et al. (1997) results sug-
gest that correction term is about +0.2%, which is negligible. However,
at GLEES the pressure probe is mounted 0.33 m above the sonic. To
date there are no models of covariance loss to the pressure covariance,
p′w′, resulting from vertical displacement. It is, therefore, possible that
measured values of p′w′ are underestimated because we neglect this as-
pect of system design. We do not include any possible influences the
hose may have on the pressure fluctuations measured with the differen-
tial pressure sensor because again we expect this to be negligible (e. g.,
Holman 2001, Chapter 7). With these few exceptions, we use all the
system design distances and the other instrument and block averaging
filtering effects and Massman’s (2000) analytical approach to estimate
the system’s equivalent time constant for high frequency, τeττ , and low
frequency, τbττ , attenuation.
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All GLEES turbulence data are sampled at 20 Hz and the flux averag-
ing period is half an hour. Before any fluxes are calculated the 20 Hz data
are screened for spikes using Højstrup’s (1993) despiking and interpolat-
ing routine. The data are also tested for physically unrealistic values of
skewness and kurtosis (Vickers and Mahrt 1997). Nevertheless, this spe-
cific period of time, consisting of 180 contiguous half hour periods, was
chosen for this analysis because the data capture rate was extremely high
and the data system and the data itself showed no significant problems.
After despiking, the data were then used to form half-hourly mean wind
speeds which are used with the planar fit method (Wilczak et al. 2001;
Chapter 3) to define the coordinate system. Next, all 20 Hz data are
rotated into this coordinate system and it is this rotated high frequency
turbulence data that are used for calculating cospectra. For this study
the GLEES cospectral data include the momentum covariance, u′w′,
the pressure covariance, p′w′, the sonic virtual temperature covariance,
w′T ′

vTT , and the water vapor (w′ρ′v) and CO2 (w′c′) covariances. In the
case of the last two covariances we do not include the WPL terms (Webb
et al. 1980) because we are correcting only the covariance between the
sonic and the open-path CO2/H2O sensor.

3.2 Observed values of the cospectral
parameters fxff , ∆fxff , α, and ∆α

After rotation there are six steps that are performed to derive esti-
mates of fxff and ∆fxff .

Each time series is padded with about 860 zeroes to make a total of
36,864 (NFFTN = 21232) data points. We note here that these win-
ter time series showed no significant temporal half-hourly trends
so that padding with zeroes should cause only a minimum of dis-
tortion in the cospectra (see Chapter 7 of Kaimal and Finnigan
1994). The FFT we employed here is very general and because it
can accept any number of data points and it is not restricted to
a power of 2. However, this FFT performs best and as fast as a
standard FFT if the number of input data points is rich in powers
of small primes. For a half-hour time series, sampled at 20 Hz, this
value of NFFTN is the optimal value for FFT performance.

After transforming the time series and forming the cospectra, the
discrete cospectral estimates are corrected for the reduction asso-
ciated with the padding by zeroes (Kaimal and Finnigan 1994).

The raw cospectra are then smoothed with a frequency window
that expands with frequency (Kaimal and Finnigan 1994). How-



80 HANDBOOK OF MICROMETEOROLOGY

ever, no other windowing or tapering was used on the time series
or the cospectra (e. g., Kaimal and Finnigan 1994).

The FFT frequencies, f , are nondimensionalized (multiplied) by
the ratio zref/u to yield the nondimensional frequency, η = fzref/u.

The smoothed cospectral estimates are then multiplied by fre-
quency to form the frequency-weighted cospectra, which is fitted to
the universal cospectra given by Equation 4.2 using the Levenberg-
Marquardt nonlinear least squares algorithm (Press et al. 1992).
We fit the frequency weighted cospectrum rather than the cospec-
trum itself because the frequency weighted cospectrum has more
structure (i. e., it is not monotonic, which the cospectrum tends
to be) so it provides a more reliable and precise estimate of the
parameters. We also only fit the central portion of the observed
cospectra to avoid influencing the fit by any high or low frequency
attenuation. Note here that the transformation to nondimensional
frequencies has no impact on Equation 4.2 or the results of the fit-
ting procedure because f/fxff = η/ηx. Nor does it have any impact
on the relative uncertainty in the correction factor, ∆F/F given
by Equation 4.6, because ∆fxff /fxff = ∆ηx/ηx. Nevertheless, when
presenting the fxff results we also include another nondimensional
form for fxff , i. e., η′x = fxff (zref − d)/u. This second formulation,
which is more conventional, allows us to compare our results with
those of previous studies and is used specifically in Equations 4.6
and 4.3 when parameterizing fxff . But because the displacement
height, d, is somewhat uncertain, it also follows that η′x is less cer-
tain that ηx. However, we do not include this source of uncertainty
in our results.

It is necessary to explore the parameter space in order to determine
the optimal values of the parameters fxff , µ, and m, the slope para-
meter. Although the slope parameter is not the primary objective
of the study it is useful to be able to examine the slope of the in-
ertial subrange for its own interest as well as to assess its possible
influence on the uncertainties in fxff and µ. Exploring the parame-
ter space consists of fitting each of the cospectra several different
times using different choices for the initial values of the parame-
ters and different combinations of fixed and free parameters. The
goal is to find a set of initial values for the parameters that pro-
duce the highest ensemble R2 values (best fit to the ensemble of
cospectra). This results in a set of optimized parameter values for
each cospectrum. The ensemble mean and the root mean square
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variance of these optimized parameter values are then taken to be
the final (best) values for a parameter and its inherent uncertainty
or variability. For these fitting runs m = 3/4 is fixed. After deter-
mining the best estimates of ηx and µ, m is then varied between
0.7 and 0.8 to test the influence different m values may have on the
quality of the fits. A final run is then performed where ηx, µ, and
m are fit simultaneously to confirm that all parameter values are
near optimal. This last run is performed primarily to confirm that
m ≡ 3/4 (-7/3 cospectral decay) is reasonable for these cospectra.

The results of the tests concerning the slope parameter, m, confirmed
that the inertial subrange decays according to -7/3 law and that no
significant improvement in the quality of the fits could be achieved by
another value of the -7/3 slope (m = 3/4). This was true for all five
instrument covariances measured at GLEES.

The final values for µ, ηx, and η′x and their associated uncertainties
are listed in Table 4.1. M21’s broadness parameter value is also listed in
Table 4.1, but before discussing it is worthwhile comparing the present
results with the results of Kaimal et al. (1972). For flat terrain and a
neutral stability Kaimal et al. (1972) suggest that η′x = 0.085 for the
momentum flux, u′w′, and 0.079 for the heat flux, w′T ′. This study
indicates that the peak in the frequency weighted cospectrum is shifted
to slightly lower values at GLEES for momentum flux and slightly higher
values for the heat flux. But, the uncertainties are relatively large for
the GLEES site, so an precise comparison is difficult.

From the formulations given by Kaimal and Finnigan (1994) for near
neutral momentum cospectra, it is straightforward to obtain that the flat
terrain cospectral broadness is µ = 1/2. At the more topographically
complex GLEES site, however, µ = 1 indicating that the frequency-
weighted cospectrum is more narrowly peaked than for flat terrain. For
heat flux the comparison is complicated by the fact that the model
cospectra presented by Kaimal and Finnigan (1994) is comprised of two
equations (i. e., it is piecewise continuous). But the same general conclu-
sion seems to hold for the broadness of heat flux cospectra as for momen-
tum cospectra, except that the difference between the flat terrain and
the GLEES heat flux cospectral broadness parameters, µ, is somewhat
smaller and less significant than for the momentum broadness parame-
ter. We conclude that, except for some subtle nuances, the momentum
and heat cospectra over the forested complex terrain at GLEES are sim-
ilar to the flat terrain momentum and heat cospectra. Furthermore, it
is not clear how significant, if at all, these subtle differences are. This
is because (i) Kaimal et al. (1972) did not use Equation 4.2 to describe
their cospectra, (ii) they did not use the same coordinate system as the
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Table 4.1. Optimal parameter values for instrument covariances measured at GLEES
in Rocky Mountains of southern Wyoming during January 2001. At this site during
wintertime the atmosphere is neutrally stable. The uncertainty associated with the
value of each parameter is enclosed by parentheses. Here ηx = fxff zref /u and η′

x =
fxff (zref − d)/u.

Parameter p′w′ u′w′ w′T ′
vTT w′ρ′

v w′c′

µ 0.25 (0.06) 1.0 (0.35) 0.6 (0.28) 0.6 (0.28) 0.6 (0.38)
ηx 0.22 (0.09) 0.14 (0.04) 0.21 (0.06) 0.19 (0.06) 0.22 (0.09)
η′

x 0.11 (0.05) 0.07 (0.02) 0.11 (0.03) 0.10 (0.03) 0.11 (0.05)
α 0.8 (0.2) 1.0 (0.2) 1.0 (0.2) 1.0 (0.2) 1.0 (0.2)

present study, and (iii) the variability we found in the GLEES cospec-
tral parameter values suggests that Kaimal’s et al. (1972) sample size
may not have been adequate to determine the natural variability that
was present at the time their data were obtained. Nevertheless, when
using M21’s analytical method to estimate the spectral correction fac-
tors appropriate to GLEES we will use the data from Table 4.1, rather
than the cospectral model from Kaimal et al. (1972).

Table 4.1 also indicates that the measured water vapor and CO2 co-
variance cospectra largely follow the heat covariance cospectra because
without the WPL terms these covariances are dominated by the heat
flux term. In fact the CO2 covariance is probably more strongly influ-
enced by the heat flux term than is the water vapor covariance because
the true CO2 flux is quite small, whereas the true water vapor flux can
be quite high even during the winter. Therefore, the heat flux term has
a relatively smaller contribution to the w′ρ′v covariance than to the CO2

covariance. This and the possibility of heat and vapor dissimilarity may
explain why the cospectral parameter value of ηx or η′x for water vapor
differ more from the heat covariance values than do the CO2 covariances.
We also note that the uncertainties in the parameter values for the CO2

covariance are greater than for either w′T ′
vTT or w′ρ′v. This may result

from the fact that the CO2 covariance combines the variability in all the
other fluxes, CO2, water vapor, and heat.

Finally, because Kaimal et al. (1972) did not measure the pressure
covariance, p′w′, it is not possible to compare the present results with
theirs. However, Table 4.1 does indicate that the p′w′ cospectra are
considerably broader than u′w′ cospectra. This may be a general char-
acteristic of p′w′ cospectra as Wilczak (personal communication) has
found the same characteristic also occurs over the ocean.
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Figure 4.3. Comparison of the smoothed FFT cospectrum for w′T ′
vTT obtained at 6:30

am MST January 2, 2001 at the GLEES (dashed line) with the optimal fit to this
cospectrum with Equation 4.2 (solid line) and the modeled cospectrum derived from
Equation 4.2 using the ensemble best fit parameters given in Table 4.1 (dotted line).

The parameter α and its associated uncertainty, ∆α, are determined
empirically by matching the correction factors generated by M21 ana-
lytical approach to those generated by direct integration using Equa-
tions 4.1 and 4.2. The results, shown in Table 4.1, indicate, as M21
claimed, that the analytical method is not particularly sensitive to the
broadness parameter. The only possible exception to this in this study
are the p′w′ cospectra (α = 0.8), which are extraordinarily broad (µ =
0.25) when compared to the other cospectra (µ > 0.50). M21 also found
that Kaimal’s et al. (1972) flat terrain cospectra for neutral or unstable
atmospheric stability also showed sufficient broadness that α = 0.925
was required for a good match. These two non-unity values of α suggest
that ∆α can be estimated from the observed range of variability in the
different computed values for α. We, therefore, take ∆WW α = 0.2 since the
observed values of α range from 0.8 to 1.0. For the purposes of estimat-
ing ∆F/F from Equation 4.6 we will take the nominal value of α as 1,
as was discussed previously.

As an example of the different steps involved in this analysis, Fig-
ure 4.3 compares the three following cospectra: the smoothed FFT
cospectrum for w′T ′

vTT obtained at 6:30 am MST January 2, 2001 (dashed
line), the optimal fit of the FFT cospectrum by Equation 4.2 (solid line),
and the modeled cospectrum derived from Equation 4.2 using the en-
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semble best fit parameters given in Table 4.1 (dotted line). This figure
clearly indicates the nature of the three types of cospectral variability
mentioned previously.

3.3 Cospectral (dis)similarity between sites: A
CarboEurope flux site

The last section includes a brief comparison between the flat ter-
rain (momentum and heat) cospectra of Kaimal et al. (1972) and the
cospectra obtained at a topographically complex site during neutral at-
mospheric conditions. The results indicated that there were cospectral
differences between these sites, but it was less clear how significant the
differences might be for discussions of cospectral similarity. For spec-
tral attenuation issues the differences are quite significant because η′x for
momentum flux was about 18% lower at GLEES than at the flat terrain
site, whereas η′x for heat flux was almost 40% higher at GLEES. It is,
therefore, worthwhile to include another site in this comparison in an
effort to determine how generalizable the previous results might be from
one site to another.

This section presents values of η′x were obtained at Griffin Forest, a
CarboEurope flux site located at [56◦36′30′′N, 3◦47′15′′W] near Aber-
feldy, Perthshire, Scotland. The forest in this region covers about 75%
of the surface and is 97.3% Sitka spruce (Picea sitchensis), 2.1% Dou-
glas fir (Pseudotsuga menziesii) and 0.6% birch (Betula pendula). The
remaining 25% of the surface is open space: roads, streams, and ridges
dominated by heather and grasses. The forest leaf area index (LAI) is
about 8, and where the canopy is closed, the understory is quite sparse
and dominated by mosses. The canopy height is about 7.5 m and wind
speed profile measurements suggest that d = 5.3 m or ≈ 0.7h.

The site has an elevation of 350 m ASL, and is also a micrometeorolog-
ically complex site, being located in a region of ridge and valley ranging
in height between 50 and 600 m. It is situated in a broad northwest
facing valley with a mean slope of 9%. The fetch to the southwest is
about 500 m before it is disturbed by a hill. To the northwest the fetch
is about 2000 m and to the northeast and southeast it is about 1000 m.
The eddy covariance instruments are mounted at 15.5 m and consist of a
Solent R2 three dimensional sonic, a closed-path Licor (6262) CO2/H2O
infrared gas analyzer (IRGA), and an open-path Licor 7500 IRGA. The
inlet to the closed-path IRGA is located 0.20 m below and 0.05 m to
the north of the sonic. The intake tube length is 18 m and it has an
inside diameter of 0.00623 m. The flow rate is 6 L min−1 and the flow
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Reynolds number is about 1400. The open-path sensor is positioned
0.30 m from the center of the sonic. Data from this CarboEurope flux
site were obtained between July and September 2000. They were col-
lected at 20.833 Hz (N1NN /2 = 37500 data points per half-hour) and were
processed by the Edisol/EdiRe software package. The eddy correlation
system and the data processing package are described in more detail by
Moncrieff et al. (1997). All covariances are calculated in the planar fit
coordinate system (Wilczak et al. 2001; Chapter 3).

All Griffin forest cospectra are calculated for each 2-hour period using
smoothed and spliced FFT (Kaimal and Finnigan 1994). To obtain
the high frequency portion of the cospectra the 20.833 Hz time series
are divided into M sequential segments of contiguous 512-point time
series. [Note that for this method of cospectral analysis NFFTN = 29 and
M = 4N1NN /2/NFFTN if NFFTN divides 4N1NN /2 exactly, otherwise M = 1+
the integer part of {4N1NN /2/NFFTN }.] If necessary, the final segment is
zero-buffered to insure that NFFTN is the same for all M data segments.
Each segment is detrended using a linear least squares fit and tapered
using a Hamming window (Kaimal and Kristensen 1991). The FFT
is applied to each segment and the transformed results are averaged
prior to logarithmic bin-averaging of the spectral estimates. The low
frequency cospectrum for the same data period is obtained by averaging
M sequential data points to obtain a single set of NFFTN averaged data
points. Again this data series is detrended, tapered, transformed, and
logarithmically bin-averaged using the same methods as with the high
frequency portion. The resulting high and low frequency portions are
merged and sorted by frequency to obtain a single cospectral curve, to
which Equation 4.2 is then fitted. About 200 cospectra for both stable
and neutral/unstable atmospheric conditions were available for analysis.

Table 4.2 presents the cospectral parameter values for η′x obtained for
Griffin forest. The other cospectral parameter values are not included
because they are of less significance. There are several key observa-
tions concerning the Griffin forest results that need to be emphasized.
First, comparing the neutral stability η′x values with those of GLEES
(Table 4.1) indicates that for neutral conditions η′x at Griffin forest are
associated with much lower frequencies than at GLEES. Second, η′x at
Griffin forest tends to decrease with increasing atmospheric instability
and that η′x for stable conditions tend to be relatively constant and
highly variable. This stability dependency is opposite of the flat terrain
site of Kaimal et al. (1972), where constant η′x is associated with un-
stable conditions and η′x tends to increase with increasing atmospheric
stability. Third, the open-path water vapor and CO2 covariances and
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Table 4.2. Optimal values of η′
x for instrument covariances measured at Griffin forest,

Scotland, during July through September 2000. The uncertainty associated with the
value of each parameter is enclosed by parentheses. Here η′

x = fxff (zref − d)/u.

Covariance η′
x η′

x η′
x

very unstable neutral stability stable
z/L ≤ −2 −0.2 < z/L < 0 z/L > 0

u′w′ 0.009 (0.063) 0.027 (0.063) 0.029 (0.015)

w′T ′
aTT 0.010 (0.032) 0.073 (0.032) 0.043 (0.025)

w′ρ′
v (closed-path) 0.003 (0.008) 0.015 (0.008) 0.014 (0.011)

w′c′ (closed-path) 0.011 (0.015) 0.043 (0.015) 0.041 (0.023)

w′ρ′
v (open-path) 0.014 (0.019) 0.041 (0.019) 0.036 (0.024)

w′c′ (open-path) 0.009 (0.011) 0.047 (0.011) 0.040 (0.021)

the closed-path CO2 covariance can probably be considered cospectrally
similar for any atmospheric stability, especially given the uncertainty
of their respective η′x values. But, some divergence between open- and
closed-path results should not be unexpected because the influence of
the WPL temperature covariance (heat flux) term will be considerably
greater on the open-path covariance than on the closed-path covariance.
However, the closed-path water vapor cospectra are so different from
these other three scalar cospectra that they are probably untrustworthy.
We hypothesize that the water vapor fluctuations have been so strongly
attenuated by the tube flow and interactions with the flow path walls
that their associated η′x values should not be used for spectral atten-
uation issues. Fourth, the w′T ′

aTT cospectra is for the atmospheric heat
flux not for the sonic temperature covariance; but, any differences in-
troduced by using w′T ′

aTT rather than w′T ′
vTT should be small. Fifth, and

final, no continuity requirement between stable and neutral values of η′x
was imposed. Except for w′T ′

aTT , the results suggest that the η′x values
are probably continuous across these two stability classes. Although the
variability of η′x for w′T ′

aTT is high in both stability classes, the data sug-
gest that the value of 0.073 for the neutral case is likely to be biased
high.

In summary, the results from this CarboEurope flux site, when com-
bined with those from GLEES and Kaimal et al. (1972), suggest that
cospectra, which use the η′x normalization to parameterize fxff , possess
considerable site-to-site variablity. Therefore, any investigation of issues
involving spectral attenuation of eddy covariance data needs to be ex-
amined on a site specific basis and that the arbitrary use of Kaimal’s et
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Figure 4.4. A comparison of the hypothetical frequency-weighted atmospheric
cospectrum shown in Figure 4.1 (solid line) with a version of it after modification
by a random number generator (dash-dot). This method of modifying the smooth
cospectral shape is used to estimate the uncertainty in the spectral correction factor
that is associated with departures of true cospectra from smoothed versions of the
cospectra.

al. (1972) model for η′x has the potential to introduce significant errors
into spectral correction factors for eddy covariance fluxes.

Besides any possible site-to-site variability in cospectra there is also
the inherent variability of cospectra from one flux-averaging period to
the next.

3.4 Departures from smooth cospectral shapes
As Figure 4.3 clearly indicates observed cospectra are not particu-

larly smooth. This departure from a smooth cospectral shape is another
source of uncertainty in spectral corrections. Although obviously related
to possible uncertainties in fxff and µ, this source of uncertainty is, nev-
ertheless, different than these other two. The ideal method for spectral
corrections might very well be to use the transfer function method, Equa-
tion 4.1, combined with half hourly cospectra, which would thereby in-
clude the half-hourly departures from a smooth cospectral shape. While
this is difficult to achieve, it can be emulated by modifying the smooth
cospectral shapes given by Equation 4.2 using a random number genera-
tor (Press et al. 1992) to change the smooth cospectra into a much ‘nois-
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ier’ cospectra than would traditionally be used. Figure 4.4 compares a
smooth cospectra with a noisier cospectra produced by this method. By
providing several different integer seed values (Press et al. 1992) to the
random number generator and calculating the spectral correction factor
with many different noisy cospectra, we quantify the effects of random
variablity in the cospectra on the spectral correction factor. Each of the
spectral correction factors developed with a non-smooth cospectra using
the integral method is compared to the correction factors determined by
M21’s analytical method, which uses the smooth cospectra. This pro-
duces a range of variation in F that can be conveniently incorporated
into Equation 4.6 for ∆F/F by simply multiplying Equation 4.6 by a
constant, C = 1.2. Note that the value of 1.2 was synthesized from all
five of the GLEES covariance measurements. A separate determination
of C for a closed path CO2 system was also performed and is discussed
in section 3.5. The final expression for the relative uncertainty, ∆F/F ,
is

∆F

F
= C{[(1 +

1
b
)p − 1 + p

b
]2[

∆fxff

fxff
]2

+[(1 +
1
b
)p ln(p) − 1 + p

b
ln(b)]2[∆α]2

+[(1 +
1
b
)p]2[

∆τeττ

τeττ
]2}0.5/[(1 + p)(1 +

1
b
)] (4.7)

3.5 Results for an open-path system
Figure 4.5 shows relative uncertainty in the spectral correction fac-

tor, ∆F/F , as a function of wind speed for the GLEES CO2 covariance
measurement. This figure suggests that applying a spectral correction
factor based on the transfer function approach to GLEES wintertime
CO2 covariances would lead to a 5 to 10% uncertainty in the resulting
CO2 covariance at low wind speeds and a 2 to 4% uncertainty at higher
wind speeds. Figure 4.6 shows the correction factor, F , as a function of
wind speed for the GLEES CO2 covariance measurement as estimated
by the analytical method of M21 along its inherent range of uncertainty
as predicted by Equation 4.7. The filters and equivalent time constants
employed for this and the previous figure are taken from Table 1 of
Massman (2000) and include sonic line averaging for scalar fluxes, lat-
eral separation, longitudinal separation without a first order instrument,
and high pass block averaging. The results shown in this figure indicate
that the uncertainty associated with a relatively larger value of F is it-
self relatively large and that the inherent uncertainty in F decreases as
F decreases. This supports the conclusion that if an eddy covariance
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Figure 4.5. The relative uncertainty in the spectral correction factor, ∆F/F , as
a function of wind speed for the GLEES CO2 covariance measurement. Neutral
atmospheric stability is assumed.

system is designed so that spectral attenuation is minimal (and there-
fore relatively small), then the transfer method of estimating spectral
correction factors is not particularly sensitive to the shape, the lack of
smoothness in the cospectra, or the natural variablity of the cospectra.
To rephrase, if the spectral correction factors are small, then the trans-
fer function method should provide trustworthy and relatively accurate
values for the spectral correction factors.

3.6 Extension to a closed-path system and ∆τeττ

The GLEES data provide an example of an eddy covariance system
with an open path CO2 sensor. Now we wish to examine the same sys-
tem with a closed path sensor. We construct this scenario primarily to
test our present methods on a system that has a much longer equivalent
time constant for high frequency attenuation, τeττ , than the open path
system. All the methods and calculations remain the same, except we
assume that the closed path system has an intake tube attached to a
first order instrument, which is housed in a separate shelter at the base
of the tower. We further assume that the time constant for the first or-
der instrument (τ1ττ ) was determined in situ to be 0.1 s and we will take
∆τeττ = 25 % of τ1ττ . These values for τ1ττ and ∆τeττ are to be understood as
purely hypothetical. For any real application they could depart signifi-
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Figure 4.6. The correction factor, F , as a function of wind speed for the GLEES CO2

covariance measurement as estimated by the analytical method of M21 (dark solid
line) and its inherent range of uncertainty as predicted by Equation 4.7 (shaded area).
The factor C used with Equation 4.7 to account for variable (random) departures from
a smooth cospectral shape is 1.2.

cantly from these present values and from one eddy covariance system
to another.

In this simulation we allow for the attenuation associated with tube
flow (M21; Massman 1991), a small amount of lateral separation, some
small amount of longitudinal separation with first order effects (Mass-
man 2000), and a first order time constant for the CO2 sensor equal to
0.1 s. Because this closed path scenario falls into M21’s category for sys-
tems characterized by equivalent time constants between 0.1 and 0.3 s
and a neutrally stable atmosphere, his analytical approach would suggest
that Equation 4.3 above be augmented by the term [1 + 0.9pα]/[1 + pα].
Here we do not employ the additional term. Rather we use Equation 4.3
directly. Figure 4.7 shows the difference between the integral method,
Equation 4.1, and Equation 4.3. For all wind speeds the difference is
small and the agreement is quite good.

Figure 4.8 shows the correction factor, F , as a function of wind speed
for the simulated closed path CO2 covariance measurement as estimated
with analytical method of M21 along its inherent range of uncertainty
as predicted by Equation 4.7. For this example, the factor of C in
Equation 4.7 was again found to be 1.2 using the same method as the
open path sensor. This figure is the closed path analog to Figure 4.6
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Figure 4.7. Difference between the spectral correction factors estimated from the
numerical integration of Equation 4.1 and Equation 4.3 from M21. These calculations
are for a closed-path eddy covariance system and a neutral atmosphere and are shown
as a function of the horizontal wind speed. The zero line is highlighted.

and clearly demonstrates the same conclusions. That is, if the correc-
tion factors are relatively large, which they are here by design, then
the inherent uncertainties associated with the transfer function method
can also be relatively large. For example the calculations shown in Fig-
ure 4.8 suggest that for wind speeds between about 2 and 10 m s−1 the
correction factor is about 1.1 ± 10%. For this same range of wind speeds
Figure 4.6 suggests that the open path system has a correction factor
and an inherent uncertainty about half of that. In these two examples
the fundamental difference between the open and closed path systems is
their respective time constants, reinforcing the notion that longer time
constants result in more spectral attenuation, greater uncertainty in the
spectral corrections, and, therefore, greater inherent uncertainty in the
fluxes or covariances that are spectrally corrected with the transfer func-
tion method.

Most of the uncertainty shown in Figure 4.8 results from variability
in the cospectra and from the uncertainty in the cospectral parameters,
not from ∆τeττ . This is because the present example is fairly conservative
in its estimate of τ1ττ and ∆τeττ . As either of these parameters increase in
value so also do the estimates for F and ∆F . At some eddy covariance
sites τ1ττ can exceed 1 s, which is considerably longer than the present
hypothetical value of 0.1 s. At present there has been no information
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Figure 4.8. The correction factor, F , as a function of wind speed for the GLEES CO2

covariance measurement as estimated by the analytical method of M21 (dark solid
line) and its inherent range of variablity as predicted by Equation 4.2 (shaded area).
The factor C used with Equation 4.2 to account for the variable (random) departures
from smooth cospectral shape is 1.2, which is the same as with the GLEES open path
sensor.

published (of which we are aware) that discusses ∆τ1ττ , which we would
suggest be used to estimate ∆τeττ . However, we can easily imagine that
∆τ1ττ can exceed the value of 0.025 s we use in this study.

3.7 Discussion and caveats concerning low
frequencies

One of the advantages of the analytical method is the ability to es-
timate the high and low frequency portions of the correction factors
separately. Rewriting Equation 4.4 using the b and p notation yields
F = [1 + 1/b][1 + p], where α = 1 is assumed for simplicity. The high
frequency correction factor is expressed by the p term, [1 + p], while the
low frequency portion is [1 + 1/b]. Table 4.3 (using η′x from Table 4.1)
lists these two terms for the GLEES covariance data and the simulated
closed path CO2 data. For the open path covariances both corrections
are small; however, the low frequency portion tends to be slightly larger
than the high frequency portion. In the case of the closed path CO2

system the high frequency portion is by far the dominant term, which
indicates the influence of the relatively longer high frequency time con-
stant, τeττ , for closed path system than for the open path.
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Table 4.3. Simplified (and approximate) high and flow frequency correction factors
for the GLEES eddy covariance system estimated with M21’s analytical method. The
(1+p) factor is for high frequency effects and the (1+1ff /b) factor is for low frequencyff
effects. Wind speeds are assumed to be greater than 1 m s−1.

Covariance (1 + p) (1 + 1/b)

p′w′ 1.04 1.01-1.06
u′w′ 1.00-1.01 1.00-1.05

w′T ′
vTT 1.00-1.01 1.00-1.03

w′ρ′
v 1.01 1.00-1.04

w′c′ (open) 1.01 1.00-1.03
w′c′ (closed) 1.02-1.13 1.00-1.03

Nevertheless, both high and low frequency correction factors are based
on extrapolations into regions of the cospectra where there are no direct
observations. In the case of the high frequency corrections, this extrap-
olation is probably quite trustworthy because the -7/3 decay law is the-
oretically sound and has been observationally verified in many studies.
But, considerably less is known about the very low frequency portion of
the cospectra. For any sampling period, TbTT , there is no observationally
based information on low frequencies within the spectral band [0, 1/TbTT ].
Therefore, by including the high pass filters (block averaging filters, etc.)
in Equation 4.1 and integrating over the whole spectral waveband [0,∞]
we implicitly assume that the observed turbulence cospectra extends
smoothly and continuously into the unobserved portion of the cospec-
tra. This assumption will not be true for all atmospheric conditions,
like those that might occur during convective conditions or when other
large scale planetary boundary layer processes are active at the time of
the measurements. Under these conditions, the low frequency correction
factor, [1 + 1/b], will likely misrepresent the true correction factor.

At GLEES during the wintertime such large scale planetary boundary
layer effects do not seem to be significant. For example, Figure 4.9 is
an ogive computed from one of the 180 half hourly periods for the tem-
perature covariance w′T ′

vTT . This particular ogive indicates that virtually
all the half hourly cospectral power is contained in motions with peri-
ods shorter than about 5.5 minutes because the cumulative cospectral
power has reached a relatively stable maximum at 0.003 Hz. We should
note here that this particular example is an extreme case. Other ogives
(not shown) indicate that motions somewhat longer than 30 minutes
can contribute to half hourly at GLEES during the wintertime. How-
ever, we also performed other tests on the data by concatenating two
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Figure 4.9. An ogive calculated from the unsmoothed FFT cospectrum for the tem-
perature covariance w′T ′

vTT . These data were obtained at 6:30 am MST January 2, 2001
at the GLEES. Neutral atmospheric stability is assumed. This example indicates that
virtually all cospectral power is located in atmospheric motions with periods less than
about 5.5 minutes. Other examples (not shown) show contributions from longer pe-
riod motions. The 1.0 line is highlighted.

half hourly time series to form a single hour time series and by subsam-
pling and concatenating four half hourly time series to form a two hour
time series. We could find no evidence of any long period, low frequency,
flux contributions. Of course, this result should not be unexpected be-
cause high elevation, wintertime, high-wind, high-turbulence conditions
are not particularly good candidates for low frequency planetary bound-
ary layer motions. But when conditions are more conducive these slow
large scale motions will contribute to the fluxes (Sakai et al. 2001, Finni-
gan et al. 2003). At present there is no single agreed-upon well defined
method for correcting fluxes for these low frequency contributions. Con-
sequently, the spectral transfer method as it is posed by Equations 4.1
and 4.2 should not be understood as compensating for all flux loss due
to undersampling the low frequency planetary boundary layer motions.
Issues concerning the influence of these types of motions on measured
fluxes is discussed in Chapter 5 of this volume.

3.8 Summary
This study has developed a method of estimating the uncertainty

in any measured covariance that is spectrally corrected by the transfer
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function method. It includes the effects of the (flux-averaging) period-to-
period variability in (i) the frequency-weighted cospectral peak, fxff or η′x,
(ii) the random departure of measured cospectra from a smooth shape
(encapsuled by the parameter C of Equation 4.7), (iii) the broadness of
the frequency-weighted cospectra (µ or α), and (iv) some of the possible
uncertainties in the effective time constant of an eddy covariance system,
τeττ . This model, summarized by Equation 4.7, was calibrated mostly
using cospectral data from one particular AmeriFlux site (GLEES), but
also included comparisons with similar data from Kaimal et al. (1972)
and an CarboEurope flux site (Griffin forest). Conclusions reached in
this study are

The uncertainty associated with variability in the cospectral broad-
ness is constant, i. e., ∆α = 0.2.

It is reasonable to simplify Equation 4.7 by approximating relative
uncertainty in fxff , i. e., ∆fxff /fxff , by 0.4 or 0.5; where ∆fxff is a
measure of the inherent variability in fxff . The value of 0.4 is the
upper bound of values found at GLEES (Table 4.1) and 0.5 is a
value more representative of the Griffin forest site (Table 4.2). This
simplification eliminates the need to evaluate ∆fxff directly.

Spectral corrections and their associated uncertainties are likely
to be site specific because the nondimensional frequency, η′x =
fxff (zref − d)/u, was shown to be site specific in this study. In fact,
this study has shown that η′x varies significantly between the flat
terrain site of Kaimal et al. (1972) and the micrometeorologically
complex forested sites of GLEES and Griffin forest. Therefore,
there is no a priori reason to assume that the values for nondi-
mensional frequency, η′x, developed in this study or by Kaimal et
al. (1972) apply universally. In turn this suggests that to find any
truly universal cospectral shape will require a different turbulent
time scale than (zref − d)/u.

Equation 4.7 uses a value of 1.2 for the parameter C, which seems
to be reasonable for both open and closed path CO2 systems. How-
ever, we did not emulate all possible or observed eddy covariance
systems, so it is conceivable that C could be somewhat different
for other eddy covariance systems. Thus there may remain a need
to calibrate Equation 4.7 at more eddy covariance sites.

The uncertainty in spectral correction, F , estimated with the trans-
fer function method, ∆F , increases as F increases and decreases
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with decreasing F . Careful attention to minimizing separation dis-
tances and instrument time constants should help keep high fre-
quency losses small so that F and ∆F are small. In this case the
high frequency correction factors should be relatively independent
of cospectral shape, lack of cospectral smoothness, and inherent
variability.

The spectral losses at low frequencies on the other hand are not so
much instrument related as they are related to the length of the
sampling period and the nature of the low frequency atmospheric
motions present during a sampling period. Because so little is
known about the nature of these low frequency atmospheric mo-
tions (1-4 hours) it is difficult to make specific recommendations
for reducing this undersampling error. However, in general, as the
measurement height decreases the low frequency content of any
measured flux should also decrease, which will reduce the prob-
lem somewhat. Unfortunately, this improvement will be offset by
increasing high frequency content in the fluxes.

Present results indicate that further research is needed into the low
frequency (1-4 hour) components of eddy covariance fluxes and in
the nature of the differences in the frequency-weighted cospectral
peaks, η′x and fxff , between different sites.
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LOW FREQUENCY ATMOSPHERIC
TRANSPORT AND SURFACE FLUX
MEASUREMENTS

Yadvinder Malhi, Keith McNaughton, Celso Von Randow
yadvinder.malhi@ouce.ox.ac.uk

Abstract
We review the issue of turbulent atmospheric transport of scalars or

momentum on timescales greater than 30 minutes or 1 hour, regions of
the spectrum of atmospheric motion that are not usually sampled by
conventional flux measurement methodologies. We first explore what
is known about the nature and timescales of turbulent transport struc-
tures in the near-surface layers of the atmosphere, and the degree to
which this transport is controlled or modulated by the timescales of in-
ner layer (shear) transport and outer boundary layer transport. We then
present empirical evidence of the existence of low frequency transport
by presenting data from two contrasting field studies, a shear-dominated
measurement setup in Scotland, and a convection dominated measure-
ment setup in Brazilian Amazonia. It is clear that low frequency motion
can transport a significant amount of flux in measurement situations
such as towers over forests in anticyclonic conditions, or in the tropics.
Thereafter we explore the quantitative implications of undersampling
low frequency atmospheric transport. Extending the sampling period
of surface flux measurements is desirable under certain conditions, but
is not without complications. We conclude by highlighting some of the
dangers of extending sampling periods into the low frequency domain.

1 Introduction
The micrometeorological technique of eddy covariance aims to mea-

sure the transport of flux via turbulence between the surface and the
atmosphere. In practice it samples only a part of the possible spectrum
of atmospheric motion, typically time scales between one second and
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one hour. Transport at timescales less than one second are discussed in
Chapter 4 of this book. For longer timescales an assumption is made of
frequency separation — that a spectral gap exists between the opera-
tional timescales of flux transport, and longer-scale atmospheric motions.
The presumed existence of such a gap is critical for measured turbulent
fluxes, as it provides an upper time limit to measurements averaging and
rotation periods to separate “locally meaningful” fluxes from background
trends and oscillations. However, it is unclear as to whether this gap
really exists. The importance of low frequency motions to energy and
carbon balance studies have been highlighted in recent papers (Mahrt
1998a, 1998b, Sakai et al. 2001, Von Randow et al. 2002, Finnigan et al.
2003).

In this Chapter, we first review what is known about the nature and
timescales of turbulent transport structures in the near-surface layers of
the atmosphere, and the degree to which this transport is controlled by
the timescales of inner layer (shear) transport and boundary layer trans-
port. This Chapter covers some of the same territory as Mahrt (1998a),
but using the perspective of the new turbulence model of McNaughton
(2004b). We focus primarily here on daytime turbulent transport, the
deeper complexities of nighttime transport are discussed in Chapter 8 of
this book. We then present empirical evidence of the existence of low fre-
quency transport by presenting data from two contrasting field studies,
a shear dominated measurement setup in Scotland, and a convection
dominated measurement setup in Brazilian Amazonia. Thereafter we
explore the quantitative implications of undersampling low frequency
atmospheric transport, summarizing an analysis presented by Finnigan
et al. (2003). We conclude by highlighting some of the complications of
extending sampling periods into the low frequency domain. The sub-
ject of low frequency transport and how to deal with it enters into the
still poorly understood fields of self-organized turbulent structures and
mesoscale flows, and is clearly an area of ongoing research. We begin by
reviewing these issues.

2 Turbulence Structure, Eddy Sizes and
Sampling Times

The question of averaging times for flux measurements clearly depends
on the nature, structure and time scales of the fluctuations over which
the average is taken. It is possible to approach this purely through a dis-
cussion of the statistical character of the signals to be averaged, notably
through discussion of their spectra and cospectra. This section is a pre-
liminary to that discussion, providing some insight into the turbulence
processes that underlie these spectra. Since the structure of turbulence
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varies with height we divide the boundary layer into a series of layers,
the principal ones being the “outer layer” or “mixed layer” where large
convective circulations form during the day, and the “inner layer” or
“surface layer” whose characteristics are dominated by shear. Within
the inner layer is a roughness sublayer where the turbulence is directly
affected by the surface itself. The inner and outer layers are separated by
a transition layer. This has variously been called an “interaction layer”
(McNaughton 2004b), a “matching layer” (Mahrt 1998a) or a “free con-
vection layer” (e. g. Garratt 1992). These different names reflect differ-
ent understandings of what this layer represents. Garratt (1992) sees
it as a layer of gradual transition where proposed plume-like structures
that develop progressively with height in the surface layer finally break
free of shear effects while not yet being constrained by the top of the
boundary layer. Mahrt (1998a) takes a more cautious approach and
simply notes that layered models typically require that properties in the
inner and outer layer should be mathematically matched at this height.
McNaughton (2004b) describes it as a layer where two fundamentally
different kinds of turbulence interact, so turbulence there is fundamen-
tally less ordered than in the layers above and below. McNaughton’s
ideas are based on the few direct observations available, and we base
our discussion on it.

Figure 5.1 shows four of the identifiable structural layers of a convec-
tive boundary layer. Above the boundary layer lies the free atmosphere,
with an entrainment layer (another interaction layer) between this and
the outer layer. These are not shown because flux measurements are
not made at these levels. Figure 5.1 also shows instruments placed on
towers above short and tall vegetation in relationship to these structural
layers of the boundary layer. The transition layer typically begins at
one or two times the Obukhov length, |L|, above the ground, where the
Obukhov length is given by

L = − Θvu
3∗

kg(w′θ′v)0
(5.1)

Here g is acceleration due to gravity, (w′θ′v)0 is the buoyancy flux at
ground level, Θv is the virtual potential temperature in degrees Kelvin,
u∗ is the friction velocity, and k is the Von Karman constant. This
transition layer height may vary from less than 10 m to more than 100 m
depending on meteorological conditions, so instruments on a short mast
over grassland will usually be in the surface layer while instruments
on a tall tower over forest will be variously within the surface layer,
the transition layer or even the outer layer, depending on meteorological
conditions. This creates some challenging problems for flux measurement
over forests.
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Figure 5.1. Schematic diagram of the location of flux measuring instruments, shown
as rectangles on the top of each tower, in relationship to the various layers of
the boundary layer in both weakly and strongly unstable conditions. Instruments
mounted a few meters above low vegetation are usually within the surface layer. This
layer may completely disappear over forests as the outer layer extends downwards
into the layer directly influenced by the vegetation (up to at least twice forest height).
Measurements from a forest tower may often be in the transition or outer layer dur-
ing the day. This affects the averaging times needed to make reliable observations of
scalar fluxes.
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2.1 Mixed-layer (outer-layer) timescales
Over uniform land the spatial and temporal patterns of eddy motion

are not imposed by the boundary conditions, upper or lower, but arise
spontaneously through the self-organizing nature of the turbulent mo-
tions themselves. During the day this self-organized pattern is usually a
set of more-or-less polygonal convective cells that span the whole bound-
ary layer. These cells are about 1.5zi wide, where zi is the height of the
capping inversion. The height zi is typically 1-3 km during the middle
of the day over land, being greatest in high heat flux conditions such as
continental interiors in summer. These convective cells move along with
the mean wind in the outer layer. Their shapes depend on the value of
the ratio of the outer and inner velocity scales, w∗/u∗ , where the con-
vective velocity scale w∗ is related to the standard deviation of the wind
velocity in the outer layer and is usually estimated using Deardorff’s
relationship

w3
∗ =

zig(w′θ′v)0
Θv

(5.2)

The ratio w∗/u∗ is then related to the Obukhov length through the
tautological relationship

w∗
u∗

=
(
− zi

kL

)1/3

(5.3)

When zi/|L| is larger than about 25, the cells form a polygonal pattern
with no notable alignment. At smaller values of zi/|L|, when drag on
the ground is more important, the convective cells become elongated
in the direction of the wind and aligned, one with the next, so that
they form elongated roll structures aligned with the wind. Water vapor
condensing in the updrafts of these structures can form cloud streets
(Etling and Brown 1993). These streets, whether made visible by clouds
or not, are quasi-permanent in position and many kilometers long. Fixed
sensors in the outer layer may then record steady updrafts (w > 0) or
steady downdrafts (w < 0) over long periods, with obvious consequences
for the calculation of fluxes. Very often the decrease in zi/|L| reflects
an increases in |L|, so the surface layer grows in thickness to envelope
fixed-height sensors above a forest. At zi/|L| ratios less than about
5 the boundary layer becomes near-neutral, exhibiting no large-scale
convective roll structures. We might observe that the combination of
deeper surface and transition layers leaves no room for outer convective
structures to develop in such situations.

An important characteristic of the main convective motions in the
outer layer is that they carry most of the flux, with lesser amounts car-
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ried by the smaller eddies created by internal friction and breakdown
of these larger eddies. An aircraft equipped with flux sensors must fly
through many tens of large eddies to sample the flux properly, so an ade-
quate flight path would be of order 50 km long, more or less depending on
prevailing conditions and the accuracy required. Flux sensors mounted
on a fixed tower or suspended from a tethered balloon must sample a
similar number of eddies by waiting as they blow past the instruments,
so the sample period should be many tens of times zi/UmUU , where UmUU
is the mean wind speed in the outer part of the boundary layer. In
light winds, as often encountered in the tropics or in mid-latitude anti-
cyclones, the convective structures may pass very slowly so that a good
sample is obtained only for times long compared with the evolutionary
time scale of the convection cells. Values for this evolutionary time scale
have not been reported, but they may depend strongly on any inho-
mogeneities in surface roughness, surface heat flux or topography that
might cause convective cells to lock into fixed positions on the landscape.
Even in favorable conditions it usually takes rather more than an hour
to achieve a good average in convective conditions, and much longer if
the convective cells are aligned with the wind in quasi-permanent rows
or locked onto the landscape. A non-zero mean for vertical velocity may
persist for hours.

Kanda et al. (2004) use Large Eddy Simulation (LES) models to cal-
culate errors likely to be found in instrumental measurements from very
tall towers over uniform ground. They do not give values of w∗/u∗ for
their study, but the small values of the geostrophic wind used and the
cellular patterns found in their results suggests that conditions are highly
convective in all cases. At low geostrophic wind speeds transport in the
lower convective boundary layer self-organizes into turbulent organized
structures (TOS) consisting of large areas of slow subsidence and smaller
areas of updraft (Figure 5.2). As a result, a single point measurement
averaged/rotated over a short time period is likely to be biased to the
downdraft regions and hence underestimate the local fluxes. Simulated
observations at 100 m above ground display vertical winds that do not
average to zero over one-hour periods, with the net upwards or down-
wards flow typically accounting for half the flux when u∗ = 0.14 m s−1.
This “imbalance” is reduced with (i) increasing wind speed which de-
creases the cross-wind diameter of the TOS and increases the sampling
track in any averaging period (e. g. at u∗ = 0.3 m s−1, mean flow accounts
for about 10% of vertical scalar transport on average over the simulation
domain, but with values for particular points having a standard devi-
ation of about 20% about that mean); (ii) lower measurement height
increasing the influence of shear turbulence. Hence measurement points
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Figure 5.2. Simulations of mean vertical velocity at 100 m height in a typical mid-
latitude daytime boundary layer over a flat surface, averaged over 1 hr for different
geostrophic wind speeds UgUU . Contours (at 0.1 m s−1 interval) represent positive (up-
wards) velocity regions; negative velocity regions are blank. (a) UgUU = 0 ms−1; (b)
UgUU = 1 ms−1; (c) UgUU = 2 ms−1; (d) UgUU = 4 ms−1. Reproduced with permission of
Kanda et al. (2004).

located above tall forests, and particularly in low-wind regions such as
many tropical and continental interior sites, are particularly likely to
be prone to such a measurement “imbalance”. In these conditions flux
measurements from single point measurements are inherently distorted
(Figure 5.3).
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Figure 5.3. The probability distribution of the “imbalance” of fluxes measured at any
point in the simulation are shown in Figure 5.2a, for geostrophic wind speed UgUU = 0
ms−1, height z = 100 m. The two curves represent averaging periods of 1 and 3 hr.
Measurements at any point are biased to underestimate surface fluxes. Increasing the
average period reduces the systematic error in the “imbalance”, but broadens the dis-
tribution and hence the random uncertainty in any single measurement. Reproduced
with permission of Kanda et al. (2004).

2.2 Surface-layer (inner-layer) timescales
Near the ground the flux-carrying eddies have a rather different char-

acter, though what that character is has become the subject of debate.
Here we base our discussion on the new model of McNaughton (2004b)
in which the turbulence consists of large-scale wedge-like structures that
are aligned with the wind, along with the detached breakdown products
of these. The turbulence is again self-organizing, just like the cellular
structures in the outer layer, but here the preferred structures are up-
scale cascades of TEAL (Theodorsen ejection amplifier-like) structures,
which “compete” for space so that only the best formed and most pow-
erful continue on at each scale. This kind of turbulence is driven by
the shear, so its velocity scale is u∗. Though the value of u∗ changes
with stability it seems that the structure of the shear turbulence does
not. This property is again like that of the turbulent outer layer where
the velocity scale of the convective cells varies with stability while the
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polygonal structure and the length scale of turbulence does not (at least
while w∗/u∗ and zi are held constant). This model is consistent with —
indeed it is based on — the spectral observations from Kansas (Kaimal
et al. 1972). It contradicts the basic hypothesis of Monin-Obukhov sim-
ilarity on which much of our theory of the surface layer is built. Time
will judge whether the new model is successful, but for the moment it
simplifies our discussion by removing the need to consider the effects
of stability acting within the surface layer, at least when we know u∗
directly. Turbulence in the surface layer scales simply on z and u∗.

To get a good sample of the dominant flux-carrying eddies, with
widths about 2z, we must allow a large number of them to pass our fixed
measuring position. A simple estimate is that this should be a hundred
times z/u, which is a very few minutes in most cases. Experience tells
us that this is a considerable underestimate and there are several rea-
sons for this. One is that the flux-carrying coherent structures are not
randomly dispersed, so our sample must take account of the scale of
the aggregates (i. e. whole wedge structures) which are about ten times
longer than our estimate of about 2z (McNaughton 2004a). Another
reason is that flux transport is affected by eddies of a greater range of
sizes here than in the outer layer. In the outer layer there are no ed-
dies much wider than 1.5zi, while in the surface there are eddies of all
sizes, right up to those as tall as the surface layer itself, and all of these
transport at least some momentum and scalars. Our averaging period
must be long enough to sample not just the dominant eddies but all the
significant flux-carrying eddies. As suitable averaging period must be at
least several tens of minutes long, perhaps even an hour long for good
results.

Another factor is the modulating effects of the outer convection on the
turbulence in the surface layer. The outer-layer convection constitutes a
variable driving of the whole surface layer. A large-scale gust from the
outer layer is equally a large cohort of TEAL structures moving along
with enhanced speed and transmitting an enhanced momentum flux to-
wards the ground. The direction, speed and power of the TEAL cascades
within the surface layer will therefore all vary with the wind at the top
of the surface layer, as will the momentum flux to the ground. Observa-
tions of momentum flux from a fixed tower will not represent area means
unless sampled on an outer time scale, not the inner one. We expect poor
agreement in hourly observations of u∗ from towers spaced a few hun-
dred meters apart in homogeneous terrain. The situation is easier for the
scalar fluxes, most of which are more strongly controlled at source rather
than by the varying wind overhead. For example, photosynthesis is con-
trolled by radiation receipt and biochemical and physiological processes
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within the canopy, both of which are insensitive to wind speed. The flux
of water vapor is somewhat sensitive to wind speed, depending on the
value of the decoupling parameter Ω calculated with values at reference
height zs (Jarvis and McNaughton 1986), but only for wet canopies is it
important. Averaging times for source-limited scalar fluxes depend little
on outer time scales. This difference accounts for the reported different
averaging times required for momentum and scalars in the Kansas ex-
periment (Wyngaard 1973). Wyngaard shows the variance of heat flux
measurements from one-hour runs to be about 8%, with only small de-
pendence on instability (-z/L), while the sensitivity of momentum flux
ranged from 10% to about 80% with a strong dependence on instability.
Wyngaard used -z/L to measure instability while our discussion suggests
that -zi/L should be used.

The layered structure discussed above is not relevant when the outer
turbulence dies away at night. In the first part of the night we have,
typically, a fully-turbulent state where the turbulence is similar to that
in the daytime surface layer, but buoyancy now opposes these motions
and saps their energy. Momentum transfer then decreases progressively.
This kind of structure collapses altogether unless the flow is maintained
by strong pressure gradients or katabatic forcing. If not then a variety
of other phenomena may appear, some creating intermittency in the
turbulence with time scales up to an hour or more. These processes are
not well described and are discussed in Chapters 8 and 9 of this book.
For the weakly stable case flux sampling times can be a little shorter
than in the daytime surface layer.

The roughness sublayer is a subdivision of the surface layer and many
of the above comments apply equally to it. Near canopy top the tur-
bulence has many of the characteristics of a mixing layer (Raupach et
al. 1996), and the main eddies scale on the canopy dimensions (h − d),
where h is tree height and d is the displacement height of the forest wind
profile. This structure is not well known, but it is known that spectra
and cospectra have more peaked shapes than the standard Kansas forms.
Following the methods of McNaughton (2004a) we can therefore surmise
that tendency of these eddies to align into long wedge-like structures is
less pronounced than in the surface layer. Good time samples should
be easier to obtain in the surface layer, but the length scale used to
calculate these is (h − d) rather than (z − d).

A theme running through the above comments is that eddy flux calcu-
lations made on short data runs may not fairly represent true long-term
averages. This is so whether the flux itself varies on a rather long time
scale, or whether the statistical sampling of the flux-carrying eddies is
insufficient. In the former case the actual local flux is a poor sample of
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the required area average flux; this cannot be remedied by any analysis
based solely on the data from that interval. In the latter case the local
flux during the measurement interval is not in question, but some of the
larger eddies carrying it have been poorly sampled.

3 Empirical Evidence of Low Frequency Flux
Transport

3.1 Wavelet spectral analyses of turbulent fluxes
in Scotland and Amazonia

To demonstrate the variable contribution of processes occurring on
different scales to the surface layer fluxes, in this study we apply a Haar
wavaa elet transform on the turbulent signals measured at two different
sites: a rain forest in south west Amazonia (Rebio Jaru; Von Randow
et al. 2002) and a sitka spruce coniferous forest in Scotland (Griffin;
Chapter 4). The wavelet transform (WT) is a powerful mathematical
analysis tool, which permits an evolutionary spectral study of turbulent
atmospheric signals (Daubechies 1998; Farge 1992). The wavelet anal-
yses were done following a similar methodology as Katul and Parlange
(1994) and Von Randow et al. (2002).

After application of the Haar wavelet to the data from the two sites,
the scale covariances of vertical wind velocity and scalars were calcu-
lated and the partial contribution of each scale to the total covariance
was determined at each record. The results are presented in Figure 5.4
(daytime) and Figure 5.5 (nighttime). The x-axes represent the spatial
scales, which are estimated using the average wind velocities and the as-
sumption of Taylor’s hypothesis, similar to the method applied by Von
Randow et al. (2002). Above the x-axes, approximate time labels are
also included to illustrate the time scales of the processes.

Comparing the average daytime results from Jaru and Griffin (Fig-
ure 5.4), it is apparent that the contribution from the largest scales
(lower frequencies) are more important at Jaru than at Griffin. At Re-
bio Jaru, the peak of contribution to the covariances happens on scales
of 100-500 m (that correspond approximately to scales of 1 to 5 min),
while at Griffin scales less that 100 m (usually corresponding to scales
of less than 1 min) dominate the transport of carbon dioxide. One other
noticeable difference between the two sites is that at Jaru the varia-
tion from the average scale dependence is higher, especially at longer
scales (low frequencies). On scales longer than 1 km, the low frequency
motions influences can be of either sign (Figure 5.4 top panel), clearly
not related to processes of the surface layer only. These low frequency
processes can include deep convection, large roll vortices and local circu-
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Griffin - daytime (9:00 - 16:00)
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Figure 5.4. Haar wavelet cospectra of daytime CO2 fluxes at a tropical site (top
panel; Jaru, Brazil) and (b) a maritime mid-latitude site (bottom panel; Griffin,
Scotland). The solid line represents binned averages; length and time scales are
indicated on the x-axis.

lations induced by topography or surface heterogeneity. At the Brazilian
site, a modest but significant amount of turbulent transport occurs at
time scales beyond 30 minutes, or even beyond one hour.

During stable conditions (nighttime) there is no clear timescale for
flux transport at the Brazilian site (Figure 5.5 top panel), and a great
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Jaru - nighttime (21:00 - 4:00)
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Griffin - nighttime (21:00 - 4:00)
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Figure 5.5. Haar wavelet cospectra of nighttime CO2 fluxes at a tropical site (top
panel; Jaru, Brazil) and a maritime mid-latitude site (bottom panel; Griffin, Scot-
land). The solid line represents binned averages; length and time scales are indicated
on the x-axis.

degree of variance in the spectra. Boundary-layer and mesoscale flows
clearly dominate the nighttime turbulent flux. In contrast, the spectra
are fairly consistent at the relatively windy Scottish site (Figure 5.5
bottom panel).
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Figure 5.6. The relationship between long-term energy balance closure and the av-
eraging/rotation period of the flux calculations, for a site over a tropical rainforest
near Manaus, Brazil. Derived from Malhi et al. (2002).

3.2 Low frequency transport and energy balance
The lack of energy balance closure in eddy covariance studies is a

widespread feature of flux measurements over forests (Wilson et al.
2002), suggesting the presence of a widespread problem, whether instru-
mental or methodological. One possible explanation is that latent and
sensible heat flux is being missed by the flux measurements, through
either inadequate spatial sampling or inadequate sampling of the fre-
quency domain.

Malhi et al. (2002) explored this phenomenon for flux measurements
above a forest near Manaus in central Amazonia (Figure 5.6). They
found that extending the rotation/averaging period of the measurements
from 1 hr up to 4 hr improved the energy balance closure to about 100%;
increasing the rotation/averaging period further resulting in no further
increase in mean fluxes, although variance increased substantially. This
result suggests that, for some sites at least, low frequency transport may
“solve” the energy balance problem, for ensemble-averaged data at least.
The general applicability of this approach remains uncertain, however, as
Kruijt (pers comm.) and Malhi and Iwata (unpublished data) find that
the low frequency component at other sites is not sufficient to account
for all the “missing” flux.
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To summarize this section, there is evidence of significant flux trans-
port at low frequencies at some measurement sites; in particular sites
in the tropics with tall measurement towers, low mean wind speeds and
deep convective boundary layers. In the next section we examine how
undersampling these low frequency fluxes using standard eddy covari-
ance analysis can affect measured fluxes.

4 Effect of Standard Flux Calculations on Low
Frequency Flux Terms

In this section we explore the effect that the coordinate rotation used
in eddy covariance analyses has on calculated fluxes. Finnigan et al.
(2003) recently presented a revision of the theory of measurement of
turbulent fluxes in terms of mass balance equations. First they consid-
ered an idealized case, where the long-term ensemble-averaged flow is
horizontally homogeneous, the mean wind vector is always confined to
the x − z plane, so that v = 0 and only the inclination of the velocity
vector, α = tan−1(w/u) changes from period to period. To transform
the long-term vertical covariance wcLT in any period to short-term ‘ro-
tated every period’ coordinates in which w = 0, coordinates are rotated
through an angle α given by,

α = tan−1 w ′

< u > +u ′ (5.4)

where <> is the ensemble mean over all periods, w ′ = w− < w >, and
u ′ = u− < u >.

Hence, the horizontal and vertical components of the long-term, ense-
mble-averaged flux vector, denoted by subscript LT , can be expressed
in terms of components, denoted by subscript, R, in the “rotated-every-
period” coordinate frame as (Finnigan et al. 2003, equation 26)

(uc)R = (uc)LT cos α − (wc)LT sin α

(wc)R = (wc)LT cos α + (uc)LT sin α (5.5)

Even in horizontally homogeneous terrain, the flow field is only hor-
izontally homogeneous when averaged over a period much longer than
that of any significant temporal perturbation to the flow. When the
duration of an individual averaging period, T , is comparable to that
of significant atmospheric motions, then in any one period, horizontal
flux divergence may be important. Many periods must be averaged to
ensure the canceling out of transient vertical advection events that in re-
ality contribute nothing to the vertical flux because they merely balance
simultaneous but unmeasured transient horizontal advection events. To
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ensure this averaging is done rigorously, mass balances over any time
period must be calculated in a single coordinate system that applies to
the entire period.

What is the precise effect of rotating the vector basis so that w is
forced to zero in each period? In particular, what is the effect on the
measured covariance in any one averaging period of rotating coordinates
so that v = w = 0? Dividing the signals into a set of periods of length
T , block averaging in each period and then subtracting the block averaged
values w and c is equivalent to high-pass filtering the signal with a boxcar
filter function of width T . This is precisely what is achieved when we
rotate coordinates each period so that w is forced to zero. In effect
we have thrown away the part of the covariance carried by motions of
frequency lower than the (rather leaky) cut-off frequency of the boxcar
filter function.

However, in addition, the coordinate rotation itself distorts the co-
variance carried by frequencies higher than the boxcar cut-off by folding
into (wc)R some of the streamwise and lateral fluxes (wc)LT and (vc)LT ,
as we have shown in Equation 5.5 for the case where the low frequency
flow is confined to the x − z plane. A simple algebraic example of the
distortion to be expected is presented in Appendix 2 of Finnigan et al.
(2003).

In summary, rotating coordinates every period effectively high-pass
filters the signal so that contributions to the covariance from atmospheric
motions of period longer than T are lost but the rotation itself folds some
of the (wc)LT and (vc)LT flux into (w′c′)R in an essentially unpredictable
way.

5 Complications
The energy balance closure in Figure 5.6 suggests that in some sites

consideration of low frequency transport can improve the flux measure-
ments to the point of full energy balance closure. If this were a general
principle that could be applied to all sites, then it would appear that the
problem of poor energy balance closure at eddy covariance sites would
have been “solved”. However, there are good grounds for skepticism
about the wider applicability of this result.

The problem revolves around whether these low frequency fluxes are
“locally meaningful” or represent features of the wider landscape that
are not related to the local surface. Kanda et al. (2004) demonstrated in
their LES model simulation that, although the systematic bias decreased
when turbulent fluxes are averaged over longer time periods, the variance
increases greatly (Figure 5.3). Hence any single measurement period is
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vulnerable to random advective fluxes, and becomes increasingly difficult
to interpret in terms of local surface fluxes.

Another problem arises in complex terrain, or in the presence of fixed
pressure fields caused by local inhomogeneities (e. g. land-water inter-
faces, or crop-forest mosaics). In this situation, a variation in wind
direction can result in a low frequency covariance that has nothing to
do with flux transport (Finnigan et al. 2003, Chapter 2). Interestingly,
Kanda et al. (2004) showed that moderate inhomogeneity (ca 5%) can
actually reduce bias by dampening the self-organization of TOS, but
greater degrees of inhomogeneity generate local circulations and enhance
the bias.

6 Conclusions
It is important to consider transport at time scales up to at least

10zi/UmUU , where UmUU is the mean wind speed in the outer part of the
boundary layer. This corresponds to length scales of about 10-50 km.
But in complex topography or variable landscapes, it is tricky to disen-
tangle what we want (low frequency CBL turbulent transport) from what
we do not want (wind direction covariance). There is clearly transport
of flux at these low frequencies which can explain the failure of eddy co-
variance systems to fully capture fluxes. However, separating the locally
meaningful fluxes from wider-scale advection may prove a challenge.
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Chapter 6

MEASUREMENTS OF TRACE GAS
FLUXES IN THE ATMOSPHERE
USING EDDY COVARIANCE: WPL
CORRECTIONS REVISITED

Ray Leuning
Ray.Leuning@csiro.au

Abstract This Chapter re-examines theory developed by Webb, Pearman and
Leuning (1980, Quarterly Journal of the Royal Meteorological Society,
106, 85-100) to calculate fluxes of trace gas constituents in the atmo-
sphere using the eddy covariance technique. The original theory for
one-dimensional flow over homogeneous terrain is extended to three-
dimensional flow over inhomogeneous terrain. The equations are rel-
atively simple when concentrations are expressed as mixing ratios per
unit of dry air. Advective mass fluxes are written as products of fluxes
of dry air and gradients in mixing ratio, while turbulent eddy fluxes
requires the covariance of wind speeds and mixing ratios. Theory de-
veloped by WPL for one dimensional flows is applicable for the vertical
eddy flux.

1 Introduction
The eddy covariance technique is used widely to measure the net

exchanges of heat, mass and momentum between the earth’s surface
and the atmosphere (Baldocchi et al. 2001). Before publication of the
paper by Webb et al. (1980) (WPL hereafter), the vertical turbulent flux
density of a constituent c was calculated as F c = w′c′c, the covariance
between fluctuations in the vertical velocity, w′ and the density c′c. WPL
showed that this gave incorrect estimates of F c because fluctuations in
cc can result from fluctuations in water vapor density and temperature
which are not associated with the net transport of c. These errors are
particularly severe for trace constituents such as CO2. The original
WPL theory strictly only applies to steady, one-dimensional flow over
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horizontally homogeneous terrain and hence may not be suitable for the
more typical flux measurement installation in inhomogeneous terrain.
Further theoretical work is thus warranted.

Recent papers by Kramm et al. (1995), Sun et al. (1995), Paw U et
al. (2000), Massman and Lee (2002) and Fuehrer and Friehe (2002) have
re-examined the conservation equations used to calculate net exchanges
of mass and energy between the earth’s surface and the atmosphere
for surface boundary layer flows in inhomogeneous terrain. In doing
so they revised the theory developed by WPL and introduced extra
terms into the equations. This Chapter also examines the theory used
to calculate fluxes using the eddy covariance technique and shows that
the original WPL theory is still applicable for the vertical component of
the eddy fluxes and that the resulting equations are particularly simple
when concentrations are expressed as mixing ratios per unit of dry air.

Section 2 develops the conservation equations for the various con-
stituents of moist air to generalize the one-dimensional conservation
equation used by WPL; Section 3 utilizes the results for the special case
of steady, one-dimensional, horizontally homogeneous flow to derive a
key result of WPL; Section 4 considers the general case of non-steady
flows in non-homogeneous terrain and discusses the components of the
mass balance equation; Section 4 also discusses the case of steady, hori-
zontally homogeneous, on-dimensional flows; Section 5 discusses practi-
cal aspects of calculating flux densities using closed- and open-path gas
analyzers; and Section 6 draws some conclusions.

2 Conservation Equations for Moist Air and
Trace Constituents

Consider a fixed control volume dV containing moist air with molar
concentration c = cd + cv + cc (mol m−3), in which cd, cv and cc are the
molar concentrations of dry air, water vapor and a trace constituent,
c. (Note that while molar quantities are used in this Chapter, all equa-
tions can be written in mass units, making suitable allowances for the
molecular mass of the various constituents when applying the gas laws.)

The molar conservation equation for all gas components in dV is

∂c

∂t
+ ∇.F = SvSS + Sc (6.1)

where ∂c/∂t is the rate of change of molar concentration of air in dV ,
F is the total flux density vector on the surfaces of the control volume
and SvSS , Sc (mol m−3s−1) are the source/sinks for water vapor and trace
constituent within dV . WeWW assume that there is no source or sink of dry
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air within dV . Equation 6.1 may be written as

∂c

∂t
+ ∇.uc = SvSS + Sc (6.2)

where the velocity vector u has components {u, v, w} in the orthogonal
directions {x, y, z}. The velocity vector is defined as u = F/c, i. e.
the molar flux density vector for moist air divided by the total molar
concentration of moist air. Fluxes in the atmosphere due to molecular
diffusion are assumed to be negligible.

The conservation equation for the constituent c is

∂cc

∂t
+ ∇.ucc = Sc (6.3)

Equation 6.3 may also be written as

∂cdχc

∂t
+ ∇.(ucdχc) = Sc (6.4)

where χc is the mixing ratio of c relative to dry air χc = cc/cd.
We next use Reynolds decomposition to separate quantities into mean

and fluctuating components, and then take the time-average, represented
by the overbar, to give

∂(cd + c′d)(χc + χ′
c)

∂t
+ ∇.[(u + u′)(cd + c′d)(χc + χ′

c)] = Sc (6.5)

Expanding the terms in this equation yields

cd
∂χ

∂t
+χc

∂cd

∂t
+∇.[χc(u cd+u′c′d)+cdu′χ′

c+u c′dχ′
c+u′c′dχ′

c] = Sc (6.6)

where terms such as w cd χ′ = 0 by definition.
To proceed, we need to show that the last two terms on the left of

Equation 6.6 are small compared to the others. The covariance between
cd and χc will be zero when fluctuations in cd result from fluctuations in
temperature and pressure, since these do not alter the mixing ratios of
the constituents(i. e. χ′

cP
′ = χ′

cT
′ = 0 and χ′

cc
′
v is small). Fluctuations

in moisture content will change both cd and χc but these are expected to
have only a small influence on the covariance c′dχ′

c. For similar reasons,FF
the triple moment u′c′dχ′

c will also be very small (WPL). With these
assumptions and noting that ucd = u cd + u′c′d, Equation 6.6 becomes

cd
∂χc

∂t
+ χc[

∂cd

∂t
+ ∇.ucd] + ucd.∇χc + ∇.(cdu′χ′

c) = Sc (6.7)
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Finally, there are no sources or sinks of dry air in the control volume
and thus

∂cd

∂t
+ ∇.ucd = 0 (6.8)

Substitution of this expression into Equation 6.7 yields

cd
∂χc

∂t
+ ucd.∇χc + ∇.(cdu′χ′

c) = Sc (6.9)

Equation 6.9 states that the source/sink for constituent c equals the
sum of: 1) the time rate of change of the mixing ratio χc in dry air, 2)
the dot product of the mean flux of dry air and the gradient of χc at each
surface of the volume, and 3) the divergence of the turbulent flux of mix-
ing ratio multiplied by the mean density of dry air. Equation 6.9 is the
non-steady, three dimensional version of an expression for the eddy flux
derived by WPL for steady, one-dimensional, horizontally homogeneous
flows. Equation 6.9 can be shown to be a condensed version of Equation
B22 in Massman and Lee (2002) provided we assume that ∇.u = 0. Paw
U et al. (2000) also derived a similar form of the conservation equation.
Note that contrary to Equation B22 of Massman and Lee (2002) the
time-averaging operator applies the time derivative ∂χc/∂t, not just to
χc.

3 Non-steady, Three Dimensional Flow
Equations 6.1 and 6.9 strictly refer to an infinitesimal control volume

dV while in practice we wish to measure the net exchanges of heat,
water vapor and trace constituents between the earth’s surface and the
atmosphere. As detailed in Finnigan et al. (2003), we need to write
the conservation equations for a finite control volume representative of
a surface patch of area A and height h of the measuring instruments
(Figure 6.1).

Integrating Equation 6.9 horizontally over A and vertically over h we
obtain ∫ h

0

∫∫ ∫ x+L

x

∫∫
−L

∫ y+L

y

∫∫
−L

cd
∂χc

∂t
dxdydz

+
∫ h

0

∫∫ ∫ x+L

x

∫∫
−L

∫ y+L

y

∫∫
−L

[
ucd

∂χc

∂x
+ vcd

∂χc

∂y
+ wcd

∂χc

∂z

]
dxdydz

+
∫ h

0

∫∫ ∫ x+L

x

∫∫
−L

∫ y+L

y

∫∫
−L

[
∂cdu′χ′

c

∂x
+

∂cdv′χ′
c

∂y
+

∂cdw′χ′
c

∂z

]
dxdydz

=< Sc > (6.10)
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Figure 6.1. Cartesian control volume placed over a vegetated surface.

In writing this equation we have assumed a rectangular Cartesian coor-
dinate frame with the lower boundary of the control volume placed on
the ground. The right hand term represents the volume-integral of the
source of c between the ground surface and the atmosphere at height h,

< Sc >=
∫ h

0

∫∫ ∫ x+L

x

∫∫
−L

∫ y+L

y

∫∫
−L

Scdxdydz

When measurements are made on a single tower we are unable to
measure the spatial averages that appear in Equation 6.10 and we are
then obliged to add extra information. The first step usually adopted is
to define a coordinate system in which v = w = 0 (strictly vcd = wcd =
0) and where the x-axis is aligned with the mean wind for each averaging
period (e. g. McMillen 1988). Methods to define consistent, long-term
coordinates have been described by Paw U et al. (2000) and Wilczak et
al. (2001) and further discussed by Finnigan (2004) and in Chapter 3.
For present purposes, we assume that a suitable coordinate framework
has been defined and that it is possible for mean fluxes of dry air to
be non-zero through any of the surfaces of the control volume, except
at the ground (wcd|0 = 0). Of course, it is also necessary to satisfy
Equation 6.8 as applied to the finite control volume of Figure 6.1. The
coordinate system in the subsequent analysis has been aligned with the
mean wind direction so that vcd = 0.
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When the divergences of the horizontal eddy fluxes are small compared
to the vertical,

∂cdu′χ′
c

∂x
,
∂cdv′χ′

c

∂y
<<

∂cdw′χ′
c

∂z
(6.11)

then Equation 6.10 becomes∫ h

0

∫∫ ∫ x+L

x

∫∫
−L

∫ y+L

y

∫∫
−L

cd
∂χc

∂t
dxdydz

+
∫ h

0

∫∫ ∫ x+L

x

∫∫
−L

∫ y+L

y

∫∫
−L

ucd
∂χc
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dxdydz
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−L

∫ y+L
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−L

∫ h

0

∫∫ [
wcd

∂χc

∂z
+

∂cdw′χ′
c

∂z

]
dzdxdy

=< Sc > (6.12)

Equation 6.12 may be approximated by∫ h

0

∫∫ ∫ x+L

x

∫∫
−L

∫ y+L

y

∫∫
−L

cd
∂χc

∂t
dxdydz

+
∫ h

0

∫∫ ∫ y+L

y

∫∫
−L

ucd(χc|+L − χc|−L)dydz

∫ x+L

x

∫∫
−L

∫ y+L

y

∫∫
−L

[
wcd|h(χc|h− < χc >) + cdw′χ′

c|h
]
dxdy

=< Sc > (6.13)

in which < χc > h =
∫ h

0

∫∫
χcdz. The vertical advection term was approx-

imated using the product rule of integration and the assumption that
∂wcd/∂z 	 wcd|h/h (Lee 1998, Finnigan 1999). This approximation is
unnecessary if the variation of wcd and ∂χc/∂z with height are known.

The mean horizontal mass flux of dry air ucd in Equation 6.13 is not
normally measured, but as demonstrated below, it is closely approxi-
mated by u cd. The mean streamwise velocity is defined as u = F t,x/c =
(F d,x+F v,x+F c,x)/(cd+cv +cc), where F t,x is the total flux of air in the
x direction, and c is the total mean concentration. The mean horizontal
flux of dry air is F d,x = ucd. Combining these definitions gives

cdu

cdu
=

cd(F d,x + F v,x)
c F d,x

=
1 + F v,x/F d,x

1 + χv

	 1 + χv

1 + χv

= 1 (6.14)

This derivation assumes that the horizontal flux of the trace constituent
c, is small compared to dry air and water vapor, and that the ratio of



WPL Corrections Revisited 125

the advective flux of water vapor to that of dry air is equal to the mixing
ratio for water vapor. Thus to a close approximation

cdu = cdu (6.15)

and hence the horizontal eddy flux of dry air is small compared to the
total horizontal flux.

The problem of estimating < Sc > in the presence of horizontal and
vertical advection has been addressed recently by Lee (1998), Finnigan
(1999), Paw U et al. (2000), Finnigan (1999) and by Massman and Lee
(2002). The horizontal flux divergence terms in Equation 6.10 were
assumed by Lee (1998) and by Paw U et al. (2000) to be small compared
to those in the vertical, but this assumption was shown to be incorrect
by Finnigan (1999). He concluded that partial corrections for advection,
using the vertical flux divergence terms but neglecting the horizontal
terms, were likely to introduce significant error in the estimate of the
net exchange between the surface and the atmosphere. Thus both the
vertical and horizontal mean flux divergence terms must be considered
when calculating the net exchanges of c for air flow over inhomogeneous
terrain. Horizontal advection is introduced by inhomogeneity in the
flow (∂cdu/∂x = 0) and�� /or in the source (∂Sc/∂x �= 0�� ⇒ ∂χc/∂x = 0).��
Similar considerations apply to vertical advection.

4 Steady, One-dimensional Horizontally
Homogeneous Flows

4.1 Fluxes
There is no horizontal advection when the flow is steady and horizon-

tally homogeneous and, because there are no sources of dry air in the
control volume, the term wcd|h = 0 in Equation 6.13, i. e. there is no
net flux of dry air at height h. This is the key governing constraint used
by WPL to develop their theory for correcting eddy covariance measure-
ments for the influence of density fluctuations on trace gas concentration
measurements. Under these conditions we can equate the eddy flux den-
sity measured at height h to the horizontally averaged source strength,
viz.

F c =< cdw′χ′
c|h >=< Sc > /A (6.16)

where A is the basal area of the control volume. Equation 6.16 shows
that the flux density is equal to the product of the mean concentration
of dry air and the covariance of vertical velocity and mixing ratio, w′χ′

c,
measured at height h. Equation 6.16 is identical to that developed by
WPL (their Equation 20), except that we have used molar, rather than
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mass, concentration units to define the mixing ratio. This equation
applies to other constituents in the control volume, such as water vapor.

4.2 The vertical velocity of air
Starting from the equation of state p = cRT , where p is the total pres-

sure of moist air, R is the ideal gas constant and T is air temperature
(◦K), we may show that in response to fluctuations in water vapor con-
centrations, temperature and pressure, fluctuations in the concentration
of dry air c′d are given by

c′d = −c′v − c

[
T ′

T
− p′

p

]
(6.17)

As discussed above, there is no net flux of dry air through the surfaces
of the control volume, and thus in this one-dimensional case

wcd = w cd + w′c′d = 0 (6.18)

Combining Equations 6.17 and 6.18, we see that

w =
1
cd

[
w′c′v + c(

w′T ′

T
− w′p′

p
)

]
(6.19)

where we have only retained terms to first order in the fluctuations.
This is a much simplified version of that given by Fuehrer and Freihe
(2002). The original derivation by WPL did not include the covariance
w′p′, but using a scale analysis, Sun et al. (1995) argued that the w′p′
term is unimportant relative to the other terms except when heat fluxes
are low and wind speeds are high over aerodynamically rough surfaces.
At such times the heat flux itself is small and neglect of w′p′ introduces
only small errors in w. The covariance w′p′ is expected to be very small
compared to the other two terms when there is no asymmetry in the
mean static pressure of upward and downward moving eddies (mean
pressure is constant and ∂p/∂z 	 0 in the surface boundary layer). This
contrasts with the asymmetry in density of air where there are net fluxes
of sensible and latent heat. A mean vertical velocity of moist air arises
whenever there are air density fluctuations induced by non-zero fluxes
of water vapor or sensible heat. To a high degree of approximation we
may thus write

w =
1
cd

[
w′c′v + c

w′T ′

T

]
(6.20)
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WPL also derived an expression for w (m s−1) in terms of the fluxes
of latent heat, λE, and sensible heat, H. At typical mid-latitude tem-
peratures and pressures

w = 10−6(0.54λE + 2.80H) (6.21)

where the energy fluxes are in units of W m−2. Under most conditions
w < 3 mm s−1.

Sun et al. (1995) showed that equating ρcpc w′T ′|h with the H at the
surface neglects a component of the H associated with the flux of water
vapor that occurs when the temperature of the moisture entering the
lower surface of the control volume differs from that leaving the upper
surface. This term is generally very small and will be ignored here. Simi-
larly, radiative flux divergence between the surface and the measurement
height is also neglected in constructing the energy balance.

5 Practical Considerations

5.1 Fluxes in terms of mixing ratios and
concentrations

In developing the above equations it has been assumed that concen-
trations, mixing ratios and velocities can all be measured as required.
When concentrations are measured instead of mixing ratios, the flux
of constituent c is written as F c = w cc + w′c′c. Combining this with
Equation 6.20 for the mean vertical velocity, WPL obtained

F c = cdw′χ′
c = w′c′c +

cc

cd

[
w′c′v + c

w′T ′

T

]
(6.22)

The two terms on the right correct the eddy flux for the fluctuations in c
due to fluctuations in water vapor concentration and temperature when
latent heat or sensible fluxes are non-zero. Note that no such corrections
are necessary when mean mixing ratios are used to calculate the eddy
flux.

Both forms of Equation 6.22 are useful, depending on whether a close-
path or open-path analyzer is used to measure the concentrations of the
trace constituent and water vapor. We first examine the use of closed-
path analyzers to calculate fluxes and then open-path ones.

5.2 Closed-path analyzers
The mixing ratio form of Equation 6.22 is convenient when closed-

path gas analyzers are used, thereby eliminating the need to correct
for fluxes of water vapor and sensible heat. Thus while the instrument
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measures concentrations of water vapor, cv, and CO2, cc, the mixing
ratio may be calculated, provided temperature and pressure are also
measured simultaneously at the sampling frequency used for water vapor
and CO2 (typically 20 Hz). The mixing ratios for water vapor and CO2

are given by
χw = cv/(c − cv), xc = cc/(c − cv) (6.23)

where c = p/RT is the total molar concentration in the analyzer chamber
at any instant. Pressure fluctuations in the air stream are also taken into
account through variations in c.

This approach is attractive since there is no need to assume that
all temperature fluctuations have been removed from the signal by the
time the air travels from the tubing inlet to the analyzer chamber. It
is often assumed that perfect temperature equilibrium is achieved at
all frequencies contributing to F c, allowing the w′T ′ correction term in
Equation 6.22 to be set to zero. However, it is unlikely that all the
temperature fluctuations will be eliminated at frequencies ≥ 1/(2πtav),
where tav is the averaging period (Leuning and Judd 1996). There will
then be some unknown residual covariance between w and T , leading
to incorrect estimates of the flux. It is thus recommended that the
measured trace gas concentrations be converted to mixing ratio in dry
air each instant the gas concentration is measured.

Use of Equation 6.23 assumes that the water vapor and CO2 concen-
trations are in phase and that they are attenuated by the same amount
as the air travels down the tubing. This assumption is needed, irrespec-
tive of the way in which concentrations are expressed and the final eddy
flux is calculated. The error in χc will be small since both fluctuations
and absolute values of cv << c.

Fluctuations in gas concentrations (and hence mixing ratios) are di-
minished as air flows through the sampling tubing and gas analyzer (Tay-
lor 1954, Philip 1963) and it is thus necessary to apply corrections to
the resultant low-pass filtering (Leuning and Moncrieff 1990, Massman
1991, Lenschow and Raupach 1991, Suyker and Verma 1993, Leuning
and Judd 1996). The required corrections can be calculated using theory
presented in Leuning and Judd (1996, equations 16-19). Further correc-
tions to loss of covariance resulting from the effects of line averaging and
spatial separation between the sonic anemometer and the air inlet to can
be calculated using the theory presented by Moore (1986), Leuning and
Judd (1996), Massman (2000) and Massman and Lee (2002).

Massman in Chapter 7 states that corrections to the calculated flux
due to low-pass filtering need to be applied before the WPL corrections
are applied. This is true if concentrations and the rightmost form of
Equation 6.22 are used to calculate the flux, but only the corrections
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for low-pass filtering need be applied when the flux is calculated using
mixing ratios relative to dry air.

5.3 Open-path gas analyzers
The problem is different for open path systems because we are unable

to calculate the mixing ratio point by point as above. We thus have
to apply the WPL corrections involving the fluxes of sensible heat and
water vapor.

The terms on the right of Equation 6.22 apply when concentrations
are measured in situ using an open-path analyzer. In this case the order
in which the fluxes are calculated and the WPL corrections are applied
is important. The following steps are recommended

Calculate the sensible heat flux, H, according to

H = ρcpc w′T ′ (6.24)

then make corrections for line-averaging along the sonic path length
and allow for any separation between the sonic w-axis and the ther-
mometer (e. g., if a separate fine wire or thermocouple is used).
Theory presented by Moore (1986), Leuning and Judd (1996) or
Massman (2000) may be used to make the required corrections.
In Equation 6.24, ρ is the mean density of moist air and cpc is the
specific heat of air, both in mass units.

Sensible heat fluxes are calculated using Equation 6.24 when tem-
perature fluctuations are measured independently of the vertical
wind speed. Most installations use the sonic virtual temperature,
defined as TsTT = T (1 + 0.32χv) (Kaimal and Gaynor 1991). Thus
after Reynolds averaging we have to a close approximation

w′T ′ = w′[TsTT /(1 + 0.32χv)]′ (6.25)

where the higher order terms in χv have been omitted.

Calculate the flux of water vapor using

E = (1 + χv)[w′c′v + (cv/T )(H/ρcpc )] (6.26)

The sensible heat flux has already been corrected for loss of covari-
ance between w and T in step 1, so it is only necessary to correct
for loss of covariance between w and cv. We cannot apply a single
correction to both w′T ′ and w′c′v because the geometry will gen-
erally differ for the instruments used to measure temperature and
water vapor.
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Calculate CO2 flux. WPL showed that the last two terms on the
right of Equation 6.22 may be written in terms of the fluxes of
water vapor and sensible heat. Thus for CO2 we have

F c = w′c′c + cc

[
E

c
+

H

ρcpc T

]
(6.27)

Both sensible heat flux and evaporation have been corrected for
loss of covariance in the previous steps, so it is only necessary to
correct for loss of covariance between w and cc due to line averaging
and spatial separation of instruments.

Careful experimental design will reduce the magnitude of the latter
corrections (Leuning and Moncrieff 1990, Suyker and Verma 1993, Le-
uning and Judd 1996, Massman and Lee 2002). Instruments should
be placed as close together as possible while minimizing flow distortion
around the sonic anemometer. Instruments should also be placed as high
as possible above the zero-plane displacement height while still remain-
ing within the internal boundary layer of the surface being studied. Loss
of covariance can also occur if the averaging period is not sufficiently long
to capture the low-frequency contributions to the covariance (Finnigan
et al. 2003). These contributions are likely to be site-specific and some
analysis will be necessary to determine an adequate averaging period for
each experimental site.

5.4 Advection
Most of the above has concentrated on the corrections to the eddy flux

of a trace constituent needed to account for density fluctuations induced
by the fluxes of water vapor and latent heat. As Equation 6.13 shows,
the eddy flux is only one component of four needed to estimate the source
term, and F c =< ccw′χ′

c|h >=< Sc > /A only under the restrictive con-
ditions of steady, horizontally homogeneous flows. It is the experience
of ourselves, and many other researchers, that the eddy flux provides a
poor estimate of the source term when the air flow is stably stratified
which often occurs at night. The advection terms in Equation 6.13 then
dominate and it is necessary to devise new theoretical and experimental
approaches to estimating < Sc > under these conditions. This repre-
sents a major challenge for the micrometeorological community. A more
thorough discussion of advection can be found in Chapter 10.

6 Conclusions
The expressions for mass conservation are relatively simple when con-

centrations are expressed as molar mixing ratios relative to dry air
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(Equation 6.13). This contrasts with the more complex expressions
which arise when absolute concentrations are used (e.g. Paw U et al.
2000, Massman and Lee 2002, Fuehrer and Friehe 2002). The mass con-
servation equation expressed horizontal and vertical advection in terms
of mass fluxes of dry air and gradients in mixing ratio, and requires
the covariance of vertical wind speed and mixing ratios for the vertical
turbulent eddy fluxes. Equation 6.22 shows that the theory developed
by WPL for 1-D flows is then still applicable. The right hand side of
Equation 6.22 should be used to calculate the vertical eddy flux density
when concentrations are measured in situ, and the left hand side when
a closed-path gas analyzer is employed. In the latter case, measured
concentrations should be converted to mixing ratio at the sampling fre-
quency used for eddy covariance. Thus water vapor concentration, tem-
perature and pressure within the gas analysis chamber must be measured
simultaneously to calculate the mixing ratio χc.
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Chapter 7

CONCERNING THE MEASUREMENT OF
ATMOSPHERIC TRACE GAS FLUXES
WITH OPEN- AND CLOSED-PATH EDDY
COVARIANCE SYSTEM: THE WPL
TERMS AND SPECTRAL ATTENUATION

William Massman
wmassman@fs.fed.us

Abstract
Atmospheric trace gas fluxes measured with an eddy covariance sen-

sor that detects a constituent’s density fluctuations within the in situ
air need to include terms resulting from concurrent heat and moisture
fluxes, the so called ‘density’ or ‘WPL corrections’ (Webb et al. 1980).
The theory behind these additional terms is well established. But, vir-
tually no studies to date have examined the constraints imposed on the
theory by different instrumentation technologies and by limitations in-
herent to eddy covariance systems. This study extends the original WPL
theory by examining how eddy covariance instrumentation, particularly
spectral attenuation and an instrument’s basic technology, influences the
application of this theory to flux measurement. Specific issues discussed
here include the importance of static pressure fluctuations to the WPL
theory, the possible systematic overestimation of the WPL vapor term,
and the transfer functions associated with signal processing and volume
averaging effects of a fast-response closed-path CO2/H2O sensor. This
different perspective on the WPL theory suggests that current methods
of applying the WPL theory, particularly with closed-path systems, can
yield significant biases in the annual carbon balance derived from eddy
covariance technology and can cause the surface energy imbalance to
increase with increasing wind speed. Furthermore, it is suggested that
spectral corrections should be made before applying the WPL theory to
estimate fluxes and that high frequency point-by-point conversions from
mass density to mixing ratio is not the preferred method for estimating
fluxes by eddy covariance.
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1 Introduction
Webb et al. (1980), henceforth WPL80, showed that eddy covariance

trace gas fluxes measured with a sensor that detects a constituent’s den-
sity fluctuations within the in situ air need to include terms resulting
from concurrent heat and moisture fluxes. These additional terms arise
as a consequence of the density fluctuations of the ambient air sampled
by an instrument that measures trace gas density rather than the con-
stituent’s molar mixing ratio (WPL80; Paw U et al. 2000, Fuehrer and
Friehe 2002, Massman and Lee 2002). Unfortunately, so far no technol-FF
ogy has been developed that allows a single instrument to directly sense
a constituent’s mixing ratio. So measured mass fluxes will continue to
require additional instrumentation for heat and moisture fluxes.

Since WPL80 this theory has been validated for an open-path eddy
covariance system (e. g., Leuning et al. 1982), developed and compared
for open- and closed-path systems (Leuning and Moncrieff 1990, Leuning
and King 1992, Suyker and Verma 1993, Lee et al. 1994, Leuning and
Judd 1996), extended to include other terms, most notably the fluctu-
ating pressure term, (e. g., Fuehrer and Friehe 2002, Massman and Lee
2002), and redeveloped in three dimensions (Paw U et al. 2000, Massman
and Lee 2002), and further refined in Chapter 6.

In general there is little doubt about the validity or appropriateness
of this theory. However, much of the discussion and development of this
theory to date has centered on applying it to different types of eddy
covariance instruments, i. e., to open- and closed-path systems. This
study takes a different approach by examining how the instrumentation,
particularly spectral attenuation and an instrument’s basic technology,
influences the application of the WPL80 theory to the measurement
of eddy covariance fluxes. Central to this issue are the questions of
whether spectral corrections should be made before or after applying the
WPL80 theory to estimate fluxes and whether making high frequency
point-by-point conversions from mass density to mixing ratio is useful
for estimating fluxes. Some of these issues have been (at least partially)
addressed in previous work and some have not.

To accomplish this goal three fundamentals need to be presented.
First, in this study the terms flux and covariance are not used syn-
onymously. Here flux refers to mass transfer rates in the atmosphere.
Covariance, on the other hand, refers to the covariance between signals,
or truncated data streams, obtained by two different instruments. Thus
covariances are associated with instruments. Furthermore, it is assumed
here that no eddy covariance instrument is necessarily free of high fre-
quency attenuation and that the amount of attenuation can be unique to
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any given instrument or eddy covariance system. In most cases it is gen-
erally assumed that correcting the covariances for spectral attenuation
yields an estimate of the flux. However, as discussed later, this is not
necessarily the case for a closed-path system. Therefore, a distinction is
also made between corrected and uncorrected covariances.

Second, the WPL80 terms are not a consequence of inadequate sensor
performance, and in that sense they are not instrument related correc-
tions. Any properly functioning CO2 instrument that employs infrared
gas analysis technology detects the number of absorbing CO2 molecules
within the path of its infrared light beam. Assuming that an instrument
detection volume is constant, then a CO2 instrument indirectly mea-
sures the density (or number density) of the CO2 molecules in a sample.
Consequently, the WPL80 temperature, pressure, and vapor terms are
not required to ‘correct’ the measured trace gas density—Fuehrer and
Friehe (2002) make the same point. Rather they are required to compen-FF
sate for the concurrent density fluctuations associated with fluctuations
in temperature, water vapor, and pressure in the air sampled with this
type of instrument. In essence the WPL80 terms are required to distin-
guish between the true surface exchange (or biologically relevant) flux
and the atmospheric flux measured with a sensor that detects mass den-
sity rather than mixing ratio. As a result this study will not refer to the
WPL80 terms as corrections.

Third, in principle the WPL80 terms apply to (or characterize) the
ambient environment in which the trace gas density is measured. For
example, the ambient environment at the place of measurement in a
closed-path system is not characterized by high frequency temperature
fluctuations because the intake tube attenuates the temperature fluctu-
ations so strongly that they can be ignored (Frost 1981, Leuning and
Moncrieff 1992, Rannik et al. 1997). [As discussed later, this assump-
tion, although valid at high frequencies, may not be valid at low fre-
quencies (Leuning 2003, personal communication).] In effect, therefore,
the intake tube alters the sample used to measure the atmospheric trace
gas density. This ability to alter the measurement sample is a cru-
cial difference between open- and closed-path sensors. Both open- and
closed-path sensors are similar in that they include an infrared gas an-
alyzer that responds to the attenuation (by absorption) of an infrared
light beam. However, they are fundamentally different in their sampling
strategy because the open-path system is a passive system (i. e., it does
not fundamentally alter the measurement sample), whereas the closed-
path system is an active system because it does alter the sample. When
estimating fluxes this distinction is critical to the application of spectral
corrections to the covariances and the WPL80 terms.
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The intent of this study is to systematically examine open- and closed-
path systems by applying the above three fundamentals to each in turn.
Consequently, this study also examines the transfer functions appropri-
ate to the signal processing software and volume averaging effects of a
closed-path instrument, as well as, possible influences that the pressure
fluctuations can have on fluxes measured with a closed-path system. The
next section formulates the relationship between the flux, the WPL80
(temperature, pressure, and vapor) terms, and spectral attenuation. Af-
ter that sections 3 and 4 discuss open- and closed-path systems, with
section 4 presenting some new aspects of closed-path systems. The final
section of this study summarizes the conclusions.

2 The WPL80 Terms and Spectral Attenuation
The turbulent atmospheric mass flux of a trace gas measured with an

instrument that measures the mass mixing ratio of the gas (ωg) rather
than its density (ρg) is expressed as ρdw

′ω′
g; where the overbar is the

time averaging or covariance operator, ρd is the time-averaged (mean)
dry air density, w′ is the fluctuating vertical velocity, and ω′

g is the
fluctuation of the trace gas mass mixing ratio (ωg), where ωg is defined
as the ratio of the trace gas density to the dry air density: ωg = ρg/ρd.
WPL80 developed the following relationship between ρdw

′ω′
g and the

heat, pressure, and mass fluxes measured with instruments that detect
changes in density rather than mixing ratio:

ρdw
′ω′

g = w′ρ′g + ρg(1 + χv)

[
w′T ′

aTT

T a
− w′p′a

pa

]
+ µvωgw′ρ′v (7.1)

where ρ′g is the trace gas density fluctuation, χv is the mean volume mix-
ing ratio for water vapor (which is the ratio of mean vapor pressure, pv, to
the mean partial pressure of the dry air, pd; χv = pv/pd), T a is the mean
ambient temperature, T ′

aTT is the fluctuation in ambient temperature, pa

is the mean ambient pressure, p′a is the fluctuation in ambient pressure,
µv is the ratio of the molecular mass of dry air, md, to the molecular
mass of water vapor, mv, (i.e., µv = md/mv), and ρ′v is the fluctuation
in the ambient water vapor density. The first term on the right hand
side (RHS) of Equation 7.1, w′ρ′g, is the density covariance. The second
term includes the temperature covariance, ρg(1 + χv)[w′T ′

aTT /T a], and the
pressure covariance, ρg(1 + χv)[−w′p′a/pa]. The µvωgw′ρ′v term is the
water vapor covariance.

Although Equation 7.1 is fairly standard there are several associated
issues that should be mentioned. First, of the four covariances compris-
ing the RHS of Equation 7.1 only the last three are WPL80 terms and
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only they are associated with fluctuations in the ambient environment
at the point of the measurement of the trace gas density, ρg. Second,
strictly speaking, WPL80 did not include the pressure flux term in their
development although they were aware of it. This term is included here
because it has been shown to be important for open-path systems for
some atmospheric conditions (Massman and Lee 2002) and because it is
needed in order to assess its importance to closed-path systems. Third,
the subscript ‘g’ is used in Equation 7.1 and throughout this study to
denote any general trace gas. Carbon dioxide is specified with a ‘c’
subscript and water vapor is specified by a ‘v’ subscript.

Equation 7.1 basically assumes that all instruments make perfect mea-
surements (no high frequency attenuation, immediate response, high sig-
nal to noise ratios), that such instruments are co-located at a point in
space and make simultaneous measurements (no spatial separation or
time lag effects), and that the data archiving system is perfect (no digi-
tization noise, no external electronic contamination of the signal, perfect
signal processing). In this case the three WPL80 covariance terms are
true atmospheric fluxes, the density covariance term, w′ρ′g, is the true
atmospheric mass flux measured with an instrument that detects fluc-
tuations in mass density rather than mixing ratio, and ρdw

′ω′
g is the

true surface exchange flux. Of course no such system exists and all
quantities and covariances measured in Equation 7.1 are compromised
somewhat. Thus the measured (or more properly the uncorrected) sur-
face flux, (ρdw

′ω′
g)m is better represented by

(ρdw
′ω′

g)m = (Ad
wgw

′ρ′g) + ρg(1 + χv)

[
(AwT w′T ′

aTT )
T a

− (Awpw′p′a)
pa

]

+µvωg(Awvw′ρ′v) (7.2)

where the subscripted A is an attenuation factor that represents the
aggregated instrument and system related effects that tend to reduce
the true covariance (i. e., 0 ≤ A ≤ 1). For this study each of the four
terms on the RHS of Equation 7.2 represents an uncorrected covariance
between the vertical velocity and another instrument and the subscript
attached to each attenuation factor identifies a particular covariance.
The ‘d’ superscript on the first term is to distinguish between the atten-
uation factor for the density term and those associated with the WPL80
terms. This last distinction is important for closed-path systems.

Correcting these covariances for spectral attenuation has been the
subject of many recent studies (see the following papers and their refer-
ences for a summary: Massman 2000 and 2001, Rannik 2001, Chapter 4).
This study is similar to these previous studies in that it also develops
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some new transfer functions appropriate to (at least some) closed-path
eddy covariances systems. These transfer functions are based on filters
implemented as part of the signal processing software and the volume av-
eraging effects of the sampling chamber. But this study also extends the
previous studies of spectral corrections by placing them in the context
of the WPL80 terms as they relate to open- and closed-path systems.
In essence the next two sections address the steps required to derive
a corrected flux estimate, ρdw

′ω′
g, from an uncorrected flux estimate,ff

(ρdw
′ω′

g)m for open- and closed-path systems.

3 Open-path Systems
Both open- and closed-path systems produce attenuated signals. How-

ever, attenuation of CO2 or H2O density fluctuations in an open-path
sensor results from the sensor’s inability to resolve data on scales smaller
than the detection volume. This is an instrument design issue and is not
related to actively altering the sample’s temperature, pressure, water
vapor, or CO2 content. In the case of a closed-path sensor the intake
tube physically attenuates the temperature fluctuations and the CO2

and H2O density fluctuations by mechanical mixing, molecular diffu-
sion, and interaction with the tube walls. It can also both enhance and
attenuate the pressure fluctuations (Iberall 1950, Holman 2001). Beyond
these tube effects the instrument itself (e. g., a Licor 6262 or other closed-
path instrument) also attenuates the signal. Some of this attenuation
is flow-related and is similar to the tube effects. Some of it is related
to volume averaging and signal processing, which like the open-path
sensor do not physically alter the sample. Only the flow path actively
(although possibly inadvertently) acts to alter the sample by changing
its temperature, damping its moisture and CO2 variations, and altering
its pressure fluctuations.

Strictly speaking there are several (albeit relatively minor) reasons
why an open-path sensor is not a truly passive sensor. For example,
the energy of the infrared signal absorbed by the CO2 molecules in-
creases their vibrational and rotational energy (a quantum physical ef-
fect). In addition, the sensor can actually remove mass from the sample
when condensation occurs on the lenses, which generally causes an eas-
ily diagnosed problem by rendering the data useless. There are also
the possibilities that the sensor may distort the flow and that there are
boundary-layer effects associated with flow near the flat surfaces that
enclose the optical path. Further, open-path sensors are a heat source
to the atmosphere because of their infrared signal generator and be-
cause (and maybe more importantly) the sensor body radiates absorbed
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solar radiation as heat. Conceivably, these last two effects could alter
the temperature of the sample before or during its passage through the
instrument’s optical path. However, these issues and all the previous
effects can be ignored for the present discussion.

An open-path sensor is intended to be used in the open atmosphere.
It is in that sense an in situ sensor. Therefore, it samples the ambient
environmental conditions and all the WPL80 terms are associated with
the ambient environment. Consequently all the covariances in Equa-
tion 7.2 are related to atmospheric fluxes. Furthermore, all uncorrected
covariances measured with an open-path system must be spectrally cor-
rected before summing them to produce an estimate of ρdw

′ω′
g. A simple

thought experiment should help to clarify this issue. Consider two cases
for measuring the surface CO2 flux. The first case is for the perfect
instrument or system, for which no spectral corrections apply; i. e., all
instruments are co-located and perfectly measure data at a point so that
Ad

wc = AwT = Awp = Awv = 1 and (ρdw
′ω′

c)m = ρdw
′ω′

c. In this case the
WPL80 terms are simply added to the density covariance term, w′ρ′c, to
yield the true CO2 surface mass flux, ρdw

′ω′
c.

The second case differs from the first only in that the CO2 mea-
surement is attenuated by 25% (i. e., Ad

wc = 0.75 and AwT = Awp =
Awv = 1). For this example the only way to recover the true surface
flux, ρdw

′ω′
c, from the uncorrected surface flux, (ff ρdw

′ω′
c)m is to correct

the attenuated density covariance, Ad
wcw

′ρ′c, then add all the WPL80
terms to it. Applying the spectral corrections after including the WPL80
terms would be equivalent to correcting (ρdw

′ω′
c)m directly, which in

turn would also multiply (or over-correct) the three WPL80 terms by a
correction factor that applies only to the CO2 instrument. This could
yield a significantly biased estimate of the true surface flux because for
most environments the WPL80 temperature covariance term is often the
dominant term. This example can be extended to include any combina-
tion of imperfect (spectrally attenuated) covariance measurements and
in general one must conclude that for open-path sensors spectral correc-
tions must be applied to the uncorrected covariances before including
the WPL80 terms in the final estimate of the trace gas surface flux. The
only exceptions to this are the very unlikely situations where either all
covariance attenuation factors are identical or all WPL80 terms are neg-
ligibly small compared with the density covariance term. In general it
must be assumed that spectral (or cospectral) corrections are specific to
the instruments involved and that they are not necessarily transferable
from one covariance system to another. In other words, individual in-
struments are often based on fundamentally different technologies, which
can impose different physical designs and separation distances, different
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time constants, and different noise reducing filters. All of these define
instrument specific response functions.

This basic principle of instrumentation and the other fundamentals,
discussed previously, are also relevant to closed-path systems and to
the estimation of surface fluxes by converting high frequency CO2 mass
density measurements (ρ′c) to high frequency CO2 dry-air mass mixing
ratio (ω′

c).

4 Closed-path Systems

4.1 General considerations
A closed-path system is a combination of both active and passive

sampling. Attenuation of the temperature fluctuations in a closed-path
system qualifies as active because it results from a combination of molec-
ular and turbulent diffusion within the intake tube and the associated
heat exchange with the tube walls. In essence the tube acts as a heat
exchanger and alters the sample temperature before it is drawn into the
detection chamber of the infrared gas analyzer.

Attenuation of fluctuations in trace gas mass density result from a
combination of diffusional smoothing of density variations inside the
flow path (defined by the tube and the detection chamber), possible
absorption/adsorption/desorption of the trace gas to or from the walls
of the flow path, design (line or volume averaging) aspects of the infrared
gas analyzer’s detection chamber, and any signal processing or electronic
filtering inherent to the instrument’s electronic circuitry. Of these only
the tube and chamber flow effects qualify as active, all others are passive.

Usually, however, these active and passive effects are lumped together
into a single time constant, which is then used to describe the closed-
path system. But, including the WPL80 terms in a manner appropriate
to a closed-path system requires careful consideration of the nature of
the sampling and its associated spectral correction. In general the spec-
tral corrections made to the WPL80 covariance terms should not include
any active (or flow path) attenuation effects. Rather, they should include
only passive attenuation effects associated with the other parts of the
system. This may seem surprising at first, but it follows directly from the
fact that the WPL80 covariance terms refer to the environment in which
the trace gas density is measured. Therefore, the appropriate measure of
p′a in the WPL80 pressure covariance term, ρg(1+χv)[−w′p′a/pa], and of
ρ′v in the WPL80 vapor covariance term, µvωgw′ρ′v, are those occuring
within the detection chamber of the closed-path system. This result fol-
lows from the same logic (or physical manipulation of the sample) that
eliminates the high frequency T ′

aTT (and the associated WPL80 tempera-
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ture covariance term) from the environment of the detection chamber.
It’s just that in the case of T ′

aTT the attenuation is usually considered 100%
effective, but for p′a and ρ′v the physical attenuation of the signals is not
as complete. (Note that the attenuation of p′a by the flow path is made
more precise later in this study.)

This result, which applies to both CO2 and water vapor because they
are often measured with the same closed-path system, has some sur-
prising implications for physical interpretation of the WPL80 terms and
for estimating and correcting the attenuation factors included in Equa-
tion 7.2. For CO2 the spectral correction factor (1/Ad

wc) for the density
covariance, Ad

wcw
′ρ′c, must exceed the correction factor (1/Awv) for the

vapor covariance, Awvw′ρ′v, because both CO2 and water vapor covari-
ances share exactly the same set of passive attenuation factors, but only
the CO2 density term includes the active (flow path) attenuation effects
as well (i.e., Ad

wc < Awv). If the active portion of all the attenuation fac-
tors is included when spectrally correcting the WPL80 vapor covariance,
then the surface CO2 flux, ρdw

′ω′
c, will be overestimated as a result. The

same applies for water vapor as well, therefore (and even more surpris-
ingly) Ad

wv < Awv. In other words, when measuring the water vapor
covariance w′ρ′v with a closed-path system the attenuation (or correc-
tion) factor that applies to the density covariance is different than the
one that applies to the WPL80 term even though they are the same
measured quantity.

The reason for this surprising difference is that the density covariance
should be interpreted in terms of an atmospheric- or surface-related flux
(which is external to the environment in which the measurements are
made in a closed-path sensor), whereas the WPL80 terms refer to con-
ditions internal to the instrument. Thus the WPL80 terms lose their
interpretations as surface exchange fluxes. Rather they are simply co-
variances between the sonic anemometer and measurements made inside
the chamber of a closed-path system. This is very different from the
open-path case for which the WPL80 terms retain their interpretation
as surface-related fluxes. But because the closed-path system actively
alters the sample the WPL80 terms lose their immediate association
with surface fluxes.

Given this distinction between the density covariance and the WPL80
covariance terms and its importance to spectral corrections and the esti-
mation of surface fluxes, the next section develops the transfer functions
for the detection chamber of a closed-path system.
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4.2 Detection chamber transfer functions
There are two aspects of the closed-path detection chamber that com-

promise its ability to produce a precise estimate of ρ′c and ρ′v within the
chamber: the signal processing software and the volume averaging ef-
fects of the chamber. Both of these issues are appropriate to open-path
instruments as well. But, for open-path instruments the signal process-
ing software effects are usually minimal and can typically be ignored
and the volume effects (and related line averaging) have been discussed
(Gurvich 1962, Silverman 1968, Andreas 1981, Moore 1986, Massman
2000).

For this study the Licor 6262 is used as an example of how to ad-
dress these concerns. However, the general approach for developing these
transfer functions (if not the specific transfer functions themselves) ap-
plies to any closed-path sensor. The next three subsections provide a
detailed discussion.

4.2.1 The signal processing algorithm

To provide a good signal to noise ratio the Licor 6262 uses a third-
order Bessel filter as an antialiasing filter. Its associated (complex) trans-
fer function, h3B(ω), is given as follows:

h3B(ω) =
15

(15 − 6Ω2) − j(15Ω − Ω3)
(7.3)

where j =
√−1, Ω = ωτ3ττ B

√
3.0824/(2π), τ3ττ B [s] is the time constant

of the third order Bessel filter, ω = 2πf [radians s−1] and f [Hz] is fre-
quency. Because this filter is complex there is both a real part, the gain
function or H3H B(ω), and an imaginary part or phase function, Hφ

3H B(ω).
The gain function is expressed as

H3H B(ω) =
15√

Ω6 + 6Ω4 + 45Ω2 + 225
(7.4)

The importance of the phase function (to first order instruments) was
pointed out by Hicks (1972) and Horst (1997) and further developed to
include the effects of any longitudinal displacement between the sonic
and the mouth of the intake tube and any possible (unresolved) tube lag
times by Massman (2000). Following Massman (2000), the phase func-
tion for the third-order Bessel filter appropriate to the present example
is

Hφ
3H B(ω) =

(15 − 6Ω2) cos[φ(ω)] − (15Ω − Ω3) sin[φ(ω)]√
Ω6 + 6Ω4 + 45Ω2 + 225

(7.5)
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Figure 7.1. Gain functions, H(ω), for a first order filter with a time constant τ1 = 0.1
s and third-order Bessel filter with a time constant τ3ττ B = 0.2 s. Equation 7.6 is the
first order filter’s gain function and Equation 7.4 is for the third-order Bessel filter.

where φ(ω) = ω(llon/u + Lt/UtUU ) and llon is the longitudinal displace-
ment, u is the mean horizontal atmospheric wind speed, Lt is the tube
length, and UtUU is the tube flow velocity. In most applications the phase
effects associated with the tube lag time, Lt/UtUU , are eliminated from
Equation 7.5 by digitally shifting sonic time series so that it will be
synchronized with the closed-path sensor. However, depending on the
sampling frequency and the exact value of the lag time, some unresolved
lag time may still remain as part of the phase. Here Lt/UtUU is included
for completeness and will be understood as any possible unresolved tube
lag time.

It is possible to compare each of these last two transfer functions with
their first order counterparts, H1(ω) and Hφ

1 (ω), which is done by the
next two equations and Figures 7.1 and 7.2.

H1(ω) =
1√

1 + ω2τ2
1ττ

(7.6)

Hφ
1 (ω) =

cos[φ(ω)] − ωτ1ττ sin[φ(ω)]√
1 + ω2τ2

1ττ
(7.7)

where τ1ττ is the time constant of the first order instrument. [Note that
these last two equations are expressed differently by Massman (2000),
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Figure 7.2. Phase functions, Hφ(ω), for a first order filter with a time constant
τ1 = 0.1 s and third-order Bessel filter with a time constant τ3ττ B = 0.2 s. Equation 7.7
is the phase function for first order filter and Equation 7.5 is for the third-order Bessel
filter. The phase φ(ω) = 0.001ω for both filters.

but that their multiplicative effect for spectral correction factors is the
same regardless.]

For the purposes of comparisons only, Figures 7.1 and 7.2 assume that
τ1ττ = 0.1 s and that llon/u+Lt/UtUU = 0.001 s. For the Licor 6262 τ3ττ B = 0.2
s with 0.1 s being its recommended nominal first order equivalent time
constant. As indicated in both Figures 7.1 and 7.2 the third-order Bessel
filter (with τ3ττ B = 0.2 s) produces less filtering than (or out performs)
the first order filter (with τ1ττ = 0.1 s). In the case of the phase functions
Figure 7.2 indicates that each filter has a different effect on the phase at
high frequencies (ω ≥ 20 radians s−1 or f ≥ 4 Hz). However, the phase-
shifting portions of these filters occur in the cospectral region with very
little power so that this behavior is not particularly significant to spectral
correction factors or observed cospectra.

4.2.2 Spatial averaging of the detection chamber

The Licor 6262 detection chamber is approximately 0.15 m long,
0.0063 m high, and 0.0126 m wide. The volume flow through the de-
tection chamber and the infrared signal path are parallel and down the
length of chamber. The light beam tapers somewhat between one end
of the sample chamber and the other, but this will be neglected for the
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present discussion. Also neglected here is any flow path (active) attenu-
ation of mass fluctuations associated with the detection chamber itself.
This is justifiable because the tube length is usually much greater than
the length of the detection chamber.

The rectangular geometry of the detection chamber suggests the use
of Cartesian coordinates for modeling the volume averaging effects of
the sample chamber. It is possible to show, but will not be done here,
that this approach is formally or mathematically the same as those used
to express the effects of line averaging by open-path sensors on the mea-
sured spectra (Gurvich 1962, Silverman 1968). However, there is one
important difference. The flow velocity within the detection chamber
can be very different than the wind speed of the ambient atmosphere
near the tube mouth, so that the transfer functions need to be expressed
in terms of the volume flushing time constant of the detection chamber,
τvolττ , rather than averaging lengths. Therefore, for an instrument with a
flow path that is parallel to the infrared light beam the spectral transfer
function associated with volume averaging, HvolHH (ω), is

HvolHH (ω) =
sin2(ωτvolττ /2)
(ωτvolττ /2)2

(7.8)

Given the maximum flow rate of the Licor 6262 is 10 L min−1 and that
the volume of the detection chamber is 0.0119 L, then the minimum
value that τvolττ that can be expected is about 0.07 s (i.e., τvolττ ≥ 0.07 s).

Although it is reasonable to assume that the infrared light beam is
parallel to the flow path, it is possible that they could deviate slightly
from one another. But, it is also possible to account for these deviations.
For example, Gurvich (1962) developed the appropriate transfer function
for the perpendicular case and Silverman (1968) generalized the Gurvich
function to any angle less than 90 degrees. However, these deviations
are expected to be small for the 6262 and they will not be investigated
here.

4.2.3 Is a closed-path sensor a first order instrument?

The nominal (first order) time constant for the Licor 6262 sensor is
often taken to be 0.1 s. This presumption is now tested with a simple
example by calculating the spectral correction factors for a first order
sensor and a sensor that combines the effects of the third-order Bessel
filter with volume averaging. These calculations are performed using
the integration approach summarized by Equation 3 of Massman (2000)
or Equation 1 of Chapter 4. Here the focus is on the correction factor
rather than the transfer functions because, first, the results and con-
clusions are the same regardless and, second, a practical example using
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Figure 7.3. Comparison of integral correction factors for three different Licor 6262
scenarios. The first two scenarios combine the effects of the third-order Bessel filter,
which is part of the instrument’s signal processing software, with the volume averaging
effects of the detection chamber. Two different values for the volume flushing time
constant, τvolττ , are shown. The third scenario assumes that the Licor 6262 is a first
order instrument with a response time, τ1, of 0.1 s. Neutral atmospheric stability is
assumed.

correction factors is more insightful for this comparison. All further
closed-path scenarios assume the following: (i) the height of the covari-
ance measurement is 5 m above the zero plane displacement, (ii) the
sampling rate is 10 Hz and the sampling period is 30 minutes, (iii) the
atmosphere is neutrally stable, (iv) the sonic path length is 0.15 m, (v)
the mouth of the intake tube is displaced both laterally and longitudi-
nally by 0.15 m from the center of the sonic, (vi) flow in the tube is
turbulent and the corresponding Reynolds number is about 20,000, (vii)
the ratio [including Massman’s (1991) tube attenuation factor, Λ] of the
tube radius to its length is 0.03 and the total tube lag time (not the
unresolved portion) is 2.0 s, and (viii) the maximum nondimensional
frequency of the frequency-weighted cospectrum, ηx (Massman 2000),
is 0.085 after the flat terrain cospectrum of Kaimal et al. (1972), (ix )
the high pass block averaging filter is included in the calculations of the
spectral correction factor, and (x ) the shape of the cospectrum is taken
from Chapter 4.

The results, shown in Figure 7.3, indicate (a) that describing the Licor
6262 as a first order instrument with a time constant of 0.1 s overpredicts
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the true attenuation somewhat at wind speeds greater than about 3 m
s−1 and therefore, overpredicts the spectral correction factor for these
wind speeds and (b) that the volume averaging effects of the Licor 6262
detection chamber, although relatively small, can contribute to spectral
attenuation. Regarding (a), some trial and error comparisons suggested
that the Licor 6262 was better described as a first order instrument with
a time constant of 0.06 to 0.08 s, depending on τvolττ . Result (b) is, of
course, somewhat dependent upon the exact values of τvolττ and ηx. Larger
values for either of these parameters will increase the spectral correction
factor.

Part of the reason for (b) is that the appropriate transfer function is
actually

√
HvolHH (ω) (e. g., Moore 1986), rather that HvolHH (ω) itself, which

applies to spectra rather than ρ′c or ρ′v. This will tend to reduce the
attenuation that would have otherwise have been predicted by HvolHH (ω).
But, this also highlights an important aspect of making spectral cor-
rections, which is that the assumptions made when deriving a transfer
function also determine how it is applied. For example, if the transfer
function is developed on the basis of spectra, then taking the square
root is appropriate to describe the attenuation of fluctuations. This is
usually the case for line averaging or volume averaging effects (e. g.,
Andreas 1981). However, if the transfer function is derived directly on
the basis of mass density fluctuations then taking the square root is not
appropriate. A good example of this last case is the transfer function
describing tube attenuation effects (e. g., Massman 1991).

4.3 Pressure fluctuations within the detection
chamber

For most atmospheric conditions the variations in ambient density
due to the pressure covariance term, ρg(1 + χv)[−w′p′a/pa], can be ig-
nored. However, for windy, turbulent conditions and open-path sensors
this may not be true (Massman and Lee 2002). It is, therefore, worth-
while to explore the possible nature of the pressure fluctuations inside
the detection chamber of a closed-path instrument. This involves two
related issues. First, how does the flow within the tube affect pressure
fluctuations between the mouth of the tube and the detection chamber
and second, does the presence of the eddy covariance equipment or the
creation of a local external flow field caused by pulling the sample into
the tube affect or distort the unperturbed ambient atmospheric pressure
fluctuations? Each of these questions is examined in turn.
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4.3.1 Pressure fluctuations and tube flow

For eddy covariance applications (f ≤ 20 Hz) the tube acts as a first
order filter when the flow is uniform and laminar or nonturbulent (Iber-
all 1950, Holman 2001). The corresponding complex transfer function,
hp′(ω), and associated first order time constant, τpττ ′ , for the attenuation
of pressure fluctuations by uniform laminar tube flow are

hp′(ω) =
1

1 − jωτpττ ′
(7.9)

τpττ ′ =
8µLt

πa4

V

γpγγ a

(7.10)

where µ [≈ 0.18(10−4) Pa s] is the dynamic viscosity of air, a is the tube
radius, V is the volume of the detection chamber, and γ = 1.4 is the
ratio of CpCC to CvCC for air. (Here CpCC and CvCC are the specific heats of air
at constant pressure and volume.)

The time constant, τpττ ′ , of a system defined by a Licor 6262 with
internal pressure, pa, of about 96 kPa attached to a tube of length 10 m
and inside diameter of 6.35 mm is approximately 0.0004 s, which suggests
that for most eddy covariance applications the pressure fluctuations are
negligibly attenuated by uniform laminar tube flow. But turbulent tube
flow tends to increase τpττ ′ and the resulting attenuation (Rohmann et
al. 1957, Brown et al. 1969). As the flow Reynolds number increases
τpττ ′ increases from a few percent (Rohmann et al. 1957) to maybe an
order of magnitude or slightly more (Brown et al. 1969). Even so the
theoretical τ ′

pττ should be quite short and pressure attenuation could be
fairly small for any closed-path eddy covariance system that employs an
unobstructed intake tube.

However, p′a will be attenuated by flow obstructions in the tube, e.g.,
filters, insects and, even dust in sufficient amounts, and such obstruc-
tions can significantly attenuate pressure fluctuations (Bedard 1977). To
further complicate the issue of pressure fluctuations inside the sample
chamber, the combined volumes of the tube and detection chamber can
act as a resonance cavity (Aydin 1998, Holman 2001), with a resonance
frequency fnff = n

√
3πa2C2

sC /(4LtV )/(2π), where CsC is the speed of sound
and n = 1, 2, 3, . . ., specifies the harmonic frequency. For the present ex-
ample f1 ≈ 24.5 Hz suggesting that these higher frequency pressure
fluctuations would be amplified in the detection chamber. Another pos-
sible source of high frequency pressure fluctuations is the pump, which
for closed-path eddy covariance systems should be downstream of the
detection chamber. These pumps typically are diaphragm pumps which
operate at 50 or 60 Hz, which, if some design precautions in the tubing
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connecting the pump and the detection chamber are not taken, could
contaminate the detection chamber with 50 or 60 Hz pressure fluctu-
ations. In general, the attenuation due to flow obstructions is likely
to dominate any high frequency resonance effects because the spectral
power in this high frequency range is too small to be of much concern.

Overall it seems that tube flow employed by closed-path eddy co-
variance systems is likely to have some impact on the transmission of
pressure fluctuations at frequencies below about 10 or 20 Hz. This is due
either to the intentional use of filters or the unintentional introduction
of tube obstructions resulting from field deployment. Consequently, at
frequencies of major concern to eddy covariance flux measurements p′a
amplitudes inside the detection chamber may be reduced relative to the
p′a amplitudes just outside the mouth of the intake tube. But they can-
not ever be fully eliminated. Therefore, as with the open-path system,
the WPL80 pressure covariance term may also be important to estimates
of surface fluxes for closed-path systems during windy, turbulent condi-
tions. However, without some ability to quantify the within-chamber
high-frequency p′a it may not be possible to precisely determine how
important these effects could be.

4.3.2 Possible influence of the instrumentation on
ambient pressure fluctuations at the tube mouth

The sonic anemometer, the instrumentation mounting structure, the
mouth of the tube, and the flow field created by the intake system can
interact with the local ambient flow field to create dynamic pressure fluc-
tuations near the mouth of the intake tube. For example, eddies can be
shed from the equipment or the mounting boom when the Strouhal num-
ber is about 0.2. [The Strouhal number is the nondimensional frequency
used to describe vortex shedding. It is defined as fL/U , where f [Hz] is
frequency, L [m] is a characteristic length scale of the vortex-shedding
object, and U [m s−1] is the speed of the wind impinging upon the ob-
ject.] Assuming a characteristic length scale of 0.05 to 0.25 m for the
eddy covariance equipment and a typical wind speed between 2 to 8 m
s−1, then the characteristic eddy shedding frequency could be anywhere
between about 2 and 30 Hz. Conceivably, the associated dynamically-
induced pressure fluctuations could suppress or enhance any ambient
atmospheric static pressure fluctuations that may be present naturally.
There are also internal and external tube boundary layers that are cre-
ated by the ambient flow that will depend on the wind direction and
speed (e. g., Kim et al. 2001). However, these effects are likely to be rel-
atively small scale and confined to high frequencies. But, there may also
be larger quasi-static pressure fields that are formed by the interaction
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of the instruments and the wind, which would likewise be a function of
wind speed and direction. A full discussion of this issue is beyond the
intention of the present study, but it is important that this possibility be
mentioned as a research need for closed-path systems. But, in general,
the discussions just presented suggest that p′a within the chamber may
or may not reflect the true atmospheric static p′a, so that estimating w′p′a
from ambient measurements, which is exampled in the next section, may
or may not provide an accurate estimate of the covariance between w′
and p′a inside the detection chamber.

4.4 Synthesis: Possible consequences for flux
estimates

The traditional application of the WPL80 theory to closed-path sys-
tems assumes that the temperature covariance term has been eliminated
because T ′

aTT = 0 within the detection chamber, that the pressure covari-
ance term never contributes because p′a/pa is negligible, and that any
spectral correction to the vapor covariance term includes the tube at-
tenuation effects. This approach basically uses the mass density and
water vapor measurements to form covariances and then combines the
results to estimate the surface mass flux, ρdw

′ω′
g. An alternative to this

approach is to convert the measured mass density to mass mixing ratio
at the high frequency data rate and then to estimate the surface mass
flux by decomposing ωg into its mean and fluctuating parts and calcu-
lating w′ω′

g directly. This section applies the insights developed earlier
to these two approaches. For the first approach a numerical example is
provided. In the second, the discussion outlines possible discrepancies
with the first approach.

4.4.1 Influence of spectral corrections and pressure
fluctuations

This subsection estimates the errors in estimates of the surface flux
associated with ignoring the WPL80 pressure covariance and overcor-
recting the water vapor covariance. Including the tube attenuation as
part of the spectral correction to µvωgw′ρ′v overcorrects the spectral at-
tenuation by an amount Awv/A

d
wv−1. Combining this overestimate with

the pressure covariance term yields the following expression for the error,
∆(ρdw

′ω′
g), in the estimate of ρdw

′ω′
g resulting from a misapplication of
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Figure 7.4. Equivalent CO2 flux magnitudes and wind speed dependencies for the
various terms of Equation 7.11, showing the consequences of ignoring the WPL80 pres-
sure covariance term and of overcorrecting the vapor covariance term. The combined
effect (solid line) indicates that the surface flux for CO2, ρdw′ω′

c , is underestimated
(negative quantities). For the purposes of comparison note that 0.02 mg CO2 m−2

s−1 = 1.72 tC ha−1 yr−1.

the WPL80 theory:

∆(ρdw
′ω′

g) =
Awv

Ad
wv

µvωgw′ρ′v −
{

µvωgw′ρ′v + ρg(1 + χv)

[
−w′p′a

pa

]}
(7.11)

This error and its components are evaluated numerically using the
same scenario and assumptions listed in section 4.1.3 for Figure 7.3.
However, it is more convenient to express the pressure covariance in
terms of the wind speed, u. This is done first by noting that −w′p′a =
Cρau

3∗, where C ≈ 2 for neutral atmospheric conditions (Wilczak et al.ff
1999, Massman and Lee 2002), and second by assuming that u∗ = Bu,
where B ≈ 0.2 for forested canopies and B ≈ 0.1 is more appropriate for
agricultural crops. Note that this relationship between u and u∗ does
not necessarily apply universally. It is useful here for numerical purposes
only and should not be taken as indicative of any particular site, where it
will depend upon the measurement height, the atmospheric stability, the
canopy roughness length, etc. For estimating −w′p′a at any given eddy
covariance site the relationship −w′p′a = Cρau

3∗ should use u∗ values
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Figure 7.5. Equivalent water vapor flux magnitudes and wind speed dependencies
for various terms of Equation 7.11, showing the consequences of ignoring the WPL80
pressure covariance term and of overcorrecting the vapor covariance term. The com-
bined effect (solid line) is that the true surface flux for water vapor, ρdw′ω′

v , is un-
derestimated (negative quantities). For this example the water vapor flux is assumed
to be about 300 W m−2.

measured with the sonic anemometer rather than estimating u∗ from
the wind speed. However, the multiplier C increases as the atmosphere
becomes more unstable (Wilczak et al. 1999).

The numerical evaluation of Equation 7.11 is performed for both CO2

and water vapor and assumes: µv = 0.622, ωc = 0.57 mg g−1, w′ρ′v
= 0.12 g m−2 s−1 ≈ 300 W m−2, ρc = 730 mg m−3, χv = 0.02, ρa =
1.28 kg m−3, pa = 100 kPa, and ρv = 15 g m−3. The ratio Awv/A

d
wv

is computed following the integral approach for estimating correction
factors (see Equation 3 of Massman 2000). For Ad

wv is it assumed that the
first order response time of the closed-path system (tube + Licor 6262)
was determined empirically to be 0.3 s. Thus the equivalent response
time includes the tube attenuation as well as the 6262’s signal processing
software and its volume averaging effects. For Awv only the third order
Bessel filter and the volume averaging effects, both discussed earlier, are
used.

The results for CO2 are shown in Figure 7.4 and water vapor in Fig-

ure 7.5. Each figure includes ∆(ρdw
′ω′

g), [
Awv

Ad
wv

− 1]µvωgw′ρ′v, and the

pressure covariance term, ρg(1+χv)[−w′p′a/pa]. Each expression is eval-
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uated as a fraction of µvωgw′ρ′v (left axis) and an absolute amount (right
axis) for the case B = 0.2.

To aid in the interpretation of Figure 7.4 it should be noted that
0.02 mg CO2 m−2 s−1 = 1.72 tC ha−1 yr−1, suggesting the potential
for significant biases to the annual carbon budget. Nevertheless, it is
also important to note that this figure is valid for the instantaneous
half-hourly or hourly fluxes and does not directly relate to the annual
flux. The consequences of these errors to the annual carbon sum can
be estimated by extending the present example to include an annual
growing cycle.

Assume that the daily maximum in the water vapor flux is 300 W
m−2, and that a typical diel cycle follows a sine wave that is 12 hours
long. Further assume that the growing season is also sinusoidal and
6 months long. Averaging the instantaneous bias introduced solely be
the overestimation of the water vapor term over the daily and seasonal
cycles reduces the instantaneous bias by about a factor of about 10 (or
more precisely by a factor of π2). So that the corresponding annual
carbon sum would be biased too high by about 0.04 to 0.16 tC ha−1

yr−1 (depending on the half-hourly or hourly mean wind speed) solely
as a result of the misapplication of the spectral correction to the WPL
water vapor term. The potential bias introduced by ignoring the pressure
covariance could be larger and in the opposite sense, but does depends
even more critically on the aerodynamic nature of the surface and the
frequency of high wind during the growing season. Because these two
terms tend to compensate a conservative (and relatively low-wind speed)
estimate of the uncertainty introduced into the annual carbon balance
by these two WPL terms alone can reasonably be assumed to be about
± 0.1 tC ha−1 yr−1. However, this uncertainty could easily become a
much larger bias at higher wind speeds and rougher surfaces.

Consequently, even small biases resulting from these discrepancies can
lead to potentially significant biases in the annual carbon budget esti-
mated by eddy covariance. In general, these CO2 results suggest that
ignoring the pressure covariance term introduces a larger bias into the
estimate of the surface CO2 flux, ρdw

′ω′
g, than overcorrecting the water

vapor covariance term. But, the overcorrected water vapor covariance
does partially compensate for the lack of the pressure covariance term.
Figure 7.5 suggests that the consequences to the surface water vapor flux
are similar, but less significant than for the CO2 surface flux. Figure 7.5
also indicates that ignoring the pressure covariance term can cause the
lack of closure (underestimation) of the surface energy balance to worsen
as wind speed increases.
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For the case B = 0.1 the results (not shown) were similar to those
shown in these last two figures, except that the pressure covariance term,
although still significant to the surface flux estimates, was reduced rel-
ative to the B = 0.2 scenario. Finally, it is important to reiterate that
all results presented in this section are intended as plausible examples
only. They are useful for indicating general features and general con-
sequences. But the specific numerical results do not necessarily apply
universally, because each eddy covariance site is likely to have different
sensor deployment, potentially different sensor time constants, differ-
ent measurement heights, and different data processing algorithms. The
same caveat is true for the next section.

4.4.2 High frequency conversion of mass density to
mixing ratio

This section examines the consequences of estimating the surface
flux by converting the high frequency data, point-by-point to ωg =
ρg/ρd, then decomposing it to ωg + ω′

g, and finally using ω′
g to form

ρdw
′ω′

g. For this case the WPL80 theory still applies so thatFF ω′
g =

ρ′g + ρg(1 + χv)[−p′a/pa] + µvωgρ
′
v. But no single instrument measures

ωg directly, rather it can only be determined by combining data (or
data streams) from more than one instrument. Consequently, it is
ρ′g +ρg(1+χv)[−p′a/pa]+µvωgρ

′
v that is being measured, not ω′

g. There-
fore, when forming the covariances it is still appropriate to be concerned
with how and with what instruments are the quantities ρg, ρ′g, p′a, and ρ′v
being measured or calculated. This issue must be addressed if spectral
corrections are to be applied appropriately and if the pressure fluctua-
tions need to be included. In general, Equation 7.2 still applies when
estimating ρdw′ω′

g.
Consider the following, and final, example. Assume that mean pres-

sure inside the tube is known, but measured with a relatively slow re-
sponse sensor so that p′a cannot be measured and the pressure covariance
term is thereby implicitly ignored. Further assume that all other con-
ditions and parameter values are the same as those already provided in
the previous example except that the response time of the CO2 sampling
system has been found empirically to be 0.3 s and for water vapor the
response time was found to be 0.5 s. In this case applying the correction
factor associated with w′ρ′c to (ρdw

′ω′
c)m would yield the same result as

shown in Figure 7.4. This approach would properly correct the measured
CO2 density covariance, Ad

wcw
′ρ′c, but would again overestimate the va-

por covariance term exactly as shown in Figure 7.4. For water vapor the
results are similar to those shown in Figure 7.5, except that the overes-
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timation factor, Awv/A
d
wv, is now about 50% greater, a consequence of

using a response time of 0.5 s rather than 0.3 s.
These last two examples indicate that the application of WPL80 terms

and spectral corrections to closed-path eddy covariance systems do not
commute and that the preferred approach must be first to apply appro-
priate spectral corrections to each of the terms in Equation 7.2, then
add them together to form the surface flux. If this is not done the use
of an active trace gas sampling system will virtually guarantee that any
estimate of the surface flux will be biased because the amount of at-
tenuation of the density covariance term, Ad

wg, is likely to exceed the
amount of attenuation of the WPL80 vapor covariance term, Awv. In
other words, it is very important to estimates of surface flux not to
confuse combining data streams from different instruments, which is a
mathematical operation, with making a direct measurement of ωg with
a single instrument.

4.5 Low frequency temperature fluctuations
Contamination of the closed-path sampling chamber by low frequency

temperature fluctuations can occur under certain conditions (Leuning
2003, personal communication). This is contrary to what is normally as-
sumed for high-frequency temperature fluctuations and for closed-path
systems in general. Such contamination is most likely to occur when
low frequency convective motions carry some portion of the heat flux
(e.g., Sakai et al. 2001, Finnigan et al. 2003, Chapter 5). However, the
intake tube also plays a role in this type of contamination. If the in-
take tube is isothermal during any flux averaging period it will act as
a low pass filter in regards to these low frequency temperature fluctua-
tions. However, if there are longitudinal or temporal variations in the
temperature of the tube walls during a flux averaging period, then low
frequency temperature contamination of the sample is much more com-
plex than can be described by low pass filtering. In this case even the
sign of the leakage term is uncertain. In general, the amount of the low
frequency T ′

aTT leakage is determined by the nature of the external heat
exchange between the tube and its ambient environment, the thermal
and radiational properties of the tube material, the tube flow rate, and
the length of the tube. Of course, no amount of temperature or energy
exchange between the sample and tube walls is of any importance unless
it correlates with the fluctuations in the vertical wind speed.

To further complicate this matter, low frequency T ′
aTT contamination

of closed-path systems is likely to be site specific. This is because low
frequency atmospheric motions are likely to be tied to the nature of



156 HANDBOOK OF MICROMETEOROLOGY

the aerodynamics and the heating of the underlying surface and to the
design, implementation, and material of the intake tube. Nevertheless,
if a little as 1% of the total (300 W m−2) heat flux leaks through to the
detection chamber the effect on the instantaneous CO2 flux, discussed
in the example in the previous section, is about 0.01 mg CO2 m−2 s−1.
(This calculation was not included in the figures of the previous section
because of the large uncertainty involved in estimating the amount of
the leakage.) If as much as 5% of the heat flux leaks into the detection
chamber, then it is likely to dominate all other effects and result in a
very large underestimation of the closed-path eddy covariance annual
carbon balance. Clearly, this issue has the potential to be quite serious
for closed-path eddy covariance CO2 fluxes and as such needs further
research.

5 Summary and Conclusions
Open- and closed-path CO2 and water vapor eddy covariance systems

are similar in their use of infrared gas analyzers to measure trace gas
fluctuations. But, they are different in their handling of the air being
sampled. These differences are crucial when applying spectral correc-
tions and the WPL80 terms for flux estimation. Open-path systems are
purely passive, i. e., they do not physically alter the sample. Whereas
closed-path systems combine aspects of both active and passive sampling
with the intake tube acting as the active portion. It is the active por-
tion of the system that physically alters the sample by eliminating the
temperature fluctuations and attenuating the water vapor and CO2 fluc-
tuations through a combination of diffusional smoothing and interaction
with the tube walls.

The spectral corrections associated with passive sampling describe
instrument or data processing compromises and they apply to all covari-
ances (including the WPL80 terms) and to either an open- or closed-path
system. However, these corrections are specific to a particular instru-
ment and data processing system and they are not necessarily the same
for any of the covariances: w′T ′

aTT , w′p′a, w′ρ′c, or w′ρ′v. Spectral correc-
tions associated with active sampling describe sample-handling compro-
mises and they apply only to the density covariance term, w′ρ′g, not to
the (closed-path-associated) WPL80 vapor or pressure covariance terms.
This is a consequence of the fact that the WPL80 terms characterize the
environment in which the trace gas measurements are made. In the
case of the open-path the WPL80 covariance terms can be interpreted
as fluxes (after spectral correction). In the case of the closed-path the
WPL80 covariance terms lose their interpretation as fluxes, because fluc-
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tuations in temperature, pressure, and water vapor of the air being sam-
pled by the detection chamber have been physically altered by the tube
and the tube flow.

This study has attempted to provide a template for the application
of spectral corrections to the WPL80 terms and the estimation of fluxes
by reexamining the original WPL80 theory from the perspective of the
instrumentation and its supporting technology. The major conclusions
are

With current technology the application of spectral corrections and
the WPL80 terms do not commute and spectral corrections should
be made to all covariances first before summing the WPL80 terms
to estimate surface fluxes.

High frequency point-by-point conversions from mass density to
mixing ratio is not the preferred method for estimating fluxes by
eddy covariance.

For closed-path systems the spectral corrections for the WPL80
covariance terms and the density covariance term, w′ρ′g, are not
the same.

For some atmospheric conditions the WPL80 pressure covariance
term, which is usually ignored, can be important for closed-path es-
timates of both the CO2 flux and the surface energy balance. This
is because pressure fluctuations are usually not measured within
the detection chamber so their significance cannot be quantified
very precisely. They may be enhanced over the ambient external
flow and they not suffer significant attenuation with tube flow.

Using the same spectral corrections for the density covariance
term, w′ρ′g, and the WPL80 water vapor covariance term can intro-
duce biases into the annual estimates of the carbon balance, as can
ignoring the WPL80 pressure covariance term. However, possible
contamination of the closed-path detection chamber by low fre-
quency temperature fluctuations may be the largest source of bias
in annual carbon balances measured with closed-path systems.
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istics of surface-layer turbulence’, Quart. J. R. Meteorol. Soc. 98, 563–589.

Kim, Y., Engeda, A., Aungier, R., Direnzi: 2001, ‘The influence of inlet flow distor-
tion on the performance of a centrifugal compressor and the development of an
improved inlet using numerical simulations’, Proceedings Institute Mechanicalrr
Engineers, 215, Part A, 323-338.

Lee, X., Black, A., Novak, M. D.: 1994, ‘Comparison of flux measurements with
open- and closed-path gas analyzers above an agricultural field and a forest
floor’, Bound.-Layer Meteorol. 67, 195–202.



WPL and Spectral Corrections 159

Leuning, R., Denmead, O. T., Lang, A. R. G., Ohtaki, E.: 1982, ‘Effects of heat
and water vapor transport on eddy covariance measurements of CO2 fluxes’,
Bound.-Layer Meteorol. 23, 209–222.

Leuning, R., Judd, M. J.: 1996, ‘The relative merits of open- and closed-path anal-
ysers for measurement of eddy fluxes’, Global Change Biology, 2, 241–253.

Leuning, R., King, K. M.: 1992, ‘Comparison of eddy-covariance measurements of
CO2 fluxes by open- and closed-path CO2 analysers’, Bound.-Layer Meteorol.
59, 297–311.

Leuning, R., Moncrieff, J.: 1990, ‘Eddy-covariance CO2 flux measurements using
open- and closed-path CO2 analysers: Corrections for analyser water vapor
sensitivity and damping of fluctuations in air sampling tubes’, Bound.-Layer
Meteorol. 53, 63–76.

Massman, W. J.: 1991, ‘The attenuation of concentration fluctuations in turbulent
flow through a tube’, J. Geophys. Res. 96, 15,269–15,273.

Massman, W. J.: 2000, ‘A simple method for estimating frequency response correc-
tions for eddy covariance systems’, Agric. For. Meteorol. 104, 185–198.

Massman, W. J.: 2001, ‘Reply to comment by Rannik on “A simple method for
estimating frequency response corrections for eddy covariance systems”’, Agric.
For. Meteorol. 107, 247–251.

Massman, W. J., Lee, X.: 2002, ‘Eddy covariance flux corrections and uncertainties
in long-term studies of carbon and energy exchanges’, Agric. For. Meteorol.
113, 121–144.

Moore, C. J.: 1986, ‘Frequency response corrections for eddy correlation systems’,
Bound.-Layer Meteorol. 37, 17–35.

Paw Ua , K. T., Baldocchi, D. D., Meyers, T. P., Wilson, K. B.: 2000, ‘Correction of
eddy-covariance measurements incorporating both advective effects and density
fluxes’, Bound.-Layer Meteorol. 97, 487–511.

Rannik, Ü.: 2001, ‘A comment on the paper by W.J. Massman “A simple method
for estimating frequency response corrections for eddy covariance systems”’,
Agric. For. Meteorol. 107, 241–245.
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Chapter 8

STATIONARITY, HOMOGENEITY, AND
ERGODICITY IN CANOPY TURBULENCE

Gabriel Katul, Daniela Cava, Davide Poggi, John Albertson, Larry
Mahrt
gaby@duke.edu

Abstract One of the defining syndromes of turbulence is nonlinear stochasticity.
This view of turbulence motivated the development of statistical me-
chanics theories that have served to connect the basic Navier-Stokes
(NS) equations of motion to the statistical results of numerous field
experiments. In general, the proper averaging operator for stochastic
processes is ensemble averaging. Given the transient nature of flow
boundary conditions in natural systems, field experiments are typically
unable to capture a suitable ensemble, in a strict sense. Instead, field
experiments typically focus on time averaged statistics. Stationarity
and ergodicity are two central concepts (required conditions) used to
link field measurements and the NS equations or field measurements to
“boundary conditions” at the land-atmosphere interface. In this Chap-
ter, we present an elementary review of these two concepts for the at-
mospheric surface layer (ASL) and canopy sublayer (CSL) and proceed
to show why the stable CSL tends to violate both conditions. A weaker
form of these two conditions may be applicable to CSL flows that are
only moderately stably stratified. Practical implications for nighttime
CO2 flux corrections are also discussed.

1 Introduction
It has been argued that the Navier-Stokes (NS) equations provide a

mathematical basis of turbulence (Monin and Yaglom 1971). For high
Reynolds number flows, such as atmospheric boundary layer flows, these
equations exhibit extreme sensitivity to initial and boundary conditions.
This sensitivity has important consequences for how NS averaging must
be performed and under what conditions samples taken over sequential
periods of time, such as in field experiments, may be considered to rep-
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resent an ensemble of the process for a given set of initial and boundary
conditions. In this Chapter we explore these issues and discuss their
connection to the nighttime CO2 flux correction problem. This Chapter
is not intended as a formal review of stationarity, homogeneity, and er-
godicity of NS; rather, it is intended to show that barriers to our progress
in interpreting longterm eddy-covariance fluxes, particularly nighttime
CO2 fluxes, arise because of non-stationarity and lack of ergodicity.

The underlying importance of this issue is highlighted by the following
scenario: Instruments on a flux tower are used to compute time averaged
statistics (e. g. covariances) and these statistics are taken to be direct
representations of the influence of the land surface boundary conditions
on the flow. Implicit in this assumption is a belief that if this experi-
ment were repeated with the same boundary conditions, then the same
statistics would be observed. However, if the necessary conditions for
ergodicity were not satisfied, then the above belief would be invalid.

The sensitivity of turbulence to initial conditions has been exam-
ined both numerically and through laboratory measurements of velocity.
Here, velocity measurements are assumed to represent solutions to NS
(Lesieur 1990, Frisch 1995). When wind tunnel experiments are re-
peated (N times) without changing the boundary conditions, the details
of the velocity time series differ across the N realizations (Lesieur 1990).
Hence, turbulence is often characterized as a stochastic phenomenon
(Tennekes and Lumley 1972). On the other hand, closer scrutiny of the
same N experiments would suggest that the statistical properties of the
velocity are reproducible (Frisch 1995). If each of these N experiments is
a solution to the NS equations, then a logical question is “how can ran-
domness arise across the experiments if the experimental configuration
and steps are unchanged?”

To address this question, we use a toy model known as the Poor-
Man’s Navier-Stokes Equation (Frisch 1995). In this model, the NS
equations are replaced with a logistic map model possessing the following
attributes: 1) a linear difference term to replace the local acceleration, 2)
a second-order nonlinear term to replace the advective acceleration and
the pressure gradient, 3) a linear term to replace the viscosity effects,
and 4) a constant to replace body forces. That is

1︷ ︸︸︸ ︷︷
u(t + 1) − u(t) =

2︷ ︸︸︸ ︷︷
−2u(t)2

3︷ ︸︸︸ ︷︷
−u(t)

4︷︸︸︷
+1

1︷︸︸︸ ︷︷
∂ui

∂t
=

2︷ ︸︸︸ ︷︷
−
[
uj

∂ui

∂xi
+

∂p

∂xi

] 3︷ ︸︸︸ ︷︷
+ν

∂2ui

∂xj∂xj

4︷︸︸︷
+fiff (8.1)



Stationarity, Homogeneity, and Ergodicity 163

Figure 8.1. Top: solutions to the logistic equation for u(0) = 0.1 and u(0) = 0.10001
as a function of time units; Middle: the variation of the solution difference (∆u)
with time units. Note that |∆u| can be larger than u; Bottom: the variation of the
windowed correlation coefficient for the two solutions in the top panel with the time
origin. The dotted lines are the 99% probability levels for which the two time series
are independent.

where t is time, xi are Cartesian spatial coordinates (x1 = x, x2 = y,
and x3 = z) with x1 being the longitudinal direction, x2 being the lat-
eral direction, and x3 being the vertical direction, ui are the velocity
components along xi, p is pressure, ν is kinematic viscosity, and fiff is
a body force. The above logistic equation is de-coupled from any tur-ff
bulence physics for numerous reasons (e. g. it has no spatial structure);
however, it generates time series with similar degrees of nonlinearity as
the NS equation and, therefore, use of this model allows us to explore
the underlying need for a probabilistic description of turbulence. For ex-
ample, in Figure 8.1, the solution to the logistic equation for two initial
conditions: u(0) = 0.1 and u(0) = 0.10001 are shown (hence, the two
cases start with a difference in initial conditions of one part in 10,000 —
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very likely immeasurable). The difference between these two solutions
is plotted as a function of time in the middle panel of Figure 8.1. As
expected for a system with sensitive dependence to initial conditions,
the two solutions diverge after a short period and the temporal pattern
details become drastically different. This point is made clear by the
temporal evolution of the windowed correlation coefficient between the
two time series, plotted in Figure 8.1. Note that the realizations are near
perfectly correlation initially and become uncorrelated after a short du-
ration. In fact, the difference between the two solutions is as large as
the magnitude of u.

What this example illustrates is how a nonlinear term, like that present
in the NS equations, leads variables such as turbulent velocities (and
scalar concentrations) to be random variables, thus dictating that the
proper averaging of the governing equations must be conducted via en-
semble averaging. However, tower-based field experiments measure tem-
poral averages (e. g. covariances between vertical velocity and concentra-
tion fluctuations). An obvious fundamental question then is under what
conditions do temporal averages converge to ensemble averages? Stated
differently, under what conditions is the ergodic hypothesis valid? We
will explore this question for both ASL and CSL turbulence, and pro-
ceed to show how the stable CSL can drastically violate assumptions
necessary for ergodicity. We limit our discussion to uniform flat terrain
though planar non-uniformity in canopy density as well as topography
are equally critical to describing the CSL (Finnigan et al. 1990, Raupach
and Finnigan 1997, Baldocchi et al. 2000, Finnigan 2000, Finnigan et
al. 2003). Practical “fixes” such as thresholds based on the friction ve-
locity (u∗) to correct nighttime CO2 fluxes are shown to be a reasonable
starting point, but progress on stable CSL flows requires development
of new statistical mechanics methodologies not anchored to the ergodic
hypothesis. The necessary conditions for stationarity and ergodicity are
briefly described next.

2 Stationarity, Homogeneity, and the Ergodic
Hypothesis

Simply stated, a random variable is said to be stationary if all its
statistical moments (including joint statistics) are independent of time.
To conceptually illustrate stationarity, consider the hypothetical experi-
mental setup in Figure 8.2 in which the longitudinal velocity time series
is measured above a cylinder. For the same probe and cylinder configu-
ration in Figure 8.2, repeat the experiment N times (only 3 are shown
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Figure 8.2. Construction of the ensemble of experiments for the velocity time series
above the cylinder. Each run is for the same experimental setup.

in Figure 8.2) so as to construct a large ensemble of velocity time series
runs, with each experimental run sampling M velocity values.

From this ensemble of experiments the velocity is said to be strictly
stationary if at each time instant (with t = 0 at the start of each run),
the ensemble probability density function from all those experiments is
independent of time. That is, at each time t, the statistical moments
(including joint moments) are computed across the ensemble of runs;
these moments are then evaluated for time dependence.

For the experiments in Figure 8.2, the ensemble average at time tk for
the rth longitudinal velocity moment is given by

< ur(tk) >=
1
N

N∑
j=1

[ju(tk)]r (8.2)

where ju(tk) is the measured velocity at time tk from experiment j (j =
1, 2...N).
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Also, the ensemble joint moment can be computed as

< ur(tk)uq(ts) >=
1
N

N∑
j=1

{[ju(tk)]r[ju(ts)]q} = gr,q(tk, ts) (8.3)

where tk and ts are any arbitrary time points. In theory, Equations 8.2
and 8.3 must be evaluated in the limit when N → ∞; in practice, N
must be finite but sufficiently large.

For a strictly stationary process

< ur(t1) >=< ur(t2) >= ... =< ur(tk) >; k = 1, ...M

< ur(tk)uq(ts) >= gr,q(tk − ts) = gr,q(τ) (8.4)

Equation 8.4 states that all ensemble statistics are independent of time,
and vary only with the time lag τ . In practice, it is common to discuss
stationarity in a “weak sense” in which only lower-order moments are
considered. For a weakly stationary process,

< u(t1) >=< u(t2) >= ... =< u(tk) >; k = 1, ...M

< u(t1)2 >=< u(t2)2 >= ... =< u(tk)2 >; k = 1, ...M

< u(tk)u(ts) >= g1,1(τ); k = 1, ...M (8.5)

Furthermore, a process is said to be ergodic if it is stationary and if
gr,q(τ) → 0 as τ → ∞.

It can be shown that for an ergodic process (Stanisic 1985),

< u(t1)r >= ... =< u(tN )r >= ... = 1ur = ... = Mur

< u(tk)ru(tk + τ)q >= [ju(t)]r[ju(t + τ)]q (8.6)

for any j, where

jur =
1
M

M∑
l=1

[ju(tl)]r (8.7)

That is, for the setup in Figure 8.2, the ergodic hypothesis states that
ensemble statistics (including joint statistics) at any instant in time
are identical to temporal statistics from any realization or experiment.
Again, analogous to stationarity, ergodicity can be considered in a “weak
sense” by focusing on first and second moments (and covariances).

If the time domain is simply replaced with a spatial direction (e.
g. x1), then stationarity is simply replaced by homogeneity along this
direction. We consider next how such concepts apply to ASL and CSL
flows, respectively.
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3 Stationarity, Homogeneity, and Ergodicity in
Atmospheric Surface Layer Flows

Conducting “repeatable experiments” in the ASL is difficult because
replicating an experiment for the same meteorological and hydrological
conditions is next to impossible (Monin and Yaglom 1971). For this rea-
son, Monin and Yaglom (1971) suggested that experiments conducted
under “similar” mean meteorological conditions be used to define ensem-
bles analogous to Figure 8.2. The concepts of stationarity and ergodicity
can be tested for such ensembles of experiments. While testing the va-
lidity of such an idealization has not been undertaken to date, recent
advances in LIDAR (Light Detection and Ranging) measurements offer
a promising first step for direct evaluation of such hypotheses for ASL
flows. We note that local homogeneity (or stationarity) and isotropy at
fine scales (within the so-called inertial subrange) have been extensively
studied (Monin and Yaglom 1971, Kaimal and Finnigan 1994, Frisch
1995, Finnigan 2000, Katul et al. 2001, Giostra et al. 2002) and are
beyond the scope of this work.

As an example, we show water vapor concentration (q) measurements
collected at z = 3 m above an irrigated bare soil surface at the Camp-
bell Tract facility in Davis, California. The scanning, solar blind water
Raman LIDAR used here was built at Los Alamos National Laboratory
and is described elsewhere (Eichinger et al. 1994). In these experiments,
the LIDAR sampled with a spatial resolution of 1.5 m and a temporal
resolution of 1.0 s for about 9.5 minutes. The spatial range for which
the signal to noise ratio exceeds 10 is shown in Figure 8.3, which is
roughly 50 m from the LIDAR. The LIDAR experiment can be viewed
in one of the following two setups, both constructed under similar mean
meteorological conditions

An ensemble of 35 towers (arrayed in space) sampling the temporal
structure of turbulence on a 1 s time step.

An ensemble of 543 towers (arrayed in time) sampling the spatial
structure of turbulence on a 1.5 m spatial resolution.

From Figure 8.3, if scenario 1 is adopted, then it is possible to test
whether

< q(x1) >=< q(x2) >= ... =< q(xk) >; k = 1, ...35
< q(x1)2 >=< q(x2)2 >= ... =< q(xk)2 >; k = 1, ..35 (8.8)

That is, this test serves to assess whether the ASL is (weakly) homoge-
neous along the LIDAR beam direction. Also, if scenario 2 is adopted,
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Figure 8.3. Top: The space-time variation of the LIDAR measured water vapor
concentration (q) at z = 3 m above a uniform irrigated bare soil field; Middle: The
variation of the time-averaged q at each spatial location obtained from the above
panel; Bottom: The variation of the spatially averaged q at each instant in time from
the top panel. Vertical error bars are one standard deviation.
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then it is possible to test whether

< q(x1) >=< q(x2) >= ... =< q(xk) >; k = 1, ...543
< q(x1)2 >=< q(x2)2 >= ... =< q(xk)2 >; k = 1, ..543 (8.9)

Note that in Equations 8.8 and 8.9 we are taking time points and space
points, respectively, as proxies for realizations in an ensemble averag-
ing. The results of the homogeneity and stationarity tests are shown
in Figure 8.3, showing means that are remarkably stable in both time
and space. We compare whether either of these two proxy “ensemble”
averages are statistically different from the overall space-time average of
the entire q field (= 10.2 g kg−1) shown in Figure 8.3 top panel (whose
value is shown as dotted line in Figure 8.3 middle and bottom panels).
Using the standard student t-test, we tested whether these two ensemble
averages are statistically different from 10.2 g kg−1 and found that the
assumptions of stationarity and homogeneity can not be rejected at the
95% confidence level.

Figure 8.4 shows the ensemble autocorrelation function (of ensemble
scenario 1) and demonstrates that 1) the spatial variability in autocorre-
lation (bars) is small compared to the 99% confidence level in statistically
significant correlation (range between dashed lines), and 2) the ensemble
autocorrelation function decays rapidly with increasing time lag. The
99% confidence limits are computed using (Anderson 1976).

rτ (99%) =
−1 ± 2.326

√
M − τ − 1

M − τ

where rτ are the 99% probability levels for which the time series is
independent, and M is the sample size.

In short, from this limited LIDAR experiment, it appears that “nec-
essary” conditions for the ergodic hypothesis, at least in a weak sense,
can not be rejected for ASL flows just above a uniform bare soil sur-
face when measurements are collected for “similar” mean meteorological
conditions.

Other evidence of the validity of the ergodic hypothesis in the ASL is
the success of Monin and Obukhov atmospheric surface layer similarity
theory (MOST). MOST demonstrates that for unstable and near-neutral
conditions, first and second moment velocity statistics from a wide range
of ASL experiments collapse to few universal functions (to a first order).
That is,“similar” mean meteorological conditions can be quantified in
terms of mean surface heating and mean ground shear stress. Or, stated
differently, differences in boundary conditions amongst those ASL exper-
iments can be accounted for through normalization by surface heating
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Figure 8.4. The ensemble autocorrelation function with time lag along with one
standard deviation (vertical bar). The dotted lines are the 99% probability levels for
which the time series is independent.

and surface shear stress. Certainly the success of similarity theory does
not prove ergodicity, it still is a necessary condition for ergodicity in the
ASL.

Recent LIDAR data analysis (Eichinger et al. 2001) goes one step
further to demonstrate that the water vapor stability correction func-
tion (φv), computed from spatially distributed water vapor concentration
profile measurements at the Campbell Tract facility in 1991, follow the
recent theoretical φv derived from single tower measurements (Kader
and Yaglom 1990). The difference between the tower-based estimates
and the Eichinger evaluation of φv is that LIDAR based experiments
generate an ensemble of φv collected under similar mean meteorological
and hydrologic conditions, albeit at one site. The fact that temporal
estimates of φv from numerous field experiments and spatial estimates
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of φv obtained by LIDAR converge suggests that the near-neutral and
unstable ASL are, to a first approximation, stationary and ergodic in at
least a weak sense close to the ground surface.

Higher in the ASL, entrainment of water vapor at the capping inver-
sion can modulate the ASL turbulence by injecting low frequency modes
leading to non-stationarity in time series of q (Mahrt 1998). That is, even
if the mean meteorological states are similar close to the ground surface,
differences in the entrainment fluxes among these runs can lead to non-
stationarity. The validity of stationarity, homogeneity, and ergodicity
in the stable ASL is much less certain but is beyond the scope of this
study, which focuses on the CSL.

4 Homogeneity and Ergodicity in the Neutral
and Unstable CSL

As earlier discussed, ergodicity is intimately linked to the definition
of ensemble of experiments. The use of “similar” mean meteorological
and hydrologic states (as described by the stability parameter) proved to
be practical for evaluating stationarity, homogeneity, and ergodicity in
the ASL. Hence, a logical question is whether the use of “similar” mean
meteorological and hydrological states is equally complete for defining
ensembles in the CSL.

Unfortunately, the answer to this question appears to be “no”. The
particular spatial variation in canopy roughness features can cause spa-
tial variation of the statistics in addition to the effect from the mean
surface heating and ground shear stress (both are not independent of
these roughness features).

For example, at a given z, velocity statistics in the wake of an obsta-
cle are distinct from velocity statistics more removed from the obstacle
thereby demonstrating that planar homogeneity cannot exist at these
elevations. Given that homogeneity is a necessary condition for ergod-
icity, it is clear that the CSL flow cannot be ergodic (in space). Stated
differently, if the velocity measurements in the wake of the obstacle are
sampled sufficiently long in time, they cannot capture all possible veloc-
ity values away from the obstacle. If, on the other hand, the experiment
is repeated numerous times for the same setup, the velocity statistics
in the wake of the obstacle and far from the obstacle are repeatable lo-
cally across experiments (Poggi et al. 2003). In short, if CSL and ASL
“ensemble” definitions are taken to be identical, the CSL flow cannot
be ergodic. On the other hand, if ensemble is defined for a given z and
canopy geometry, then the flow might be treated as ergodic. This means
that ergodicity may permit us to replace time averages with ensemble
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averages; however, spatially, ergodicity does not exist. If we seek to es-
timate ecosystem fluxes from a single tower, a new look at the definition
of ensemble of experiments is required. Few practical “fixes” have been
informally adopted for the lack of homogeneity (and hence ergodicity)
in the CSL:

On theoretical grounds, spatial averaging was proposed to aug-
ment temporal averaging (Wilson and Shaw 1977, Raupach and
Shaw 1982). The basic premise here is that if we seek to measure
(or model) average flow statistics that reflect horizontally average
canopy morphology, then a spatial averaging of temporal statis-
tics becomes logical. It is envisaged that the addition of such
spatial averaging recovers “planar homogeneity” at scales much
larger than the local spatial variation in flow statistics near and
far from obstacles. That is, we assume that heterogeneity is con-
fined to scales smaller than some critical scale. In the case of a
laboratory setup in which the vegetation is composed of an array
of equally spaced cylinders, such critical scale may be thought of
as the “cell scale” between the cylinders (Poggi et al. 2003). In
forested ecosystem, the precise estimate of such a critical scale is
not clearly established.

The moving equilibrium hypothesis or local similarity which ac-
cepts the view that the CSL is not planar homogeneous as the
ASL, but perhaps is locally scalable (i.e. similarity relations) in
terms of local parameters. This point has been explored in a CSL
spatial variability experiment at the canopy-atmosphere interface
of an even-aged pine forest (Katul et al. 1999). This experiment
reported the spatial variability in scalar fluxes and velocity statis-
tics from 7 towers. A key outcome was that while the 30 minute
time averaged fluxes vary appreciably in space within this sin-
gle even-aged canopy, the locally-scaled flux-variance relationships
appeared more planar homogeneous. The moving equilibrium hy-
pothesis is most accurate when the local horizontal gradients in
the flow statistics are secondary or if the advective terms affect
both fluxes and variances in the same direction so that upon nor-
malization, cancelation of their effects occurs. For example, a
“warm” patch in a forest would experience a higher sensible heat
flux and a higher air temperature standard deviation. Hence, the
flux-variance relationships across the forest are less variable across
the forest-atmosphere interface when compared to their sensible
heat flux counterpart.
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Figure 8.5. The decrease in spatial variability of daytime latent heat fluxes with
increase in averaging interval. The minimum spatial variability obtained on a daily
time averages are 9% while the reference 30 minute spatial variability is 33%.

The natural variability in wind direction permits single towers to
sample simultaneous spatial and temporal averages thereby min-
imizing the impact of planar non-homogeneity on the overall re-
lationship between flow statistics and boundary conditions. The
combination of spatial and temporal averages at one point may
lead to the following hypothesis: By increasing the (temporal)
averaging period, the spatial variability diminishes. Stated differ-
ently, as the averaging period increases, the spatial flow statistics
resemble a planar-homogeneous CSL flow. This is expected be-
cause with increase in the sampling period (along with variable
wind direction), the source-weight function contributing to a tower
measurement becomes more representative of the entire stand.
Hence, if the flow statistics are sampled at several points within
the stand over sufficiently long periods of time, these flow statistics
are likely to converge because of the overlap in source-weight func-
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tions. Indirect evidence supporting this hypothesis comes from
the previously described CSL spatial variability field experiment
(Katul et al. 1999). Again, in this experiment, spatial variation
(standard deviation across the towers) in time averaged daytime
latent heat flux decreased from 33% (at the reference 30-minute
time scale) to 10% when averaged over 6 hours, as evidenced by
Figure 8.5. Naturally, the result in Figure 8.5 is a necessary but
not sufficient condition to validate the above hypothesis as other
factors such as reduction in random errors by increased averaging
interval significantly contribute.

Thus far, our focus was on the planar homogeneity of the unstable and
near-neutral CSL. For the stable CSL, the lack of planar homogeneity is
further compounded by the lack of potential stationarity described next.

5 Stationarity and Ergodicity in the Stable CSL
Stable CSL flows are complicated by numerous transient phenomena

including intermittent non-turbulent processes such as meandering or
wavy motion (Lee et al. 1997, Lee 1997, Lee and Barr 1998, Mahrt 1999,aa
Hu et al. 2002). Several studies also reported synchronous occurrences
of inverted ramps in the canopy and of canopy waves above, both char-
acterized by comparable return periods (Paw et al. 1992, Lee et al. 1997,
Lee 1997, Lee and Barr 1998, Mahrt 1999, Hu et al. 2002). Recently,
Cava and co-workers (Cava et al. 2004) analyzed nighttime runs from
the stable CSL of the Duke pine forest at z/h = 1.12 and found that:

For near-neutral and slightly stable flows, canopy ramps dominate
much of the momentum and scalar exchange process, including
sensible heat, latent heat, and CO2 fluxes (Figure 8.6).

For very stable flows, linear gravity waves near the canopy top
appear to dominate much of the variances, but the mean scalar
fluxes across several “wave-periods” are small (Figure 8.7).

The strong stability damping of turbulence appears to be disrupted
by passage of clouds (see net radiation time series in Figure 8.8).

It is evident from Figure 8.8 that transients in the upper bound-
ary conditions (e. g. passage of clouds) are one possible cause of the
lack of stationarity (and hence ergodicity) for the stable CSL. Cava and
co-workers also found that when the flow is not strongly stable and
therefore dominated by ramp motion (analogous to conditions shown
in Figure 8.6), the passage of clouds have an insignificant effect on the
transport properties (see net radiation time series in Figure 8.6). The
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Figure 8.6. The temporal variation in longitudinal velocity (UhUU ), vertical velocity
(w′), temperature (T ′), CO2, and water vapor concentration excursions (q′) for mildly
stable conditions (left panel). Fluxes of momentum (u′w′), sensible heat (FsFF ), CO2

(FcFF ), and latent heat (FlFF ) are also shown (right panel). For reference the variation of
net radiation (Rn) is shown as well.

consequences of the above three findings to nighttime CO2 flux correc-
tions are significant. Ecosystem respiration estimates collected for high
u∗ are typically dominated by ramp-like motion, analogous to that shown
in Figure 8.6, and not overly sensitive to external perturbations such as
passage of clouds. However, for low u∗ , the intermittent switching be-
tween ramps, damped turbulence by strongly stable conditions, and no
turbulence dominated by canopy waves can induce non-stationarity as
suggested by the conceptual model of Figure 8.9. When the flow is
dominated by canopy waves, small perturbations in radiative forcing or
other instabilities leads to wave break-up thereby making the strongly
stable CSL overly sensitive to the upper boundary condition (when com-
pared to the unstable or near-neutral CSL). Furthermore, it is likely that
gravity wave-turbulence interaction leads to the formation of non-linear
waveaa s (Finnigan 1999) that significantly transport CO2 intermittently
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Figure 8.7. Same as Figure 8.6 but for very stable conditions.

within the CSL thereby compounding the non-stationarity. The above
problem is even more amplified in open canopies, where the subcanopy
becomes strongly stratified and de-coupled from ramps, waves, and other
events above the canopy (Mahrt et al. 2000).

6 Conclusions
Stationarity, homogeneity, and ergodicity are routinely used to link

turbulence field measurements collected in the ASL and CSL to land-
surface processes. We showed that the near-neutral and unstable ASL
are sometimes sufficiently stationary and the ensemble can be replaced
by one realization. We also showed that extending the definition of the
ASL ensemble to the CSL intuitively leads to non-homogeneous and non-
ergodic flow properties. We showed that a few “fixes” such as spatial av-
eraging of NS, the moving equilibrium hypothesis, or natural variation in
wind direction when integrated over sufficiently long periods offer some
promise to reducing the degree of non-homogeneity in the CSL. A more
significant problem for CSL flows is stationarity (and ergodicity) during
stable flows. We showed that when the flow is mildly stable, ramp-like
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Figure 8.8. Same as Figure 8.6 but for strongly stable conditions before and after
the passage of a cloud (note the increase in Rn).

motion dominate the exchange of momentum, mass, and energy between
the land surface and the atmosphere. For such conditions, the flow ap-
pears to be stationary (at least for the data examined thus far). When
the flow is extremely stable (no turbulence), the CSL is dominated by
intermittent canopy waves. The intermittency of these waves, often sub-
sets of “external” intermittency, is responsible for non-stationarity. The
term “external intermittency” is used to distinguish such intermittency
in large scale flow features from the classical “internal” intermittency
often studied in the context of Kolmogorov scaling, local isotropy, and
dissipation at fine scales. At the transition between the turbulent and
non-turbulent states (i. e. very stable flow), the CSL flow appears overly
sensitive to small radiative perturbations, such as passage of clouds.
Again, these conditions result in non-stationary conditions within the
CSL. Implications to monitoring nighttime CO2 fluxes is that runs col-
lected under near-neutral conditions must be selected to avoid such sta-
tionarity issues. Also, averaging over longer time periods across various
wind directions is necessary for reducing the non-homogeneity inherent
to all CSL flows.
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Figure 8.9. The two-end member states of the stable CSL and the organized motion
dominating them. Both of these states are stationary; however, any shift from these
two states leads to a non-stationary CSL flow.
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Chapter 9

POST-FIELD DATA QUALITY CONTROL

Thomas Foken, Mathias Göckede, Matthias Mauder, Larry Mahrt,¨
Brian Amiro, William Munger
thomas.foken@uni-bayreuth.de

Abstract This Chapter summarizes the steps of quality assurance and quality
control of flux measurements with the eddy covariance method. An
important part is the different steps of the control for electronic, me-
teorological and statistical problems. The fulfillment of the theoretical
assumptions of the measuring method and the non-steady state test
and the integral turbulence test are extensively discussed as well as an
overall flagging for data quality and a site specific quality analysis us-
ing footprint models. Finally, problems are discussed which are not
included yet in the control program, mainly connected with the compli-
cated turbulence structure at a forest site.

1 Introduction
A consistent procedure for quality control of meteorological data is

essential for measurement networks and long-term measurement sites.
This issue has been extensively addressed for standard meteorological
networks. Reliable, automated procedures based on inspection of time
series which can reduce quality control efforts and provide a consistent
product across measurement networks, have been the focus of several
studies. Smith et al. (1996) have constructed automated quality control
procedures for slow response surface data that flag questionable data
points for visual inspection. Hall et al. (1991) examined the quality
assurance of observations from ships and buoys using output from a nu-
merical weather prediction model as a constraint. Lorenc and Hammon
(1988) constructed an automated procedure to flag errors from ship re-
ports, buoys and synoptic reports. They concluded that their procedure
does not give completely reliable results, and that subjective analysis
did better than the automated program during unusual conditions, such
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as developing depressions. Essenwanger (1969) presented an automated
procedure for detecting erroneous or suspicious observational records
based on obvious data errors, comparison of adjacent (in time or space)
data, and by comparing to prescribed limits of a standard Weibull dis-
tribution. Essenwanger (1969) concluded that his automated technique
could not unequivocally pinpoint differences between a rare event and
an instrument problem. DeGaetano (1997) presents a scheme to quality
control wind measurements. Methods to control radiation measurements
were discussed by Gilgen et al. (1994), which can be implemented into
continuously running systems.

In contrast to standard meteorological measurements there are only a
few papers available that discuss quality control of eddy covariance mea-
surements (Foken and Wichura 1996, Vickers and Mahrt 1997). Quality
control of eddy covariances should include not only tests for instrument
errors and problems with the sensors, but also evaluate how closely con-
ditions fulfill the theoretical assumptions underlying the method. Be-
cause the latter depends on meteorological conditions, eddy covariance
quality control tools must be a combination of a typical test for high
resolution time series and examination of the turbulent conditions. A
second problem is connected with the representativity of the measure-
ments depending on the footprint of the measurement. The control of
the percentage of the area of interest in the actual footprint is a further
issue. It is the aim of the present Chapter to describe a set of possible
tests and protocol for data flagging and give practical guidance for use
in continuously running eddy covariance systems like the FLUXNET
program.

2 Quality Assurance and Quality Control
Quality assurance is one of the most important issues for creation

and management of a measuring program. Issues of quality assurance are
widely known for routine meteorological measuring programs (Shearman
1992). The present network of carbon dioxide flux sites evolved from
an assemblage of individual sites with varying objectives (biological or
micrometeorological) and protocols, rather than being designed from the
outset as a network. Therefore, the quality assurance of such measuring
programs was written after the measurements had started (e. g. Aubinet
et al. 2000, Moncrieff et al. 1997). And even now some of the topics are
under discussion. A quality assurance (QA) scheme needs the following
components:

Specification of user requirements: The users of the flux data,
which may be modelers or policy-makers, who need the information
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for example in the Kyoto process, need basic information of the
measuring program such as accuracy, resolution in time and space
(number of sites and surface types). An important task is the
development of reliable and feasible measuring programs.

Specification of the measuring system: A suitable measuring sys-
tem must be developed according to the requirements and the per-
sonal, financial and scientific constraints. This was partly done
(Moncrieff et al. 1997), but presently different types of systems
are used because of changes and improvements in the measuring
technique. This makes the comparability of the results of differ-
ent sets of instruments difficult and comparison experiments are
urgently required.

Identification of suitable measuring locations: This is a most dif-
ficult problem, because several measuring stations were created
where research facilities were already in place, rather than being
selected according to micrometeorological criteria. Therefore, site
characterization tools are needed to ensure data quality (see Sec-
tion 3.3). Ideally, site selection would be made based on quality
testing of data collected from a temporary tower prior to construc-
tion of an expensive tower station.

Definition of necessary calibrations: Calibrations allow compar-
ison of data among sites. The accuracy of any measurement is
ultimately limited by the accuracy and frequency of calibration
standards that are used. Most of the necessary calibrations and
control issues are well described (e. g. Aubinet et al. 2000, Goulden
et al. 1996, Moncrieff et al. 1997).

Definition of quality control (QC): The most important part of
quality assurance is quality control. Several tests are discussed in
this Chapter. Quality control must be done in realtime or shortly
after the measurements to minimize data loss by reducing the time
to detect and fix instrument problems.

Quality evaluation: This topic is similar to QC. The main differ-
ence is a description of the data quality to be able to compare
data for different periods and sites. This is also a main goal of the
present Chapter.

Corrective actions: Corrective actions refers to corrections caused
by calibrations, by the choice of the coordinate system, and the
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sensor size and separation, etc. Most of the corrections are dis-
cussed in the other Chapters of the book and the literature (Aubi-
net et al. 2000, Moncrieff et al. 1997, etc.).

Feedback from the user of the data: The database is often the endFF
product of a measuring program. However, the user needs some
control of the data and the opportunity to provide feedback to the
experimentalist to improve the data quality and to make necessary
changes in the program.

3 Quality Control of Eddy Covariance
Measurements

A uniform scheme does not exist for quality control of eddy covariance
measurements. Only several aspects are discussed in the literature. For
the producer of flux data there are a number of specific techniques but
no instructions for practical handling of the data. In the following, an
overview of different quality control steps is given:

The first steps of data analysis are basic tests of the raw data
(Vickers and Mahrt 1997) such as electrical tests of the amplitude,
the resolution of the signal, the control of the electronic and mete-
orological range of the data and spikes (Højstrup 1993), which are
discussed further in Section 3.1.

Statistical tests must be applied to sampling errors of the time
series (Finkelstein and Sims 2001, Haugen 1978, Vickers and Mahrt
1997) and are discussed in Section 3.2. Also abrupt step changes in
the time series, or reasons for non-stationarity must be identified
(Mahrt 1991, Vickers and Mahrt 1997).

A main issue for quality control are tests on fulfillment of the re-
quirements for eddy covariance measurements. Steady state con-
ditions and a developed turbulent regime are influenced not from
the sensor configuration but from the meteorological conditions
(Foken and Wichura 1996). The fulfillment of these conditions is
discussed in Section 3.3.

A system of general quality flagging of the data is discussed in
Section 3.4 and a site specific evaluation of the data quality using
footprint models is in Section 3.5.

3.1 Basic tests of the raw data
Vickers and Mahrt (1997) developed a framework of test criteria for

quality control of fast response turbulence time series data with a fo-
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cus on turbulent flux calculations. The tests are not framed in terms
of similarity theory, nor do they assume that the fields necessarily fol-
low any particular statistical distribution. Many types of instrument
malfunctions can be readily identified with simple automated criteria.
However, even after tuning the threshold values, the automated tests
still occasionally identify behaviors that appears to be physical after vi-
sual inspection. Physically plausible behavior and instrument problems
can overlap in parameter space. This underscores the importance of the
visual inspection step in quality control to either confirm or deny flags
raised by the automated set of tests. Data flagged but later deemed phys-
ical after graphical inspection are often found to be the most unusual and
interesting situations, including intermittent turbulence, downward tur-
bulence bursting, microfronts, gravity waves and other stable boundary
layer phenomena. Some automated tests for quality control of turbu-
lence time series are briefly summarized below.

Spikes are typically characterized as short duration, large amplitude
fluctuations that can result from random noise in the electronics (Brock
1986). Quality control should include the identification and removal of
spikes. For example, correlated spikes in the temperature and vertical
velocity from a sonic anemometer can contaminate the calculated heat
flux. Spikes that do not influence the fluxes still affect the variances.
When the number of spikes becomes large, the entire data period should
be considered suspect and discarded. The effect of water collecting on
the transducers of some sonic anemometers often appears as spikes. Less
than optimum electrical power supplies, which are sometimes necessary
at remote measurement sites, can lead to frequent spiking. Unrealistic
data values occur for a number of reasons. These data should be detected
by comparing the minimum and maximum values to prescribed limits.
For example, a vertical velocity in excess of 5 m s−1 close to the ground is
probably not physical. However, visual inspection is sometimes required
due to special circumstances, such as high turbulence levels associated
with exceptionally strong surface heating. Højstrup (1993) tested a data
screening procedure for application to Gaussian distributed turbulence
data. Spikes are absolute quantities of measuring values which are larger
than approximately four times of the standard deviation of the time
series. This test should be repeated 2 or 3 times with each time series.

Some success identifying instrument problems has been achieved by
comparing higher moment statistics to threshold values. Abnormally
large skewness often indicates a problem, although care must be taken
because, for example, the temperature near the ground during strong
surface heating typically has large positive skewness. Unusually small
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or large kurtosis often indicates an instrument problem. Large kurtosis
in the temperature field from a sonic anemometer is sometimes related
to spiking associated with water on the transducers. Most despiking
algorithms fail to remove this persistent type of spiking, in contrast
to short duration high amplitude spikes associated with noise in the
electronics. Histograms of values of a single turbulence channel are also
useful. A non-typical distribution of the measuring data can indicate
averaging errors connected with the digitization. Such errors were found
for the Solent sonic anemometers R2 and R3 (Chr. Thomas, University
of Bayreuth, 2002, personal communication, problem solved partly by
Gill in 2003). In this case for example the R2 measured no vertical wind
of -0.01 m s−1 but the number of measuring points for 0.00 m s−1 was
twice as high as the other data. This indicates a small shift to positive
vertical wind velocities.

Unusually large discontinuities in the mean can be detected using the
Haar transform. The transform is simply the difference between the
mean calculated between two adjacent windows. Large values of the
transform identify changes in the mean that are coherent on the time
scale of the window width. The goal here is to detect semi-permanent
changes as opposed to smaller scale fluctuations. A sudden change of off-
set is one example of an instrument related jump in mean variables. The
window size and the threshold values that identify suspect periods may
need adjustment for particular datasets. For example, for aircraft data
in the convective boundary layer, the mean vertical wind may change
significantly as the aircraft enters and exits large scale coherent ther-
mals. However, for tower measurements close to the ground, coherent
changes in the mean vertical wind are typically much smaller. Care must
be taken with aircraft data over heterogeneous surfaces, where coherent
changes in the mean fields are common due to the formation of local
internal boundary layers. For example, a sharp change in mean tem-
perature will be found where the aircraft intersects the top of a warm
internal boundary layer. In less clear cases, data from other levels and
other instruments should be consulted for verification.

Instrument problems can also be detected by comparing the variance
to prescribed thresholds. A sequence of variances should be calculated
for a sequence of sliding, overlapping windows to detect isolated prob-
lems. For example, a brief period with near zero temperature fluctua-
tions could be due to a temporarily non-responding instrument. Visual
inspection is sometimes necessary in stable conditions where the true
physical variances can become very small, usually due to a combination
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of strong temperature stratification and weak mean wind shear. Unusu-
ally large variance often indicates an instrument malfunction.

In recent years many closed path carbon dioxide analyzers (LiCor
6262) were replaced by open path sensors (LiCor 7500). These sensors
are more sensitive to rain and frost. The development of a site-specific
test using precipitation, radiation wind and temperature data can help to
indicate these situations. This can be done with statistical methods like
multiple regressions. Such tests can be important, because interference
is not always clearly indicated in the time series.

3.2 Statistical tests
The calculation of means, variances and covariances in geophysical

turbulence is inherently ambiguous, partly due to nonturbulent motions
on scales which are not large compared to the largest turbulent eddies.
As a result of these motions, geophysical time series are normally non-
stationary to some degree (Foken and Wichura 1996, Vickers and Mahrt
1997). The physical interpretation of the flux computed from nonsta-
tionary time series is ambiguous in that it simultaneously represents
different conditions and the computed perturbations for calculation of
the flux are contaminated by nonstationarity, which can only be partially
removed by detrending or filtering. Nonturbulent motions contaminate
the flux calculation in that the flux due to nonturbulent motions may
be primarily random error, as found in Sun et al. (1996). Attempts to
remove nonstationarity by trend removal or filtering violates Reynolds
averaging, although often the errors are small. Attempts to reduce the
nonstationarity by reducing the record length increases the random flux
error. Techniques for approximately separating random variations and
nonstationarity are presented in Mahrt (1998) and Trevino and Andreas
(2000). Tests on non-steady state conditions are given in Section 3.3.1.

Systematic errors (flux bias) result from failure to capture all of the
turbulent transporting scales (Foken and Wichura 1996, Lenschow et al.
1994, Oncley et al. 1996, Vickers and Mahrt 1997). Such systematic
errors occur at either the large scale end where the largest transport-
ing eddies may be excluded from the flux calculation, or at the small
scale end where transport by small eddies can be eliminated by instru-
ment response time, pathlength averaging, instrument separation and
post-process filtering. With weak winds and substantial surface heating,
many flux calculation procedures may exclude larger-scale turbulent flux
due to slowly moving boundary-layer scale eddies (Sakai et al. 2001). In-
creasing the averaging time also captures nonturbulent, mesoscale mo-
tions (nonstationarity). With very stable conditions, turbulence quanti-
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ties may be confined to very short time scales, sometime less than one
minute (Vickers and Mahrt 2003). Use of traditional averaging peri-
ods of five minutes or more leads to perturbation quantities, which are
strongly contaminated by gravity waves, meandering motions and other
mesoscale motions (see Mahrt et al. 2001a and references therein). Some
of these problems can be identified with the tests given in Section 3.3.2.

The random flux error is the uncertainty due to inadequate record
length and the random nature of turbulence (Finkelstein and Sims 2001,
Lenschow et al. 1994, Lumley and Panofsky 1964, Mann and Lenschow
1994, Vickers and Mahrt 1997). Once perturbation quantities are com-
puted and products are taken to compute variances, fluxes and other
turbulence moments, the turbulence quantities can be averaged over a
longer time period to reduce random sampling errors. The latter is some-
times referred to as the “flux-averaging time scale” to distinguish it from
the shorter averaging time scale used to define the perturbations. The
time scale for averaging the flux normally should be longer than that
used to compute the perturbations themselves. Reynolds averaging can
still be satisfied as long as the averaging is unweighted (no filtering or
detrending) (Mahrt et al. 2001b). For example, one might choose an av-
eraging time of 2 minutes for very stable conditions but wish to average
the 2-minute fluxes over 30 minutes or one hour to reduce random flux
errors.

With very stable conditions where the turbulence is intermittent, re-
duction of the random error to acceptable levels may require a pro-
hibitively long averaging time (e. g. Haugen 1973). The flux for a one-
hour period can be dominated by one or two events and therefore a
much longer averaging time is required. Howell and Sun (1999) choose
the record length by attempting to objectively maximize the flux and
minimize the random flux error.

The above results also apply to analysis of turbulence quantities from
moving platforms such as aircraft, except that one must determine the
averaging length from which to compute perturbations (often chosen to
be 1 km) and choose the flux averaging length, sometimes chosen as the
flight path length. In convective conditions with deep boundary layers,
such an averaging length may exclude significant flux (Betts et al. 1990,
Desjardins et al. 1992). The nonstationarity problem above becomes
the heterogeneity problem for moving platforms (e. g. Desjardins et al.
1997). Reduction of random flux errors is facilitated by long flight paths
for homogeneous surfaces or many repeated passes over heterogenous
surfaces (Mahrt et al. 2002).

The autocovariance analysis is widely used to determine the time lag
for closed-path gas analyzers (Leuning and Judd, 1996), because the
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concentration signal is measured some seconds later than the wind signal.
Even data from open-path gas analyzer may have a small time offset
between the measuring time and the position of the value in the data
file because of electronic delays in recording and storing the data and
finite signal processing times. If this is not known and not corrected in
the logger program, it must be included in calculation of the fluxes. It is
important to check the whole measuring system with an autocovariance
analysis to identify time shifts between the signals.

3.3 Tests on fulfillment of theoretical
requirements

The widely used direct measuring method for turbulent fluxes is the
eddy covariance method, which involves a simplification of turbulent
conservation equations for momentum and scalar fluxes, e. g., the flux
of a scalar, c

FcFF = w′c′ =
1

N − 1

N−1∑
k=0

[(wk − w)(ck − c)] (9.1)

where w is the vertical wind component. This equation implies steady-
state conditions. The choice of averaging length depends on the cospec-
tra of the turbulence and steady state conditions. With an ogive test
(Oncley et al., 1990)

Ogw,c(foff ) =
∫ foff

−∞

∫∫
Cow,c(f)df (9.2)

where Co is the cospectra of the vertical wind velocity and the concentra-
tion. The convergence of Og at low frequencies indicates that all relevant
eddies are collected. On the other hand an excessive measuring length
may include nonsteady-state conditions (see Chapters 2 and 5). There-
fore, these conditions should be tested for each time series, because they
can influence the data quality significantly (see Section 3.3.1). However,
in most cases, convergence occurs within a 30-minute period.

The integral turbulence characteristics in the surface layer may de-
pend on the latitude (Johansson et al. 2001); this may be relevant for
tests on eddy covariance measurements. The influence of density fluctu-
ations can be corrected (see Chapters 6 and 7). Conditions of horizontal
homogeneity must also be fulfilled in order to avoid significant advec-
tion, which can be influenced by the choice of the coordinate rotation
(see Chapters 3 and 10).

Of greater importance is whether developed turbulent conditions ex-
ist, with very weak turbulence the measuring method and methods based
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on surface layer similarities may not be valid. Examination of normal-
ized standard deviations (integral turbulence characteristics, see Sec-
tion 3.3.2) provides an effective test for adequately developed turbulence.
These tests are also sensitive to other influences on the data quality like
limitations of the surface layer height, gravity waves, internal boundary
layers, flow distortion, high frequency flux loss (see Chapter 4). For
example, internal boundary layers and flow distortion problems of the
sensors and towers can indicate higher standard deviations of turbulence
parameters. For situations with gravity waves the correlation coefficient
between the vertical wind velocity and scalars can be high, resulting in
unusually large fluxes. Such situations, often during the night and un-
der stable conditions, must be indicated and the wave and the turbulent
signal must be separated (Handorf and Foken 1997).

Foken and Wichura (1996) applied criteria to fast-response turbu-
lence data to test for non-stationarity and substantial deviations from
flux-variance similarity theory, whether due to instrumental or physical
causes. These are described below.

3.3.1 Steady state tests

Steady state conditions means that all statistical parameters do not
very in time (e. g., Panofsky and Dutton, 1984). Typical non-stationarity
is driven by the change of meteorological variables with the time of the
day, changes of weather patterns, significant mesoscale variability, or
changes of the measuring point relative to the measuring events such as
the phase of a gravity wave. The latter may occur because of chang-
ing footprint areas, changing internal boundary layers (especially in-
ternal thermal boundary layers in the afternoon), or by gravity waves.
Presently there are two main tests used to identify non-steady state con-
ditions. The first is based on the trend of a meteorological parameter
over the averaging interval of the time series (Vickers and Mahrt, 1997)
and the second method indicates non-steady state conditions within the
averaging interval (Foken and Wichura, 1996).

Vickers and Mahrt (1997) regressed the meteorological element x over
the averaging interval of a time series and determined the difference of
x between the beginning and the end of the time series according to this
regression, δx. With this calculation they determined the parameter of
relative non-stationarity, mainly for wind components

RNx =
δx

x
(9.3)

Measurements made over the ocean exceeded the threshold (RNx > 0.50)
15 % of the time and measurements over forest exceeded the threshold
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55 % of the time. A more rigorous measure of stationarity can found in
Mahrt (1998).

The steady state test used by Foken and Wichura (1996) is based
on developments of Russian scientists (Gurjanov et al., 1984). It com-
pares the statistical parameters determined for the averaging period and
for short intervals within this period. For instance, the time series for
the determination of the covariance of the measured signals w (vertical
wind) and x (horizontal wind component or scalar) of about 30 minutes
duration will be divided into M = 6 intervals of about 5 minutes. N is
the number of measuring points of the short interval (N = 6,000 for 20
Hz scanning frequency and a 5 minute interval):

(x′w′)i =
1

N − 1

⎡
⎣∑

j

xjwj − 1
N

∑
j

xj

∑
j

wj

⎤
⎦

x′w′ =
1
M

∑
i

(x′w′)i (9.4)

This value will be compared with the covariance determined for the
whole interval:

(x′w′)o =
1

M(N − 1)

⎡
⎣
⎡⎡∑

i

(
∑
j

xjwj)i − 1
MN

∑
i

(
∑
j

xj

∑
j

wj)i

⎤
⎦
⎤⎤

(9.5)

The authors proposed that the time series is steady state if the difference
between both covariances

RNcov = |(x
′w′) − (x′w′)o

(x′w′)o
| (9.6)

is less than 30%. This value is found by long experience and is in a good
agreement with other test parameters also of other authors (Foken and
Wichura, 1996).

3.3.2 Test on developed turbulent conditions

Flux-variance similarity is a good measure to test the development of
turbulent conditions. This similarity means that the ratio of the stan-
dard deviation of a turbulent parameter and its turbulent flux is nearly
constant or a function of stability. These so-called integral turbulence
characteristics are basic similarity characteristics of the atmospheric tur-
bulence (Obukhov 1960, Wyngaard et al. 1971) and are routinely dis-
cussed in boundary layer and micrometeorology textbooks (Arya 2001,
Foken 2003, Kaimal and Finnigan 1994, Stull 1988). Foken and Wichura
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Table 9.1. Coefficients of the integral turbulence characteristics (Foken et al. 1997,
Foken et al. 1991, Thomas and Foken 2002).

Parameter z/L c1 c2

σw/u∗ 0 > z/L > -0.032 1.3 0
-0.032 > z/L 2.0 1/8

σu/u∗ 0 > z/L >-0.032 2.7 0
-0.032 > z/L 4.15 1/8

σT /T∗TT 0.02 < z/L <1 1.4 -1/4
0.02 > z/L >-0.062 0.5 -1/2
-0.062> z/L >-1 1.0 -1/4
-1 > z/L 1.0 -1/3

Table 9.2. Coefficients of the integral turbulence characteristics for wind components
under neutral conditions (Thomas and Foken 2002).

Parameter −0.2 < z/L < 0.4

σw/u∗ 0.21ln(
z+ × ff

u∗
) + 3.1, z+ = 1 m

σu/u∗ 0.44ln(
z+ × f

u∗
) + 6.3, z+ = 1 m

(1996) used functions determined by Foken et al. (1991). These functions
depend on stability and have the general form for standard deviations
of wind components

σu,v,w

u∗
= c1(

z

L
)c2 (9.7)

where u is the horizontal or longitudinal wind component, v the lateral
wind component, u∗ the friction velocity and L the Obukhov length. For
scalar fluxes the standard deviations are normalized by their dynamical
parameters (e. g., the dynamic temperature T∗TT )

σx

X∗
= c1(

z

L
)c2 (9.8)

The constant values in Equations 9.7 and 9.8 are given in Table 9.1.
For the neutral range the external forcing assumed by Johansson et
al. (2001) and analyzed for the integral turbulence characteristics by
Thomas and Foken (2002) was considered in Table 9.2 with the latitude
(Coriolis parameter f). The parameters given for the temperature can
be assumed for most of the scalar fluxes. It must be mentioned that
under nearly neutral conditions the integral turbulence characteristics
of the scalars have extremely high values (Table 9.1) and the test fails.
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Table 9.3. Typical values for the correlation coefficient of the momentum and sensible
heat flux.

Author ruw rwT

Hicks (1981) -0.32 0.35 (z/L → −0.0)
0.6 (z/L → −2.0)

Kaimal et al. (1990) -0.3 0.5 (z/L < 0.0)
Kaimal and Finnigan (1994) -0.35 0.5 (−2 < z/L < 0)

-0.4 (0 < z/L < 1)
Arya (2001) -0.15 0.6 (z/L < 0.0)

The test can be done for the integral turbulence characteristics of both
parameters used to determine the covariance. The measured and the
modeled parameters according to Equations 9.7 or 9.8 will be compared
according to

ITCσ = |(σx/X∗)model − (σx/X∗)measurement
(σx/X∗)model

| (9.9)

If the test parameter ITCσ is < 30 %, a well developed turbulence can
be assumed.

A similar parameter is the correlation coefficient between the time
series of two turbulent parameters. If this correlation coefficient is within
the usual range (Table 9.3) a well-developed turbulence can be assumed
(Kaimal and Finnigan, 1994).

3.4 Overall quality flag system
To be useful, the results of data quality checking must be made avail-

able in the final data archive. Measurements are normally flagged ac-
cording to their status such as uncontrolled, controlled, corrected, etc.
The quality tests given above open the possibility to flag also the qual-
ity of a single measurement. Foken and Wichura (1996) proposed to
classify the tests according to Equations 9.6 and 9.9 into different steps
and to combine different tests. An important parameter, which must
be included in the classification scheme, is the orientation of the sonic
anemometer, if the anemometer is not an omnidirectional probe and the
measuring site does not have an unlimited fetch in all directions. For
these three tests the definition of the flags is given in Table 9.4. Further
tests, like an acceptable range of the mean vertical wind velocity, can be
included into this scheme.

The most important part of a flag system is the combination of all
flags into a general flag for easy use. This is done in Table 9.5 for the
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Table 9.4. Classification of the data quality by the steady state test according to
Equation 9.6 and the integral turbulence characteristics according to Equation 9.9
and the horizontal orientation of a sonic anemometer of the type CSAT3 (Foken
2003).

a b c

class range class range class range

1 0-15% 1 0-15% 1 ±0-30◦

2 16-30% 2 16-30% 2 ±31-60◦

3 31-50% 3 31-50% 3 ±61-100◦

4 51-75% 4 51-75% 4 ±101-150◦

5 76-100% 5 76-100% 5 ±101-150◦

6 101-250% 6 101-250% 6 ±151-170◦

7 251-500% 7 251-500% 7 ±151-170◦

8 501-1000% 8 501-1000% 8 ±151-170◦

9 >1000% 9 >1000% 9 > ±171◦

a: State-state test according to Equation 9.6.

b: Integral turbulence characteristics according to Equation 9.9.

c: Horizontal orientation of the sonic anemometer.

Figure 9.1. Daily cycle of the sensible and latent heat flux with quality classes mea-
sured by the University of Bayreuth during the LITFASS-1998 experiment (Beyrich
et al. 2002) on June 02, 1998 in Lindenberg/Germany over grassland.
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Table 9.5. Proposal for the combination of the single quality flags into a flag of the
general data quality (Foken 2003).

a b c d

1 1 1-2 1-5
2 2 1-2 1-5
3 1-2 3-4 1-5
4 3-4 1-2 1-5
5 1-4 3-5 1-5
6 5 ≤5 1-5
7 ≤6 ≤6 ≤8
8 ≤8 ≤8 ≤ 8
9 * * *

a: Flag of the general data quality

b: Steady state test according to Equation 9.6

c: Integral turbulence characteristics according to Equation 9.9

d: Horizontal orientation of the sonic anemometer

∗: One or more of flags b, c and d equals 9

flags given in Table 9.4. The user of such a scheme must know the
appropriate use of the flagged data. The presented scheme was classi-
fied (by micrometeorological experiences) so classes 1 to 3 can be used
for fundamental research, such as the development of parameterizations.
The classes 4-6 are available for general use like for continuously run-
ning systems of the FLUXNET program. Classes 7 and 8 are only for
orientation. Sometimes it is better to use such data instead of a gap
filling procedure, but then these data should not differ significantly from
the data before and after these data in the time series. Data of class
9 should be excluded under all circumstances. Such a scheme gives the
user a good opportunity to use eddy covariance data. Finally the data
can be presented together with the quality flag like in Figure 9.1. Most
of the unusual values can be explained by the data quality flag. At night,
other reasons can influence the measurements. For analysis of integrated
fluxes rejected data will need to be filled in. Obviously, investigations
to infer process relationships should exclude both flagged data and the
gap-filled values.

3.5 Site dependent quality control
Besides the quality classification of a single measurement series, clas-

sification of the site-specific data quality is needed to compare different
sites within a network like FLUXNET for a better interpretation of ex-
perimental and modeled data. The data quality differs because of topog-
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raphy and this must be taken into account by comparison of the data
quality. This quality check was developed to include footprint informa-
tion (Foken et al. 2000). There are two different points of interest: The
first point is the area of interest (e. g. a spruce forest) in the footprint of
the measurements. The second points concerns the question: for which
footprint areas can good data quality be assumed?

A program package has been developed (Göckede et al. 2003) and used¨
for 18 CarboEurope eddy covariance measuring sites. The land use in-
formation of the surrounding is given by input matrices. Together with
necessary meteorological input parameters, the main iteration loop of
the program starts with a footprint calculation employing a user-defined
start value for the roughness length z0. The integrated Schmid (1997)
model produces characteristic dimensions defining the two-dimensional
horizontal extension of each so-called effect-level ring. Using these di-
mensions, which sketch a discrete version of the source weight function,
it is possible to assign a weighting factor to each of the cells of the
roughness matrix. A new roughness length z0-final is calculated as the
mean value of all the cells within the source area under consideration
of the weighting factors. The iteration loop starts again with the im-
proved value of z0-final as the input value for the footprint routine. In
the next step, the land use structure within the computed source area
is analyzed. The weighting factors of the last source weighting function
results are used to calculate the contribution of each type of land use
(which can be up to 20, as defined by the user) to the total flux. Due
to certain restrictions of the footprint model concerning the necessary
input parameters, a portion of the input data set cannot be processed.
Most of the time, these problems occur during stable stratification, when
the computed source area grows to an extent that makes the numerical
algorithms unstable. Finally figures like Figure 9.2 for the Weidenbrun-
nen/Waldstein site near Bayreuth/Germany (50◦08’N, 11◦52’E, 775 m
a.s.l.), can be constructed that give a flux distribution over a four month
measuring period that depends on the footprint. The color of the grid
elements characterize the part of the area of interest to the flux. Such
pictures can help find the best wind directions and the best positions of
the tower to link the fluxes with the underlying surface.

To produce the overall performance of the flux data quality for a
specific site, the results of all the footprint calculations are combined
with the data quality assessment. The products of the procedure are
two-dimensional matrices and graphs that form a combination of all the
footprint analyses for the specific site. These matrices show, for example,
the dominating data quality class for each of the grid cells (mean value)
of the matrix surrounding the tower, in combination with its contribu-
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Figure 9.2. Quality analysis for the land use evaluation with flux contribution. Re-
sults were obtained with data from the Weidenbrunnen/Waldstein site for the period
01.05. – 31.08.1998 (Göckede et al. 2002).¨

tion to the total flux. This can be done for all types of fluxes. Only for
scalar fluxes the quality flag of internal turbulence characteristics must
be excluded in the near neutral case. As an example, the data quality
distribution for the latent heat flux of Weidenbrunnen/Waldstein site is
given in Figure 9.3. The lower data quality in western wind directions
is caused by a clearing, which can also be indicated from the land use
distribution (Figure 9.2). The low data quality in SWS direction (for
stable stratification) is caused by the Waldstein mountain at a distance
of 1.5 km. The possibility to bring data quality and possible influenc-
ing factors together is an application of the footprint model. Using the
limit settings, the user of the program package can restrict the analysis
to certain quality classes or a range of values for specific meteorological
parameters, allowing a more detailed analysis under special conditions.
The variation of these input parameters can also be performed automat-
ically in a sequence mode with user defined upper and lower limits at
specific increments.
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Figure 9.3. Quality flags for special distribution of the contribution to the latent
heat flux. Results were obtained with data from the Weidenbrunnen/Waldstein site
for the period 01.05.–31.08.1998 (Göckede et al. 2002).¨

4 Further Problems of Quality Control
Energy balance closure has often been used to identify the quality of

eddy covariance measurements (Aubinet et al. 2000). For most of the
sites a closure of the energy balance equation

Rn − H − λE − G ± ∆S = Res (9.10)

with Rn net radiation, H sensible heat flux, λE latent heat flux, G
ground heat flux, ∆S heat storage, is not zero but has a residual Res
of approximately 10-20%. In some investigations of the energy balance
closure problem (Culf et al. 2003, Foken and Oncley 1995, Oncley et al.
2002), the main reasons for this problem are errors of the sensors. For
example the influence of net radiometers is significant because of the
large part of net radiation in the energy balance. Measuring problems
also exist of heat storage especially in the soil layer above the heat
flux plates. Another reason is that mesoscale fluxes are not measured
(Chapter 5. These reasons for the residual of the energy balance closure
do not allow an energy balance closure as a correction factor for all
turbulent fluxes or the use of energy balance closure as a measure of
the data quality. However, there are many other studies where energy
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balance closure is consistently underestimated, without an identifiable
cause. This has created some disparity among the methods employed
by different groups. Some researchers use the energy balance closure
as a further check, and adjust the CO2 flux in the same proportion as
the loss in the other turbulent fluxes (e. g., Amiro 2001, Barr et al.
2002). Some other researchers do not account for this turbulent loss,
and consensus has not been reached in the research community. As an
additional problem different instruments have different footprints.

The method of coordinate rotation also influences the data. Such
rotations are necessary to align the x-axis with the mean wind (first
rotation), to define a z axis so that the mean vertical wind component
is zero (second rotation) and to rotate the system on the third axis so
that the lateral momentum flux is zero (third rotation). This method
was discussed by McMillen (1988) with a running mean as the reference
coordinate system. Presently a rotation for each averaging interval (30
minutes) without the third rotation is proposed (Aubinet et al. 2000).
This method is widely criticized because single events like convection,
gusts, coherent structures etc., which have nothing to do with the coor-
dinate system, are the reason for a significant rotation for a particular
averaging interval. Even over low vegetation and flat terrain, rotation
angles of 20-40◦ can be detected in the night and early morning hours.
Therefore the planar-fit method (Wilczak et al. 2001) has been suggested
(see Chapter 3) which rotates according the mean streamlines (Paw U et
al. 2000). This streamline dependent coordinate system must be deter-
mined for one site and changes only with changes in the mounting of the
sensor, with the time of the year (deciduous forest), with the wind speed
(two classes) and the wind direction in heterogeneous and hilly terrain.
The rotation angles are small and on the order of 2-5◦ and can be more
with significant slope. After the rotation the data quality analysis as
described in Sections 3.3 and 3.4 produces significant differences in the
data quality especially for low wind velocities. As shown in Figure 9.4,
the data quality is significantly lower for double rotation in comparison
to planar fit in the classes of low friction velocity. The first method
has low quality data typically for u∗ < 0.3 m s−1 whereas the planar fit
corresponds to approximately u∗ < 0.2 m s−1. This influence must be
recognized, because it can influence the so-called u∗-criteria to correct
nighttime carbon dioxide fluxes (Goulden et al., 1996).

Quality control procedures identify periods of unsuitable data, leaving
non-random gaps in the dataset. The quality control procedures, instru-
ment malfunctions, maintenance and calibration periods often remove
20 to 40% of the data. These gaps need to be filled for applications
where long-term integrations are needed, though gaps should not be
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Figure 9.4. Data quality analysis for double rotation (Aubinet et al. 2000) and planar
fit rotation (Wilczak et al. 2001) for measurements over an irrigated cotton field during
EBEX-2000 (Oncley et al. 2002).

filled for process studies. Gap-filling creates additional uncertainty in
the data, and there will always be a compromise between the use of
possibly questionable flux data and replacement with values generated
from a gap-filling algorithm. Confidence in gap-filling increases with
knowledge and experience at any given flux site.

Falge et al. (2001a, 2001b) provide reviews of gap-filling strategies
for energy flux and net ecosystem exchange (NEE) measurements. A
variety of methods need to be applied, depending on the reasons for the
gap creation. Nighttime gaps in NEE are best filled by either using soil
respiration chambers or through developing a site-specific relationship
between the respiration flux (mostly soil) and environmental variables
such as soil temperature and moisture. Missing daytime NEE data can
be estimated using physiological relationships that typically incorporate
air temperature and light measurements. Short (e. g., a single half-hour
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period) gaps are usually filled through interpolation, whereas longer gaps
may be estimated using the average of some period of good data for the
same time of day. Gap-filling by averaging also needs to consider that
gaps are often created by environmental conditions differing from the
average, such as instrument malfunctions during heavy precipitation.
The implications of gap-filling can be substantial, and in the case of
NEE, can change the conclusions on the magnitude of annual carbon
sequestration. Falge et al. (2001a) compared some gap-filling methods
for NEE for 18 sites, illustrating that different methods could alter the
annual sum of NEE by -45 to +200 g Cm−2, a significant portion of the
total flux for some ecosystems. The conclusion is that quality-procedures
need to focus on truly incorrect data since there is still a large uncertainty
in filling gaps, and that the estimation of long-term fluxes can best be
improved with good knowledge of the site processes.

Over a forest site the turbulence structure is very complicated (Amiro,
1990) sometimes with ramp structures mainly at daytime and wave
structures (gravity waves) at nighttime (Chapter 8). The contribution
of coherent structures to the whole flux is generally unknown. Well-
organized ramp structures may be measured with the eddy covariance
method. The determination of the flux due to ramp structures with
the surface renewal method (Snyder et al., 1996) compares well with
eddy covariance measurements (Rummel et al. 2002). In contrast, sin-
gle coherent structures can indicate non-stationary conditions and be
identified falsely as low quality data. We need continuously running
procedures to calculate and control fluxes under these circumstances.

The decoupling of the atmosphere from the forest also needs to be
considered. This is a typical situation during stable stratification at
night. One must also consider the possibility of a mixing layer imme-
diately above the forest canopy (Finnigan 2000, Raupach et al. 1996),
caused by the high wind shear above the forest. The similarity analysis
of the length scales of the shear layer and the coherent structures show
that the forest and the atmosphere are often only coupled at daytime,
often with strong coherent structures (Wichura et al. 2002).

One must also consider the mean transport at the upper boundary of
a control volume (Chapter 10). Also the horizontal and vertical advec-
tive transport must be taken into account to interpret the vertical flux.
An adequate choice of the coordinate system, for instance by planar fit
rotation can help to interpret the vertical advection. Nevertheless, these
site specific phenomena are difficult to check through automatic quality
control procedures.
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Plant physiological tests and ecosystem level measurements of carbon
or water budgets can also be very useful in verifying the quality of the
flux data. For example, soil chambers can give nighttime estimates of
respiration during periods of weak turbulence when micrometeorological
conditions fail. Plant leaf chambers can confirm the response of plants
to certain conditions when turbulent flux measurements are questioned.
Biomass inventories (Curtis et al. 2002) provide additional checks on
annual integrals of flux data. The best possible estimate of net ecosystem
exchange should combine a consistent set of independently determined
quantities.

5 Conclusion
The quality assurance and quality control are outstanding problems

that are incompletely fulfilled in most of the FLUXNET networks. For
new stations a complete quality assurance plan can help provide a mea-
suring system that can run within a short time on a high quality level.
The quality control is always a combination of different levels of control
and some very site-specific tests. Although an absolute uniform tool
is impossible, a set of minimum standards is essential to ensure data
comparability between sites in a network and over time for long-term
measurements. Nevertheless some tools for electrical, meteorological
and statistical tests are available. Not only the tests but the correction
of the data are necessary to produce high quality data. Very important
are tests on the fulfillment of the theoretical basis of the eddy covari-
ance method as in the non-stationarity tests and the integral turbulence
characteristic test. Important is the combination of all test results in
an overall quality flag for the user of the data. A proposal is given in
this Chapter, but only standardization makes flux measurements com-
parable. This Chapter included a footprint dependent quality analysis
in the CarboEurope flux program. Such analysis helps to assess the
data quality of different stations. Nevertheless, the data quality is only
one part of the problem. Ecological reasons make stations with a lower
quality important, if the investigated ecosystem does not allow better
data qualities due to hilly terrain etc. The presented quality control
tools work under most of the meteorological conditions especially over
low vegetation. The measurement of nighttime fluxes, when the theoret-
ical basis of the eddy covariance method fails, is not yet included in this
procedure and the complicated turbulence structure over forests needs
more investigation to find adequate algorithms to check the data.

Quality control and quality assurance tests are a fundamental part of
the protocols used to arrive at good estimates of turbulent fluxes and
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NEE. Many of the methods have been derived through experience by
an ensemble of researchers. Although there is often a good reason for
site-specific procedures, most of the scientific community has similar is-
sues to address. Hence, networks are developing prescriptive procedures
to achieve a basic level of data quality. Objective methods of remov-
ing spikes and identifying appropriate turbulent conditions, instrument
malfunctions, non-stationary conditions, and appropriate fetch are com-
mon to all measurement sites. Decisions regarding coordinate rotation
schemes, averaging periods, energy balance closure and gap-filling are
less straightforward, and need to be further investigated to arrive at
standard techniques. With the wide experience being gained through
international FLUXNET collaborations, consensus on all of these pro-
cedures may be reached in the near future.
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Chapter 10

ADVECTION AND MODELING

John Finnigan
John.Finnigan@csiro.au

Abstract
Horizontal heterogeneity in either the source-sink distribution or the

wind field results in streamwise advection of momentum and scalars,
which must be accounted for whenever we deduce surface exchange
from micrometeorological measurements on flux towers. This Chap-
ter focuses on the second of these causes, addressing scalar advection
in topography covered with uniform forest canopies rather than that
generated by heterogeneity in the land cover. After defining advection
and its relationship with modeling we discuss flow over forested hills by
looking first at the wind field, next at the transfer of a generic scalar
and finally at the implications for measuring photosynthesis on a two-
dimensional ridge. Using analytic approaches as far as is possible, we
show that both the turbulent wind field and scalar flow and transport in
the canopy on a hill have a two-layer asymptotic structure with an up-
per canopy layer, coupled by turbulent transfer to the surface-layer flow
above, and a lower canopy layer, that is driven by the pressure gradient
produced as the wind field is deflected over the hill. The dynamics of
these two layers are quite different and their matching through the up-
per canopy leads to strong modulation of turbulent transport over the
hill and substantial advective flux divergence, even on gentle hills. The
effect of the hill-induced perturbations on photosynthesis is calculated
numerically and is shown to be small, being of order of the hill slope.
In contrast, their effect on the net ecosystem exchange that would be
deduced from eddy-flux measurements on a single flux tower is large,
being of order one.

1 Introduction
For over forty years the lynch pin of micrometeorology has been the

understanding of quasi-stationary boundary-layer flows over homoge-
neous terrain. Although studies of advection were among the earliest
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forays away from the heartland of ‘flat earth’ micrometeorology (e. g.,
Rider et al. 1963, Dyer and Crawford 1965, Bradley 1968) and measure-
ments of flow over topography in both the wind tunnel and field had a
brief flowering in the 1970s and 1980s (Kaimal and Finnigan 1994), until
very recently inhomogeneous flows attracted quite a small part of the
total effort in our field. Part of the reason for this was undoubtedly the
considerably greater effort required to make field measurements in com-
plex terrain with the need to deploy arrays of towers and to duplicate
expensive instruments. The relative paucity of wind tunnel simulations
is less easily explained.

Whether measurements are made in wind tunnels or in the open air,
allowing inhomogeneity in two or there dimensions instead of just the
vertical multiplies enormously the set of possible configurations that
we would wish to investigate. Add to this the necessity to interpolate
between what are always fewer measurement locations than are ideal
and we can see why modeling has always played a bigger role in advec-
tion studies than in one-dimensional micrometeorology. Surveys of the
field (see Kaimal and Finnigan 1994, Chapter 3 and references therein)
record as many or more mathematical simulations of advective flows as
experiments. Precisely because of the expense and difficulty of making
measurements in inhomogeneous terrain, workers have turned to model
studies from the outset to guide experimental design and to interpret
the results.

In this Chapter we will concentrate on scalar advection generated by
topography. This forms a small part of the totality of advection studies
but is an area of particular relevance to the FLUXNET (Baldocchi et al.
2000). We will see that measurements are very scarce indeed in this do-
main and much of what we can say will be deductions from models. For
this reason, we will rely, where we can, on analytic modeling approaches
as these give the greatest insight into the underlying physics.

In the following sections we will discuss1 in turn, modeling and its
particular relevance to long term flux measurement in complex topog-
raphy, and advection: what we mean by it and its relationship to the
other aerodynamically important terms. In Section 3 we introduce an
analytic model of the wind field over a two-dimensional ridge covered
with a tall canopy and in Section 4 show how this wind field can be

1Our discussion uses the following notation: Vector and tensor quantities are denoted by bold
face type, e. g., the velocity vector u, or, when appropriate, by a set of components, e. g.,
{u, v, w}. Standard meteorological notation is used and we employ right-handed rectangular
Cartesian coordinates throughout. Averaging or filtering operators are denoted by an overbar
and stochastic departures from the averaged or filtered variable by a prime thus, c(t) =
c + c′(t). Other notation is introduced as encountered in the text.
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used to drive first an analytic model of the transfer of a generic scalar
and then a numerical model of photosynthesis on forested hills. The
emphasis throughout will be on the consequences for flux measurement.
Finally we will discuss the limitations of our models as well as their ex-
tension to calculate low frequency eddy fluxes. As we investigate the
two topics of advection and modeling we will refer to subjects that are
treated in detail elsewhere in this book. In particular we will rely on
the discussions of averaging and filtering and of coordinate systems in
Chapters 2 and 3.

2 General Remarks on Modeling and Advection

2.1 Modeling
In modeling the exchange of quantities between surface and atmo-

sphere we have to address the action of the turbulent wind field, the
radiation field, soil moisture dynamics and the physiology of the plants.
Because here our focus is on advection we restrict our attention primar-
ily to the role of the wind field. This does not imply that wind and
turbulence exert the dominant controls on canopy-atmosphere transfer;
rather that when we set out to use atmospheric measurements to infer
this transfer, it is critical that we understand their behavior. The prox-
imate aim of modeling is always to predict surface exchange in terms
of primary quantities but we can usefully split the ultimate aims into
three:

The first of these is to frame and test hypotheses. For systems as
complex as the terrestrial biosphere, representing key processes in
models may be the simplest means of stating a set of hypotheses.

The second aim is prediction. The surface-atmosphere interface
provides the boundary condition for regional and global climate
models so that capturing its dynamics in parameterizations and
algorithms is a major component of atmospheric modeling at all
scales from patch to global.

The third aim takes a more operational stance. Aerodynamic ap-
proaches to measuring surface exchange proceed by data assimila-
tion, whereby the measurements we can make are combined with
a model of the processes we cannot measure to yield estimates of
surface exchange compatible with both the measurements and the
model. Such an approach is standard in many fields such as air
quality forecasting and weather prediction, where meteorological
models are both initialized and continuously adjusted by assimi-
lated data (Kuo and Schlatter 1990).
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Data assimilation methods have not yet been used explicitly to adjust
long-term tower measurements for the effect of complex terrain. They
are used implicitly, however, whenever we deduce surface exchange from
measurements of the eddy flux and storage, the model into which the
data are assimilated being a one-dimensional expression of the mass
balance (Finnigan et al. 2003). In more complex applications the inverse
modeling stage is always preceded by a ‘forward modeling’ phase where
the ability of the candidate model to reproduce observations is tested. In
this Chapter we shall concentrate on models of air flow over topography
covered with tall canopies and the advective flux diversion that results.
Although eventually we want to use these models as a basis for data
assimilation, at present we are still in the forward-modeling phase and
in many cases still trying to understand the key processes involved so the
models we will discuss belong most properly in the first of the categories
above: hypothesis testing.

Occupying a position between field measurements and mathematical
modeling is physical modeling, usually in wind tunnels. Here we abstract
some aspect of outdoor reality for closer examination. Dimensional anal-
ysis tells us which combinations of parameters must be kept constant,
if we wish to reproduce full-scale dynamics in miniature. Inevitably we
find that not all dimensionless groups can be kept constant as we shrink
the length scale and hypotheses about the relative importance of differ-
ent dynamical processes must then be made. The process of modeling
and scaling is itself revealing and the detailed measurements possible at
model scale are a powerful aid to mathematical parameterizations. We
will see examples of the interplay between mathematical modeling, wind
tunnel experiments and field measurements in the sections to follow.

2.2 Advection
The expression of the average scalar mass balance at a point in space

is,

∂c

∂t
+ ∇.uc = S(x)δ(x − x0) (10.1)

where δ is the Dirac delta function and the overbar denotes an averaging
or filtering operation that commutes with spatial differentiation. For the
assumptions involved in this expression see Finnigan et al. (2003) and
references therein. To use this expression as a basis for computing the
surface exchange from eddy-flux measurements on towers we integrate it
over a control volume V whose lower boundary is a representative patch
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of vegetated surface,∫
V

∫∫
∂c

∂t
dV +

∫
V

∫∫
∇.uc dV =

∫
V

∫∫
S(x)δ(x − x0) dV (10.2)

and dV is an elementary volume (see also Chapter 6). The form that
the spatial and temporal derivative terms take is determined by both the
coordinate system in which we choose to operate, and by the form of the
averaging or filtering operator. As discussed by Lee et al. in Chapter 3,
when the averaged wind field is used to define the vector basis of the
coordinate system, these are not independent.

We see from Equations 10.1 and 10.2 that the mass balance equation
contains the total scalar covariance, uc, not just the eddy covariance
u′c′. Conventionally we split the total covariance into turbulent and
mean fluxes and the simplest way to effect this split is via a simple time
average,

c(t) = c =
1
T

∫ T

0

∫∫
c(t)dt; c(t) = c + c′(t); u(t) = u + u′(t) (10.3)

from which it follows that

uc = u c + u′c′ (10.4)

Alternatively we can use a temporal filter,

c(t) =
∫ TaTT

−

∫∫
TaTT

G(s − t)c(s)ds; c(t) = c + c′(t); u(t) = u + u′(t) (10.5)

where G(t) is the filter shape with a width 2TaTT . If G(t) is defined as,

G(t) =
{

1/2TaTT |t| ≤ TaTT
0 |t| > TaTT

(10.6)

then the filter is a simple moving average operation. Note that for
the purposes of this Chapter we can regard detrending as a filtering
operation.

Now we find that,

uc = u c + uc′ + u′c + u′c′ (10.7)

So time-averaged covariances can be decomposed into means and fluc-
tuations according to Reynolds averaging rules (Equation 10.4) whilst
filtered or detrended covariances acquire the extra ‘Leonard terms’, the
second and third terms on the RHS of Equation 10.7.
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Several considerations motivate the split into means and fluctuations.
A historical reason was the propensity of fast response sensors to have
serious zero drift so that the turbulent fluctuations and the means had
to be measured with different instruments. This motivation has been
largely removed by sensor improvements. A second reason that is still
important is the need to use the mean wind field to define coordinate di-
rections as described in Lee et al. in Chapter 3 and in Finnigan (2004).
A more elusive but still pervasive motivation for many workers is the
formal split between ensemble-averaged and turbulent quantities that is
employed in most textbooks on turbulence to derive the conservation
equations. It seems an intuitive step to separate the fast and slowly
varying parts of the key variables this way. Unfortunately it is imprac-
tical to actually employ ensemble averages in field experiments. The
best approximation to ensemble averaging is the use of temporal filters
(Equation 10.6; Chapter 8). A fourth motivation is that we sometimes
want to separate means and fluctuations to apply data quality control
measures that are based upon expectations of turbulent behavior in sta-
tistically stationary flows; we expect that the turbulent part of the signal
will approximate this behavior (Chapter 9).

The final reason for a split of turbulent quantities into means and
fluctuations is that mathematically and conceptually we treat them dif-
ferently in mathematical models. We represent the mean fields as if
they were deterministic quantities while turbulent components are han-
dled statistically. While this conceptual split has a rigorous foundation
in ensemble averaging, it is not easily reflected using time averages or
filters unless there exists a ‘spectral gap’, separating atmospheric mo-
tions on longer scales from the turbulent eddies in the boundary layer
that are actively transporting momentum and scalars. If we can place
the averaging period T in this spectral gap, then the turbulent motions
will be varying on much shorter time scales than the means and on time
scales that characterize changes in the means, the turbulence moments
may approximate statistical stationarity.

Such a spectral gap in the near-surface wind spectrum was recorded by
Van der Hoven (1957) and has been reproduced in several textbooks since
then so that the concept of the spectral gap is widely accepted. However,
recent measurements by Ayotte et al. (2001) of horizontal wind speeds
at 40 m from an array of towers show no such gap (Figure 10.1). These
spectra, which comprise 8 years of data from sensitive cup anemometers
on 12 towers, show no spectral gap in the horizontal wind and a steady
increase in the spectral density of horizontal wind variance between the
lowest resolved period of approximately 8 minutes and the Rossby wave
period of approximately 3-4 days. Interestingly, the spectral shapes cor-



Advection and Modeling 215

Figure 10.1. Power spectrum of horizontal wind speed measured at 40-m. Measure-
ments were made on an array of towers in NSW, Australia. Figure reproduced with
kind permission of Ayotte et al. (2001).

respond to those collated from measurements in the upper troposphere
by Nastrom and Gage (1985), indicating that longer period variations in
surface-layer horizontal wind speed may be due to tropospheric forcing
of the planetary boundary layer (PBL) rather than instabilities within
it.

In Section 4 below we will describe mechanisms whereby horizontal
variations in wind speed can generate variations in scalar concentration
correlated with variations in vertical velocity even when the scalar source
or sink is uniform. Hence these long period variations in horizontal wind
can translate into low frequency eddy fluxes. Finnigan et al. (2003)
show that at some tall canopy sites the averaging period T , necessary
to capture all significant contributions to eddy flux is approximately
4 hours, much longer than the conventionally accepted position of the
spectral gap and longer than most of the eddy motions that can be
generated within the PBL (see also Chapters 2 and 5).
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Figure 10.2. The effect of a block time average on a turbulent signal with a low
frequency ‘trend’.

When no spectral gap exists, the choice of period separating means
and fluctuations can be arbitrary although Moncrieff et al. in Chap-
ter 2 give a rational procedure for choosing such a period. Ideally the
separation should be done by a filter (Equation 10.6) because with an
appropriate choice for filter function the ‘leakage’ between means and
fluctuations represented by the Leonard fluxes in Equation 10.7 can be
made small, whereas if we use a time average (Equation 10.3), any slow
variation of the flow is counted as turbulence (Figure 10.2) with conse-
quences for model parameterizations as we shall see later. More work
needs to be done to resolve properly the question of separating means
and fluctuations. Nevertheless, almost all model development (and most
data analysis currently) assumes that the mean fields are approximately
steady and can be separated from the turbulence by a time average.
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If we express Equation 10.1 in Cartesian coordinates and apply the
decomposition (Equation 10.4) we obtain,

1︷︸︸︷
∂c

∂t
+

2︷ ︸︸︸ ︷︷
u

∂c

∂x
+

3︷︸︸︸ ︷︷
v

∂c

∂y
+

4︷ ︸︸︸ ︷︷
w

∂c

∂z
+

5︷ ︸︸︸ ︷︷
∂u′c′

∂x
+

6︷ ︸︸︸ ︷︷
∂v′c′

∂y
+

7︷ ︸︸︸ ︷︷
∂w′c′

∂z
=

8︷ ︸︸︸ ︷︷
S(x)δ(x − x0)

(10.8)
where we have used the continuity condition,

∇.u = ∇.u′ = 0

to write the mean or advective flux divergence, ∇.u c as u.∇c. When the
wind field is horizontally homogeneous and steady and the source term, 8
is horizontally uniform, the advective terms 2, 3 and 4 of Equation 10.8,
together with the terms 5 and 6, that express the horizontal divergence of
eddy flux, are identically zero. Equation 10.8 then reduces to the familiar
one-dimensional form that is commonly used by default to analyze flux
tower data,

∂c

∂t
+

∂w′c′

∂z
= S(x)δ(x − x0) (10.9)

As soon as horizontal variability2 is introduced into the source term 8,
however, we can expect terms 2-6 to be non-zero so that Equation 10.9 is
no longer valid. The effects of simple changes in the scalar source, such
as occur at the edge of a field or forest, have been studied and modeled
for many years. See for example Kaimal and Finnigan (1994) and the
references contained there. In models of that situation attention has
been focused primarily on the changes to the wind field that accompany
changes in surface roughness or energy balance or on changes in the
scalar transfer calculated under the assumption that the wind field has
not changed at the transition. In both cases the changes to the wind and
scalar fields are confined to internal boundary layers that grow downwind
of the surface transition. There are few studies that model the combined
effect of changes to the wind field and to the scalar source, although this
of course is the usual situation in practice. Furthermore, most model
studies treat the situation where the changes in source/sink strength or
roughness are confined to the surface plane but when the transition is

2We are assuming that the point-to-point variation in properties that occurs in the canopy
airspace has been removed by the volume average operation implicitly whenever canopy
processes such as sources and sinks are represented as smooth functions such as S in Equa-
tions 10.8 or 10.9 (see Finnigan 2000 and references therein). Hence, the horizontal variability
we refer to here is taken to be on a scale much larger than leaf or plant spacing.
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from a field to a forest or an urban area (urban canopy), we are interested
in resolving the spatial structure of the wind and scalar fields through
the height of the canopy. Thus far, this situation seems to have been
addressed only for momentum transfer (Finnigan 2002, Belcher et al.
2003).

The second important source of advection is the wind field. Horizon-
tal variation in the wind field can produce substantial advection even
when the scalar source term S is uniform. The most obvious situation
where this occurs is when we have a uniform scalar source such as a plant
canopy on topography. Raupach et al. (1992) (henceforth RWCH) ana-
lyzed scalar transfer from the surface of rough low hills and showed that
there were three distinct causes of the advection: convergence-divergence
of the mean flow streamlines; changes in scalar eddy fluxes; and changes
in the surface shear stress. The treatment of RWCH was an important
step forward, not least because it was an analytic model and so revealed
the underlying biophysics of the processes in a way that numerical sim-
ulations never do. However, it did not treat the case of a tall plant
canopy on topography, which is the situation of many FLUXNET sites.
We will discuss the necessary extensions of RWCH to accommodate tall
canopies in Section 4 below.

In general we have to deal both with topography and with horizontal
changes in the scalar sources. For the rest of this Chapter, however,
we will confine our attention to uniform canopies on topography for the
following reasons: a) most FLUXNET sites are deliberately located in
areas of uniform forest cover; b) the idea that advection can be forced
by topography with a uniform surface source is less familiar than the
case of a non-uniform surface source; c) recent model studies show that
systematic bias in estimates of net ecosystem exchange (NEE) can occur
if topographically forced advection is neglected (see Section 4.2 below);
d) there is some evidence from the continental USA that the strongest
terrestrial sinks of CO2 coincide with montane geography (Schimel et al.
2003). Finally and perhaps most importantly, the analysis necessary to
understand the effects of hills on canopy flow and transport reveals some
important information about canopy dynamics that is of application to
disturbed canopy flows in general.

3 The Turbulent Wind Field in a Tall Canopy
on a Low Hill

The basic physics of neutrally stratified flow over hills were elucidated
by Hunt, Liebovich and Richards (1988) (henceforth HLR), building
on earlier work by Jackson and Hunt (1975) and others. In order to
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obtain the explanatory power of an analytic solution they restricted their
attention to low hills. Despite this, the insights they obtained can be
applied to general topography. Finnigan and Belcher (2004) (henceforth
FB) have extended the model of HLR, replacing the rough surface of
the HLR model with a plant canopy and their approach also yields an
analytic solution in the limit of a ‘tall canopy’.

In the following section we introduce some new notation: UBU (z) is
the undisturbed upwind flow (or the areally averaged flow in a region
of continuous topography) while ∆p, ∆τ(x, z) and ∆u(x, z) are the per-
turbations to the mean pressure, shear stress and streamwise velocity
respectively caused by the hill. Hence,

u = UBU (z) + ∆u(x, z); w = ∆w(x, z);
p = PBP + ∆p(x, z); τ = TBT (z) + ∆τ(x, z) (10.10)

We also define the parameters, H, the height of the hill, L its hori-
zontal length scale (distance from crest to half-height point) and hc the
canopy height. CdCC is the dimensionless aerodynamic drag coefficient of
the canopy foliage3 and a(z) is the foliage area per unit volume of space.
The momentum absorption distance is defined as Lc = 1/(CdCC a).

The FB model considers the perturbations caused by the hill to a
background flow that consists of a logarithmic profile above the canopy
and an exponential profile within the canopy. These profiles are solutions
to the one-dimensional momentum equations with a constant mixing
length within the canopy and a mixing length proportional to z + d
above the canopy, where d is the displacement height of the logarithmic
profile. Matching these two solutions at the top of the canopy, which is
taken as z = 0, the origin of the vertical coordinate, we find,

UBU (z) =

⎧⎪⎧⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪
⎪
⎨⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩⎪⎪

u∗
k

ln(
z + d

z0
) for z > 0

UhUU exp(
βz

l
) for z ≤ 0

(10.11)

where k is the von Karman constant, z0 is surface roughness, UhUU = UBU (0)
is the mean wind speed at the top of the canopy, u∗ is the friction
velocity, l = 2β3Lc is the mixing length in the canopy, l = ku∗(z − d) is
the mixing length above the canopy and β = u∗/UhUU quantifies the mass
flux through the canopy. For closed uniform natural canopies, β ≈ 0.3

3In this Chapter, Cd is defined by the expression FDF = CDau|u|, where FDF is the aerody-
namic drag and so differs by a factor of 2 from some definitions.



220 HANDBOOK OF MICROMETEOROLOGY

(Raupach et al. 1996). Matching both mean wind and shear stress at
the canopy top also fixes the following relationships,

UhUU =
u∗
k

ln(
d

z0
); d = l/k; z0 =

l

k
exp(−k/β) (10.12)

The analyses of HLR and FB divide the flow in the canopy and in
the free boundary layer above into a series of layers with essentially
different dynamics. The dominant terms in the momentum balance in
each layer are determined by a scale analysis and the eventual solution
to the flow field is achieved by asymptotically matching solutions for the
flow in each layer. The model applies in the limit that H/L << 1. By
adopting this limit, HLR were able to make the important simplification
of calculating the leading order perturbation to the pressure field using
potential flow theory. This perturbation to the mean pressure, ∆p(x, z)
can then be taken to drive the leading order (i. e. O[H/L]) velocity and
shear stress perturbations over the hill. Higher order corrections to the
leading order terms can then be obtained using standard methods of
perturbation analysis. See for example Van Dyke (1978).

HLR also showed that ∆p ∼ O[U2
0UU H/L], where U0UU = UBU (hm) is the

streamwise velocity well above the surface (more precisely at the ‘mid-
dle layer’ height hm defined below). Furthermore, they showed that
∂∆p/∂x, ∂∆p/∂z ∼ O[U2

0UU H/L2]. These deductions lead to important
simplifications that permit an analytic solution to the flow field. The
restriction to ‘tall’ canopies in the theory of FB can be interpreted as
a requirement that almost all the momentum flux is absorbed as aero-
dynamic drag on the foliage and not as shear stress on the underlying
surface.

In the free boundary layer above the canopy the flow divides asymp-
totically into an outer layer, where the flow perturbations caused by the
hill are essentially an inviscid response to the pressure forcing, and an in-
ner or shear stress layer where changes to the shear stress caused by the
hill play a role at first order in the momentum balance. The momentum
balance in the outer layer to O[H/L] becomes,

Outer layer UBU
∂∆u

∂x
+ ∆w

∂UBU

∂z
= −∂∆p

∂x
(10.13)

and the middle layer height hm, which divides the outer layer into a lower
part, where vorticity in the background flow is dynamically important,
and an upper part with potential flow, is defined by the relationship,

hm

L
ln1/2(hm/z0) = 1 (10.14)
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In the shear stress layer of depth hi the perturbation in shear stress
divergence becomes important so the streamwise momentum balance is,

Shear stress layer (of depth hi) UBU
∂∆u

∂x
+ ∆w

∂UBU

∂z
= −∂∆p

∂x
+

∂∆τ

∂z
(10.15)

The depth of the shear stress layer is defined by the implicit relation,

hi

L
ln(hi/z0) = 2k2 (10.16)

The canopy flow itself breaks down into upper and a lower canopy
layers. In the upper canopy the linearized momentum balance to O[H/L]
is,

Upper canopy layer 0 = −∂∆p

∂x
+

∂∆τ

∂z
− 2UBU ∆u

LC
(10.17)

and we see that in the canopy advection is small compared to the retained
terms. As we get deeper into the canopy, the shear stress gradient,
∂∆τ/∂z becomes weaker and the lower canopy flow reduces to a balance
between the pressure gradient and the drag,

Lower canopy layer 0 = −∂∆p

∂x
− 1

LC
(UBU + ∆u)|UBU + ∆u| (10.18)

The form of the aerodynamic drag term follows because the drag force
always opposes the velocity and we see also that in the lower canopy
the momentum balance is non-linear. This is because the background
velocity UBU decays exponentially into the canopy (Equation 10.11), while
the driving pressure gradient ∂∆p/∂x, which varies on a length scale L
in the vertical, penetrates the canopy relatively undiminished so that
in the lower canopy it must be balanced primarily by the perturbation
drag force, L−1

C ∆u|∆u|.
Equation 10.18 is, consequently an algebraic equation with the solu-

tion,

Lower canopy layer ∆u(x) = −
√

L−1
C |∂∆p/∂x| sgn(∂∆p/∂x)

(10.19)

We can see from Equation 10.19 that the largest velocity perturbations
in the lower canopy will coincide with the position of the largest negative
pressure gradient over the hill, which is well upwind of the hill crest.

We can also see from Equation 10.13 that to first order, the velocity
perturbations in the outer layer will vary as the square root of (minus)
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the pressure perturbation, that is,

Outer layer ∆u(x, z) ∝ −
√
|∆p| sgn(∆p) (10.20)

As we travel over a low hill, the pressure falls, reaches a minimum
just before the crest and then rises again in the lee. The minimum
pressure, therefore, occurs almost at the crest and the minimum pressure
gradient occurs about half way up the windward slope of the hill. From
Equations 10.19 and 10.20 we can see that the perturbation in the outer
layer flow peaks roughly over the hill crest and the deep-canopy flow
perturbation peaks on the upward face of the hill and is passing through
zero on the hill crest, becoming negative on the lee side.

The solutions of Equations 10.15 and 10.17 for the shear stress layer
and the upper canopy layer are more complicated as we now have to
account for shear stress divergence but we can note the following points.
Because the shear stress layer is a region of local equilibrium (turbulence
production ∼ dissipation) it is feasible to model the shear stress with a
mixing length model,

Shear stress layer τ = −
[
l2

∂u

∂z

]
∂u

∂z
with l = k(z − d) (10.21)

Within the canopy, surprisingly, it is also feasible to use a mixing
length model for the perturbations although not for the background
flow, hence the use of a mixing length for the background flow solu-
tions (Equation 10.11) must be regarded as merely a convenient heuris-
tic (FB). Within the canopy, in keeping with the ‘mixing layer analogy’
for canopy turbulence (Finnigan 2000), the dynamically correct mixing
length is a constant. FB show that the shear stress in the upper canopy
can be written,

Upper canopy τ = −
[
l2

∂u

∂z

]
∂u

∂z
with l = 2β3LC (10.22)

The matched solutions to the four layers tell us that the shear stress
layer and upper canopy layers form a region of adjustment across which
the mean flow perturbations change from being in phase with (minus)
the pressure well above the surface (Equation 10.20) to being in phase
with (minus) the pressure gradient deep in the canopy (Equation 10.19).
This adjustment strongly modulates the shear across the canopy top.
These features are clearly illustrated in Figure 10.3 from FB, where the
streamwise velocity perturbations at a series of stations across one of
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Figure 10.3. Comparison of dimensionless canopy velocity perturbation from the
theory of FB (solid line) with the no-canopy HLR solution (dotted line). Variable

plotted is ∆u/USCUU , where USCUU =
H

L
U0UU . Note the HLR solution is only valid to

z = −d + z0. Profiles are plotted at a series of X/L values between X/L = −2
(upwind trough) and X/L = 2 (downwind trough) on one of a series of sinusoidal
ridges. The units of Z are m and the vertical range is from 2hi > Z > LC .

Figure 10.4. Mean velocity profiles on a wind-tunnel model study of flow over a steep
two-dimensional ridge covered with a plant canopy. Figure reproduced from Finnigan
and Brunet (1995).

a range of sinusoidal ridges are plotted. Included for comparison are
solutions for a rough surface with the same z0 from the theory of HLR.
We can see that the extra turbulent mixing generated by the canopy
reduces the sharp speed-up peak on the hill crest predicted by HLR and
moves it from around z 	 hi/3 to z 	 hi.
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Figure 10.5. Comparison of dimensionless total velocity,UBU + ∆u in the canopy
(heavy solid line) with the no-canopy HLR solution (thin solid line) from the the-
ory of FB. The background velocity UBU (Z) is shown as a dashed line. Note the HLR
solution is only valid to z = −d + z0. Profiles are plotted at a series of X/L values
between X/L = −2 (upwind trough) and X/L = 2 (downwind trough). Profiles at
fractional X/L values are displaced upwards for clarity. The units of Z are m and
the vertical range is from 2hi > Z > Lc .

In Figure 10.4 we show consecutive vertical profiles from the wind tun-
nel model study of Finnigan and Brunet (1995). Although this hill is too
steep to satisfy the H/L << 1 limits of linear theory, upwind of the hill
crest we can still see the main features predicted by the FB model. The
maximum velocity in the lower canopy occurs well before the crest and
is falling by the hilltop. The difference between lower canopy and outer
layer velocities is a maximum at the hilltop and maximizes the canopy
top shear at that point with consequences for the magnitude and scale
of turbulence production. Conversely, the difference is at a minimum
halfway up the hill, where the lower-canopy velocity is maximal but the
outer layer flow has not yet increased much. This effect is so marked
that the inflexion point in the velocity profile at the top of the canopy
has disappeared. Note also that on this steep hill we observe a large
separation bubble behind the hill crest.

One final prediction made by the theory of FB must be mentioned as
it turns out to have important consequences for scalar transport. This
is that even on hills of low slope (H/L << 1), a region of reversed flow
will appear within the canopy on the lee side of the hill, if the canopy
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Figure 10.6. Laser-doppler anemometer profiles of mean velocity in and above a wind
tunnel model study of flow over an isolated sinusoidal two-dimensional ridge covered
with a tall canopy. Profiles are located upwind (x = −2L, dot dash line); on the
hilltop (solid line) and downwind (x = +2L, dotted line) The hill parameters were
H/L = 0.1, hc/H = 1.0. Full details of the experiment can be obtained from the
author (J. J. Finnigan, D. Hughes pers. comm.).

is sufficiently deep and dense. This is illustrated in Figure 10.5, where
we have plotted the total velocity over the same hill and canopy as in
Figure 10.3. As noted above, the driving pressure gradient, ∂∆p/∂x
passes essentially undiminished through the canopy and will produce a
velocity perturbation ∆u that is negative behind the hill crest where
∂∆p/∂x > 0 (Equation 10.19). Sufficiently deep into the canopy we
can expect that |∆u| > UBU because UBU (z) decays exponentially into the
canopy. The condition for this region of flow reversal to appear (FB) is,

hc >
l

2β
ln

[
U2

0UU

U2
hU
(H/2)k2Lc

]
(10.23)

The appearance of this reversed flow region in a deep canopy on a
shallow hill has now been confirmed by a wind-tunnel model study (J.
J. Finnigan, D. Hughes pers. comm.). Figure 10.6 shows profiles of total
velocity UBU +∆u at three x stations (x = −2L; 0; 2L) over the model hill.
The hill parameters were H/L = 0.1; hc/H = 1.0. The measurements
were taken with a laser-doppler anemometer so that the reversed flow
region could be properly resolved. Full details of the experiment can
be obtained from the author. In the light of the above discussion, it
is interesting to contrast this experiment with that of Finnigan and
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Brunet (1995). Finnigan and Brunet conducted their experiment in a
large boundary layer wind tunnel (working section 1m × 2m × 12m)
with a carefully simulated atmospheric boundary layer as they aimed to
model the full set of processes occurring in neutral flow over a forested
hill. The experiment of Finnigan and Hughes in contrast took place in
a small wind tunnel (working section 0.25m × 0.25m × 2m) and was
expressly intended to test the physics of flow reversal in the deep canopy
so that a full PBL simulation was not necessary.

4 Scalar Flow and Transport in a Tall Canopy
on a Low Hill

4.1 Analytical model
The extension of the solution of HLR to scalar flow and transport over

a low hill (RWCH) treated exchange of a general scalar with a rough hill
and then applied it to calculate radiant energy partition into sensible
and latent heat. It assumed that the driving wind field was provided
by the theory of HLR. In this section we briefly sketch an extension
of the approach of RWCH, in which the rough surface is replaced by
a canopy and the driving wind field is given by FB. The mean scalar
concentration c and its eddy flux f are divided into background and
hill-induced perturbations as follows,

c = CBC (z) + ∆c(x, z); f = FBF (z) + ∆f(x, z) (10.24)

The background scalar field in the canopy CBC (z) is the solution of the
one-dimensional mass conservation equation,

0 = −∂FBF (z)
∂z

+ χ(z) (10.25)

The scalar source term is expressed as,

χ(z) = a(z)g[UBU (z)][C0CC − CBC (z)] (10.26)

where C0CC is a reference concentration assumed constant on the surface
of the foliage, and g[UBU (z)] is the leaf-level boundary layer conductance,
which has a power law dependence on wind speed, g = AUn

BU . When
the leaf boundary layer is laminar, n 	 0.5 and when it is turbulent
n 	 0.8 (Finnigan and Raupach 1987). It is convenient to define a
parameter γ such that g = γUBU , where r = 2γ/CdCC is a leaf level Stanton
(Nusselt) number, characterizing the relative efficiencies of scalar (heat)
and momentum transfer to the leaf. In most situations r ∼ 0.1 or
smaller.
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We parameterize the background scalar flux FBF (z) using a mixing
length model as we did for momentum,

FBF = −l2
∂UBU

∂z

∂CBC

∂z
(10.27)

As was the case for momentum also, the use of a mixing length is
merely a convenient heuristic in the mean flow but is physically correct
when used to model the scalar perturbations caused by the hill. Using
Equations 10.11, 10.26 and 10.27, the mean canopy mass conservation
Equation 10.25 becomes,

∂2CBC (z)
∂z2

+
∂CBC (z)

∂z
= r[C0CC − CBC (z)] (10.28)

The solution to Equation 10.28 for small r applies within the canopy4 and
above the canopy is matched smoothly to the conventional logarithmic
profile to give,

CBC (z) =

⎧⎪⎧⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪
⎪
⎨⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩⎪⎪

C0CC +
c∗
k

ln(
z + d

zc
) for z > 0

C0CC + (ChC − C0CC ) exp(
rβz

l
) for z ≤ 0

(10.29)

where ChC = CBC (0) and the other parameters are fixed by matching the
scalar profiles and fluxes at the canopy top whence,

FcFF (0) = −u∗c∗ = −rβ2(ChC − C0CC )UhUU ; c∗ = rβ(ChC − C0CC )

d = l/k; zc = d exp(− k

rβ
) (10.30)

When we compare exact and numerical solutions of Equation 10.28 for
n = 0.5, 0.8 and 1.0 we see minor quantitative but no qualitative changes
in the profiles of CBC (z). Similarly, for r ∼ 0.1 there is little difference
between the exact profiles and the ‘small r’ approximation. Exact so-
lutions will be compared with these approximations in a forthcoming
publication.

By comparing Equations 10.29 and 10.30 with the comparable ex-
pressions for the wind speed, Equations 10.11 and 10.12 we see that the
leaf level Stanton number r plays a significant role in the scalar solution

4Note that Equation 10.29 applies in the limit of n → 1, i. e. well mixed canopy airspace
but the overall form of the solution is relatively insensitive to variation of n within the limits
1 > n > 0.5.
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and that since r is small, the background scalar concentration through
the canopy varies substantially more slowly than the background wind
speed.

Above the canopy we adopt the solution of RWCH for the scalar
perturbations. This follows the pattern of HLR by dividing the flow
field into an outer layer and a shear stress layer of depth hi. In the outer
layer, scalar perturbations are governed by inviscid dynamics while in
the shear stress layer, changes to the scalar flux also play a role at first
order. The linearized equations for the scalar perturbation induced by
the hill are,

Outer layer UBU
∂∆c

∂x
+ ∆w

∂CBC

∂x
= 0 (10.31)

which implies that ∆c(x, z) in the outer layer is entirely the result of
distortion of the isopycnals of c as streamlines converge and diverge.

In the shear stress layer the divergence of the eddy flux of c becomes
important so the linearized mass balance is,

Shear stress layer of depth hi UBU
∂∆c

∂x
+ ∆w

∂CBC

∂x
= −∂∆f

∂z
(10.32)

RWCH showed that in this region two other mechanisms become im-
portant in determining ∆c(x, z). The first is the changes induced by
the hill in the eddy flux field ∆f(x, z) and hence in its divergence. The
second is the change to the flux of c from the surface that occurs because
the surface shear stress ∆τ(x, 0) varies as the hill is traversed. The mech-
anism for this in the rough hill model of RWCH is the representation
of the surface flux by a flux-gradient expression, f(x, 0) = −K∂c/∂z,
involving the scalar diffusivity KcKK (x, z) = ku∗(1 + ∆τ/2)z. In the shear
stress layer this modulation of the surface flux boundary condition is
the dominant influence on ∆c(x, z) but when a canopy is present, this
boundary condition is supplanted by the canopy dynamics.

As was the case for the momentum field, the scalar perturbation in
the canopy divides asymptotically into a linearized upper-canopy solu-
tion and a non-linear, lower-canopy solution. In the upper canopy the
perturbation mass balance to O[H/L] becomes,

Upper canopy layer 0 = − ∂

∂z

[
l2(

∂UBU

∂z

∂∆c

∂z
+

∂∆u

∂z

∂CBC

∂z
)
]

− r

2Lc
[UBU ∆c + ∆uCBC ] (10.33)

and we see that in the upper canopy advection is small compared to the
flux divergence and source terms.
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In the lower canopy the flux divergence becomes small as both UBU (z)
and CBC (z) decay exponentially. However, a sensible velocity perturba-
tion ∆u continues to drive the scalar source term so that the lower-
canopy mass conservation equation becomes,

u
∂c

∂x
=

r

2Lc
|u|c (10.34)

Equation 10.34 like its momentum equivalent, Equation 10.18, is non-
linear but for a different reason. At leaf level the boundary layer con-
ductance g depends only on the magnitude of the wind velocity, u not
on its direction so that we must write g = A|u|n. In the upper canopy,
where UBU > ∆u this dependence on absolute velocity need not be made
explicit, vide Equation 10.34 but in the lower canopy, where u 	 ∆u, it
is critical. We will not develop the full solutions for the scalar perturba-
tion field here but we can describe the results of the different dynamics
in the various layers qualitatively. We will take the case of a canopy
sink, that is S0SS < SB(z). For a canopy source, S0SS > SB(z) the signs of
the perturbations are reversed.

Outer layer: In this layer the dynamics are inviscid and streamline
convergence over the hill crest brings isopycnals of c from higher in
the boundary layer closer to the surface. With the canopy a sink,
c increases with height so above hi we see a positive (increased)
value of ∆c over the crest in phase with the perturbation in velocity
(Equation 10.20).

Lower canopy layer: In the lower canopy the velocity field is dom-
inated by ∆u which is a maximum around x = −L (upwind of
the crest) and a minimum at x = +L (downwind of the crest).
However the sink (negative source) term depends on the absolute
magnitude of ∆u through g = A|u|n so that the sink is large both
upwind and downwind of the crest at x = ±L and small on the
hill crest x = 0. At the same time the velocity is +ve upwind and
-ve downwind of the crest, leading to flow convergence towards the
hilltop. Through the advection term u∂c/∂x on the LHS of Equa-
tion 10.34 this convergence combines with the maxima in the sink
strength upwind and downwind to effect a minimum in ∆c at the
hill crest.

Upper canopy layer: The dominant term in the upper canopy is
the effect on the sink of the velocity perturbation through the
last term of Equation 10.33, r/2Lc[∆uCBC ] . Since ∆u peaks at
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the hill crest, this produces a minimum in ∆c there. This effect
can be interpreted as the canopy counterpart of the dominant role
played by changes in surface stress on a rough hill in modulating
the surface flux boundary condition, and thereby ∆c, as discussed
earlier. Hence, as a result of quite different dynamics, the domi-
nant influences on ∆c in the lower and upper canopy layers are in
phase leading to a minimum in ∆c at the hill crest. This simple
picture is modulated by other effects in the upper canopy layer,
however. The eddy flux divergence couples the upper canopy to
the shear stress layer above, where advection is important at first
order (Equation 10.32) and within which the contributions to ∆c
that are caused by canopy dynamics must decay to match the in-
viscid, streamline convergence effects around z = hi.

The overall analysis yields the typical magnitudes of the velocity and
scalar perturbations within the canopy, UcUU and CcCC , respectively,

UcUU =
U2

0UU HLc

UhUU L2
; CcCC = rUcUU

ChC

UhUU
(10.35)

Note that the magnitude of the velocity perturbation depends on the
driving pressure gradient which is O[U2

0UU H/L2] and is determined by the
outer layer flow as well as by the momentum absorption in the canopy,
characterized by Lc and UhUU . For the case we have analyzed, the scalarFF
perturbations are caused entirely by the wind field and not by varia-
tions in the biological source/sink strength and we have ensured this by
choosing a constant concentration boundary condition C0CC on the foliage
surface. We see then that the scalar perturbations are relatively smaller
than the velocity perturbations that drive them, the proportionality fac-
tor being the leaf-level Stanton number, r.

The foregoing analysis together with Equation 10.35 now allows us to
non-dimensionalize the mass balance equations in a way that permits us
to compare the expected magnitude of the advection terms at a given
flux tower site with the eddy flux, FBF + ∆f = w′c′, the term we usually
measure,

Horiz. Adv. Vert. Adv. Eddy Flux Diverg.

UBU
∂∆c(x, z)

∂x
+∆w

∂CBC

∂z
+

∂FBF (z)
∂z

+
∂∆f(x, z)

∂z[
U2

0UU

U2
hU

H

L

L2
c

L2

] [
U2

0UU

u2∗

H2

L2

Lc

L

]
1

[
U2

0UU

u2∗

H2

L2

Lc

L

]
0.09 0.09 1 0.09
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Scalar Source/Sink
= χB(z) + ∆χ(x, z) (10.36)

1

[
U2

0UU

U2
hU

H

L

Lc

L

]
1 0.08

The dimensionless groups are formed by scaling the terms in the equa-
tion using L as the characteristic scale of horizontal variation so that
∂/∂x ∼ 1/L and taking l as the scale of vertical variation. We see
that the divergence of background eddy flux and the background canopy
source/sink are both of order one as expected on a low hill. Note also
that although the Stanton number r plays a significant role in determin-
ing the absolute magnitude of the individual terms in the mass balance,
it disappears from their ratio. Finally we see the horizontal and verti-
cal advection terms and the vertical divergence of the perturbation eddy
flux are of the same order. The magnitude of these dimensionless groups
is calculated in the bottom row of Equation 10.36 for a canopy-covered
hill with the following parameter values:

L = 100 m; H = 10 m; Lc = 5 m; u∗ = 0.5 m s−1;
UhUU = 1.67 m s−1; U0UU = 6.85 m s−1 (10.37)

For this particular choice of canopy density, Lc = 5 m, the magnitude
of the perturbations induced by the hill is of order of the hill slope,
H/L. In a canopy with hc = 20 m this corresponds to a leaf area index
(LAI) of 4. If LAI = 2 but the other parameters remain unchanged, the
magnitude of the perturbation terms all double because the ratio of the
momentum absorption distance Lc to the hill length scale L plays an
important dynamic role in determining the velocity perturbations that
drive the scalar fluctuations in the canopy.

While these dimensionless groups are useful in signaling when topo-
graphically driven advection may be a problem at a given flux site, they
do not tell the full story because the streamwise variation of the various
terms in Equation 10.36 may lead to them canceling or reinforcing at
different positions on the hill. We illustrate this in Figure 10.7, where we
have plotted the streamwise variation of the terms in Equation 10.36 cal-
culated at the canopy top with the parameter values as in Equation 10.37
above with the exception of Lc, which is set to 10 m.

In Figure 10.7a we plot the individual terms for the case of a canopy
sink. We see that the horizontal and vertical advection terms are of the
same order and vary roughly in anti-phase while the eddy flux reaches its
maximum negative value just ahead of the hill crest, which is where the
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Figure 10.7. (a) Variation of the horizontal and vertical advection terms and the eddy
flux over a sinusoidal hill covered with a tall canopy. (b) Fractional error entailed in
estimating the canopy sink S from the background eddy flux, F (z) alone.

velocity peaks as we saw in Figure 10.2. In Figure 10.7b we present these
results in a different way by taking the local ratio of the eddy flux at
the tower position, x = 0 with the sum of the three terms we would not
normally measure at a flux station with a single tower, i. e. the integral
over the canopy height of the first, second and third terms on the LHS
of Equation 10.36. The canopy height is taken as hc = 20 m but because
of the exponential decay of the aerodynamic terms in the canopy, the
value of hc is not critical so long as it is ≥ 2Lc (see Equation 10.23).
We can take this local ratio as a rough measure of the error incurred
in estimating χ in an advective situation when only the vertical eddy
flux is measured. Clearly, the position of the tower relative to the hill is
critical with a possible error of ±40% depending on wind direction.

In this section we have used an analytic theory to understand the
advection caused by flow distortion and the corresponding changes to
the eddy flux structure and source/sink strengths in the most basic case,
where a generic scalar has a constant concentration on the foliage surface.
To maintain an analytic solution we have made a series of somewhat
draconian simplifying assumptions. Within these limitations, it seems
that even relatively gentle topography can have a significant effect on
the mass balance and especially on the terms used to deduce canopy-
atmosphere exchange at flux towers. In the next section we will relax
these simplifications by using a numerical solution to explore the effect
of a realistic boundary condition for photosynthesis.
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4.2 Numerical model
Deflection of the airflow over a hill perturbs the eddy flux and in-

troduces advection terms into the mass balance. It also affects the
source/sink terms by modulating the boundary layer conductance on
the leaves. In the case of important scalars such as carbon dioxide and
water vapor the source/sink strengths at leaf level are also subject to
strong ecophysiological controls. Katul et al. (2004a) (henceforth KFL)
set out to compare the magnitudes of hill-induced distortions to these
ecophysiological processes with the aerodynamic processes discussed in
the last section. They used a numerical approach that not only allowed
a more realistic boundary condition at the leaf but also removed the
approximations used in the analytic flow model.

The wind field and scalar flow and transport models were those de-
scribed in Sections 3 and 4.1 above and employed the same parameteri-
zations with the following exceptions: a) it was not assumed that r was
small; b) the exponent of the boundary layer conductance was set to
0.5, i. e., g = Au0.5; c) the method of matched asymptotic expansions
was not necessary so that advection, turbulent stress and scalar eddy
flux were calculated everywhere in the flow domain. It is worth noting
here that the assumptions embodied in the analytic wind field model are
supported by numerical calculations as shown by Katul et al. (2004b).

In the analytic model the boundary condition in the canopy was that
c(x, z) = C0CC on the foliage. Instead KFL use a physiological boundary
condition for carbon dioxide assimilation and respiration so that fcff , the
flux of c across the leaf surface, is described by a stomatal conductance,
gs in series with g,

fcff =
ci − c

g−1 + g−1
s

(10.38)

where ci is the intracellular CO2 concentration. The stomatal conduc-
tance gs is dependent on net leaf photosynthesis (An) and can be param-
eterized using multiple semi-empirical formulations. Based on a recent
study by Katul and Chang (1999), KFL selected the Leuning (1995)
model for gs because it best describes the stomatal response to vapor
pressure deficit. An is described using the Farquhar et al. (1980) and
Collatz et al. (1991) models. The functional forms of these expressions
for gs and An are given in Appendix A.

Photosynthesis, An is driven by the photosynthetically active radi-
ation Qp. The vertical attenuation of incident radiation Qp(x, z)z<0

through the canopy is computed using the method of Campbell and
Norman (1998), while expressions from RWCH were used to model the
variation of Qp(x, 0) across the hill as a function of the solar elevation
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Figure 10.8. Relative variation in incident photosynthetically active radiation across
the canopy top at different times of day for the north-south orientated sinusoidal hill
(H = 20 m; L = 100 m). Figure reproduced from Katul et al. (2004b).

and azimuth and the local hill slope. These formulae are given in Ap-
pendix B. Finally, the soil respiration was specified. KFL compared a
constant concentration boundary condition of 600 ppm CO2 at the soil
surface with a physically correct but computationally more troublesome
flux boundary condition. The differences in the overall results between
the two boundary conditions were minor and in the examples that follow
it is the concentration boundary condition that is used.

To assess how topography alters the spatial distribution of photosyn-
thesis and NEE, KFL applied the model described above to a gentle
sinusoidal two-dimensional ridge orientated in the north-south direction
(H = 20 m, L = 100 m). Next, the model calculations were repeated for
flat terrain (H = 0) using identical radiative and canopy drag attributes
and ecophysiological parameters. KFL used published ecophysiological,
respiration, and drag properties obtained from studies of the Duke For-
est AmeriFlux site, a mid-latitude broadleaf forest with hc = 10 m and
LAI = 4 (see Katul and Chang 1999, Lai et al. 2000 and 2002). The
case shown below corresponded to a time of 14.30 hours, at which time



Advection and Modeling 235

Figure 10.9. Variation of primary forcing variables, u(x, z), w(x, z), and Q(x, z),
where Q is the photosynthetically active radiation, PAR (left hand panels), with the
response of the CO2 concentration, CaCC , the canopy photosynthesis, S and the eddy
flux of CO2, w′c′ = FcFF (right hand panels). Figure after Katul et al. (2004b).

the variation of Qp(0, x) across the north-south ridge was ±6% with a
maximum on the upwind slope (Figure 10.8). Finally, u∗ was set at 0.4
m s−1.

The basic forcing variables and the scalar response in and above the
canopy are summarized in Figure 10.9. The first panel, showing u,
demonstrates the speed-up to the hilltop and the marked flow asym-
metry in the canopy caused by deceleration and reversed flow in the lee
at ground level. Variation in u is complemented by changes in w mani-
fested as inflow to the canopy upwind of the crest and outflow in the lee
as shown in panel 2. The third panel on the left shows that the varia-
tion of Qp(0, x) over the hill is small above the canopy and indiscernible
within.
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The top panel on the right hand side shows the response of c(x, z).
What is particularly marked is the plume of high concentration of c that
is drawn up from the forest floor by the lower-canopy convergence pro-
cess described in Section 4.1. This plume is diffused once it enters the
upper canopy, where the eddy flux of c is active, and bent downwind
by advection in the shear stress layer. Also marked is the depletion of
c in the upper canopy behind the hilltop, where the recirculating flow
reduces ventilation of the canopy space. The next panel shows the CO2

sink strength, S ≡ χ and in contrast to the large changes in the c field,
only minor variations of S in the x-direction are seen as photosynthesis
responds to streamwise modulation of g and c. The reason for the con-
servative behavior of S is the control exerted by Qp(0, x) together with
the limits placed on photosynthesis by the electron transport capacity
of the enzyme Rubisco (Appendix A). The last panel, showing the eddy
flux f(x, z) is the most surprising result. Here we see that despite the
fact that the canopy is an overall sink for CO2, around the plume of high
concentration of c just behind the hilltop, the eddy flux w′c′ is positive.

We recall from Equation 10.2 that the mass balance in a notional
control volume is computed by integrating the point-valued mass balance
over the volume V . On a single tower we can only perform the integration
in z (Lee 1998) so in Figure 10.10 we have presented the components of
the mass balance integrated from the ground to the canopy top. The

first panel shows the integrated canopy sink
∫ 0

−

∫∫
hc

S dz = NEE. This of

course is the term we are trying to deduce by difference from the other
components of the mass balance. First we note that the canopy sink
shows a significant variation as we traverse the hill, peaking at roughly
42 µmol m−2s−1 just behind the hill crest in our example. Averaged
over the entire hill, however, the NEE is roughly 35 µmol m−2s−1, only
slightly increased over the NEE we calculate for the same forest on flat
ground, which we see is roughly 32 µmol m−2s−1. This difference of
about 10% is the same order as the hill slope, H/L, which is what the
analysis in Section 4.1 would lead us to expect.

The top panel on the RHS of Figure 10.10 shows first that for the
flat terrain case the eddy flux at the top of the canopy exactly balances
the NEE as we expect from Equation 10.2 in the steady state case.
Over the hill in contrast, the average eddy flux is substantially smaller
than the NEE and we can see that this is caused by the large positive
value of FcFF just behind the crest, a feature we noted in Figure 10.9.
Indeed, if we attempted to deduce NEE from a measurement of w′c′ in
the region just behind the hilltop we would get a result not just of the
wrong magnitude but of the wrong sign. The reason for this is seen in
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Figure 10.10. Components of the mass balance for photosynthesis after Katul et al.
(2004b). Panels are a) upper left: total photosynthesis in canopy on hill compared
with same canopy on flat ground: local variation (solid line); average over the hill
(dark dashed line); flat ground (light dashed line). b) upper right: eddy flux from
the canopy only (soil flux is subtracted). c) lower left: Sum of the advective plus
horizontal eddy flux divergences. d) lower right: individual advection and horizontal
eddy flux divergence terms.

the lower panel on the LHS where the sum of the advective terms and
the horizontal divergence of streamwise eddy flux are plotted. These
three terms have an even larger but oppositely signed peak behind the
crest and the sum of these three terms (which we cannot measure on a
single tower) with the eddy flux term is equal to the x-wise variation in
NEE shown in the first panel. In the last panel we break the sum of the
terms that vary in x into its constituent parts and see that, integrated
through the canopy, u∂c/∂x and w∂c/∂z are roughly equal and opposite

with
∫ 0

−

∫∫
hc

(w∂c/∂z) dz negative in this case, while
∫ 0

−

∫∫
hc

(∂w′c′/∂z) dz is

an order of magnitude smaller than either advective term.
In summary, the effect of the hill on the wind and radiation fields and

the attendant changes in c, g and Qp lead to changes in the average NEE
over the hill of order H/L and local variations about three times larger.
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The effect of the wind field changes on the terms that we use to deduce
NEE from a flux tower is much more severe, to the extent that, if we
cannot measure the advection terms, a tower placed near the hill top
and recording only w′c′ could get both the sign and magnitude of NEE
quite wrong. In this case NEE is the relatively small difference of two
large aerodynamic terms, both of which must be accurately recorded.

5 Discussion and Conclusion
At first glance the results in the last section are alarming. However,

while sounding a strong note of warning for flux measurements from
single towers in complex topography, they do represent a worst-case sce-
nario. First of all, wind perturbations generated by flow normal to a
two-dimensional ridge are larger than arise in any other configuration.
If we take ∆Smax = [∆u(0, z)/u(−∞, z)], the maximum speed-up of
the upwind flow to the hilltop, as a measure of the wind perturbation,
then on a two-dimensional ridge, ∆Smax 	 2H/L while on an axisym-
metric hill ∆Smax 	 1.6H/L and over a two-dimensional escarpment
∆Smax 	 0.8H/L (Kaimal and Finnigan 1996). As we saw in Sec-
tions 3 and 4, the characteristic velocity perturbation in the canopy, UcUU
is directly proportional to the velocity perturbation in the outer layer
and the scalar perturbation CcCC is proportional to UcUU (Equation 10.35).
Second, the combination of soil respiration of CO2 and canopy assim-
ilation results in maximum contrast between the ‘plume’ of high CO2

concentration that originates through convergence to the crest in the
lower canopy flow and the ambient c values in the upper canopy and
shear stress layers. This contributes to the strong local perturbation in
eddy flux, w′c′ we saw near the hilltop. Hence we can expect the size of
the advective terms relative to w′c′ to be smaller in three-dimensional
topography and for species other than CO2.

Nevertheless, there remains room for significant error, if the advection
terms are not measured at sites in hilly terrain. Falk et al. (2000) have
measured the advection directly at the Wind River AmeriFlux site and
found that in the prevailing wind directions it accounts for up to 40% of
NEE. Furthermore, daytime assimilation is one of the most important
measurements made at FLUXNET sites so that the combination of plant
assimilation and soil respiration will be encountered daily.

The turbulence parameterizations used in the analytic and numerical
models are mixing lengths, the simplest appropriate forms. These are
convenient but physically incorrect heuristics when applied to the mean
flow but can be shown to be physically correct when applied to the
perturbations (FB). More accurate turbulence parameterizations have
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been developed for uniform canopies and a non-equilibrium second-order
closure model, applicable to inhomogeneous canopy flows is also available
(Ayotte et al. 1999).

All these approaches use parameterizations that implicitly assume a
spectral gap between turbulence and mean flow inasmuch as the tur-
bulence is treated as a stochastic field that interacts with the ‘mean’
field but is clearly distinct from it. To compare models of this kind
with measurements we need to ensure that this separation applies to the
measured data too. Hence, if the background fields are time varying,
we must separate means and turbulent components by a filter rather
than a block time average because, as Figure 10.2 shows, time averaging
results in slow variations in the ‘mean’ fields being treated as part of the
turbulence. In such a case, comparing measured and modeled turbulent
fluxes would be to compare apples and oranges.

A serious limitation on the development of advection models of what-
ever complexity is the dearth of experimental data against which to com-
pare them. To measure advective flux divergence in the field, an array
of towers is needed. Such experiments are very expensive and so far are
rare, particularly at tall canopy sites where tall towers are required. We
have already mentioned the measurements at Wind River. Aubinet et
al. (2003) have performed measurements at the Vierselm CarboEurope
site, concentrating on nighttime gravity currents but no other multi-
tower data are currently available in the open literature. Because of the
expense of field experiments, wind tunnel modeling seems an attractive
alternative but here too, experiments are few and confined entirely to
the wind field. Ruck and Adams (1991) and Neff and Meroney (1998)
have made measurements above the canopy over model hills but the only
published study of the turbulent wind field within and above the canopy
on a hill remains that of Finnigan and Brunet (1985). To date, no one
has published measurements of scalar flow and transport in a canopy on
a model hill. It is clear that until this need for data is addressed either
by wind tunnel or field experiments, model development will be slow
and the fidelity of the models uncertain.

Finally we point out that the models of scalar flow and transport over
hills that we have presented provide a mechanism for the generation of
‘low frequency’ eddy flux over flat or gentle topography. Sakai et al.
(2001), Finnigan et al. (2003) and Malhi et al. (Chapter 5) have shown
the importance of such low frequency contributions to surface exchange.
The structure of the linearized models discussed in Sections 3 and 4 is
such that the deflection of the flow over the hill defines the forcing pres-
sure field but from then on the calculations proceed as if this pressure
field were applied to a canopy on flat ground. (All linearized hill-flow
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models have this mathematical structure). The first-order pressure field
produced by a sinusoidal hill is itself sinusoidal and so any stationary
pressure forcing in the boundary layer can be decomposed into a su-
perposition of such Fourier modes and the resulting scalar and wind
field perturbations calculated by the ‘flow-over-hills’ theories we have
described. Large scale pressure fields that are convecting downwind can
be handled in the same framework. Indeed, if the time scale of con-
vection TconvTT (= Lp/UconvUU , where Lp is the characteristic length of the
pressure field and UconvUU its convection velocity) is large compared to
the relaxation time of the surface layer turbulence, no modification to
the theories is necessary. The theories predict the development of co-
variances between w and c as we have seen and these correspond to low
frequency contributions to the eddy flux. The source of such large-scale
pressure fields is itself worthy of investigation. Obvious candidates are
tropospheric motions of various kinds and contrasts in surface energy
balance as clouds pass by.

6 Appendix A: Model for Stomatal
Conductance

The Leuning (1995) model for the stomatal conductance gs is given
by,

gs = g0 +
a1An

cs − Γ∗ (1 +
Ds

D0
)−1 (10.39)

where Γ∗ is the CO2 compensation point, cs is the mean surface CO2

concentration, which can be related to c using cs = c − An/gb, Ds is the
mean surface vapor pressure deficit and g0, a1, and D0 are constants
that vary among plant species.

The canonical forms of the Farquhar et al. (1980) and Collatz et al.
(1991) models for An are given by,

An = min

⎧⎪⎧⎧⎪⎪⎪⎨⎪⎪
⎪
⎨⎨
⎪⎪⎪⎩⎪⎪

αpQpem(ci − Γ∗)
ci + 2Γ∗ − Rd

VcVV max(ci − Γ∗)
ci + kc(1 + oi

k0
)
− Rd

(10.40)

with αp the leaf absorptivity for PAR, em the maximum quantum effi-
ciency, Qp the PAR irradiance, VcVV max the maximum catalytic capacity
of Rubisco, kc and k0 the Michaelis constants for CO2 fixation and O2

inhibition with respect to CO2, and oi and ci the leaf oxygen and CO2

concentrations, respectively. Rd ≈ 0.015×VcVV max is the respiration rate
of the foliage. The latter constants vary with temperature as described
in Lai et al. (2000) for example.
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7 Appendix B: Model for Photosynthetically
Active Radiation

To compute An, the variation in PAR, Qp is required. The vertical
attenuation of incident radiation Qp(0, x) through the canopy is given
by (Campbell and Norman 1998),

Qp(z, x)
Qp(0, x)

≈ exp(−Ω × KbK (x′, Ψ) ×
∫ z

0

∫∫
a(z)dz) (10.41)

where in a first order analysis, the LHS of Equation 10.41 is the frac-
tional amount of light arriving at depth z within the canopy, KbK is the
extinction coefficient, which depends on the zenith angle (Ψ) and x′, the
projected leaf area, which is defined as the ratio of the projected areas
of canopy elements on horizontal and vertical surfaces. Finally, Ω is the
clumping factor.

For an ellipsoidal leaf distribution,

KbKK (x′, Ψ) ≈
√

x′2 + tan2(Ψ)

x′ + 1.774 × (x′ + 1.182)−0.733
(10.42)

For spherical, vertical, and horizontal leaf angle distributions, x′ = 1, 0,
and ∞, respectively.

Qp(x, 0) varies across the hill as a function of the solar elevation angle
(Ψe), the azimuth angle (Ψa), and the local hill slope [α(x)], and is given
by RWCH,

D[Qp(0)]
Qp(0)

= [− cot(Ψe) cos(Ψa) sin(α) + cos(α) − 1] (10.43)

where D[.] denotes a change in a quantity across the hill.

8 Acknowledgment
The author is indebted to his colleagues, Dr. Stephen Belcher, Uni-

versity of Reading, UK, Dr. Gabriel Katul, Duke University, USA, and
Dr. Yves Brunet, INRA Bioclimatologie, Bordeaux, France for the use of
material from our joint papers and to Mr. Dale Hughes, CSIRO Atmo-
spheric Research for his skill in performing the wind tunnel experiments
referenced in Section 3.

9 Referencesff
Aubinet, M., Heinesch, B. Yernaux, M.: 2003, ‘Horizontal and vertical CO2 advec-

tion in a sloping forest’, Bound.-Layer Meteorol. 108, 397-417.



242 HANDBOOK OF MICROMETEOROLOGY

Ayotte, K. W., Finnigan, J. J., Raupach, M. R.: 1999, ‘A second-order closure
for neutrally stratified vegetative canopy flows’, Bound.-Layer Meteorol. 90,
189-216.

Ayotte, K. W., Davy, R. J., Coppin, P. A.: 2001, ‘A simple temporal and spatial
analysis of flow in complex terrain in the context of wind energy modelling’,
Bound.-Layer Meteorol. 98, 275-295.

Baldocchi, D. D., Falge, E., Gu, L., Olson, R., Hollinger, D., Running, S., Anthoni,
P., Bernhofer, Ch., Davis, K., Evans, R., Fuentes, J., Goldstein, A., Katul,
G., Law, B., Lee, X., Malhi, Y., Meyers, T., Munger, W., Oechal, W., Paw
U, K. T., Pilegaard, K., Schmid, H. P., Valentini, R., Verma, S., Vesala, T.,
Wilson, K., Wofsy, S.: 2001, ‘FLUXNET: A new tool to study the temporal and
spatial variability of ecosystem-scale carbon dioxide, water vapor and energy
flux densities’, Bull. Am. Meteorol. Soc. 82, 2415-2434.

Belcher, S. E., Jerram, N., Hunt, J. C. R.: 2002, ‘Adjustment of a turbulent bound-
ary layer to a canopy of roughness elements’, J. Fluid Mech., 488, 369-398.

Bradley, E. F.: 1968, ‘A micrometeorological study of velocity profiles and surface
drag in the region modified by a change in surface roughness’, Q. J. Roy Me-
teorol. Soc. 94, 361-379.

Campbell, G., Norman, J.: 1998, An Introduction to Environmental Biophysics,
Springer, 286pp.

Collatz, G. J., Ball, J. T., Grivet, C., Berry, J. A.: 1991, ‘Physiological and environ-
mental regulation of stomatal conductance, photosynthesis and transpiration:
A model that includes a laminar boundary layer’, Agric. For. Meteorol. 54,
107-136.

Dyer, A. J., Crawford, T. V.: 1965, ‘Observations of climate at a leading edge’, Q.
J. Roy Meteorol. Soc. 91, 345-348.

Falk, M. B., Park, Y.-S., Paw U, K. T., Pyles, R. D., Hsiao, T. C., Shaw, R. H.,
King, T., Matista, A. A., Wahbeh, H.: 2000, ‘A comparison of the carbon and
water vapor exchange contributions of mean advection, eddy-covariance, and
storage in a tall forest’, 24th Am. Meteorol. Soc. Conf. Agric. For. Meteorol.,
American Meteorological Society, Boston, Massachusetts.

Farquhar, G. D., Von Caemmerer, S., Berry, J. A.: 1980, ‘A biochemical model of
photosynthetic CO2 assimilation in leaves of C3 species’, Planta 149, 78-90.

Finnigan, J. J.: 2004, ‘A re-evaluation of long-term flux measurement techniques.
Part II: coordinate systems’, Bound.-Layer Meteorol., in press.

Finnigan, J. J.: 2002, ‘Momentum Transfer to Complex Terrain’, Geophysical Mono-
graph Honouring J R Philip, (Raats, P. A. C, Smiles, D. E., Warrick, A. W.
Eds) American Geophysical Union, in press.

Finnigan, J. J.: 2000, ‘Turbulence in plant canopies’, Annu. Rev. Fluid Mech. 32,
519-571.

Finnigan, J. J., Belcher, S. E.: 2004, ‘Flow over a hill covered with a plant canopy’,
Q. J. Roy Meteorol. Soc., in press.

Finnigan, J. J., Clements, R., Malhi, Y., Leuning, R., Cleugh, H.: 2003, ‘A re-
evaluation of long-term flux measurement techniques. Part I: Averaging and
coordinate rotation’, Bound.-Layer Meteorol. 107, 1-48.



Advection and Modeling 243

Finnigan, J. J., Brunet, Y.: 1995, ‘Turbulent airflow in forests on flat and hilly
terrain’ Wind and Trees, (Coutts M. P., Grace, J. Eds.) Cambridge University
Press, UK, 3-40.

Finnigan, J. J., Raupach, M. R.: 1987, ‘Transfer processes in plant canopies in
relation to stomatal characteristics’, Stomatal Function (Zeiger, E., Farquar,
G. D., Cowan I. R.) Stanford University Press, Stanford, California, 385-429.

Hunt, J. C. R., Leibovich, S., and Richards, K. J.: 1988, ‘Turbulent shear flow over
low hills’, Q. J. Roy Meteorol. Soc. 114, 1435-1470.

Jackson, P. S., Hunt, J. C. R.: 1975, ‘Turbulent wind flow over a low hill’, Q. J.
Roy Meteorol. Soc. 101, 929-956

Katul, G. G., Chang, W. H.: 1999, ‘Principal length scales in second-order closure
models for canopy turbulence’, J. Appl. Meteorol. 38, 1631-1643.

Katul, G. G., Finnigan, J. J., Leuning, R., Belcher, S. E.: 2004a, ‘The influence
of hilly terrain on canopy-atmosphere carbon dioxide exchange’, Bound.-Layer
Meteorol., in review.

Katul, G. G., Finnigan, J. J., Belcher, S. E.: 2004b, ‘Momentum transfer within a
canopy situated on complex topography’ Bound.-Layer Meteorol., in review.

Kaimal J. C., Finnigan J. J.: 1994, Atmospheric Boundary Layer Flows: Their
Structure and Management, Oxford University Press, New York. 289 pp.

Kuo, Y. H., Schlatter, T. W.: 1990, ‘Mesoscale data assimilation’, Notes from an
NCAR Summer Colloquium, NCAR, Boulder, Colorado. pp. 644

Lai, C. T, Katul, G., Butnor, J., Ellsworth, D., Oren, R.: 2002, ‘Modelling nighttime
ecosystem respiration by a constrained source optimization method’, Global
Change Biology, 8, 124-141.

Lai, C. T., Katul, G. G., Oren, R., Ellsworth, D., Schafer, K.: 2000, ‘Modeling¨
CO2 and water vapor turbulent flux distributions within a forest canopy’, J.
Geophys. Res. 105, 26333-26351.

Lee, X.: 1998, ‘On micrometeorological observations of surface-air exchange over
tall vegetation’, Agric. For. Meteorol. 91, 39-49.

Leuning, R.: 1995, ‘A critical appraisal of a combined stomatal-photosynthesis
model for C3 plants’, Plant, Cell, and Environment 18, 339-355.

Nastrom, G. D., Gage, K. S.: 1985, ‘A climatology of atmospheric wave number
spectra of wind and temperature observed by commercial aircraft’, J. Atmos.
Sci. 42, 950-960.

Neff, D. E., Meroney, R. N.: 1998, ‘Wind-tunnel modeling of hill and vegetation
influence on wind-power availability’, J. Wind Eng. Industrial Aerodyn. 74-
76, 335-343.

Raupach, M. R., Weng, W. S., Carruthers, D. J., Hunt, J. C. R.: 1992, ‘Temperature
and humidity fields and fluxes over low hills’, Q. J. Roy Meteorol. Soc. 118,
191-225.

Raupach, M. R., Finnigan, J. J., Brunet, Y.: 1996, ‘Coherent eddies and turbulence
in vegetation canopies: the mixing layer analogy’, Bound.-Layer Meteorol. 78,
351-382.



244 HANDBOOK OF MICROMETEOROLOGY

Rider, N. E., Philip, J. R., Bradley, E. F.: 1963, ‘The horizontal transport of heat
and moisture: a micrometeorological study’, Q. J. Roy Meteorol. Soc. 89, 507-
531.

Ruck, B., Adams, E.: 1991, ‘Fluid mechanical aspects of the pollutant transport to
coniferous trees’, Bound.-Layer Meteorol. 56, 163-195.

Sakai, R. K., Fitzjarrald, D. R., Moore, K. E.: 2001, ‘Importance of fow-frequency
contributions to eddy fluxes observed over rough surfaces’, J. Appl. Meteorol.
40, 2178-2192.

Schimel, D. S., Kittel, T. G. F. Running, S., Monson, R., Turnipseed, A., Anderson,
D: 2002, ‘Carbon sequestration studied in western US mountains’, EOS 83,
445-449.

item Van der Hoven, I.: 1957, ‘Power spectrum of horizontal wind speed in the
frequency range from 0.0007 to 900 cycles per hour’, J. Meteorol. 14, 160-164.

Van Dyke, 1978: Perturbation Methods in Fluid Mechanics, Parabolic Press, Stan-
ford, pp 271.



Index

Active sensor, 135
Advection

estimate for carbon dioxide flux, 236
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relationship to coordinate system, 43, 50,

53
relationship to WPL, 130

Advective acceleration, 162
Aerodynamic drag, 219–221, 234
Aerodynamic method, 8
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AmeriFlux, 1, 72, 77, 95, 234, 238
Analytical model, 210, 218–219, 232
Atmospheric surface layer, 34, 45, 47, 70,
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Autocorrelation function, 169–170
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spatial averaging, 124, 172, 176, 217

Bandwidth, 68
Bare soil, 167–169
Beta function, 74
Bin-averaging, 85
Binormal, 40–42
Biomass inventory, 202
Birch, 84
Body force, 162–163
Boundary condition

concentration, 230, 234
flux, 228, 230, 234
for regional scale modeling, 211
physiological, 233
sensitivity to, 162, 174–175

Broadness parameter, 73–76, 81, 83

Canopy layer, 174, 176, 221–222, 228–230
Canopy roughness, 151, 171
Capping inversion, 105, 171
CarboEurope, 1, 72, 84–86, 196, 202, 239
Carbon dioxide

affected by gravity wave, 174
compensation point, 240
cospectrum, 79, 82, 85–86, 88, 90, 92
flux adjustment, 199
flux comparison, 56–57
influenced by averaging schemes, 19,

24–26
instrument gain drift, 23
instrument zero drift, 22–23
intracellular concentration, 233
Michaelis constant, 240
mixing ratio, 128
modeled flux, 234, 236
soil flux, 234, 238
wavelet analysis, 112–113

Cartesian coordinate
advantages and disadvantages, 43
conservation equation in, 37, 40
control volume, 122
definition, 40
notation, 210

Chewamegon, 20
Closed-path analyzer

attenuation factor, 141
conversion to mixing ratio, 127
distinction from open-path, 135, 137
integral correction factor, 146
pressure fluctuation, 140
signal processing, 142
temperature fluctuation, 140
transfer function, 143
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volume averaging, 138, 145, 147
WPL correction for, 127, 140

Closure model, 239
Closure problem, 48
Cloud, 174
Cloud street, 105
Clumping factor, 241
Coherent structure, 109, 174, 199, 201
Complex terrain

concentration field in, 236
contribution to low frequency, 117
cospectrum in, 81
eddy flux field in, 231, 236
fairly thin shear layer, 38
GLEES, 77
Great Mountain, 55
Griffin, 84
in analytical model, 219, 226
in numerical model, 233
in wind tunnel, 210, 224, 226
PAR in, 235, 241
relationship to averaging and filtering, 27
velocity field in, 222, 224–225, 235
Vierselm, 239
Weidenbrunnen/Waldstein, 197

Conductance
boundary layer, 226, 229, 233
model for, 233, 240
stomatal, 233, 240

Confidence level, 169
Conservation equation

at a point, 36–37, 121, 217
for moist air, 120
in Cartesian coordinate, 37, 40, 217
in homogeneous flow, 9, 37, 126, 217
in streamline coordinate, 42
integrated over a control volume, 123, 213
linearized, 228
order of magnitude estimate for, 230
scale analysis of, 230
vertical integration of, 9, 124, 236
volume integration of, 122

Continuity equation, 122, 217
Control volume, 35, 39, 43–44, 120, 122–123,

212, 236
Convective boundary layer, 186, 188

height, 105–106, 109
velocity scale, 105

Coordinate line, 39–41, 43–44
Coordinate system

Cartesian, 37, 40, 122, 210
closure problem, 48
effect on low frequency contribution, 116
flux comparison among, 56–57
for point measurement, 44
global and local properties, 34, 44, 52
guiding requirements, 36

instrument, 45
loss of information, 48
natural wind, 47
over-rotation, 48
planar fit, 48
relationship to averaging operation, 35,

116, 213
relationship to data quality, 48, 199
relationship to filtering, 28, 116
streamline, 40–41
surface following, 43
vector basis, 34, 39–40, 42–43, 52, 62

Coordinate tilt
examples of, 53, 115

Coriolis parameter, 192
Correlation coefficient, 164, 190, 193
Cospectral similarity, 21, 70–72, 84
Cospectrum model, 73
Cospectrum

in complex terrain, 81
Covariance

equation for, 12, 189
Cross-wind effect, 46
Curvilinear, 39, 42

Data assimilation, 211–212
Deardorff’s relationship, 105
Decoupling parameter, 110
Density covariance, 136
Detrending, 12, 187–188, 213
Dirac delta, 9, 36, 212
Directional derivative, 42
Douglas fir, 84
Downdraft, 105–106
Drag coefficient, 219
Dry air flux, 122–124
Duke forest, 174, 234
Dynamic temperature, 192

EBEX, 200
Eddy shedding frequency, 149
EdiRe, 85
Edisol, 85
Effect-level ring, 196
Energy balance

equation, 198
in LES, 108
lack of, 29, 114, 116, 153, 198

Engelmann spruce, 77
Ensemble average

for coordinate rotation, 48, 115
Ensemble averaging, 164, 169, 214
Entrainment, 103, 171
Enzyme Rubisco, 236, 240
Equation of state, 126
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Ergodic hypothesis, 166

Ergodicity

definition, 166

in weak sense, 166

necessary conditions for, 169, 171

Exponential profile, 219

Extrapolation, 93

Fairly thin shear layer, 38

Fetch, 84, 193, 203

FFT, 79, 83, 85

Filter

antialiasing, 142

Bessel, 142

block averaging, 15, 69, 93

boxcar, 116

definition, 14

FIR, 27

linear detrend, 15

moving average, 15, 213

recursive, 16, 71, 75

First order instrument, 142

Flow convergence, 54, 229

Flow interference, 45, 47, 190, 194

Flow model

analytical, 210, 219, 232

numerical, 233

physical, 212

Flow reversal, 224–225, 235

Flux-variance relationship, 172, 190–192

Flux bias

caused by advection, 53, 218, 231–232

caused by averaging schemes, 11, 19, 26,
114

caused by coordinate tilt, 11, 50–52, 56,
115

caused by density effects, 119, 150, 153

caused by gap filling, 11, 200

caused by spectral attenuation, 11, 68, 187

in LES, 108

nighttime, 52, 71, 130, 164, 199

relationship to averaging length, 116

Flux chamber, 200, 202

FLUXNET-Canada, 1

FLUXNET, 1, xiii, 182, 195, 202–203, 210,
218, 238

Foliage area, 219, 241

Footprint, 182, 184, 190, 196–197

Fourier transform, 14, 18

Free atmosphere, 103

Free convection, 48, 51, 103

Frenet Frame, 40

Friction velocity, 3, 51–52, 164, 192, 199, 219

Frost, 187

Gain function, 142–144
Gap filling, 11, 51, 200–201, 203
Gaussian, 185
Geostrophic wind, 107
Glacier Lakes Ecosystem Experiment Site

(GLEES), 77
Grassland, 194
Gravity wave, 174–175, 177, 185, 188, 190,

201
Great Mountain, 55
Grid cell, 196
Griffin, 23, 26, 84–85, 95, 112–113

Haar transform, 111, 186
Hamming window, 85
Heat storage, 198
Horizontal eddy flux, 45, 52, 236
Hypothetical experiment, 164

Ideal gas law, 126
Inertial subrange, 73, 80–81, 167
Initial condition, 161–163
Instrument coordinate

cross-wind effect in, 46
vector basis for, 46

Instrument malfunction, 47, 185, 187, 199,
201, 203

Instrument offset, 22–23, 50, 54, 62, 186
Integral turbulence characteristics, 189–193
Interaction layer, 103
Intermittent turbulence, 185, 188
Internal boundary layer, 130, 186, 190, 217
Interpolation, 201, 210
Inviscid flow, 220, 228–230
Isotropy, 167, 177

Jaru, 11, 112–113

Kaimal spectrum, 21, 70, 75, 81–83, 85
Katabatic forcing, 110
Kurtosis, 79, 186

Large eddy simulation, 107–108, 116
Laser-doppler anemometer, 225
Latent heat flux, 194, 197–198
Leaf area index (LAI), 84, 231
Leaf boundary layer, 226
Least squares, 14, 50, 54, 62, 80, 85
Leonard term, 17, 213
LIDAR, 167, 170–171
Lindenberg, 195
Line averaging, 68, 71, 88, 128–130
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LITFASS, 194
Local acceleration, 162
Locally scalable, 172
Logarithmic profile, 219, 227

Maize, 49
Manaus, 11, 19, 24–25, 114
Matching layer, 103
Meandering motion, 188
Mechanical mixing, 138
Mesoscale motion, 45, 113, 187
Microfront, 185
Micrometeorology

definition, xiii
flat-earth paradigm, xiii, 210

Mixing layer, 201
Mixing layer analogy, 222
Mixing length, 219, 222, 227, 238
Mixing ratio, 121
Molar concentration, 120, 128
Molecular diffusion, 36, 121
Moment, 165–166, 169
Momentum absorption distance, 219, 231
Momentum flux

affected by coordinate rotation, 56–57
affected by gravity wave, 174
cospectrum, 81, 84
cross-wind, 47, 55, 57
divergence, 222

Monin-Obukhov length, 51, 78, 103, 192
Monin-Obukhov similarity, 52, 109, 169
Morning transition, 22
Moss, 84
Moving average, 15, 213
Moving equilibrium hypothesis, 172
Multiple regression, 187

Natural wind coordinate
definition, 47
example of large rotation angles, 57, 199
rotation procedure, 60
underlying assumption, 34, 47

Navier-Stokes equation
in poor man’s form, 162

Net radiometer, 198
NIGEC, 2
Nighttime flux

correction based on friction velocity, 51,
164, 199

Non-stationarity, 171, 175–177, 184, 190, 201
Nonlinear regression, 74, 80
Nonlinearity, 163
Normalization parameter, 73
Numerical model, 233
Nusselt number, 226

Ogive test, 20–21, 93, 189

Omnidirectional, 55, 193

One-dimensional flow, 34, 36, 39, 50, 52,
125, 212, 217

Open-path analyzer

distinction from closed-path, 135, 137

WPL correction for, 129, 138

Orthonormal, 40, 42

Outer layer, 103, 220, 228

Outer time scale, 109

Over-rotation, 48, 54

OzFlux, 1, 28

Passive sensor, 135

Pathlength averaging, 46, 187

Perturbation

pressure, 219

scalar concentration, 227

shear stress, 219

wind, 219

Phase function, 142, 144

Photosynthesis, 109, 233, 235–236

Photosynthetically active radiation, 233, 241

Physical model, 212

Pine, 174

Planar fit coordinate

definition, 48

example of, 49, 57

Matlab code, 63

rotation angles, 49

vector projection scheme, 62

Point-by-point density correction, 128, 154,
157

Polygonal pattern, 105

Potential flow, 220

Potential temperature, 103

Power law, 73–74

Precipitation, 187, 201

Pressure fluctuation

dynamically induced, 149

in detection chamber, 131, 147

in sampling tube, 148

static, 149–150

Pressure

cospectrum, 82

covariance, 78–79, 126, 136

gradient, 162, 221–222, 225

perturbation, 219

sensor, 78

Principal normal, 40

Quality flag, 193, 195, 197
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Random error, 11, 108, 117, 174, 187–188
Random number generator, 87–88
Randomness, 162
Realization, 162, 164, 166, 169
Recursive filter, 16, 71, 75
Resonance cavity, 148
Reynolds averaging, 11, 69, 75, 78, 121, 164,

172–173, 187–188, 213
reasons for, 214
rules, 213

Reynolds number, 85, 146, 148
Rossby wave, 214
Rotation angle, 52, 55, 57, 115, 199
Roughness length, 196, 219
Roughness sublayer, 103, 110
Running mean, 15–16, 26

Sensible heat flux
affected by gravity wave, 174
correction for water vapor effect, 129
cospectrum, 81–82
ogive test on, 20, 93

Sensor geometry, 46
Sensor separation, 68, 71–72, 88, 128–129
Shear stress layer, 220–221, 228
Signal to noise ratio, 167
Site characterization, 183
Sitka spruce, 84
Skewness, 79, 185
Slope parameter, 73, 80–81
Soil heat flux, 198
Sonic anemometer

ATI, 78
CSAT3, 194
Gill/Solent, 84, 186
Kaijo Denki, 55

Source term, 9, 36, 120, 217
Source weight function, 196
Spatial averaging, 124, 172, 176, 217
Spectral gap, 102, 214–215, 239
Spike, 11, 79, 184–185, 203
Standard deviation

of temperature, 172, 192
of wind components, 52, 192

Stanton number, 226
Stationarity

definition, 164, 166, 190
in stable conditions, 171
in weak sense, 166
lack of, 20, 22, 25
relationship to homogeneity, 166
test of, 169, 184, 187, 190–191

Streamline, 38
Streamline coordinate

advantages and disadvantages, 43
conservation equation in, 42

defintion, 40
Strouhal number, 149
Student t-test, 169
Subalpine fir, 77
Sublimation, 77
Surface layer, 34, 45, 47, 70, 103, 109, 120,

126, 167, 169, 189
Surface renewal, 201
Surface roughness, 106

Tall tower, 20
Tapering, 80
Taylor’s hypothesis, 111
TEAL structure, 108–109
Temporal averaging, 69, 75, 78, 121, 164,

172–173, 187–188, 213
Tethered balloon, 106
Thought experiment, 139
Time constant, 15–18, 25–26, 71, 75, 89,

140, 142–143, 145, 148
Time lag, 11, 137
Transfer functionff

for block averaging, 15–16, 69
for closed-path analyzer detection

chamber, 142
for linear detrend, 15–16
for mean removal, 69
for running mean, 15–16
method to correct high frequency loss, 69
pseudo, 17

Triple moment, 121
Tube flow, 11, 90, 148–149
Tumbarumba, 28
Turbulent organized structure, 106, 117

Updraft, 105–106

Vapor pressure deficit, 233, 240
Vertical velocity

due to mesoscale motion, 45
in LES, 106
in WPL, 126
over hills, 232

Vierselm, 239
Virtual temperature, 79, 103, 129
Viscosity, 163
Volume averaging, 124, 217
Von Karman constant, 103, 219
Vortex shedding, 149

Water budget, 202
Water vapor

affected by gravity wave, 175
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concentration, 128

correction for density effect, 129

cospectrum, 79, 82, 86

Lidar measurement of, 167

mixing ratio, 128

quality flag, 197

stability correction function for, 170

Wavelet transform, 111

Weidenbrunnen/Waldstein, 196–197

Weighting factor, 196

Well-developed turbulence, 193

Well-mixed conditions, 51

Wind directional shear, 45, 47–48, 224–225,
235

Wind River, 46, 238–239

Wind tunnel, 162, 210, 212, 224, 226

Window function, 14

Windowed correlation coefficient, 164
Windowing, 80
WPL

correction to carbon dioxide flux, 127–128,
130

correction to water vapor flux, 127–129
for closed-path analyzer, 127, 140
for open-path analyzer, 129, 138
in one-dimensional form, 127
influenced by pressure fluctuations, 126,

147
point-by-point correction, 128, 154, 157
relationship to advection, 124, 130
relationship to bias in time integrated

flux, 150, 153
relationship to spectral attenuation, 133

Zero-plane displacement, 11, 77, 130, 219




