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Biodiversity Economics

Human-induced biodiversity loss is greater now than at any time in
human history, with extinctions occurring at rates hundreds of times
higher than background extinction levels. The field of biodiversity eco-
nomics analyses the socio-economic causes of and solutions to biodiver-
sity loss by combining the disciplines of economics, ecology and biology.
This field has shown a remarkable degree of transformation over the past
four decades and now incorporates the analysis of the entire diversity
of biological resources within the living world. Biodiversity Economics
presents a series of papers that shows how bio-economic analysis can
be applied to the examination and evaluation of the problem of vari-
ous forms of biodiversity loss. Containing state-of-the-art bio-economic
research by some of the leading practitioners in the field, this volume
will be an essential research tool to those working on biodiversity issues
in the academic, policy and private sectors.
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Preface

The field of biodiversity economics, i.e. the analysis of the problems at
the interface between the disciplines of economics and biology, proba-
bly has its origins primarily in the work of Colin Clark. Much of this
early work looked at the exploitation of fisheries in the context of var-
ious institutional assumptions: open access, social planning, etc. Since
these early efforts, the field of biodiversity economics has expanded in
many different directions. It still concerns the analysis of the causes of
resource overexploitation and decline, but also includes within its core
the examination of the sorts of externalities involved (values) and the
types of policies applied. In addition, and most crucially, the field now
encompasses many resources other than simply marine resources: forests,
wildlife, and even genetic resources (used in agriculture and pharmaceu-
tical industries). The entire diversity of biological resources within the
living world is now brought within the field of biodiversity economics.

All of these problems share a common aspect — the dynamic nature of
biological resources. Biological resources are distinctive in that they live
and grow and respond to other living things. This generates a common
analysis across the entire discipline that focuses on how human societies
interact with other living things and how management should take bio-
logical characteristics into consideration.

In this volume we provide a set of papers that demonstrates the appli-
cation of this framework across the entire range of issues currently under
consideration within this important field. We divide the volume into four
sections, three representing the core areas of biodiversity economics and
the last a demonstration of their application in a concrete context (agri-
cultural biodiversity). In Part I, we commence with a set of eight papers
comprising an examination of the causes of biodiversity loss. Then in
Part IT we turn to a section of five papers assessing the issues concerning
the valuation of biodiversity. In Part III we examine the range of policies
for biodiversity conservation. Finally, in Part IV, we include a case study
on agricultural biodiversity: causes, values and policies. The volume as
a whole serves as a demonstration of the means by which bio-economic

XX



Preface xxi

analysis might be applied to the examination and evaluation of the prob-
lem of various forms of biodiversity losses.

The volume emanates from a collaborative effort undertaken by an
interdisciplinary network of European scientists (known as BioEcon)
working to advance economic theory and policy for biodiversity conser-
vation. The BioEcon network has provided a platform for economists,
lawyers and natural scientists from leading European academic and
research institutions as well as members of prominent policy organisations
to work together on advancing our understanding of the anthropogenic
causes of biodiversity decline as well as on developing novel economic
incentives for biodiversity conservation.! Over the past decade more insti-
tutions from all around the world have become involved in the network
activities (such as its annual conference) while the network has provided
the launching pad for many new researchers and research agendas in
the field of biodiversity economics.” We hope that this volume will help
to consolidate this relatively new field and continue to encourage new
researchers and new research agendas in the area.

ANDREAS KONTOLEON, UNAI PASCUAL, TIMOTHY M. SWANSON

1 The partners in BioEcon are: Alfred-Weber-Institute, University of Heidelberg,
Germany; Center for Development Research, Department of Economics and Tech-
nological Change, University of Bonn, Germany; Centre for Economic Research,
Tilburg University, Netherlands; Centre for Environment and Development Economics,
Environment Department, University of York, UK; Centre for the Philosophy of Law,
Université catholique de Louvain, Belgium; Department of Economics, Norwegian Uni-
versity of Science and Technology, Norway; Department of Economics, School of Ori-
ental and African Studies, UK; Department of Economics, University College Lon-
don, UK; Department of Land Economy, University of Cambridge, UK; Finnish Forest
Research Institute, Vantaa Research Centre, Finland; Fondazione Eni Enrico Mattei,
Italy; Laboratoire Montpellierain d’economie Theorique et Appliquee, Centre National
de la Recherche Scientifique, Université Montpellier 1, France.

2 Details of all network activities can be found at www.bioecon.ucl.ac.uk
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lighting the importance of accurately valuing and accounting for biodiver-
sity resources and services in public decision making, which constituted
a recurrent and far-reaching policy message from his important body of
work.
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Foreword

I am delighted to see that biodiversity economics has become a disci-
pline in its own right. Those of us who have been addressing the multiple
dimensions of biodiversity have long sought better ways of incorporating
economic thinking into our various challenges. Biodiversity loss is a seri-
ous preoccupation for the entire science of conservation biology, which
has its own journal and scientific society, but it remains weak in delivering
appropriate policy advice, largely because it is not able to demonstrate
the economic implications of policy alternatives.

Other parts of the biodiversity community deal with what ultimately
is an economic relationship, namely sustainable use. While the concept
certainly has significant ethical dimensions, it more fundamentally deals
with the costs and benefits of alternative management strategies, and
these often will be based on economic principles. Is it more cost-effective
to have safari hunting of rhinoceros, or photo safaris? How can economic
calculations of sustainable off-take incorporate stochastic events, such as
annual changes in rainfall (and thus productivity of vegetation)?

Others working on biodiversity focus on very specific issues, such as
the impact of invasive alien species on natural ecosystems and human
economies. Quantification of the negative impacts of these invasive alien
species can help to convince policy-makers to design, implement and
support appropriate measures to prevent such species from becoming
established or to manage them efficiently once they have become part
of an ecosystem. Biodiversity economics has much to contribute to the
problem of invasive aliens, clearly demonstrating the suitability of alter-
native approaches to the problem.

I was also pleased to see the attention being given to the non-wild parts
of biodiversity, here called ‘agro-biodiversity’. The relationship between
domesticated landscapes and the surrounding matrix has significant eco-
nomic dimensions, as these non-domestic landscapes provide important
ecosystem services to the agricultural lands. These include providing
clean water, supporting pollinators, maintaining habitats for wild relatives
of domesticated plants and animals (thereby providing genetic materials
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for the future), forming soils and ameliorating climate extremes. All of
these have economic dimensions, and biodiversity economics has a key
role to play in helping to develop appropriate incentive measures, such as
systems of payment for ecosystem services, that are efficient and equitable
as well as environmentally effective.

These are just a few of the topics where biodiversity economics is mak-
ing important contributions. It is especially pleasing to see the breadth
of institutions involved in BioEcon, demonstrating that biodiversity eco-
nomics is built on a solid consensus of scholarly research.

I would like to close by paying homage to David Pearce, whose many
contributions to biodiversity economics over the past few decades have
been the foundation upon which so many other contributions have been
built. His economics-based perspectives have helped to legitimise the
arguments conservationists have been making for many decades, while
also usefully challenging some of our cherished assumptions. His opening
chapter well summarises many of the ideas that made his contributions so
powerful to policy-makers and scientists alike. This is a worthy monument
to his numerous contributions.

While biodiversity economics addresses issues such as valuation, incen-
tives and tradeoffs, it is also apparent from this volume that much work
remains to be done. This book is the best available account of the cur-
rent state of the art in this important discipline. I have no doubt that
the coming years will lead to even more dramatic progress in biodiversity
economics. The future diversity of life on our planet depends on such
progress.

JEFFREY A. MCNEELY

Chief Scientist

IUCN-The World Conservation Union
Gland, Switzerland






Introduction

Andreas Kontoleon, Unai Pascual, Timothy Swanson

1 An introduction to biodiversity economics

Biodiversity economics examines the causes, values and policies associ-
ated with the problem of biodiversity decline. It usually involves a dynamic
analysis of the living resources and hence it must often incorporate the
facets of growth and responsiveness that are characteristics of such living
things. In addition, it often focuses on the more esoteric forms of non-
use values, such as real options and existence values, and the techniques
available for quantifying them. Finally, it must also consider the manner
in which decisions are taken in the context of such complicated dynamics
and values. In sum, the field of biodiversity economics considers some of
the interesting and complex dynamics within and between the social and
natural worlds.

In this volume we attempt to categorise the various parts of this field
under three headings: causes, values and policies. We then use a set of
papers to demonstrate the meanings of these categories in this field and
the development and extension of these concepts in this context. The
intention is to demonstrate both the entire set of issues encompassed by
the field of biodiversity economics and the manner in which frontier-level
analysis and research is being undertaken within this realm.

Biodiversity economics is exciting and important work, as demon-
strated by the various chapters within this volume. It encompasses both
interesting topics and contexts (such as wildlife, forests and genetic
resources) and important and complex problems (such as biological resis-
tance, invasion and valuation). We set forth here a summary of the area,
in the hopes of encouraging readers to pursue the chapters and the field
in even greater detail.

2 The causes of biodiversity loss

Biodiversity loss is occasioned by many different factors, but three pri-
mary categories come to mind. First, there is the problem related to the

1
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continuing changing of land use across the globe and how this impacts
upon the structure of ecosystems and their resident species diversity. This
is a social problem to the extent that land use conversion is undertaken
either without consideration of the value of biodiversity being lost in the
process, or without consideration of the potential costliness of the con-
tinued conversion process in terms of undermining system resilience and
stability. Second, there is the problem related to the ongoing expansion,
emergence and integration of markets and states. In particular, existing
trends of globalisation alongside the deepening of trade liberalisation have
important but still insufficiently understood impacts on the stocks of liv-
ing resources and the services that they provide to society. This is a social
problem to the extent that it is difficult to invest in the maintenance of
stocks when increased flows result from market integration; that is, it is
often a problem of inadequate institutions and incentives. Third, there
is the problem of the movement of some species (by societies) into the
areas inhabited by others and the unintended or unforeseen impacts of
these exotics. This is a problem determined by the biological character
of some species, which are unable to inhabit areas in proximity to oth-
ers, and the difficulty of internalising these biological characteristics into
human decision making. Let us consider each of these distinct problems
in turn.

Habitat conversion

First, the problem of land use conversion concerns the difficulty of incor-
porating the values or potential costs of habitat conversions into social
decision making. In this volume we examine three aspects of this problem,
associated with institutions, externalities and potential hazards.

In Chapter 2, the question under consideration concerns the poten-
tial impact of institutions in contributing to the problem of habitat
conversion. Edward Barbier considers the problem as one of potential
for relatively uncontrolled or unmanaged resources to result in resource
degradation and then tacit conversion. An example he cites is the man-
grove fisheries of Thailand, which were managed under open access
institutions, whereas the shrimp farms which replaced them were man-
aged under private property rights. He argues that the form of institution
applied to the resource determines the capacity of the resource to with-
stand exploitation, and those that continue are those which have more
formal property rights applied.

He demonstrates the argument by an empirical analysis that examines
the impact of a more formal institution as a source of ‘friction’ between
the resource concerned and the market forces acting upon it. An open
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access resource suffers from exploitation immediately responsive to mar-
ket pressures through its major signals (prices, wages), while a managed
resource is conceived as one that responds (if at all) only with a lag. He
finds that in the case of the Mexican e¢jido common landholding system,
resource exploitation responded to market pressures with a lag while the
Thai mangroves, mentioned above, responded with immediate effect. In
short, Barbier is demonstrating that status quo open access regimes con-
stitute unofficial policy for encouraging conversion of natural resources.

Another factor important in habitat conversion is the presence of exter-
nalities between various users. One user may perceive another as a poten-
tial competitor for its resources, in either the harvest or the marketing
of the resource. In either case the incentive is for the resource user to
respond to the existence of potential threats from other users with strate-
gic overexploitation. This is simply the incentive to hoard the resource,
or the disincentive to invest, by reason of potential competition. There
are many reasons that such competition for resources and resource mar-
kets might exist, but the primary impact is the same as in the absence of
adequate institutions: there is an incentive to convert the habitat to a use
that might more easily be controlled. This might be the reason that many
forests are converted to pasturelands, with the implied loss of biodiver-
sity, simply because the residents of the forests are contestable whereas
the converted cattle are not.

This hypothesis is examined in this volume in an empirical analysis by
Robalino, Pfaff and Sanchez-Azofeifa (Chapter 3). They posit the case
in which neighbouring users have impacts upon one another by reason of
the relative balance of converted and non-converted goods and services
provided within the market. They examine the nature of the interaction
within the context of a spatially detailed dataset concerning two regions
in Costa Rica. In their analysis they demonstrate the existence of such
positive interaction effects in one region and its absence in the other. They
argue that this difference could derive from something as formal as insti-
tutional differentiation, but also from something as informal as differing
expectations within differing communities. So, their analysis emphasises
the role of informal as well as formal institutions in the determination of
the ultimate effect of externalities in resource conversion.

The final paper considering the problem of habitat conversion takes
a very different approach. Chapter 4, by Tsur and Zemel, argues that
the problem derives not from user-based externalities and the imper-
fection of local institutions but instead from the difficulty in internalising
global-level externalities. They posit the problem as one in which the con-
tinuing conversion of habitat generates an increasing hazard on a global
scale, one which must be endogenised by a global planner. This would
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be the case for example if the continuing conversion of arable lands to a
few cultivated crops resulted in a production system that was susceptible
to collapse. Then each individual conversion would enhance the prospect
of collapse for the entire system which, if it happened, would be experi-
enced as a collapse in welfare at the global level.

Tsur and Zemel examine the manner in which a social planner should
act to manage for such a potential hazard from habitat conversion, and
find three distinct cases. First, if there is a known threshold for the poten-
tial of collapse, then the social planner should simply bound conversion
at that point and guide global conversion asymptotically towards that
threshold. Second, if the threshold exists but its level is uncertain, then
the social planner will provide a safety cushion against collapse in its
conversion pathway. In short, with manageable uncertainty, there must
be a precautionary cushion provided against the potential for collapse.
Finally, if the threshold exists, is uncertain and exogenous (i.e. the con-
ditions under which collapse will occur are not entirely within the control
of the social planner), then under certain conditions it might be optimal
to hasten the process (to ensure completion prior to exogenous collapse).

This analysis is an important example of the distinctive character of
living resources. Some resources remain far more static and manageable
(for example, exhaustible resources such as minerals) and so the process
of control is much more manageable. Living resources provide elements
of exogeneity and unpredictability to the problem that create complex
approaches to decision taking.

Trade

Trade also places pressure on biological resources. Many advocates argue
that it is free trade that degrades biological diversity and that trade in
diverse resources should be banned to halt its decline. Under very simple
assumptions, this is true. It is straightforward to show that a resource-
abundant economy with unmanaged resources will be subject to overex-
ploitation (and resource decline) if opened up to trade with others. To
the extent that biodiversity resources exist primarily within developing
countries, with attendant resource abundance and institutional deficits,
increased international trade must result in the decline of biodiversity
resources.

The survey paper by Bulte and Barbier (Chapter 7) demonstrates the
caveats to this simple observation. First, if we move away from this most
simplistic caricature of North and South and towards a more realistic
depiction in which both regions experience some institutional imperfec-
tions and some diverse resource endowments, then the impacts of trade
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are more ambiguous. It is possible both to achieve the economists’ ‘dream
scenario’ — in which the institutions and production patterns converge on
the less resource-intensive and higher-quality institutions — and it is also
possible to achieve the nightmare of the simplistic case set forth before.
In general the outcomes are more mixed and less straightforward than
the advocate’s argument.

For Bulte and Barbier this points to the importance of trade in endo-
genising institutional development, so that those parts of the world
with imperfect institutions are able to improve through interaction and
exploitation. The incentives to engage in monitoring and enforcement,
as well as any other institutional development, hinge upon the perceived
investment-worthiness of the resources concerned. Bulte and Barbier
argue that trade impacts crucially depend upon the institutions through
which they are channelled.

In Chapter 8 Alam and Van Quyen provide a neat depiction of the
manner in which trade interacts with other fundamental causes of bio-
diversity loss, namely population growth and habitat conversion. They
posit the case in which biodiversity resources are under an exogenous
threat by reason of the continuing expansion of human populations, and
markets for biodiversity are thus crucial to the provision of incentives to
avoid habitat conversion pressures. In this case, the absence of trade in
biodiversity will necessarily lead to the decline of the resource, on account
of demographic pressures, and hence a ban on trade is not a viable instru-
ment in and of itself. The issues then come down to the nature of the
trade instrument capable of channelling value and creating incentives to
invest in biodiversity resources, and the capacity of these incentives to
counterbalance the forces deriving from population pressures.

In sum, the chapters on trade survey a wide range of issues concerning
habitat loss, resource exploitation and population pressure. The analysis
by Bulte and Barbier emphasises the importance of institutions in chan-
nelling the pressures from trade into constructive purposes. The analysis
by Alam and Van Quyen emphasises the necessity of providing trade as
a counterbalance to the pressures from population. The papers together
demonstrate the crucial manner in which the various drivers of biodiver-
sity decline interact and the way in which management must consider
them together.

Invasives

A third important cause of biodiversity’s decline is the introduction of
unusual species within natural environments. This may happen purpose-
fully (via the conversion of land uses described previously) or it may
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happen incidentally (via the spread of species attendant upon casual
exchange and trade). The latter problem is the one considered under
this heading. As trade patterns extend across the globe and the volume
of trade increases, the spread of species beyond their natural domains
continues to threaten many of the naturally resident species.

The problem of invasives is primarily a problem of monitoring and
control. It concerns the need to expend resources to manage an external-
ity attendant to otherwise casual activities, when the externality is both 1)
incidental to an otherwise unrelated activity (such as the carriage of zebra
mussels in sea vessels’ ballast water), and ii) primarily for the benefit of
states other than the one that must undertake the control expenditures.
Invasive species problems occur on many scales, but those that occur in
the context of trade usually involve several, if not many, different states.
Thus there is a significant public good and free rider facet to the invasive
species problem.

In Chapter 5 Charles Perrings considers how such a problem is related
to poverty in a survey paper that touches on many of the key issues con-
cerning invasive species. Perrings finds that a crucial part of the invasive
species’ problem concerns the ‘weakest link’ nature of the public good,
i.e. the state undertaking the least amount of management determines the
quality and extent of the externality. This of course relates the invasives
problem to the environmental Kuznets curve literature, examining the
links between income and environmental management. Do poor coun-
tries necessarily undertake less environmental management and hence
determine the quality and extent of the invasives problem? Perrings finds
that the literature does not support the finding that poor countries must
necessarily provide poor environmental management, but does promote
the finding that the support of monitoring and enforcement in poor
countries is important to the resolution of the problem. In general he
expects that the invasives problem will become more prevalent as inter-
national trade increases and income expands, and that international coop-
eration will be important to its resolution.

A second paper on invasives by Finnoff, Shogren, Leung and Lodge
(Chapter 6) concerns the choice of the appropriate instrument for the
management of the problem: prevention or control. Control concerns
the use of current information and current resources to minimise the
negative impacts of invasives. Prevention involves investments in those
assets most appropriate to minimising the problem over the future. The
authors find that the choice between these two approaches depends on
more than just their relative cost-effectiveness. It also depends on, first,
the prevalent social discount rate and, second, the risk aversion of the
decision maker. Basically, the two factors cut in opposite directions. The
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lower the social discount rate, the more that investment/prevention is pre-
ferred as the costs of discounting declines. In this case, the lower discount
rate makes the case for prevention over control. However, in regard to
risk aversion, the opposite conclusion results. Greater risk aversion in
fact mitigates in favour of awaiting greater information prior to selecting
action and so favours control over prevention. The paper makes clear that
the problem of invasives concerns the control of a dynamic problem, in
which the flow of information and the rate of return are critical elements
of the solution.

Invasive species are clearly the most biological cause of the decline
in biological diversity. It is the analysis and evaluation of the biological
dynamics of interacting species that is at the core of the biology of this
problem. The social dimensions are more concerned with the problem of
enforcement/control and public good provision, and the combination of
social and biological facets makes this a fascinating area for future work.

Summary: causes of biodiversity loss

The eight chapters in this part of the volume provide an interesting sur-
vey of the range of causes considered within the literature on biodiversity
economics: habitat losses, trade and overexploitation, invasive species.
These forces together account for much of the loss of biodiversity in
the world today, and the authors here demonstrate the forms of analysis
being brought to bear in the examination of this facet of the problem.
They demonstrate that there are many economic facets to the problem of
biodiversity loss, including i) the provision of public goods and develop-
ment of institutions, ii) the valuation of externalities and iii) the choice
and implementation of the appropriate instruments and controls. In the
next two parts of this volume, we turn to the papers focusing on the latter
two aspects of the biodiversity problem.

3 The value of biodiversity

In the introductory chapter to this volume, Prof. Pearce highlighted the
importance of the monetary valuation of biodiversity for designing incen-
tives that can induce optimal conservation efforts. In fact, valuation is
important for all facets of public decision making that impact upon bio-
diversity resources. In particular, valuation plays an indispensable role
in project appraisal and regulatory review (i.e. cost-benefit analysis), in
the setting of environmental regulations (e.g. Pigouvian taxes), in the
assessment of damages in liability cases (e.g. in oil spill cases), as a
precursor for designing markets for biodiversity conservation (e.g. eco-
tourism, green forest products, etc.) and for green national accounting
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(e.g. accounting for the depreciation of national capital). Yet the accu-
rate valuation of biodiversity resources and their services is hindered by
their strong non-market and public good characteristics. This fundamen-
tal problem has spawned a vast literature examining both conceptual and
technical issues on the valuation of biological resources. This research
has provided insights of a wider scientific interest reaching beyond the
field of biodiversity economics such as contributions to our understand-
ing of individual preferences over public goods, the nature of altruism and
quasi-option informational values, the problem of discounting as well as
numerous important technical and econometric contributions.

In Part III of this volume we present two sets of papers with advances in
this literature on the value of biodiversity resources and services. The first
set includes two chapters addressing conceptual valuation issues, while
the latter includes three chapters presenting developments in techniques
of non-market valuation.

Concepts

The first conceptual chapter by Goeschl and Swanson (Chapter 9)
assesses the approaches for evaluating the informational value of genetic
resources. The authors conceptualise the informational value of biologi-
cal diversity analogous to that of a library containing all published written
works. As resources are scarce, cost-benefit type decisions would need to
be made over the optimal portfolio of books that should be preserved.
The authors extend this logic to the management of the informational
value of biodiversity and analyse three different approaches over how
to manage this ‘legacy library’. The first concerns how to construct the
library richest in information given the opportunity costs. Here, the issue
is one of taking a given budget and using it most effectively to max-
imise genetic variability, but without reference to any use or usefulness
to humans. While the approach can be extended to encompass value
dimensions other than distinctiveness, there are two cogent criticisms
of this approach. The first is that the supply-side orientation overlooks
that additional search investments have to be carried out to utilise the
resources inherent in the legacy library. The other is that it is essentially
static and thus places little emphasis on the potential values from biodi-
versity conservation as a means of solving problems important to human
societies.

The second approach for maximising the informational value of bio-
diversity focuses on how to design the library to optimise the search
for a given piece of information. Under such a search framework the
problem is one of identifying the useful information as quickly as
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possible — the emphasis is upon the time and resources expended in the
process of search for a solution to a specific problem. In this context,
the existence of the biodiversity resource generates costs and benefits in
equal measure, by being both information and obstacle. The most cogent
criticism of this approach is that, although rooted in the idea of diversity
as useful information, it also casts diversity as the major obstacle to its
own usefulness. In a world in which the storehouse of genetic informa-
tion is becoming ever smaller, it would seem that this is an interesting but
potentially inadequate manner in which to cast the problem of biodiver-
sity management.

The third approach for maximising the informational value of biodi-
versity centres on the problem of designing the library so as to provide the
optimal stock of information to meet the demands arising from an end-
less stream of future unpredictable problems. In this context the authors
explore the conditions under which today’s decision should use current
information, but provide an additional hedge against future uncertainties.
This could imply the retention of larger libraries with a greater diversity of
information. The most cogent criticism of this literature is that it implic-
itly assumes stagnant (or even regressive) technological progress and a
lack of substitutability for biodiversity-sourced information.

These three very different approaches lead to very different answers
regarding the design of the legacy library; however, taken together they
provide insights into the value of the amount and quality of information
contained within biological systems. The authors conclude that in the
presence of irreversibilities, the current generation has the responsibility
to make this decision over maximising the informational value of biodi-
versity by reference to the longer-term welfare of future generations, and
that it may be dangerous to assume that technological change alone will
be able to solve this problem.

The next conceptual paper, by Stefan Baumgértner (Chapter 10), is
concerned with the measurement of biodiversity as a precursor to its val-
uation. The author argues how measurement of biodiversity is subject
to value judgements. He explores and compares the value judgements
underpinning both the economic and ecological measurement of biolog-
ical diversity. It is critically argued that there are systematic differences
between these two approaches of biodiversity measurement. In doing
so Baumgirtner makes two important advances to our understanding
of measurement of biodiversity. First, he displays how the two types of
biodiversity measures — the ecological and the economic — aim to charac-
terise two very different aspects of biological systems. While the ecological
measures describe the actual, and potentially unevenly distributed, allo-
cation of species, the economic measures characterise the abstract list
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of species existent in the system. Second, he discusses how ecological
and economic measures of biodiversity differ on account of fundamental
differences in their philosophical perspective on biodiversity. The for-
mer follows a more ‘conservative’ view that can be traced to ideas by
Leibniz and Kant, while the latter can be traced to a more ‘liberal’ per-
spective associated with the ideas of Descartes, Locke and Hume. These
different value judgements lead to different valuation measures for biodi-
versity. Understanding these value judgements goes a considerable way
to explaining commonly observed disagreements over the relative impor-
tance of biodiversity as well as over alternative conservation paths.

Techniques

The section then turns to present frontier technical research on meth-
ods of non-market valuation. The papers selected for inclusion in this
section of the volume make important technical and methodological
advancements that contribute to fields such as experimental economics
and applied micro-econometrics. Yet their main motivation (which is
shared across all these papers) is to provide a direct contribution towards
solving specific biodiversity conservation problems. That is, this set of
papers provides an illustration of how current technical research in val-
uation can be purposefully pursued so as to enhance our understand-
ing of how to design effective and efficient biodiversity conservation
policies.

The first of these chapters, by Becker, Choresh, Inbar and Bahat
(Chapter 11) develops an approach that combines the travel cost (T'C)
and contingent valuation (CV) methods for assessing the marginal
value of an endangered species so as to assess the efficiency and cost-
effectiveness of alternative wildlife conservation strategies. The authors
apply this approach to assess the marginal values associated with the
protection of the Griffon vulture in Israel via the development of alter-
native methods. In particular they utilise the result from the TC and
CV to carry out cost-benefit analysis, both at the regional level with
respect to assessing the welfare implications of one particular conser-
vation activity (namely feeding stations) and at the national level with
respect to assessing broader vulture conservation policy options. The
former of these analyses was undertaken by comparing the costs of feed-
ing stations to the estimated value of the marginal vulture derived from
the two valuation methods. It was found that protecting vultures passes
a national cost-benefit test and that feeding stations are economically
viable in generating on average 0.23-2.12 vultures annually. In the latter
analysis two additional policy issues were analysed: entrance fee policy
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and effort allocation. With respect to pricing policy it was shown that by
charging the revenue-maximising entry fee level, policy-makers can gen-
erate a large increase in revenues compared with the current situation, but
at the same time this will bring about a substantial welfare reduction. The
region where the tradeoff between the revenues and welfare is relevant to
the policy-makers was empirically identified. Further, it was shown how
combining CVM and TCM results can provide insights as to the overall
optimal allocation of vultures and visitors between ‘competing’ sites or
nature reserves.

The wider policy contributions of this piece of research are the follow-
ing. First, there are solid economic arguments to invest in ‘charismatic’
wildlife species, even if their population size is above the critical sur-
vival threshold level. Second, assuming we have good ecological appre-
ciation of the cost-effectiveness of feeding stations, there is a welfare-
enhancing rationale for differentiating efforts among different ecotourism
sites. Finally, this research highlights the importance of creating a compre-
hensive database of critical survival threshold levels of different species,
which would allow wildlife policy decisions to be made at the margin,
which in turn would lead to a more efficient allocation of conservation
funds and efforts.

The next chapter, by Christie, Hanley, Warren and Murphy (Chapter
12) uses the choice experiment (CE) method in an attempt to assess the
value of different aspects of biodiversity per se instead of specific biodi-
versity resources. In doing so, the authors develop a novel methodological
approach to the valuation of biodiversity. In particular, they draw heavily
on ecological literature relating to the definition and measurement of bio-
diversity. This literature is then used to feed into the design of a CE which
examines public values of various attributes of biodiversity in the UK.
The difficulties involved with presenting complex and often new infor-
mation in valuation studies had to be addressed. The authors make use
of a novel way of conveying such information to respondents, in a man-
ner which is consistent with ecological understandings of biodiversity.
The attributes chosen for inclusion in the CE were familiarity of species,
rarity of species, habitat quality (e.g. habitat restoration vs. new habitat
creation) and state of ecosystem processes (e.g. ecosystem services, such
as flood defence, have a direct impact on humans). The results suggest
that respondents exhibited a high degree of understanding of the concepts
used in the design of the CE study. Further, the authors find that the UK
public exhibits strong preferences for the preservation of its biodiversity
and that the nature of this value can be mostly classified in the passive
non-use value category. Finally, the authors examine the relative impor-
tance placed on biodiversity attributes which provide insights as to what
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type of biodiversity conservation policies would be welfare enhancing for
the UK public. For example, they find that the UK public would sup-
port policies that target rare and familiar species of wildlife while they
would be unwilling to support policies that simply delay the time it takes
for such species to become extinct. Further, there was evidence that the
public would support policies that aimed both to protect and increase
habitat, although this support was found to be weaker compared with
that for the conservation of rare species. Finally, the choice experiment
suggested that the public placed a higher priority on conservation efforts
targeting ecosystem functions that directly affect humans and were less
interested in other types of more indirect ecosystem services.

In the last chapter in this section (Chapter 13), Horne, Boxall and
Adamowicz turn to the assessment of forest recreational and passive use
values by employing a CE method. The novelty of their work lies in
explicitly accounting for the impact of spatial dimensions in the supply
of biodiversity goods and services. In an application of the CE method in
Finland, the authors examine the values associated with specific munic-
ipal forest recreational locations and identify spatial preferences for bio-
diversity conservation.

The study shows how preferences for forest management at one site
may be somewhat different than preferences for forest management over
the set of recreation sites in a particular study area. This implies that for-
est management strategies should be best viewed over the entire system of
spatial units, where the manager faces an option of varying levels of man-
agement intensity among the sites. Within this system, the manager could
assign different management goals for each site, or integrate all manage-
ment activities into a management system applied at all sites. Therefore,
one important management attribute that should be considered is vari-
abiliry or flexibiliry in the management regime over the system of recreation
sites. The study identifies the welfare impacts of altering the management
regime. Further, by accounting for preference heterogeneity, their anal-
ysis allows for the examination of the characteristics of the ‘winners’ and
‘losers’ under alternative management regimes. The authors compare the
results from a recreational site-selection model that included varying bio-
diversity levels across different sites with results from a model that used
the average measures of biodiversity (such as species richness) across the
entire system of sites. The comparative analysis clearly showed that the
two models provided different policy conclusions, while the site-specific
model was found to be statistically more efficient and to provide more
information on the preferences for forest management. Comparison of
the two models illustrates the benefit of including spatial information as
a variable in understanding preferences for forest management.



Introduction 13

The contributions made by these technical papers are indicative of
some general patterns or trends in the literature on non-market valuation
of biodiversity. In particular, there is considerable research in develop-
ing methods for combining different sources of data on preferences from
different non-market valuation studies and/or methods. The paper by
Becker et al. provides an illustration of this body of work by combining
the TC with the CV method. Further, current research has focused on
the valuation of biodiversity characteristics and services rather than biodi-
versity resources. The chapter by Christie ez al. is one of the first attempts
to quantify the value of ecologically coherent biodiversity measures using
the CE method. One aspect of this research that has received consider-
able attention has to do with deciding on the optimal amount and quality
of information that the researcher must convey to respondents partaking
in stated preference studies that involve complex and largely unfamil-
iar biodiversity concepts. The contribution by Christie ez al. provides an
example of how such information can be harnessed from experts and
then processed and conveyed to survey respondents.

In addition, researchers working on the valuation of biodiversity have
acknowledged both the theoretical consistency and the policy importance
of assessing marginal (as opposed to total) welfare impacts from changes
in biodiversity levels. The work by Becker ez al. exemplifies the impor-
tance of such marginal analysis for the design of optimal wildlife man-
agement strategies for the conservation of the Griffon vulture in Israel.
Finally, a significant part of the biodiversity valuation ‘scientific research
programme’ has been concerned with addressing and incorporating dif-
ferent levels and types of heterogeneity into the analysis. As shown in the
paper by Horne et al. two such aspects that have received considerable
attention are preference and spatial heterogeneity. With respect to the
former, considerable econometric advances have been made in incorpo-
rating individual demographic and psychometric variables into random
utility models. Regarding the latter, research has focused on incorporat-
ing location-specific characteristics (using spatial econometrics) into the
assessment of both use and non-use values.

4 Policies for biodiversity conservation

Parts I and II of this volume help us understand better the funda-
mental institutional and economic factors determining the excessive
depreciation rate of biodiversity and its associated social cost. How-
ever, this understanding would not be of much use if it is not used in
the realm of policy-making. It is stressed throughout the volume that
informal as well as formal institutions determine the fate of biodiversity
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conservation through changes in land use. This implies that investments
in context-specific institutional assets (social capital) become important
to adequately filter down the policies for the conservation of biodiversity
resources. The level of precision and cost-effectiveness of conservation
efforts is consequently greatly determined by the meso-economic envi-
ronment.

Part I1I of this volume is concerned with policy issues and is divided in
two complementary sets of papers. The first set focuses upon the design
of innovative biodiversity contract mechanisms. The main characteris-
tic of such contracts for the conservation of biological resources is their
voluntary nature. That is, these three papers share a common concern
which can be summarised by this question: how can voluntary agreements
between providers of biological resources through conservation and ben-
eficiaries of their valuable services be designed to yield cost-efficient con-
servation targets? Providers include land users with well-defined prop-
erty rights to tracks of land in which conservation can be undertaken,
and traditional local communities that manage land and its constituent
biological assets as common pool resources. In addition, beneficiaries
can either overlap with the community of resource managers, or belong
to parts of society represented by government at different administrative
scales. The answer to the above question logically depends both on the
nature of the resources to be conserved, the institutional backdrop, and
the nature of both providers and beneficiaries with their in-built strate-
gies, such as free-riding. The next set of papers in this part attempts to
move a step forward from the issue of policy design to the implementation
realm. Therefore, the papers allow us to move closer in helping to find
answers to another critical question: how can regulation be effectively
implemented, in terms of precision (getting as close as possible to the
target) and cost-effectiveness?

The role of voluntary agreements and contracts

Departing from traditional market-based incentives, such as Pigouvian
taxes and subsidies, a potentially fruitful way for conservation of biodi-
versity resources in private lands is by the direct creation of markets. In
Chapter 14 Stoneham, Chaudhri, Strappazzon and Ha argue that this
is by no means an easy task and that its design is challenging mainly
because of problems associated with asymmetric information between
the relevant parties. The causes of such asymmetries are obvious. Land
owners (such as farmers) have a better appreciation than conservation
programme administrators of the effects of undertaking conservation
actions on their private economic decisions (e.g. on crop production).
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Similarly, governments may hold information on the significance and
scarcity of the biological resources found in private lands and this infor-
mation may not be readily available or accessible to the individual
landowners themselves. Against this backdrop, it is difficult to create
markets for nature conservation. What is needed is the design of policy
mechanisms that can reveal hidden information needed to develop mar-
kets or contracts between government and private landholders as primary
stewards of biological resources and providers of environmental services
through their conservation.

Gary Stoneham ez al. demonstrate that it is feasible to create the supply
side of a market for the conservation of biological resources by design-
ing auction conservation contracts. With a defined budget, such auctions
provide signals of the value of conservation translated into market prices
which allow the allocation of financial resources to biodiversity conser-
vation. The chapter also stresses the point that with a limited budget to
recreate such markets for conservation by private land owners, flexible
price auctions are more advantageous than fixed-price auctions as the for-
mer offer large cost savings to governments. Further, the chapter’s case
study, drawn from Victoria, Australia, is also helpful in highlighting sev-
eral important auction and contract design complications that are likely to
occur, including dealing with cases of multiple environmental outcomes,
handling unforeseen site synergies and overcoming problems with reveal-
ing reserve prices.

Other forms of market creation have been heralded as potential means
of biodiversity conservation, especially in situations in which land users
manage land under diffuse and collective property right regimes, such as
in most of the tropical regions of developing economies, and particularly
in so-called biodiversity ‘hot spots’. Retrospectively it can be said that
one avenue that has possibly excessively been heralded as a panacea for
conservation and development is that of bioprospection under the regu-
latory umbrella of the United Nations Convention of Biological Diversity
(UNCBD). Dedeurwaerdere, Krishna and Pascual posit in Chapter 15
that under such a framework, contractual arrangements are the most
usual institutional avenue to coordinate the different actors involved in
bioprospection. Their key message is that there are important pitfalls of
the actual biodiversity governance system arising from a too narrow and
static notion of efficiency in the economics of regulation. The authors
apply an evolutionary institutional perspective to a unique and widely
acclaimed ‘access and benefit sharing’ (ABS) scheme from the Western
Ghats, India.

The chapter first questions the validity of a narrow benefit-cost
approach to approximate the social welfare loss from depreciating the
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genetic base of bioresources and the traditional knowledge which co-
evolves with it. This criticism is then illustrated by focusing on the cur-
rent ways that North—South bioprospection contracts and ABS agree-
ments are designed. One important point that distils from the paper is
that the value creation process of biological resources is a diffuse one
occurring in adaptive and complex socio-ecological systems. By contrast,
bioprospection contracts are almost entirely based on the assumption
that the added value of bioresources arises just at the final stage of the
full innovation chain. However, the chain also includes other nodes, such
as the ecosystem itself recreating biological diversity and the contribu-
tions of the traditional knowledge of local communities. The paper thus
calls for an institutional analysis of the full chain of the innovation process
to assess the full potential benefits from bioprospection contracts.

The last of the chapters focusing on contract design is by Nuppenau
and Helmer (Chapter 16). Their focus is on the design of compensa-
tion payment systems for waivers on ecologically unfavourable land use
practices. The chapter presents a novel approach to spatial ecological-
economic modelling, based on a principal (i.e. government) — agent (i.e.
farmers) approach. This approach helps identify compensation payments
schemes that are cost-effective, and in addition the analysis allows us to
take into account the impacts of price policies on landscape structure
and ecology following the impacts of such policies on farming intensity.
The main question addressed is thus how to make compensation pay-
ments for conservation both more cost-efficient and targeted. In trying
to answer such a question, the authors address a poignant issue, often
downplayed in this literature: there is seldom a clear set of criteria to
define what services landholders (e.g. farmers) should be compensated
for, how payments ought to be organised and, as far as the outcome is
concerned, how the issue of multiple land users can be addressed.

Conservation policy: implementation

Part IIT of this volume also sets out the challenges of policy implemen-
tation for biodiversity conservation. The previous set of papers largely
focuses on voluntary contract mechanisms for biodiversity conservation.
But it can be argued that centralised intervention has been and is expected
to remain an obvious element in the regulation of biodiversity. It is thus
worth considering which strategies governments should follow to achieve
optimal conservation levels, especially in the face of their administrative
powers to create new norms and their disposable budgets on which the
extent of monitoring activities largely depends.
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The last four chapters in Part III portray the challenges facing govern-
ment regulators. Chapter 17 by Vyrastekova and van Soest puts forward
an interesting and very relevant question in the face of existing advan-
tages and disadvantages of both decentralised (voluntary or informal)
and centralised (coercive or formal) approaches to regulate the use of
biological resources under common property. They contend that a mix
of centralised and decentralised enforcement mechanisms may render
outcomes which are superior to their individual counterparts. The idea is
an appealing one from the point of view of conservation policy implemen-
tation. The government’s powers can set the framework rules to exploit
the self-regulatory mechanisms that can endogenously arise and be main-
tained by the community of resource use members itself. In their review
chapter, the authors focus on past economic experiments to demonstrate,
systematise and analyse the relative weaknesses and strengths of both
formal and informal self-regulatory approaches. First, they contend that
when regulations are likely to be poorly enforced by governments, imply-
ing a low probability of convicting someone breaking the norm, govern-
ments may often do better by not trying to impose any enforcement at
all. This is a warning call about the potential hidden costs due to ill-
implementation of regulatory strategies. For instance, one may think of
the countless examples of increased strategic overexploitation of biolog-
ical resources in newly created protected natural areas, largely due to
an inadequate endowment of institutional assets and financial resources
from local governments to enforce and effectively implement such pro-
tection. Second, self-regulation by natural resource users under common
property may not be a panacea even when they have a stake in con-
serving the resources above what would be privately optimal. An often
necessary, though not sufficient, condition for success is for such users
to realise the welfare-enhancing effects of cooperation with respect to
resource exploitation while not putting aside cooperation with respect to
their other economic activities as well.

In Chapter 18 Polasky, Nelson, Lonsdorf, Fackler and Starfield
acknowledge the likely counterproductive effects that may arise due to
implementation problems of formally established natural protected areas
to conserve habitats. The authors argue that given such institutional
impediments, it is important to address conservation issues on lands out-
side such formally protected zones. Using a spatially explicit model they
analyse the effects of alternative land-use patterns on species conservation
and the economic returns of such a strategy. The paper is a clear example
of the potential to integrate biological and economic models to search
for efficient land-use patterns. Using a case study from Oregon (USA)
with three typical land uses (managed forestry, agriculture and protected
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areas) they contend that thoughtful land-use planning that includes the
possibility for recreating a simultaneous mosaic of different land uses can
achieve very similar conservation objectives but at a lower cost compared
with investments in exclusion zones (i.e. protected areas) with economic
activity occurring only outside such reserves.

An interesting complement to the results by Polasky ez al. is provided
by Behrens and Friedl (Chapter 19). Their paper focuses on the imple-
mentation of another widely used policy approach to conservation, the
so-called ‘flagship approach’, which involves efforts to conserve charis-
matic species such as the giant panda, the monk seal or the golden eagle.
Here, the policy question revolves around the difficult choice between a
‘flagship approach’ and an ‘ecosystem approach’ to conservation of bio-
logical resources, the latter involving a more comprehensive approach
targeted at protecting entire ecosystems. The choice becomes even more
poignant when there are tradeoffs (or conflicts) between wildlife conser-
vation and nature-based tourism.

The authors demonstrate that if policy implementation is thought to
maximise intertemporal social welfare from both recreation and conserva-
tion subject to the natural links between species and their habitat, then in
principle an optimal dynamic visitor control strategy can be found. Such
a result is illustrated for the case of the golden eagle in the Eastern Alps.
Moreover, the authors point out that the flagship approach to conserva-
tion may still be a good strategy for biodiversity conservation, thus under-
pinning efforts from large nature conservancy non-government organisa-
tions (NGOs) such as WWEF, the global conservation organisation, which
is increasingly targeting biodiversity conservation actions by using cam-
paigns aimed at protecting a handful of charismatic species.

The closing paper of Part III by Anders Skonhoft (Chapter 20) sheds
some light on optimal conservation implementation strategies focusing
on another order of complexity of natural systems. This is the one associ-
ated with the species dynamics that occur when policy-makers choose to
reintroduce species into specific habitats. Moreover, apart from emergent
ecological dynamics, existing economic activities can also be affected in
various ways. Skonhoft uses the example of the creation of severe conflicts
when recolonised species are large carnivores like wolves and grizzlies that
threaten livestock together with prey species which may have important
consumptive values such as for food or hunting. Yet often, reintroduced or
recolonised species can have similar consumptive values (e.g. hunting) in
addition to i situ recreational or existence values. The main point made
is that implementing species conservation strategies through recolonisa-
tion creates new complexities, both at the ecological level and in terms
of generating new conflicting values that policy-makers need to take into
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account. Skonhoft analyses such complexities with an in-depth study of
the recent recolonisation episode of the grey wolf in Scandinavia.

5 Managing agricultural biodiversity: causes,
values and policies

The final part of the volume constitutes an illustration of frontier research
work in the field of biodiversity economics as applied to agricultural biodi-
versity. The three papers chosen bring together many of the issues raised
in the three previous parts of the volume over the causes, values and policies
associated with managing dynamic biological resources.

The first of these papers by Di Falco and Chavas (Chapter 21) pro-
vides a demonstration of biodiversity economics through its analysis of
the causes of i situ agro-biodiversity decline when farmers are faced with
different types of environmental risk. In particular, the authors develop a
theoretical and empirical framework for assessing the role of iz situ crop
biodiversity in productivity and environmental risk management. They
start their analysis from the observation that much of the literature to
date on the role of diversity in productivity and risk uses the stochastic
production function suggested by Just and Pope. The adoption of this
framework implies that risk effects are captured by the variance of yields.
Di Falco and Chavas demonstrate how such a framework fails to cap-
ture the full extent of risk exposure, namely exposure to unfavourable
downside risk (e.g. severe drought leading to crop failure). In order to
illustrate empirically these issues, the authors present a case study that
uses data from durum wheat farms from rainfed agriculture in drought-
prone areas of Sicily, Italy. Their empirical analysis indicates that crop
diversity has a potential beneficial role in supporting farm productivity
and in managing environmental risk. The analysis also suggests that such
diversity can reduce the variability of yields. However, the authors find
that the effect of diversity on yield variance appears to vary with pesti-
cide use. While both diversity and pesticides have the potential to reduce
variance, they behave as substitutes in their risk-reducing effects. This
finding suggests the presence of strong interaction effects between pest
management, ecological management and risk management. Lastly, crop
biodiversity was found to be positively correlated with the skewness of the
distribution of crop yields. This indicates that diversity can help reduce
downside risk exposure (such as the probability of crop failure). The
analysis, therefore, concludes that when unfavourable climatic and agro-
ecological conditions expose farmers to particular environmental risks,
crop diversity may become an important asset for risk management.
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The second paper of the concluding section by Birol, Kontoleon,
and Smale (Chapter 22) provides an illustration of non-market valua-
tion research as applied to agro-biodiversity. In particular the authors
undertake one of the first attempts to assess the private use values asso-
ciated with i sizu agro-biodiversity conservation using a novel approach
that combines stated and revealed choice data. Their study focuses on
agro-biodiversity preserved in small-scale farms in Hungary. Such small
plots, also known as ‘home gardens’, are frequently found in developing
and transition economies where they are managed by farm households
using traditional practices and family labour. Though these home gar-
dens are believed to generate significant private benefits for farmers (e.g.
enhanced diet quality, steady food supply) and public benefits for society
at large (e.g. supporting long-term productivity advances in agriculture),
the exact magnitude and nature of such values have not been adequately
assessed. The study by Birol, Kontoleon and Smale contributes to this
underdeveloped literature by focusing on estimating the private value to
Hungarian farmers of agro-biodiversity conserved in home gardens. The
authors use a ‘data enrichment approach’ that combines or fuses data
from a CE model (a stated preference data) and a discrete-choice farm
household model (revealed preference data). Their analysis suggests that
data enrichment leads to a more accurate and robust estimation of the pri-
vate value of agro-biodiversity in home gardens. The chapter concludes by
discussing how the findings from this study can be used to identify those
farming communities which would benefit most from agri-environmental
schemes that support agro-biodiversity maintenance, at least public cost.

In the final paper of this volume, Smale and Drucker (Chapter 23) pro-
vide a systematic overview of the economic underpinnings of the policies
for managing agro-biodiversity. Their analysis focuses on the economics
of managing both crop and livestock genetic diversity. Their review dis-
cusses current research on the marginal value of such resources, their
effects on productivity, vulnerability and efficiency in agriculture as well
as economic factors that determine both the levels and targeting of in
situ seed and animal breed conservation. Further, the authors systema-
tise the state-of-the-art literature on the costs and benefits of ex sizu plant
and livestock diversity conservation. Lastly, the authors discuss the ways
specific policies influence genetic resource conservation and sustainable
use, as well as means for assessing conservation priorities.

Collectively the papers selected for inclusion in this final section
demonstrate recent advancements and directions taken in the emerging
field of biodiversity economics as applied to agro-biodiversity. The papers
cut across the issues raised in the first three parts of the volume on the
causes of agro-biodiversity decline, the values associated with plant and
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livestock diversity as well as the design and implementation of policies
for their sustainable utilisation.

6 Conclusion to the volume

Biodiversity economics is a rapidly emerging field evolving at the interface
of economics and ecology. It is a field that aims to explore the underly-
ing anthropogenic causes of biodiversity decline, the possible incentive-
based policies for addressing these causes, as well as the challenges for
designing and implementing these policies. The field has expanded to
address these issues at all levels of biodiversity from the genetic to the
species to the ecosystem level. Beyond a fast-growing academic interest
(such as that displayed by the development of the BioEcon research net-
work), biodiversity economics has also acquired a central position in the
work undertaken by major international environmental policy organisa-
tions such as the United Nations Environment Programme (UNEP) and
the JTUCN (the World Conservation Union). With the rapidly increas-
ing anthropogenic pressures on biodiversity, as highlighted by the recent
Millennium Ecosystem Assessment, this interest in the economics of bio-
diversity conservation is bound to intensify.

This volume provides an exposition of research at the frontier of this
evolving field. The selected papers are mostly derived from the collabo-
rative work undertaken within the BioEcon research network and focus
on analysing the causes of biodiversity decline, the values associated with
biodiversity, and the design and implementation of policies for the sus-
tainable utilisation of biodiversity resources and services. The volume is
intended to consolidate the field of biodiversity economics by offering an
overview of the current advances in this area but also to offer an indication
of its furure intellectual trends and challenges. We hope that the volume
can be used by researchers, graduate students and policy-makers as a
springboard for the development of new research agendas in the area.



1 Do we really care about biodiversity?!

David W/ Pearce

1 Introduction: the issue

The world community is allegedly very concerned about the fate of the
world’s biological diversity. Evidence for this concern arises from the
ratification of various international treaties on biodiversity conservation.
Among these are the truly global treaties: the International Convention
for the Regulation of Whaling 1946; the International Convention for
the Protection of Birds 1950; the Convention on Wetlands of Interna-
tional Importance (the ‘Ramsar Convention’) 1971; the Convention on
International Trade in Endangered Species (CITES) 1973; the Conven-
tion on the Conservation of Migratory Species of Wild Animals 1979;
and the Convention on Biological Diversity (CBD) 1992. Details of all
these conventions and the various regional treaties can be found in Sands
et al. (1994). Equally relevant treaties affecting biodiversity less directly
are the Framework Convention on Climate Change (FCCC) 1992 and
its first Protocol, the Kyoto Protocol of 1997; and the Convention to
Combat Desertification 1994. Barrett (2003) lists over 300 international
conventions relating to the environment in one form or another. Barrett
states that only one treaty ‘offers a comprehensive approach to biodi-
versity conservation. This is the Biodiversity Convention’ (Barrett 2003,
p- 350).

Butjust how serious is the world in respect of biodiversity conservation?
We argue that the only true indicators of concern must relate to action
taken. Rhetoric about the fate of the world’s environments is politically
cheap unless the electorate calls the politician to account. Action tends

1 I am indebted to Cameron Hepburn of St Hugh’s College, Oxford University, Stefano
Pagiola of the World Bank, and Paul Jefferiss of the Royal Society for the Protection
of Birds (RSPB), Sandy, UK, for comments and suggestions on earlier versions of this
chapter. Paul Jefferiss of RSPB, Andrew Balmford of Cambridge University and Kirk
Hamilton of the World Bank kindly supplied some of the references used in the paper.
Finally, I am indebted to the audiences at several seminars at Cambridge University,
Oxford University, University of Gothenburg, Sweden, and University College London
for comments.
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to be costly, despite the claims of some that so much of what can be
done is ‘win win’, i.e. will pay for itself. Moreover, we need to measure
action carefully. It might seem that negotiating a treaty is a sign of firm
action. But many commentators now doubt that the international efforts
on conservation are effective or, at least, are as effective as is claimed. In
some cases, the design of treaties has been criticised as addressing the
wrong problem or a problem of lesser importance — see, for example,
Hutton and Dickson (2000) on CITES. The more crucial issue is the
counterfactual, i.e. what would have happened if the treaties did not
exist? While no-one can be sure in every case, the available evidence
is consistent with the suggestion that most treaties achieve little more
than the counterfactual. Thus, despite the wealth of treaty-making and
national laws embodying the treaty intentions, Barrett declares that ‘most
treaties fail to alter state behaviour appreciably’ (Barrett 2003, p. xi).
Similarly, Sandler argues that ‘many international treaties concerning the
environment have merely codified actions that the ratifiers had already
accomplished or were soon to achieve’ (Sandler 1997, p. 213). Elsewhere,
we have suggested that there is a global ‘deficit of care’ to resolve global
warming problems (Pearce 2003).

In this chapter we try to measure the degree of care by measuring action
taken, using two economic indicators: actual expenditures and stated, or
implied, willingness to pay for biodiversity conservation. In so doing, we
also try to resolve an apparent conundrum. A recent and widely discussed
literature has suggested that the world’s willingness to pay for ecosystem
conservation generally runs into many trillions of dollars, suggesting that
the world does recognise the importance of ecosystem services and is
willing to pay for them. But when we look at the actual expenditures
on ecosystem conservation, they appear to be measured in, at best, a
few billions of dollars annually. How can willingness to pay and actual
payments differ by several orders of magnitude?

A prior question is why measuring the degree of care matters. One
answer is that problems will not be solved unless we are aware of their
true extent. If the world spends too little solving the biodiversity prob-
lem, but believes it is spending enough, then the problem will not be
resolved and there will be no incentive to spend the right amount until,
perhaps, it is too late. False beliefs about the adequacy of the global
effort to save biodiversity are simply encouraged by political rhetoric.
In turn, politicians have an incentive to say they are doing a lot, while
doing little. The rhetoric may get them re-elected. Spending the ‘right’
amount of taxpayers’ money, however, may get them deselected because
the implied tax burdens might not be acceptable. In short, the polit-
ical system has in-built incentives for the truth not to be told. Only by
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seeking some measure of ‘conservation effort’ can we call the politicians to
account.

In what follows we make some simplifying assumptions. First, we focus
only on international conservation efforts. Partly this is because gathering
the relevant data for biodiversity conservation efforts at the national level
is too time-consuming. More importantly, the international focus is justi-
fied by the fact that a large part of the world’s biological diversity resides in
tropical countries where there are the least indigenous resources to con-
serve them. Hence, international flows of finance are one of the prime
means of securing that conservation.

Second, we acknowledge that cash flows cannot be the whole story in
terms of measuring the degree of care. Policy measures, for which asso-
ciated cash flows may be difficult to identify and measure, will also affect
conservation. But it might equally be argued that many policy measures
actively encourage the destruction of biodiversity, e.g. the agricultural
and industrial subsidy regimes employed primarily by rich countries. In
other words, there may be as many ‘bad’ policies as there are ‘good’ ones
from the standpoint of conservation.

Third, we will speak throughout of ‘biodiversity’ without dwelling too
much on its definition. In its widest sense it refers to biological resources,
while its proper sense would be confined to a measure of the diversity of
those resources. Maximising the stock of biological resources is not the
same as maximising diversity.

Fourth, we adopt the view that the ‘right’ amount of conservation effort
is one where the marginal economic benefits from conservation just equal
the marginal costs of conservation, i.e. the point where the net benefits
of conservation are maximised. This is not a criterion of optimality that
will appeal to many who do not like the economist’s approach to these
issues. But we argue this is an appropriate benchmark when trying to
measure the degree of care since the economist’s notions of costs and
benefits relate directly to human preferences.

2 A diagrammatic construct

We begin with a diagram that tries to encapsulate the various flows of
costs and benefits from biodiversity conservation. We will use the terms
‘biodiversity conservation’ and ‘ecosystem conservation’ interchangeably.
We take an ecosystem to be broadly defined as ‘a biotic community and
its abiotic environment’ (Krebs 1994, p. 12). All ecosystems generate
flows of services to humankind and hence all ecosystem services have an
economic value. The issue is, just how large is this value?
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Figure 1.1. Stylised costs and benefits of ecosystem service provision

Figure 1.1 shows the relevant constructs. On the vertical axis we mea-
sure economic value in dollars. On the horizontal axis we measure the
flow of ecosystem services (ES) which we assume can be conflated into
a single measure for purposes of exposition.

The first construct is a demand curve for ecosystem services Dgs m.
This is a demand curve for the commercial, or marketed, services of ecosys-
tems, i.e. those services that have associated with already established mar-
kets in which formal exchange takes place using the medium of money.
Thus, if we have an ecosystem producing timber or fuelwood or wild-
meat and, say, tourism, and if these products have markets, then the
demand for these products would be shown by Dgs ym. Another name for
a demand curve is a ‘marginal willingness to pay’ curve because the curve
shows how much individuals are willing to pay for incremental amounts
of the good in question, ES.

The second construct is another demand curve but this time for all
ecosystem services, regardless of whether they currently have markets or
not. This is Dgs ynm Which is the demand curve for marketed (M) and
non-marketed (NM) ecosystem services. There are various non-market
services such as watershed protection, carbon sequestration and storage,
scientific knowledge, the aesthetics of natural ecosystems, and so on. We
know that Dgsynm lies everywhere above Dgs . This is because, his-
torically, ES have been abundant and hence there has been only a limited
incentive for humans to establish property rights over them. As humans
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systematically expand their ‘appropriation’ of ecosystems, however, there
is an incentive to establish property rights because ES become scarce rela-
tive to human demands on them. Humans have intervened in virtually all
terrestrial ecosystems, especially as global population expands, appropri-
ating around a third to a half of the net primary product (NPP) (Vitousek
et al. 1986; Vitousek ez al. 1997).> Nonetheless, a vast array of ES is not
marketed, so there is a gap between Dgs mnm andDgs m-

We need to consider the shape of the two demand curves shown in
Figure 1.1. Both are downward sloping, as we would expect. The more
ES there are, the less humans are likely to value an additional unir of ES.
We have no reason to suppose that ES are any different in this respect
from other goods and services: they should obey the ‘law of demand’. But
notice what happens if we have a very low level of ES. Imagine a world
with very few forests, very few unpolluted oceans, a much reduced stock
of coral reefs, an atmosphere with a very much higher concentration of
carbon dioxide and other greenhouse gases. In the limit, if there were no
unpolluted oceans, no forests, extremely high concentrations of green-
house gases, then the willingness to pay for one more unit of ES would
be extremely high. Simply put, while a few may survive in some kind of
artificial Earth bubble, humans would, by and large, disappear. For this
reason, Dgs vnm bends sharply upwards as we go to points closer to the
origin on the horizontal axis. Essentially, Dgs ynm is unbounded. There
is some irreducible minimum ES below which marginal WTP would rise
dramatically. This irreducible minimum corresponds to the kinds of lim-
its that ecologists and others have tried to define for, say, climate change.
For example, O’Neill and Oppenheimer (2002) set this limit at +1° C for
long-run warming, well below the ‘business as usual’ level of warming.

Some suggest that at ESyy the demand curve would become infinitely
elastic (for example, see Turner er al. 2003). But as long as it is a
(marginal) willingness to pay curve, this cannot strictly be correct since
incomes and wealth would still be bounded. It is technically more correct
to say that there is no meaning to the notion of economic value in the
unbounded area of Figure 1.1.

As we shall see, this undefined region turns out to be rather important
when we come to investigate the claims that the economic values attached
to ES are extremely high.

In order to maintain ES of value to humans we know that certain
costs are incurred. Figure 1.1 shows the first category of these costs as

2 Net primary production is the energy or carbon fixed in photosynthesis less the energy
(or carbon) used up by plants in respiration. NPP is like a surplus or a net investment
after depreciation (what is required for maintenance of function).
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MCgs,g — the marginal costs of managing ES. In the absence of any very
strong evidence about the shape of MCgs g, we show it as a gently ris-
ing line. The second category of costs is of considerable importance and
comprises the opportunity costs of providing ES. The assumption is that
ES are best secured by conserving the ecosystems that generate them.
This is not consistent with using the ecosystem for some other purpose,
e.g. agriculture. Hence, a potentially significant cost of having ES is the
forgone profits (more technically, the forgone social value) of the alterna-
tive use of the ecosystem. We refer to this as MCgs oc —i.e. the marginal
opportunity cost of ecosystem conservation. It is formally equivalent to
the forgone net benefits of ecosystem conversion, i.e. ‘development’ as
we tend to call it. The sum of MCgs,g and MCgs,oc = MCgs gives us
the overall marginal cost of conservation.

Figure 1.1 is obviously simplistic. For example, it ignores the possibil-
ity that ES might be largely maintained while serving some development
function. Agro-forestry might be one example of this ‘symbiotic’ devel-
opment. But in general, we know that there is a long-run trend towards
ecosystem conversion, with the nature of the conversion meaning that
many ES are lost. The diagram also ignores the possibility, realistic in
practice, that the conversion process may be very inefficient. Ecosystems
may be converted only for the development option not to be realised
because of mismanagement of the conversion process or of the subse-
quent development. In what follows we ignore these qualifications in
order to focus on the basic messages from the analysis.

Finally, Figure 1.1 shows us various points of interest. First, since the
true aggregate costs of maintaining a given level of ES are given by the
area under the overall MCgg curve,’ and since the true global benefits of
ES provision are given by the area under the Dgsmnm curve (assuming
the demand curve shows ‘true’ willingness to pay — see later), the point
ESopr shows the economically optimal level of ES provision.

Second, any point to the left of ESppr has benefits of ES (area under
Dgs,mnm) greater than the overall costs of their supply. But all such points
also have an interesting feature. Unless we arbitrarily confine attention
to points between ESyn and ESopr, all points to the left of ESopt have
either mnfinite total benefits or undefined total benefits, depending on how
one wants to interpret the unbounded region.

Third, while Dgs,mnm reflects the true global benefits of ES provision,
it is not an ‘operational’ demand curve. This means that unless the WTP
is captured by some form of market, or unless the evidence on WTP is

3 Total cost is the integral of the marginal cost curve. Total benefits are given by the integral
of the MWTP curve, i.e. the demand curve.
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used to formulate some quantitative restrictions on ecosystem conversion
(bans, restrictions on type of conversion, etc.), the demand curve that
matters is curve Dgsm. Figure 1.1 shows the real possibility that failure
to reflect true WTP in actual markets results in a serious under-provision
of ES. Here again we see the importance of the dual process of economic
valuation (determining the location of Dgsymnm) and capturing those
values through forms of market creation.

3 Locating the current trend in ES provision

The next task is to gain some idea of where we might be in terms of
Figure 1.1. Clearly, without detailed knowledge of the cost and benefit
functions, we cannot be sure. But some of the evidence suggests strongly
that things are getting worse, not better.

3.1 Historical land conversion

First, we can be reasonably sure that we are moving leftwards in terms
of the horizontal axis, provision of ES. The reason for this is that natural
ecosystems have been converted to agriculture on a fairly systematic basis
over very long periods of time. Indeed, the whole history of humankind
is a history of land conversion. Richards (1990) estimates that between
1700 and 1980, the area of world forests and woodlands declined by
1.16 10° hectares, the area allocated to grassland and pasture stayed
fairly constant, but that allocated to crops rose by 1.24 10° hectares. In
short, cropland grew at the direct expense of forests and woodlands. One
way of thinking about this process in terms of Figure 1.1 is to regard the
MCks,oc curve as being shifted upwards over time as population expands
and the demand for food increases. This process is consistent with the
‘human appropriation’ estimates of Vitousek ez al. discussed earlier.

3.2 The extinction record

Second, while the evidence is more difficult to evaluate, many ecologists
feel that species extinction rates are increasing. Ecologists usually deter-
mine whether extinction rates are high or not by comparing them with
(a) past trends rates of extinctions over long periods of time, and (b) past
episodes of mass extinctions. Thus, Pimm ez al. (1995) argue that the
background trend rate of ‘natural’ extinctions, based on the geological
record, is 0.1-1.0 extinctions per million species years.* They suggest

4 Thus, if on average species survive for 1 million years, natural extinction rates would be
1.0 extinctions per million species years (E/MSY). If average ‘life’ is 10 million years, the
natural extinction rate would be 0.1 E/MSY.
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that current extinction rates vary from 20 to 200 extinctions per million
species years, orders of magnitude higher than past extinctions. Dirzo and
Raven (2003) argue that recent recorded extinctions seriously understate
actual extinctions, largely because of sampling errors, and concur with the
longer-run estimates of Pimm ez al. (1995). These estimates of extinctions
are very uncertain, not least because there appears to be no consensus on
just how many species there are in the first place, which is unsurprising
when one considers the scale of the task that would be required to count
them or infer their existence. Pimm ez al. (1995) suggest a range of 10—
100 million species. Stork (1999) suggests a more precise ‘working’ fig-
ure of 13 million species. Dirzo and Raven (2003) opt for approximately
7 million.

However, whereas the very long-run estimates derive from geologi-
cal records, many of the more dramatic predictions are derived from
species-area relationships, themselves controversial and generally thought
to exaggerate loss rates (Stork 1999).> Analysis of actual recorded extinc-
tions suggests that around 0.24 per cent of species have gone extinct since
1600 (Stork 1999). Such rates appear very low when compared with
the more dramatic guesstimates using the other methods and especially
the species-area relationship. Other evidence is consistent with the lower
extinction rates (see, for example, van Kooten 1998).

The extinction record is, thus, still debated, but all that matters for
current purposes is that a significant number of expert commentators
believe that extinctions are increasing.

3.3 ‘Underfunding’

If we know that the maintenance of existing managed natural and semi-
natural ecosystems is under-funded, then we might also conclude that
there is a leftwards move along the ES axis in Figure 1.1, at least as far
as those ecosystems are concerned.® On the face of it, under-funding
must mean that some ecosystems are not being maintained and hence
must be being degraded. While there were extensive discussions about
‘funding needs’ at the Rio Earth Summit in 1992, the first comprehensive
efforts to secure some insight into this issue are the important papers by
James ez al. (1999) and Balmford ez al. (2003). James ez al. (1999) esti-
mate that there is serious under-funding of existing protected areas (PAs),
primarily, but not exclusively, in developing countries. Expressing their
estimated shortfall in expenditure as a fraction of the actual expenditure

5 The species-area relationship takes the form S = cA? where S is species, A is area, and ¢
and z are parameters. The value of z is usually taken to be around 0.3.
6 Only a fraction of the world’s natural and semi-natural ecosystems is managed.
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(management costs only) shows shortfalls of 10 per cent in North Amer-
ica, developed Asia and Australasia. But shortfalls in Europe (somewhat
surprisingly) are put at 50 per cent, Sub-Saharan Africa and Russia/East
Europe at 100 per cent, 140 per cent in Latin America, 450 per cent in
North Africa and the Middle East, and over 500 per cent in Asia. For the
world as a whole, they put under-funding at around 40 per cent. Overall,
then, the picture suggests under-funding on a major scale in developing
countries, supporting the notion that existing ecosystems — as indicated
by protected areas — are declining if not in area then in quality. If the
world’s managed areas are declining in terms of funding requirements,
it seems reasonable to suppose that most of the rest — where, it will be
recalled, human intervention is still dominant — will be in a worse state.

4 Reasons to be cheerful

Now consider some reasons why we might either be moving to the right
in Figure 1.1 or, if we are losing ES, why it may not matter and could
even be net beneficial.

4.1 Optimal ecosystem loss

On the previous arguments, the record of:

¢ historical land conversion

e extinctions

¢ under-funding of protected areas

suggests that we are moving leftwards along the horizontal axis of Figure
1.1. However, such a finding, if correct, does not tell us whether we
are to the right of ESopr but moving left, or to the left of ESopr and
moving left. It may be that what we are failing to conserve is what we
should not be conserving anyway. Potentially, we have some reason to be
optimistic. The parallel argument in terms of global warming has been
quite widely advanced. There is indeed, say some of the commentators,
increased global warming, but it does not matter very much — e.g. see
Lindzen (1994) — and the rate of return to alternative uses of the finance
needed to combat global warming is higher — e.g. Lomborg (2004).

4.2 The property rights argument

One argument advanced by ‘free market’ thinkers is that, as the appro-
priation of net primary product expands, so property rights to scarce ES
will be established, markets will emerge and conversion will take place
only if benefits exceed costs. In terms of Figure 1.1, Dgs mnm and Dgsm
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will gradually converge and the optimal amount of ES will come about.
The non-market services will gradually be ‘captured’ by market creation.
There is a range of views within this argument, from extreme free market
positions in which the state has no role and biodiversity should be ‘pri-
vatised’ through to those who acknowledge the potentially large role that
the private sector already plays in ecosystem management —see Anderson
and Hill (1995) and Drake (1995).

Evidence in favour of such a process lies in the same international
treaties outlined earlier. The FCCC and the Kyoto Protocol, for exam-
ple, are ways of converting essentially open access rights to the global
atmosphere and its ecological services into common property rights,
with access being partially limited by agreements, at least for developed
economies. Policy instruments such as carbon and energy taxes, and trad-
able carbon quotas, are the means by which some of this market creation
works.

One problem with this view is that we have no guarantee this process
will move fast enough to prevent serious loss of ES. One reason for doubt
lies in the observation made above: it is not clear that such treaties do
much to conserve ES (Pearce 2003; Barrett 2003, 2004). In other words,
the common property provisions do not differ significantly in their effects
compared with open access. Yet evidence suggests that those communi-
ties that escape resource degradation and overcome open access poverty
are those that win the ‘race’ between environmental degradation and
institutional adaptation to resource scarcity (Lopez 1998).

4.3 Cornucopians

Every now and again, some commentators suggest that things are cer-
tainly getting no worse and may be getting better. In the past, Simon
(1981, 1986, 1995) and Simon and Kahn (1984) have suggested this,
and in recent years Lomborg (2001) has echoed this view. Interestingly,
Lomborg (2001) has attracted far more controversy than the earlier pub-
lications of Simon and Kahn, despite the fact that the messages, and the
approach to the evidence, are very similar. Simon (1995), which is essen-
tially an update of Simon and Kahn (1984), pays only limited attention to
ecosystem protection and species loss, but does draw attention to the con-
trast between estimated rates of extinction of species and the recent his-
torical record, which was noted earlier. Lomborg (2004) questions both
the more alarming estimates of forest loss, including tropical forest loss,
and the species extinction estimates. Part of the problem with all these
contributions is that they tend to take the most pessimistic interpretations
of ecosystem change and criticise them, a kind of ‘straw man’ approach.
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Nonetheless, despite the controversy, any analysis that addresses the data
as best it can needs to be taken seriously.

4.4 The growth of protected areas

Perhaps a more substantive piece of ‘good news’ is the expansion in the
world’s protected area system. Yellowstone National Park in the USA
was the first PA, established in 1872. Globally, protected areas did not
reach 1 million km? until just after the Second World War. Since then
the growth has been fairly dramatic until, today, they cover some 18.8
million km? (Chape ez al. 2003). Between 1962 and 2003 the area grew
from 2.4 million km? to 18.8 million km?, or around 0.4 million km? per
annum.” Of course, this is not ‘new’ land but existing land with its use at
least nominally proscribed to prevent its conversion to some other use,
hopefully with biodiversity preserved if not encouraged.

A comparison can be made with converted land, although data for
land conversion remain the subject of controversy. Most converted land
is forest. The Food and Agriculture Organisation (FAO) (2001) esti-
mates global net rates of deforestation of around 9 million hectares in
the 1990s, or 0.23 per cent of total forest area. The World Resources
Institute (Matthews 2001) disputes the figure, noting that FAO data
include biodiversity-poor plantations as afforestation, offsetting natural
forest loss. Net of plantation growth, annual losses are closer to 16 mil-
lion hectares per annum, or 0.4 per cent per annum of forest cover, nearly
double the FAO figure. A direct comparison therefore suggests that the
world is designating protected areas at a rate of 40 million hectares per
annum and deforesting land at perhaps 16 million hectares per annum,
a net gain of 24 million hectares per annum.® If the world is protecting
areas at a rate three to four times greater than rates of deforestation, this
must be good news for biodiversity conservation, and prima facie evidence
that we care. But there are some caveats.

First, PAs under [IUCN Management Categories I-VI account for only
10 per cent of land in developing countries and 12 per cent in developed
countries (World Resources Institute 2003).

Second, well over one half of all protected areas occur in nations
where governance is weak (World Resources Institute 2003). Weak gov-
ernance shows up as poor management and neglect and, in many cases,

7 Note that the Greenland National Park, established in the 1970s, covers 97 million ha
and the Great Barrier Reef Marine Park, established in the 1980s, covers 34 million ha.

8 Actually, since the forest-loss figures are specific to the 1990s, the comparison should
strictly be between the rate of PA formation and deforestation in that decade. The relevant
figures would then be +59 m.ha — 16 m.ha = +43 m.ha.
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corruption. Protected areas may therefore be ‘paper parks’, protected in
name but not in reality (Whelan 1991). Van Schaik ez al. (1997) docu-
ment the poor state of many tropical rain forest reserves, showing how a
combination of lack of resources, lack of commitment, lack of knowledge
and what they call ‘resource theft’ places many of them in peril. In many
cases this is unsurprising. Government involvement in protected areas
arises precisely because market forces do not dictate that protection is
the most privately beneficial use of the land. But governments have no
comparative advantage in managing land for biodiversity. Where there are
conflicts between protection and the conversion uses of the land, there-
fore, government is likely to lose out, or to become involved in rent capture
procedures that involve its surrender of conservation. Furthermore, the
available data on expenditures on PAs suggests major under-funding, as
we discuss shortly.

Third, there is a real possibility that the better protected areas are biodi-
verse not because of protection effort but because the alternative use value
of the land is low. The argument here is akin to that used by game theo-
rists to explain why nations sign up to international agreements. Signing
up is most likely when the nation in question has little or nothing to lose
(Barrett 2003). Similarly, protection is more likely when the opportunity
costs of protection are low. If we surmise that existing PAs will have low
opportunity cost relative to any new ones, and the evidence for this is
considered shortly, then it may well be that existing PAs would not have
been damaged in any event.

What this suggests is that publicly owned and managed protected areas
will be at risk wherever there is a high private economic value to the
alternative use of the land, e.g. for agriculture or forestry. Governments
are then either not able to resist encroachment and conversion, because
they lack resources, or will actively connive in the conversion if there
are rents to be gained for select groups and individuals. Where there is
a low opportunity cost to conservation, the land will appear ‘protected’
when in reality the gazetting of the area makes little difference to its
biodiversity status. Conservation would have occurred anyway. However,
private ownership may succeed where government ownership fails (e.g.
Langholz er al. 2000; Langholz and Lassoie 2001).

Finally, the protected areas movement is not one that, so far, has been
well informed by an explicit balancing of costs and benefits to the nation
in question. But as the demand for alternative uses of the land grows,
especially for agriculture and human settlement, so a questioning of the
national worth of protection will occur. Already, some of the results of
this reappraisal suggest that nations may be better off sacrificing their
protected areas — see, for example, Norton-Griffiths and Southey (1995).
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Table 1.1 Estimates of protected area costs
(after Fames et al. 1999)

Costs $ per ha. p.a. Existing PAs Extra PAs

Global costs
Management 6.3 4.5
Opportunity costs n.a 14.6
Total n.a 19.1

LDC costs
Management 2.8 2.8
Opportunity costs 3.8 8.8
Total 6.6 11.6

5 Costs and benefits

Historical land conversion rates, the extinction record, evidence of
‘under-funding’ tells us that we are moving leftwards along the hori-
zontal axis of Figure 1.1. The argument that things are at least getting
no worse comes from the cornucopians, those who believe that property
rights regimes react rapidly to changing scarcity, and the expansion of
PAs. But none of the arguments tells us whether we are at or to one side
of the economic optimum level. That is, we do not know whether the
rates of loss are optimal or not. For that we need evidence on costs and
benefits ‘at the margin’.

5.1 The cost-benefit evidence: protected areas

If we had some idea of the likely costs and benefits of expanded protected
ecosystems, we would have some evidence to locate us to the right or
left of the point ESpopr in Figure 1.1. Essentially, if the costs of ‘new’
protection exceed the benefits then we are to the right of ESppr and if
we have benefits in excess of costs then we are to the left of ESopr. The
first piece of information needed concerns the costs.

James ez al. (1999) looks at the world’s protected areas and consider
expenditures in current PAs and on a hypothetical expansion from the
13.2 million km? in 1999 to 20.6 million km?. Converting their estimates
to annual per hectare costs the picture appears as in Table 1.1.

Apart from the apparent reduction in global management costs as the
PA area is expanded — they go down instead of up as might be expected —
the picture is in keeping with Figure 1.1. One would expect opportunity
costs to rise significantly as more ecosystems are conserved. The reason
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for this is that the ‘low-cost’ areas will tend to be protected first and,
as the system is expanded, areas that have higher development potential
will be converted. This prediction is also borne out by the later paper
by Balmford ez al. (2003) which shows that protection costs rise with an
index of ‘development’.

The World Bank (2002) has also costed the setting aside of just over
200 million hectares of new land in developing countries as protected
forest areas. Its combined management plus opportunity cost estimates
are very much higher than those in James er al. (1999) and amount to
$93 per ha p.a, some eight times the James ez al. estimates. Even allowing
for the inclusion of some high-cost land acquisitions, 70 per cent of the
land hypothetically considered in the Bank calculations is acquired at an
opportunity cost of less than $50 per hectare. Whereas James ez al. have
opportunity costs of just under $9 per ha, the World Bank has opportunity
costs of $83 and management costs of $10 per ha. It is not clear why the
estimate should diverge so much. However, we make use of both sets of
estimates shortly.

The extensive literature on environmental economics as it relates to
ecosystem protection tends to focus on individual case studies. Moreover,
while we have many studies of willingness to pay to conserve individual
species and some habitats, it is hard to come by estimates of willingness
to pay to conserve diversity as such. Finally, even if the focus of studies
is on species and habitats, we have few meta-studies on which to base
any consensus judgement. There are several ‘global’ assessments of the
value of biodiversity, most of which, unfortunately, rest on serious errors
of analysis. Accordingly, we reserve a special section for these studies
shortly. While a full review of the evidence on willingness to pay has to
take its turn for a later date, we briefly review some of the wider surveys
of ecosystem values here, and also look at some estimates of global will-
ingness to pay. Efforts to argue that the willingness to pay for ecosystem
conservation outweigh the overall costs of conservation, based on indi-
vidual case studies, can be found in Turner ez al. (2003) and Balmford
et al. (2002).

However, considerable caution is required in interpreting these reviews.
First, published studies are more likely to report cases where benefits
exceed costs, rather than vice versa: a ‘censoring’ effect is likely to be
present. Second, some of the case studies utilise data from the illicit
literature on ecosystem valuation such as that of Costanza er al. (1997).
Another literature reports specific examples where markets have been cre-
ated in an ecosystem’s services, sometimes with the conclusion, stated or
implied, that there are higher net benefits to ecosystem conservation than
to the alternative ‘development’ option. This may be true, for example,
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of Costa Rica’s Forest Law (Chomitz ez al. 1998), although some authors
express doubts about whether the Law passes a cost-benefit test.

Pearce (2003) and Pearce and Pearce (2001) survey the value of forest
ecosystems. They conclude that the dominant economic value of forests
lies in carbon storage and sequestration. Present values of $360 to 2,200
per hectare would more than compensate for many, though not all, con-
version values for tropical forests. Genetic information for pharmaceu-
ticals and agriculture probably has low per hectare value, perhaps a few
dollars per hectare, although the debate on the appropriate procedures
for valuing this information continues in the literature (for a review see
Pearce er al. 2005, Chapter 12). Watershed protection, at $15 to 850 per
hectare, and recreational values from near zero to $1,000 per hectare for
unique forest areas, can be significant, but critically dependent on loca-
tion. Non-timber forest products tend to be modest in terms of economic
value relative to conversion values, but can be high relative to local com-
munity incomes. Since it is the former that tend to dictate conversion
decisions, non-timber product values are unlikely to protect most forest
areas, contrary to some of the early euphoria attached to these benefits.
The somewhat gloomy finding is that, unless carbon is ‘monetised’, the
economic values of tropical forests do not, at the moment, compete with
alternative uses of the land in many cases. Put another way, implicit will-
ingness to pay is not revealing high levels of care. Mobilising carbon values
could change this for many areas of forest provided international markets
are allowed to develop fully in carbon storage and sequestration. So far,
efforts to do this have been very modest, with international negotiators on
climate agreements finding too many reasons why stored carbon should
not be the subject of the various flexibility mechanisms.

In addition to the use and indirect use values of forests, several authors
have attempted to use stated preference techniques to secure some kind
of ‘global non-use value’ for tropical forests. Kramer and Mercer (1997)
use contingent valuation surveys to elicit US citizens’ willingness to pay
to conserve an extra 5 per cent of the world’s tropical forests (taking 5
per cent as being already conserved in one form or the other). Their
results suggest an annual per hectare valuation of about $4. Extended
hypothetically to households in high-income countries, the value would
rise to around $25 ha p.a.° The Kramer and Mercer study uses a ‘one-
off’ payment. Horton er al. (2003) use a parallel approach to UK and
Italian willingness to pay to protect the existing 5 per cent of (under-)
protected areas in Amazonia. But their results contrast starkly with those

9 The US has 91 million households. World high-income countries have 580 million house-
holds. The UK has just under 20 million households.
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of Kramer and Mercer. For ‘UK only’ willingness to pay, the implied
annual per hectare value is $48, producing a fund of $912 million per
annum. If the UK result is extended to all industrialised countries, the
implied ‘fund’ amounts to $26.8 billion and the per hectare value rises to a
staggering $1,400 per annum, well in excess of the capital value, let alone
the rental value, of most Amazonian land. Horton ez al. (2003) argue that
willingness to pay exceeds the costs of protection (calculated here as about
$1 billion p.a. from the data in Horton ez al.) ‘by an enormous amount’.
This would be true if the willingness to pay figures were credible. The
authors themselves express doubts over their reliability. As we see shortly,
it is also very hard to square these willingness to pay estimates with actual
flows of funds for ecosystem protection.

Efforts at some kind of meta-analysis have been made with respect to
wetlands. Woodward and Wui (2001) review thirty-nine studies and find
values of $2 to $20,000 per hectare in 1990 prices, or say $3 to $30,000
in current prices. The average is around $3,000 per hectare. Brouwer
et al. (1999) analyse contingent valuation studies only and present results
in willingness to pay per household per year, making the study non-
comparable and less useful than the Woodward and Wui study. The
average willingness to pay in the Brouwer ez al. study is around $40 per
household per year in 1990 prices or, say, $60 per household per year
in current prices. In turn, this might suggest $20 per person per year.
If we imagine this sum was typical of all people over the age of fifteen
and confine attention to the high-income countries of the world only,
it would translate to about $14 billion per annum. However, as is well
known, many economic valuation studies suffer from problems of aggre-
gation across all goods. We cannot suppose that people would be willing
to pay sums of this kind for wetlands conservation, plus another sum for
tropical forests, and so on.

Overall, there are unquestionably contexts in which the inferred or
stated willingness to pay for ecosystem conservation exceed the com-
bined management costs of conservation plus the opportunity costs of
conservation. But how far this is a general truth is open to serious ques-
tion. Studies finding benefit-cost ratios greater than unity, and some-
times substantially greater than unity, may reflect ‘censoring’, the process
whereby ‘good news’ is published and ‘bad news’ is not. Moreover, stud-
ies that do cost-benefit evaluations are often directed at ecosystems with
fairly unique attributes. It is unwise to extrapolate from those studies to
the far greater stock of ecosystems — this is perhaps one of the lessons
of the literature on the value of genetic information in tropical forests.
Finally, finding a willingness to pay is not the same as finding a value
that can be captured and turned into cash flows. As is well known, only
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a fraction of overall willingness to pay, even when correctly estimated,
can be converted to cash flows. Where this coefficient of capture is low,
reliance has to be placed on decision makers measuring and understand-
ing non-market values and using the information to establish regulatory
frameworks that prevent ecosystem conversion.

What do we know about the relevant magnitudes of the costs and ben-
efits of PAs? The answers for tropical forests appear to be that global
WTP is anything from $25 ha p.a. (Kramer and Mercer) to $1,400 ha
p-a. (Horton ez al. 2003). Protection costs range from $7-12 ha p.a. (see
Table 1.1) to $93 ha p.a. (World Bank). Given the doubts surround-
ing the extremely high value obtained by Horton ez al. in geographically
extending their WTDP figures, the suspicion has to be that benefits do not
automatically exceed costs, contrary to the optimistic findings in contri-
butions such as Turner ez al. (2003) and Balmford er al. (2002). This
does not mean that those publications are reporting false case study con-
clusions, but simply that their findings may be far from general. But this
comparison of costs and benefits is obviously fraught with difficulties.
Perhaps the best that can be said is that they neither support nor disprove
the notion that more global conservation passes a cost-benefit test.

5.2 What do we actually spend on ecosystem conservation?

Willingness to pay studies are the only way in which we can secure some
idea of the economic ‘worth’ of marginal or discrete amounts of ecosystem
services. Hence studies that seek this magnitude are wholly legitimate.
But willingness to pay and actual payments are not the same thing. Whilst
not denying the value of estimating areas under discrete ranges of Dgg in
Figure 1.1, finding out what we actually spend on ecosystem conservation
should give us a ‘reality check’. What follows is necessarily incomplete
and constitutes a first attempt to estimate actual international flows of
funds for ecosystem conservation.

5.2.1  Protected area costs

First, we recall the estimates of James ez al. (1999) that actual protected
area expenditure is some $6 billion p.a. James ez al. note that this figure
excludes compensation that many feel should have been paid to those
who have been displaced or deterred from converting or using the PA
land. They estimate that at a further $5 billion. However, while there is
clearly a strong moral (and economic) case for making such compensation
payments, they are not in fact made. Hence the annual sum of relevance
is $6 billion.
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5.2.2  Debt-for-nature swaps

Debt-for-nature swaps (DfNSs) are one form of debt-for-development
swaps and involve the purchase, usually by an international conservation
organisation, but also by governments and even individuals, of develop-
ing countries’ or transition countries’ debt in the secondary debt market.
Such debt is often quite heavily discounted, i.e. the redemption price
is well below the face value, due to the market’s realistic assessment of
the prospects of repayment. In a DINS, the purchaser of the secondary
debt offers to give up the debt holding — usually by converting foreign
exchange debt to domestic currency debt — in exchange for an undertak-
ing by the debtor country government, usually through a local conserva-
tion NGO, to protect an environmentally important area, train conserva-
tionists, reduce pollution threats, etc. Some of the most celebrated debt
swaps involving governments and NGOs are those under the Enterprise
for the Americas Initiative (EfAl), established in 1990. Another signifi-
cant government player in DfNSs is Switzerland, which set up a Swiss
Debt Reduction Facility in 1991. DfNSs are clearly Coaseian bargains in
which the indebted country has the property rights to a natural resource
and accepts some attenuation of that right in exchange for payments by
the beneficiaries of the resulting conservation. The involvement of at least
the host government is necessary because rights are being attenuated and
because issues of national sovereignty arise. But government involvement
also helps reduce transactions costs. The involvement of lender govern-
ments is also clearly necessary where the debt is official debt.

A DfNS is an example of a Coaseian bargain (Coase 1960). Since the
property rights to the environmental asset rest with the indebted country,
and since the beneficiaries are environmentalists or the world as a whole,
the beneficiaries are paying the host country not to convert the land in
question or not to let it degrade. The essence of a Coaseian bargain is
that the benefits derived from the payments made by the beneficiary must
exceed the costs to the host country. It is the very fact that a bargain takes
place at all that determines that a cost-benefit test is passed. If this is right,
then the continuing existence of DfNSs confirms that, for some ecosys-
tems at least, the benefits of conservation exceed the costs of conservation.
Figure 1.2 shows this. In this case MBp, i shows the marginal benefits of
land conversion, i.e. ‘development’, for the host country. MECy shows
the global externality imposed by this conversion of the rest of the world,
W, due to the loss of biodiversity. This can also be interpreted as the
marginal benefit to the world of not converting the land to development.
Exercising its sovereign property rights, H will go to —ESy where its prof-
its from converting the land are maximised. But the optimum is at —ESg
(note that the horizontal axis measures the loss in ES, hence —ES). It pays
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MNBp

MECH = MBW

~ESopr —ESh

Figure 1.2. Beneficiary pays

the world to offer H any sum less than MECy to prevent ecosystem loss,
and it pays the host nation to accept any sum greater than MNBp y.
Clearly there are gains from trade in moving from —ESy to —ESg, area
(A + B) areas (B). The move passes a cost-benefit test.

Adapting data in Sudo (2003), Pearce computes the total flows of funds
1987-2003 under DfNSs. These are summarised in Table 1.2. Sudo
(2003) estimates the funds leveraged by DfNSs, i.e. additional sums that
‘piggy back’ on the actual swap. The leveraging ratio is 1.9 for the overall
portfolio of funds. The figures in Table 1.2 correspond to an annual flow
of some $140 million. In order to find the ‘implied price’ of a hectare
of conservation, Pearce and Moran (1994), following an earlier work by
Ruitenbeek (1992), analysed some of the early DfNSs where information
is available on payments and land area. They suggest that an implicit price
of, at most, $5 ha is being paid for the ‘average’ swap. One can therefore
argue that DfNSs have a conservation cost of up to $5 ha p.a., which is in
keeping with the figures in Table 1.1. (Note that these are management
costs — DfNSs appear typically to exclude land purchase.)

5.2.3  The GEF

The Global Environment Facility (GEF) is a United Nations agency
charged with meeting the ‘incremental cost’ of developing countries’ pro-
vision of global environmental goods. The definition of incremental cost
is treated rather broadly but is intended to reflect the additional costs a
developing country would face if it switched from an activity that is jus-
tified in domestic terms only to one that has both a domestic and global
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Table 1.2 Debt-for-nature swaps — flow of funds 1987-2003

Total discounted value
Total face value of debt of debt ($ million,

($ million (rounded) rounded)
Total excluding Poland (100 projects) 1,943 582
Total including Poland (102 projects) 4,840 1,153
Total including leverage - 2,190
Source: Pearce (2004), Sudo (2003)
$ MBuss
MBy MCy
A
C
ESy ESw ES

Figure 1.3. Incremental costs and the GEF

justification. As such, the GEF also fits the Coaseian model — Figure 1.3.
MBw .y is the marginal benefit to the world plus the marginal benefit
to the host nation of conservation. This time more conservation shows
up as a move to the right along the horizontal axis. The marginal cost of
conservation, MCy, reflects the management costs of conservation plus
the opportunity costs, i.e. the forgone development benefits. If we first
ignore the additional global benefits of conservation in the host country,
then the host nation will, if it optimises, go to ESyy. But the global opti-
mum is at ESy,yw. The host nation has no incentive to go to the global
optimum but will do so if it is compensated for the lost development ben-
efits = area B + C. However, by going to the global optimum the host
country secures some incremental benefit = area C. Hence there are two
notions of incremental cost: gross incremental cost = area B 4+ C and net
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Table 1.3 GEF-allocated funds and co-financing 1991-2002 (% million)

Climate International Ozone

change Biodiversity waters depletion POPs MFAs Total
GEF 1409 1486 551 170 21 210 3847
Co-financing 5000 2000 n.a. 67 n.a n.a 7067
Total 6409 3486 551 237 21 210 10914

Source: GEF allocations from GEF Annual Reports. Co-financing estimates from GEF
(2002)

Notes: MFAs = multi-focal areas such as land degradation. In 2002 land degradation was
recognised as a separate focal area. POPs = persistent organic pollutants, approved as a focal
area in 2001 and linked to the Stockholm Convention. Co-financing estimates for biodiversity
and climate change are approximate and include expected sums. n.a. = not available but
assumed to be zero or close to zero

incremental cost = area B. Whoever pays the residual element, area C, it
is clear that gross benefit = area A + B 4 C exceeds incremental cost. A
cost-benefit test is met.

The implementing agencies of the GEF were initially the World Bank,
United Nations Environment Programme and the United Nations Devel-
opment Programme, with various other agencies being given similar pow-
ers later on. The GEF was established in 1990 in a ‘pilot phase’, or GEF
I, which lasted from 1991 to 1994, and its initial activities were unrelated
to any international environmental conventions other than the Montreal
Protocol on ozone layer depletion. Its coverage was biodiversity, climate
change, ozone layer depletion and, curiously, ‘international waters’ — seas
and lakes shared by two or more nations. The GEF soon took on the role
of being the financing mechanism for the Framework Convention on
Climate Change (1992), the Convention on Biological Diversity (1992)
and the Stockholm Treaty on Persistent Organic Pollutants and the
Convention to Combat Desertification.

Table 1.3 shows how much money the GEF allocated to its various
‘focal areas’ between 1991 and 2002. The crucial role of co-financing is
revealed. Co-financing refers to the leverage that the GEF has on other
funds outside the official Trust Fund.

Table 1.3 suggests that GEF funding has run at approximately $1 bil-
lion per annum. This certainly makes it the largest single source of market
creation funding in the world. To facilitate comparison with other finan-
cial mechanisms, like has to be compared with like. Table 1.3 shows the
comparison for biodiversity, although there are problems in separating out
the biodiversity component in GEF expenditures because biodiversity is
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Table 1.4 Summary of flows of biodiversity conservation funds
(% mullion p.a.)

Debt-for- Protected Costa Rica GEF GEEF all Bilateral
nature swaps  areas Forest Law! Bioprospecting! biodiversity areas aid
140 6000 20 Small 315 1000 1000

Notes: 1 not discussed in this paper — see Pearce (2004)

often the beneficiary of non-biodiversity focal areas such as international
waters. Table 1.4 shows some estimates for two other market-creation
activities — payments to forest landowners by the Costa Rican govern-
ment to encourage conservation, and bioprospecting, the payment by
drug companies and others for genetic prospecting rights. Overall, GEF
expenditures on biodiversity conservation appear to run at about $315
million p.a. but since a large part of ‘international waters’ expenditure is
also biodiversity oriented, this sum could be raised to $365 million p.a.
Finally, global warming control can also be seen in terms of protection
of ES, in which case total ecosystem conservation expenditure rises to
$950 million p.a.

5.2.4  Bilateral assistance

Finally, we look at the available data on overseas development aid tar-
geted at biodiversity. Under the Organisation for Economic Cooperation
and Development (OECD) Creditor Reporting System (CRS), individ-
ual nations are meant to record biodiversity-related aid expenditures.
OECD also records ‘Rio Marker’ expenditures, i.e. aid directed at achiev-
ing the Rio Earth Summit (1992) goals. These categories of expenditure
tend to range much more widely than ecosystem conservation, for exam-
ple including expenditures on water supply and agriculture. It is known
that both sets of data are problematic (Lapham and Livermore 2003).
Taking expenditures by the six main donors — USA, UK, France, Ger-
many, Japan and the Netherlands — annual expenditures 1998-2000 were
$38 million on the narrower definition and $240 million on the broader
definition. An arbitrary compromise figure of $100 million is adopted
here. Note that whereas we have a prima facie case for the GEF and
DINS expenditures passing a cost-benefit test, we cannot make any such
presumption for bilateral assistance unless we can assume that assistance
simply is not given without a cost-benefit analysis being carried out. This
seems an unlikely assumption.
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The bilateral aid figures also cast some light on the estimated willing-
ness to pay figures in Horton et al. (2003). There it was suggested that the
willingness to pay of UK citizens for conserving the 5 per cent existing
protected areas of Amazonia would generate a fund of over $900 mil-
lion p.a. Yet the OECD data suggest UK actual expenditure on overseas
biodiversity aid at one-thirtieth of this sum, just $30 million p.a.

5.3 Conclusions of actual flows of funds

Table 1.4 summarises the previous discussion. It is important to note that
the totals cannot be added. This is because bilateral, GEF and DfNS
expenditures will overlap with PA expenditures — there will be some dou-
ble counting.

The caveats to Table 1.4 are fairly obvious. First, the coverage is
incomplete and excludes, for example, domestic expenditures on ‘own’
ecosystem conservation. This item will be significant for developed
economies. Second, the figures exclude opportunity cost payments or
estimates of opportunity costs, whether paid or not. The focus here is on
actual flows of funds so the exclusion of opportunity costs is justified in
one sense. On another view, it could be argued that the world has implic-
itly ‘paid’ the opportunity costs of conservation because it has sacrificed
those costs by adopting ecosystem conservation — we saw that the World
Bank estimated these at $20 billion for an expansion of the PA system.

Despite these caveats, the message that tends to emerge is twofold: (a)
actual expenditures on international ecosystem conservation appear to be
remarkably small, and (b) they bear no resemblance to the willingness to
pay figures obtained in the various stated preference studies. At best, the
world spends perhaps $10 billion annually on ecosystem conservation.
As others have noted — e.g. James er al. (2001) — these sums are trivial in
relation to what the world actually spends on subsidising economic activ-
ity, perhaps $1 trillion p.a., 1,000 times as much. Unfortunately, while
such comparisons demonstrate the ‘affordability’ of a massively expanded
ecosystem conservation programme, they also raise the complex question
of why the world prefers to spend its money on subsidies that damage
the environment rather than saving the environment in the first place.
One might also contrast the $10 billion spent on conservation with the
suggested ‘required’ budget for an effective system. James ez al. (2001)
put this budget at $300 billion p.a.: again, affordable but dramatically at
odds with what we do.

6 A curious literature: the value of everything

The previous conclusion is a gloomy one. If there is a major problem
of ecosystem services loss — and this seems likely — the world exhibits



Do we really care about biodiversity? 45

precious little intent to solve it. There is one other comparison that has
been made in the literature and this relates what we spend to the rozal value
of all ecosystem services. For example, James et al. (2002) compare their
‘required funds’ estimate to the value of ecosystem services as estimated
by Pimentel ez al. (1997) and Costanza ez al. (1997), noting that the sums
would be a trivial 0.1 to 1.0 per cent of these total values. The implication
is that these latter estimates of total value have meaning. Unfortunately,
they do not. Despite this, they are widely quoted and the exercise has
been repeated in various forms (e.g. Alexander er al. 1998).

The importance of the attempt by Costanza er al. (1997) to secure
the aggregate willingness to pay for all ecosystem services derives in part
from its publication in a distinguished science journal, Narure. The answer
given by Costanza et al. to the question of the value of the world’s ecosys-
tems was $33 trillion per annum, with a confidence interval of $16—$54
billion. Confusingly, Costanza et al. also described the $33 trillion as a
‘minimum’ estimate, raising a question about the meaning of the range
quoted. However, this issue turns out to be trivial since Costanza et al.’s
figures do not have any meaning at all.'’

Table 1.5 summarises the economic values estimated in Costanza
et al. (1997), taking the central values only and condensing the cate-
gories of biome and ecological service. The first part of the table shows
that coastal ecosystems provide around one-third of the economic value,
with oceans, forests and wetlands also of major significance. The second
part of the table indicates that nutrient cycling accounts for over half
the value, with cultural and waste treatment values also being significant.
Cultural value here refers to non-commercial activity such as gaining aes-
thetic, spiritual and educational pleasure. Nutrient cycles refer to the ways
in which ecosystems acquire, process, store and recycle nutrients, while
waste treatment refers to the role played by ecosystems in recovering and
modifying nutrients.

A brief example of open oceans illustrates the procedure. Its cultural
value (not shown separately in Table 1.5) is $76 per hectare. Multiplied

10 There is an interesting issue for anyone interested in the sociology of the media and
scientific publication. Only one of the authors of Costanza et al. is an economist, yet
the article is explicitly about economics. The article was published in a science journal
rather than an economics journal, with the refereeing process being clouded in some
mystery. Efforts by very distinguished economists to refute the article by sending a reply
to Nature were rebuffed by the editor of Narure on the grounds that Costanza had refuted
the criticisms in an unpublished communication with the editor. Nazure failed to publish
any criticism of the article beyond an equally strange one-page follow-up in a later issue
of the journal (Narure 1998) which failed to explain why the economists in question
had taken the view they did, simply quoting ‘sound bites’ and reporting Costanza and
some co-authors as justifying the article because it had provoked controversy. This cri-
terion for publishing a paper in Nature appears not to be applied to other papers in that
journal.
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Table 1.5 The alleged ‘global value’ of the world’s ecosystems

(a) by biome:

Biome Economic value in 1012 § (1994)
Marine: open ocean 8.4
coastal 12.6
Total marine 21.0
Terrestrial: forests 4.7
grass/rangeland 0.9
wetlands 4.9
lakes/rivers 1.7
cropland 0.1
Total terrestrial 12.3
Total 33.3
(b) by service ($ 1994, 1012)
Gas Disturbance  Water Water Nutrient
regulation  regulation regulation  supply cycling
Value 1.3 1.8 1.1 1.7 17.1
Waste Food Cultural Other TOTAL
treatment production
Value 2.3 1.4 3.0 3.6 33.3

by the hectarage of the open oceans this gives $2.5 trillion. The $76
is derived as follows: in California coastal real estate commands a ‘pre-
mium’ of $10 million ha~! over and above the value of similar non-coastal
land and this premium is assumed to reflect the cultural values of living
near the ocean. In Alabama the same differential is only $0.5 million.
Taking this as representative of developed country values, and measur-
ing the coastal area in developed countries as 9.7 million hectares, we
get (approximately) $5-$105 trillion as the cultural value of ocean land.
This is a capital value so it needs to be amortised over the lifetime of
the land, taken to be twenty years. When this amortised value is divided
by the total ocean area and combined with a guesstimate for differential
land values in developing countries, the resulting value is $76 per ha.
The example is sufficient to show the considerable risks in such an exer-
cise. A few studies have been extrapolated in a process that economists
call ‘benefits transfer’ or ‘value transfer’. It is true that many economists
engage in this activity, but perhaps with a little more attention being paid
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to the validity of the exercise. It is known that value transfer is subject to

potentially very large errors even when local studies are extrapolated to

other local areas. Engaging in this activity at the global level is obviously
very problematic.

The Costanza er al. estimates have been the subject of severe criticism
centring on (a) the illicit procedure of extrapolating local values to global
estimates, (b) the equally illicit procedure of using studies which report
marginal willingness to pay as if they are some kind of average willingness
to pay, and (c) the failure to note that aggregate willingness to pay cannot
exceed aggregate global income — at the time $33 trillion exceeded the best
estimate of global world income by $5 trillion. Even a moment’s reflection
would reveal that if the world’s oceans disappeared there would be no-
one left to express a willingness to pay for anything! Severe criticisms of
this work can be found in Pearce (1998) and Bockstael ez al. (2000). The
central points of criticism are as follows:

e As Figure 1.1 shows, if any meaning at all can be assigned to measur-
ing the area under Dgg it would be infinity. Others prefer to argue that
the notion of human-oriented value has no meaning in the unbounded
zone of Figure 1.1. As Toman puts it, Costanza er al.’s estimates are
a ‘serious underestimate of infinity’. The error is to use marginal val-
uations to compute the total value of something that, if supplied in
zero quantities, would have infinite marginal value. Costanza’s defence
against this criticism, that he was not doing anything different to valu-
ing gross national Product (GNDP), the value of the total flow of goods
and services at market prices, misses the point. As Bockstael ez al.
(2000) point out, economic valuation is about tradeoffs, not abso-
lute measures. The value of anything is measured in terms of what
has to be sacrificed if the good or service is to be obtained. The value
attached to specified ecosystem services is therefore a value derived
by holding all other features of the economy and, for that matter, fea-
tures of all other ecosystems constant. Hypothetically ‘removing’ an
ecosystem service without asking what would happen to everything
else and then adding up the apparent economic values is simply illicit:
it has no economic meaning. Such aggregates totally ignore the non-
independence of ecosystems — i.e. their role as complements and sub-
stitutes for each other. Yet what the Costanza et al. article does is to
treat each and every ecosystem as if it were separable for the purposes
of aggregation. Apart from being bad economics, this is also bad ecol-
ogy. Ecology, like economics, teaches that everything is interconnected.
As major changes in ecosystems occur, so all prices (and incomes)
would change, making the original measurement units irrelevant.
In short, economic valuation procedures designed to measure small
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changes in quantities of goods and services cannot be used to measure
totals.

e The resulting total value, $33 trillion, exceeded, at the time, the value
of the world’s GNP. Yet the estimates are allegedly derived from will-
ingness to pay studies. Willingness to pay cannot exceed the world’s
GNP. As Bockstael er al. (2000) put it: ‘If interpreted literally, it sug-
gests that a family earning $30,000 annually would pay $40,000 each
year for ecosystem protection.” The figure, they say, is ‘absurd’.

¢ If one switched the basis of valuation from willingness to pay to secure
ecosystem services to one of willingness to accept compensation to go
without them, the absurdity of the Costanza er al. exercise is further
underlined. Without all ecosystems there is no alternative state that
would define willingness to accept: no-one would exist to accept the
compensation.

e Even if the Costanza et al. (1997) estimates could be applied to the
totality of things, the procedures adopted are incorrect in many cases.
While some estimates are based on WTP studies, quite a few rest on
‘replacement cost estimates’. This means that the loss of something
is valued at the cost of replacing it. This would be valid if and only
if individuals were willing to pay that sum to replace the lost service.
But if this was the case then one should use the WTP figure in the
first place. Using the cost of replacing something to measure the WTP
for it implies, logically, that the benefit-cost ratio of restoring any loss,
wherever and whenever it occurs, is at least one. No losses would ever
be justified. This obviously cannot be the case.

¢ Interms of Figures 1.1 and 1.2, what would the Costanza er al. estimates
measure, assuming they adopted the correct methodology? It appears
that what the authors thought they were measuring was an area such
as OPQES’, i.e. a minimum estimate of the total area under Dgs. But,
even if Dgsg could be construed as the demand curve for all ES, we
have seen that it is necessarily unbounded. The remarks above about
the meaning of prices and values in economics now serve to underline
the fact that Dgg is not really defined across such major changes in the
scale of ES as envisaged in the Costanza et al. paper.

It seems clear that the main ‘driver’ for the Costanza et al. paper, and a

similar one by Pimentel ez al. (1997), is the motivation to demonstrate

to the world at large that the conservation of ecosystem services matters.

That is a laudable goal, but it cannot excuse the publication of scientifi-

cally meaningless analysis. In the event, some of the authors have actu-

ally repeated the mistakes (e.g. Sutton and Costanza 2002), others have
quoted them approvingly, and the relevant journals have not repented
their decision to publish.
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7 Conclusions: what have we learned?

The purpose of this chapter has been to explore the extent to which
political rhetoric on the importance of biodiversity conservation is backed
by action. The rationale for trying to probe this issue is the suspicion that
we are doing far too little whereas the rhetoric is suggesting we are doing
a lot. If we are being misled — deliberately or inadvertently, in one sense
it does not much matter which — then we may have a serious problem of
misallocation of resources. We cannot find out unless we track down the
flows of funds and relate them to willingness to pay. In short, what are
the costs and benefits of global conservation?

The indicators of action we have chosen have been fairly narrowly
defined as actual expenditures or willingness to pay. The paper quite
deliberately excludes other indicators of the degree of concern for biodi-
versity. Overall, the contention is that conservation policy is not backed
by financial commitments. Game theory teaches that many policies, and
especially international policies that appear to transcend national inter-
ests, may achieve little when compared with the counterfactual.

The next problem is to define the costs and benefits of ecosystem
conservation and to identify, if possible, where we currently stand. The
costs are clearly the costs of ecosystem management plus the forgone
opportunity costs of the ‘development’ that might otherwise take place.
A simplifying assumption, that all ecosystem conversion is successful in
developmental terms, was made. In practice we know that a significant
fraction of such conversions results in neither development nor conser-
vation. The benefits are measured by the economic value of ecosystem
services as measured by the world’s willingness to pay for them. It was
noted that this willingness to pay is not a constant, will vary with the
quantity and quality of the ecosystem service in question, and cannot be
defined when some subset of ecosystem services goes below some thresh-
old. We noted that some ecosystem services are already subject to market
forces, but most are not. While the process of conferring property rights
on currently ‘open access’ resources is developing, we have no guarantee
that it will move fast enough to prevent serious degradation of ecosys-
tem services. Indeed, we have significant evidence that this process of
institutional change is moving all too slowly.

Various indicators were discussed which demonstrate that the dynamic
process is very probably one of ecosystem service loss, not gain. Others
might suggest a more optimistic story and that, at least, things are not
getting any worse. Neither the pessimists nor the optimists, however, can
tell us whether we are at, above or below some economic optimum in
terms of ecosystem services. Most ecologists are probably convinced that
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we are well below the optimum and this view is no doubt shared by quite
a few economists. But demonstrating this is hard since data that compare
costs and benefits for the same thing are difficult to come by. Micro cost-
benefit studies may well suffer from censoring — the studies that show net
benefits get reported, those that show net costs do not. Moreover, some
of the claims about citizen willingness to pay for ecosystem conservation
look decidedly dubious when compared with actual expenditures. Need-
less to say, willingness to pay estimates should exceed actual expenditures
(by the amount of consumer surplus), but it is hard to believe some of the
reported differences. A comparison of the costs of protected areas and
their benefits also raises some doubts, not about specific studies but about
the generality of the view that conservation benefits exceed conservation
costs.

A partial picture of actual expenditures on conservation was produced
by looking at protected area expenditures, bilateral biodiversity assis-
tance, expenditures by the Global Environment Facility and debt-for-
nature swaps. For the GEF and DfNSs we have an a priori reason to
assume benefits exceed costs: both are examples of Coaseian bargains
and such bargains should not take place unless a cost-benefit test is met.
The overall impression is that ecosystem conservation expenditures are
to be measured in a few billions of dollars, certainly not hundreds of
billions. Several apparent conundrums ensue.

First, why are actual expenditures so far below apparent willingness
to pay? This question is not explored in any detail here. It could be that
willingness to pay studies exaggerate real intent. It could be that the
element of ‘surplus’ of willingness to pay over actual expenditure is huge.
It could be that we are under-recording actual expenditures by significant
amounts — certainly we have not tried to measure domestic expenditures
on ‘own’ conservation. Maybe there are other explanations too.

The next conundrum arises from a comparison of actual expenditures
(and, for that matter, willingness to pay estimates) and some of the more
celebrated estimates of the economic value of the world’s ecosystems. The
former seem to be measured in billions of dollars, the latter in trillions of
dollars. But studies that attempt to measure the zozal value of all ecosystem
services are more than flawed — they are arbitrary. What they do is to
take valuation techniques designed to value small (marginal) or discrete
changes in ecosystem services and fallaciously apply them to the totality
of systems. It is perhaps significant that these estimates are produced (in
the main) by non-economists writing in science journals.

There is no pleasure in reporting the suspicion that, despite all the
rhetoric, the world does not care too much about biodiversity conserva-
tion. Maybe the efforts of economists and ecologists will force a change
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of policy in the future. But the proper place to begin is with an honest
appraisal of just how little we do. Hopefully, others will show that we do
more than suggested in this chapter, or that we can have an expectation
that a lot more will be done in the future.
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2 The economics of land conversion, open
access and biodiversity loss

Edward B. Barbier

1 Introduction

In developing economies, especially those without oil and natural gas
reserves, the most important source of natural wealth is agricultural
land. In these economies, the agricultural land base is expanding
rapidly through conversion of forests, wetlands and other natural habitat
(Barbier 2005). During 1980-1990 over 15 million hectares of tropi-
cal forest were cleared annually and the rate of deforestation averaged
0.8 per cent per year (FAO 1993). Although over 1990-2000 global
tropical deforestation slowed to less than 12 million ha per year, or an
annual rate of 0.6 per cent, this trend reflects less deforestation mainly
in Latin America and Asia. Forest clearing increased over 1990-2000 in
Africa to over 4.8 million ha annually, or 0.8 per cent per year. Whereas
deforestation has declined in Tropical South America, Central Africa and
Southeast Asia, it has risen significantly in Tropical Southern, West and
East Sahelian Africa (FAO 2001).

Lopez (1998a, 1998b) identifies most of sub-Saharan Africa, parts of
East and Southeast Asia and the tropical forests of South America as
regions with ‘abundant land’ and open access resource conditions that
are prone to agricultural expansion. This expansion is mainly due to the
high degree of integration of rural areas with the national and interna-
tional economy as well as population pressures. The poor intensification
of agriculture in many tropical developing countries, where use of irriga-
tion and fertiliser is low, is also an important factor (FAO 1997, 2003).

The trend of rapid agricultural land expansion in tropical regions is of
major concern to the problem of biodiversity loss because of the impli-
cations for forest conversion. Tropical forest ecosystems are the most
species-rich environments. Although they cover less than 10 per cent
of the world’s surface they contain 90 per cent of the world’s species
(UNEP 2002). In order to develop an indicator of trends in the stock
of biodiversity, the United Nations Environment Program-World Con-
servation Monitoring Centre (UNEP-WCMUC) in cooperation with the
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World Wide Fund for Nature (WWF) created the Living Planet Index
(UNEP-WCMC 2000). The index is derived from trends in the size
of wild populations of species in three habitats — forest, freshwater and
marine ecosystems. The prevailing trend of all three indices between 1970
and 1990 was downward and the forest index displayed a decline of
approximately 12 per cent, predominately in tropical species, which is
consistent with deforestation trends in tropical forest regions. Other pre-
dictions of global extinction rates are projected on the basis of estimates
of species richness in tropical forests combined with actual and projected
deforestation trends. These calculations suggest a rate of species loss of
around 1-5 per cent per decade (WCMC 1992).

If conversion and alteration of tropical forest habitats and ecosystems
are by far the most important factors underlying global biodiversity loss,
then one must ask: what are the principal causes behind the expansion of
agricultural land in developing countries? Many recent economic analyses
of tropical deforestation and land conversion have emphasised the impor-
tant role of institutional factors (Brown and Pearce 1994; Kaimowitz
and Angelsen 1998; van Kooten ez al. 1999; Barbier and Burgess 2001a;
Barbier 2004). One key institutional factor, the prevalence of open access
conditions and poorly defined property rights in land frontier regions, is
routinely cited as a major contributing factor to excessive tropical agri-
cultural land expansion. On the positive side, there is ample evidence in
developing economies that more secure rights over natural resources, par-
ticularly land, will lead to incentives for increased investments in resource
improvements and productivity (Feder and Onchan 1987; Feder and
Feeny 1991; Besley 1995; Bohn and Deacon 2000). There is also coun-
terevidence that tenure insecurity in tropical forest frontier regions will
also create the incentives for agricultural land conversion (Barbier and
Burgess 2001b). Finally, several studies emphasise the rent-dissipation
effect of poorly defined property rights, including the breakdown of tradi-
tional common property rights regimes, in developing countries (Bromley
1989, 1991; Ostrom 1990; Baland and Plateau 1996; Alston ez al. 1999;
Deacon 1999).

As open access conditions and ill-defined property rights are thought
to be important factors driving agricultural land expansion and forest
conversion in developing countries, there needs to be developed an ade-
quate economic model of forest land conversion under open access that
can be empirically tested. The purpose of this chapter is to illustrate one
such land conversion model at the country case study level, following
the approach of Barbier (2002) and Barbier and Cox (2004). The model
presented (Sections 3 and 4) is based on the behaviour of an economic
actor which converts open access lands. Two versions of the model are
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developed to contrast the role of formal and informal institutions (e.g.
legal ownership rules versus traditional common property rights regimes)
as constraints on the land conversion decision. Following the perspective
on institutions developed by North (1990), the model demonstrates that
the equilibrium level of land cleared will differ under conditions of no
institutional constraints — i.e. the pure open access situation — compared
with conditions where effective institutions exist to control and thus raise
the cost of land conversion. The model is then applied to two case stud-
ies. The first (Section 5) investigates expansion of agricultural planted
area in Mexico at the state level and over the 1960-1985 period before
implementation of the North American Free Trade Agreement (NAFTA)
reforms. The second case study (Section 6) deals with mangrove conver-
sion for shrimp farming in Thailand’s coastal provinces between 1979
and 1996.

2 Institutional constraints and forest conversion

In many tropical regions a key factor influencing deforestation is the lack
of effective property rights and other institutional structures that limit
access and conversion of forest land. In the absence of formal owner-
ship rules, traditional common property regimes in some forested regions
have also proven to be effective in controlling the open access deforesta-
tion problem (Bromley 1989, 1991; Larson and Bromley 1990; Ostrom
1990; Baland and Platteau 1996; Richards 1997; Gibson 2001). In short,
formal and informal institutions can influence the process of forest loss by
imposing increased costs of conversion on farmers who clear forestland.

In this chapter we are concerned with analysing the role of formal
and informal institutions as constraints on the conversion of forestland
to agriculture in developing countries. The perspective on institutions
adopted here follows the approach of North (1990), who defines insti-
tutions as ‘humanly devised constraints that shape human interaction’
and which ‘affect the performance of the economy by their effect on the
costs of exchange and production’. One can therefore formalise the rela-
tionship between institutional constraints and forestland conversion by
smallholders using a simple agricultural household model. Because insti-
tutions raise the cost of land clearing, more land should be converted
under pure open access.! In turn, the existence of institutional constraints
prevents the adjustment of the stock of converted land to the long-run

1 However, formal and informal institutions governing agricultural land ownership and
expansion are not uniform across developing countries or even within the same country
(Baland and Platteau 1996; Burger et al. 2001; Lopez 1998b). As will become clear, the
following analysis is capable of only assessing two equilibrium situations: one with the
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equilibrium desired by agricultural households, which is the amount of
land that could be cleared under open access.

The next two sections develop the two versions of the formal model of
agricultural land conversion, under open access conditions and under
institutional constraints governing conversion. We develop the model
with the assumption that the economic agent undertaking land conver-
sion is an agricultural household seeking to add to its existing cropland
area at the expense of freely available forested land. This model is directly
applicable to the case study of Mexico, where maize land expansion by
peasant farmers was the main cause of forest loss in the pre-NAFTA
era. However, as the Thailand case study illustrates, the same model can
be applied to other processes of land conversion under open access sit-
uations, such as mangrove deforestation by commercial shrimp farms
seeking to expand aquaculture areas.

3 A pure open access model of land conversion

The following model of land conversion is based on an approach similar
to that of Panayotou and Sungsuwan (1994), Lopez (1997, 1998a) and
Cropper et al. (1999). The model and the two case studies of Mexico and
Thailand appear in Barbier (2002) and Barbier and Cox (2004).

Assume that the economic behaviour of all ¥ rural smallholder house-
holds in the agricultural sector of a developing country can be sum-
marised by the behaviour of a representative ;% household. Although the
representative household is utility-maximising, it is a price taker in both
input and output markets. Farm and off-farm labour of the household
are assumed to be perfect substitutes, such that the opportunity cost of
the household’s time (i.e. its wage rate) is determined exogenously. The
household’s behaviour can be modelled recursively, in the sense that the
production decisions are made first and then the consumption decisions
follow (Singh ez al. 1986).

In any time period, z, let the profit function of the representative agri-
cultural household’s production decisions be defined as:

max 7 (p, w, Wy) = max pf(xjs Ni) — wx; — wyN; Y
137

where the variable inputs include cleared land by the j# household, N;,
and a vector, x;, of other 7,..., % inputs (e.g. labour, fertiliser, seeds)

presence of institutions that are effective in controlling or limiting forest conversion and
one where open access prevails. Although it may be the case that a state with effective
institutions may cause less deforestation than a state without, it is also possible that the
transition path from a pure open access situation to a state in which effective institutions
are established may result in increased deforestation during this transition period. For
some possible examples, see Lopez (1998b).
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used in production of a single agricultural output. The corresponding
vector of input prices is w, and p is the price of the farm output. Finally,
wy is the rental ‘price’ of land. If the household clears its own land from
freely accessible forest, then this is an implicit price or opportunity cost
(Panayotou and Sungsuwan 1994). However, if the household purchases
or rents additional cleared land from a market, then wy would be the
market rental price of land (Cropper ez al. 1999).

Utilising Hotelling’s lemma, the derived demand for cleared land by
the j* household, Nj, is therefore:

Z\]j = ]\]](Pb W, WN) = —am /dwn, a]\]]/awN <0,
ON;/dp > 0 )

As (2) is homogeneous of degree zero, it can also be rewritten as a function
of relative prices, using one of the input prices, w;, as a numeraire:

N; = N;(p/w; w/w;, wy/w;), 9IN;/d(wn/w;) < 0,
AN;/d(p/w;) > 0 (3)

Equations (2) and (3) depict the derived demand for cleared land by the
representative j household. Assuming a common underlying technology
for all rural households engaged in land clearing allows us to aggregate
either relationship into the total demand for converted land by all ¥house-
holds. To simplify the following analysis, we will work primarily with the
derived demand relationship (2).

In aggregating the demand for cleared land across all ¥ agricultural
households, it is important to consider other factors that may influence
the aggregate level of conversion, such as income per capita, population
and economy-wide policies and public investments.” Thus, allowing Z to
represent one or more of these exogenous factors and N the aggregate
demand for cleared land, the latter can be specified as:

N= N(P) W, WN3 Z) (4)

As rural households generally provide their own supply of cleared land,
N, one can view this type of supply as a kind of ‘production’ of cleared

2 For reviews of relevant empirical studies, see Barbier (2004), Barbier and Burgess
(2001a), Brown and Pearce (1994), Kaimowitz and Angelsen (1998), van Kooten
et al. (1999). The assumptions as to how exogenous ‘macroeconomic’ factors influence
the aggregate demand for cleared land vary across the different studies. For example, to
derive the aggregate demand for cleared land, Cropper et al. (1999) multiply the house-
hold demand by the total number of agricultural households. The latter is assumed to be
endogenously determined, with one of its explanatory variables being non-agricultural
income. In contrast, Barbier and Burgess (1997) and Panayotou and Sungsuwan (1994)
simply assume that the aggregate demand equation for cleared land includes both a pop-
ulation variable and income per capita as additional exogenous factors in the demand
relationship.
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land governed by the following conditions. The source of the cleared land
(i.e. forested areas) is an open access resource, so that land is cleared up
to the point where any producer surpluses (rents) generated by clearing
additional land are zero.? The principal input into clearing land is labour,
L, which is paid some exogenously determined wage rate, wy, and the
production function is assumed to be homogeneous. This production of
cleared land may also be affected by a range of exogenous factors, «,
that may influence the accessibility of forestland available for conversion,
including roads, infrastructure and closeness to major towns and cities.

Thus one can specify a cost function, based on the minimum cost for
the rural household of producing a given level of cleared land, N, for
some fixed levels of w; and «, as:

C]' = Cj(wL, N; Ol) (5)

Under open access conditions, each household will convert forest area
up to the point where the total revenues gained from converting N; units
of land, wyN;, equal the total costs represented by (5). If a farming
household clears its own land, then wy is now the household’s implicit
‘rental’ price, or opportunity cost, of utilising additional converted land.
However, as the household is essentially supplying land to itself, then
in equilibrium the implicit price ensures that the household’s costs of
supplying its own land will be equated with its derived demand for con-
verted land. Then for the j representative household the following cost
conditions for supplying its own cleared land must hold:

wy = ¢;(wr, Njsa), dc;/Owy >0, dc;/0N; > 0,
dcjfda <0, j=1,...,F (6)

The right-hand side of (6) is the average cost curve for clearing land,
which may be increasing with the amount of land cleared as, among
other reasons, one must venture further into the forest to clear more land
(Angelsen 1999). Equation (6) therefore represents the equilibrium ‘own’
supply condition for households exploiting a pure open access resource
(Freeman 2003, Chapter 9). That is, in equilibrium, the household’s
implicit price for cleared land will be equated with its per unit costs of

3 The assumption that open access conditions prevail in ‘accessible’ forest areas implies
that, if there are any rents or producer surpluses generated from clearing land, then others
attracted by these profits will enter the forest to clear land as well. In equilibrium, any
rents will then be dissipated and thus each individual will clear land up to the point where
total revenues equal total costs. This assumption is common in bioeconomic models of
unregulated open access resources, in particular fisheries (see Freeman 2003, Chapter 9
and Heal 1982 for reviews).
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forest conversion, thus ensuring that any rents from clearing are dissi-
pated. Together with the household’s derived demand for converted land
(2), equation (6) determines the equilibrium level of land clearing by the
household as well as its implicit price. Although the latter variable is not
observed, it is possible to use (2) and (6) to solve for the reduced form
equation for the equilibrium level of cleared land. Substituting (6) for wx
in equation (2), and then rearranging to solve for NN;, yields:

N; = N;(p, w, wn(wr, ),
dN;/dwp = dN;/owr + IN;/owNnIwn/dwp, (7)
dN;/da = IN; /downown/da > 0.

Aggregating (7) across all ¥ households in a province or region that
convert their own land, and including exogenous factors Z, leads to a
reduced form relationship for the aggregate equilibrium level of cleared
land:*

N* = N(p,wp,wrsa, Z), dN/dp > 0,dN/da > 0, ®)

where the wage rate, wy, is now distinguished from the vector of prices
for inputs other than labour, w;. The amount of land converted should
increase with the price of output and the accessibility of forest land. How-
ever, the impact of a change in the wage rate or other input prices is
ambiguous.’

4 Institutional constraints and land conversion

In the case of deforestation, effective formal and informal institutions
may limit the ability of smallholders and others to obtain and convert
forestland, thus increasing the costs of clearing compared with pure open
access conditions. For example, it is straightforward to demonstrate that,

4 Note that if the household-derived demand relationship (3) was used with (6) to solve
for the reduced form level of land conversion, N;-*, then the aggregate land conversion
relationship (8) would be specified in relative prices, i.e.

N* = N(p/wis w/wis wn/wisaty Z)

5 In the case of the impacts of a change in the wage rate on land clearing, the ambiguity of
the impacts arises because of two possible counteracting effects. First, a higher wage rate
should make it more costly for the household to convert more land area, thus reducing
the equilibrium amount of land converted. However, labour is also used in agricultural
production, and ifland and labor are substitutes, then a higher wage rate may also increase
the use of converted land in production. Whether the equilibrium level of cleared land
will increase or decrease in response to a rise in the wage rate will depend on the relative
magnitude of these two effects. See Barbier and Cox (2004) for further details.
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if private or common property institutions enable individuals to optimally
manage forest resources to supply converted land, then not only are pro-
ducer surpluses being generated but also the costs of supplying converted
land will always be higher than under conditions of open access supply.

Even though the conditions for establishing effective private or com-
mon property regimes to manage resources optimally in developing coun-
tries are stringent (Baland and Platteau 1996; Ostrom 2001), it is unlikely
that these conditions are met in many remote, frontier forest areas prone
to agricultural conversion (Barbier and Burgess 2001b). Nevertheless, in
some regions and countries, the presence of formal and informal institu-
tions may not have led to optimal management of the supply of converted
land from the forests, but they may have controlled open access exploita-
tion by restricting land clearing and increasing the costs of conversion.
If institutional constraints on forest conversion in developing countries
do operate in this way, then it is straightforward to extend the model of
pure open access conversion to incorporate such impacts. This in turn
can yield a ‘testable’ hypothesis of the effectiveness of institutional con-
straints on deforestation.

Let 8 represent some impact of institutions on the costs of clearing land.
If the presence of such effects increases the average costs of clearing, then
it should follow that:

Cj(wL: 1\[]‘;01,/3) >C]‘(U)L, Z\[])a) (9)

Due to the institutional constraints, 3, the per unit costs of land clearing
are now higher compared with pure open access conditions. Defining
NI as the aggregate amount of land cleared under the presence of such
constraints, then from (6)—(8):

N* > N' = Nl(p, w,wr; o, B, 2). (10)

The equilibrium amount of cleared land will be lower when institutional
constraints are present compared with the pure open access situation.®
The above relationships can be used to develop a simple empirical
test of whether institutional constraints may be affecting the level of
agricultural-related deforestation. If D, is the rate of deforestation caused
by agricultural conversion over any time period (z — 1, t), then by def-
inition D, = N, — N,_;. That is, deforestation is equal to the change
in the amount of agricultural land cleared and cultivated by farmers.
However, equation (10) indicates that, if over the time period (z — 1, )
institutional constraints are present, then the rate of deforestation under

% The reduced-form level of land conversion when institutional constraints are present, NI,
can also be specified in terms of relative prices, i.e. N' = NI (p/w;, w/w;,s wn/w;s oy By Z).
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these constraints will be less than under pure open access conditions, i.e.
D! = NI — N_; < D = N* — N,_;. Adjustment in the level of agricul-
tural conversion will be slower if institutional constraints raise the costs of
clearing land. Assuming that the difference in the respective deforestation
rates can be accounted for by some adjustment parameter, §, it therefore
follows that:

D/=N-N_,=8N'-N_)=8D 0<s<1 (11)

Equation (11) is a basic partial adjustment model. It allows for a straight-
forward test of whether institutional impacts on the costs of land clearing,
B, are restricting agricultural land expansion without having to specify the
relationship between 8 and the amount of land cleared, N[I . For example,
if § = 1, this implies that institutional impacts, 8, are having a negligi-
ble impact on land conversion, i.e. the actual level of land conversion is
equivalent to the level under pure open access conditions, D;. In con-
trast, § = 0 indicates that institutional constraints on land conversion are
absolutely binding and land use change is not responding to any of the fac-
tors influencing the supply and demand for cleared land, i.e. N/ = N_;.
Values of § within these two extremes will indicate the degree to which
institutional impacts, 8, on the costs of land clearing are ‘constraining’
the rate of forest conversion.

Substituting equation (8) into (11) yields the partial adjustment model
for cleared land. For purposes of estimation, a linear version of this model
is assumed:

NI =68[yo + vip: + vaw, + vswr, + vac, + v5 Z:) + ANi—1 + 814,

(12)
where A = 1 — § and u, is the error term.
Alternatively, employing the relative price specification (3):
b w wr,
N =3 |:Vo + Vlj +y— + v+ + VSZz]
i i i
+AN-1 + ks (13)

A regression of either (12) or (13) will yield estimated coefficients 6,
which depict the adjusted impacts of the explanatory variables on land
conversion under the presence of institutional constraints. The adjust-
ment parameter § can be calculated from the estimated value of A. The
latter value can in turn be used to derive the y; coefficients, which indi-
cate the impacts of the explanatory variables under open access condi-
tions. The regression estimates will therefore yield a direct test of the
hypothesis that the presence of formal or informal institutional controls
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on land clearing will restrict land expansion and thus the rate of deforesta-
tion. That is, if y = (1 — §) > 0, then effective institutional constraints
on land clearing will reduce the rate of deforestation due to agricultural
land expansion.

The next section discusses the application of the above model to the
case of agricultural land expansion in Mexico during the pre-NAFTA
reform era, 1960-1985.

5 Agricultural land expansion in pre-NAFTA Mexico’

Until the early 1990s, one of the most enduring pieces of land tenure
legislation in Mexico had been Article 27 of the 1917 Mexican Consti-
tution (Brown 1997; Cornelius and Myhre 1998). Article 27 had estab-
lished communal land ownership — the e¢jido — as the principal agrarian
institution in rural Mexico. The ¢jido provided a framework for collec-
tively managed, community-based land ownership. Although individual
use rights of land could be assigned through a collective decision made
by the community, the use rights could not be rented, sold or mortgaged.
By 1991 there were 29,951 e¢jidos in Mexico accounting for 55 per cent
of the land area (Jones and Ward 1998). Estimates suggest that as much
as 70 per cent of the total forest area of 49.6 million hectares was owned
by ejidos.

Over the period 1989-1994, Mexico implemented a series of major
rural reforms aimed at transforming its agricultural sector to promote
private investment and growth (Appendini 1998). The main impetus
for such reforms was Mexico’s participation in NAFTA, although the
removal of agricultural subsidies started after the 1982 debt crisis. One of
the most significant NAFTA reforms was the 1992 revisions to Mexico’s
land tenure legislation, as enshrined in Article 27 of the 1917 Mexican
Constitution.

As the ¢jido system of land management is widely believed to have
been a major factor in controlling deforestation in pre-NAFTA Mexico,
there are major concerns that the removal of this system of control may
spur greater deforestation (Richards 1997; Gibson 2001; Sarukhan and
Larson 2001). Substantial forest conversion did occur over the pre-
NAFTA era, ranging from 400,000 to 1.5 million ha per year, and
mainly in tropical areas (World Bank 1994). A major cause of this
deforestation was the expansion of agricultural and livestock produc-
tion, largely by poor rural farmers seeking new land (Barbier and Burgess
1996; Deininger and Minten 1999). Road building and timber extraction

7 The following case study is based on Barbier (2002).
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may also have contributed through ‘opening up’ new areas of forest for
encroachment by these activities.

A panel analysis conducted by Barbier and Burgess (1996) found that
prior to the NAFTA reforms, the majority of agricultural production
in Mexico was essentially low input and extensive in land use, which
appears to characterise much of ¢jido-based smallholder cultivation across
Mexico (World Bank 1989; Brown 1997; Cornelius and Myhre 1998). A
more recent study of deforestation over the 1980-1990 period rejected
the hypothesis that ¢jido ownership of agricultural land led to greater
deforestation, leading the authors to conclude that there is little evidence
that widespread communal land ownership over 1980-1990 promoted
increased forest conversion (Deininger and Minten 1999). To the con-
trary, the authors suggest that ejido-based communities, ‘valuing the safety
net provided by such arrangements, have developed forms of organiza-
tion capable of overcoming the “tragedy of the commons™ (Deininger
and Minten 1999, p. 334).

In sum, although forest conversion to agriculture did occur during the
pre-NAFTA reform era, the prevalence of ejido collective management
of agricultural and forested lands may have deterred deforestation some-
what. During this period, such institutional constraints may have led to a
lower rate of deforestation than if the remaining forested areas were under
pure open access. Thus an analysis of the agricultural land expansion that
occurred in Mexico during the pre-NAFTA reform period makes a rele-
vant case study for examining the effectiveness of institutional constraints
on deforestation. Such an analysis was implemented by Barbier (2002),
with equation (13) chosen as the specification for the reduced-form land
conversion relationship.

The partial adjustment relationship (13) was estimated through a
dynamic panel analysis of longitudinal data for planted agricultural area.
This was applied across the thirty-one states of Mexico, plus the Federal
District, and included the 1960, 1970, 1980 and 1985 time periods.® The
latter periods coincide with the era of pre-rural reforms in Mexico, when
agricultural policies were fairly stable and ejido ownership of agricultural
and forested lands was most prevalent (Brown 1997; Appendini 1998;
Jones and Ward 1998).

In the dynamic panel analysis of (13), the dependent variable, N’, was
agricultural area planted, which was also lagged one time period to obtain
N,_1. The relative price variable, p/w;, was represented by the ratio for
guaranteed maize prices to fertiliser prices, and the relative wage variable,
wr/w;, by the ratio of rural wage rates to fertiliser prices. Unfortunately,

8 See Barbier (2002) for further details of the specific panel analysis approach.
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Table 2.1 Mexico — random effects estimation of agricultural land expansion,
1960-1985

Dependent variable: agricultural area planted (000 ha)

Adjusted Adjusted Unadjusted  Unadjusted
parameter elasticity parameter elasticity
Explanatory variables? estimates (8y)¢ estimates estimates (yz) estimates
Maize-fertiliser price ratio 628.71 1.1477 4,765.12 8.6986
(Mexican pesos (2.995)**
(MEX$)/metric ton)
Rural wage-fertiliser price ratio —10,512 —0.4642 —-79,673 —3.5184
(MEX$/day per MEX$/kg) (—1.986) *
Population 0.025 0.0943 0.19 0.7146
(’000 persons) (2.501)**
Income per capita —0.0049 —0.0938 —0.04 —0.7106
(MEX$/population) (—1.540)
Road density —23.724 —0.0617 —179.81 —0.4676
(Km/ha) (—1.593)
Lagged agricultural area 0.8681 - - -
planted
(Lagged one period, initial (17.612)**
period 1960)
Constant —210.56 - - -
(—=2.012) *

Estimated § =1 — A =0.1319

Notes: “t-ratios are indicated in parentheses. **Significant at 1 per cent level. *Significant at
5 per cent level

Source: Barbier (2002)

lack of data on other input prices used in agricultural production pre-
cluded the inclusion of a variable for other relative input prices, w/w;.’
Exogenous economic and policy factors, Z, that might also affect land
clearing included population and income per capita. Exogenous factors
influencing the accessibility of forested lands, «, were represented by road
density.

Table 2.1 indicates the results for the random effects model, which
was the preferred regression. The maize price-fertiliser ratio, population
and lagged planted area are highly significant and lead to an increase in
agricultural land area. The ratio of rural wage rates to fertiliser prices is
also significant at the 5 per cent level. As expected, an increase in this ratio

9 In fact, land, labor and fertilisers were the predominant inputs in smallholder, mainly
land-extensive and rainfed agriculture across Mexico during the pre-NAFTA period
(World Bank 1989).



The economics of land conversion, open access & biodiversity loss 71

leads to a fall in planted area. However, neither income per capita nor
road density is a significant factor in explaining agricultural expansion.
The negative sign of the latter variable suggests that it may be reflecting
the rapid growth of urbanisation in many states rather than indicating
greater accessibility to frontier forest areas.

As noted, the coefficient on lagged agricultural area, MAAP(-1), is
both highly significant and relatively large (i.e. A = 0.868). This implies
that the null hypothesis that effective institutional constraints may have
restricted the rate of land expansion cannot be rejected for the 1960—
1985 period in Mexico. The presence of ¢jido communal ownership of
agricultural and forest lands may have exerted some degree of control on
land conversion in pre-NAFTA Mexico, thus slowing down the pace of
deforestation compared with pure open access conditions.'°

The possible impacts of this effect are indicated by a comparison of the
‘adjusted’ and ‘unadjusted parameter’ and elasticity estimates depicted in
Table 2.1. As the table shows, the adjusted responses of planted area to the
key explanatory factors are significantly lower than the unadjusted esti-
mates. This is particularly striking for the three significant variables in the
regression: the maize-fertiliser price ratio, the wage-fertiliser price ratio
and population. For example, the maize-fertiliser price ratio clearly had
the largest impact on agricultural land use in pre-NAFTA Mexico. How-
ever, whereas the adjusted elasticity indicates that a 10 per cent increase
in the price ratio over this period caused an 11.5 per cent increase in
agricultural area planted, the ‘unadjusted’ response would have been an
87 per cent increase in agricultural land use. Compared with pure open
access conditions, ¢jido land management may therefore have mitigated
considerably the incentives for farmers to convert forestland to agricul-
ture in response to any increases in the maize-fertiliser price ratio during
the pre-NAFTA period. Similar comparisons can be made for the influ-
ence of the wage-fertiliser price ratio and population on planted area.
The adjusted response to a 10 per cent rise in the wage-fertiliser price
ratio over 1960-1985 was a fall in agricultural area of 4.6 per cent. In
contrast, the unadjusted response would have been a decrease in agricul-
tural land use of 35.2 per cent. A 10 per cent increase in population leads
to an adjusted 0.9 per cent rise in planted area, whereas the unadjusted
increase is 7.1 per cent.

10 There is limited anecdotal evidence that, in some areas, the ejido system may have con-
trolled deforestation better than property-owning alternatives. In Chiapas, a controlled
comparison of an ¢jido with a neighbouring community of property-owning individuals
revealed that the former was characterised by fewer inequalities in wealth and land hold-
ings, greater community solidarity and fewer social problems (Brown 1997). Since the
1950s, the efido community had also experienced less land use change and expansion
and more stable land ownership patterns.
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These regression results are also consistent with the theoretical model
of smallholder land conversion. By far the largest significant influence
on agricultural land expansion in pre-NAFTA Mexico was the maize-
fertiliser price ratio, followed by the wage-fertiliser price ratio and then
population. As noted, smallholder farming in Mexico over 1960-1985
was characterised by low agricultural productivity, predominantly maize-
based and dependent largely on unskilled farm labour and land as its main
inputs (World Bank 1989; Brown 1997; Cornelius and Myhre 1998).
Although subsidies helped to increase the use of fertilisers among farm-
ers, these inputs tended to be under-utilised, especially by poorer small-
holders. Thus a rising maize-fertiliser price ratio would effectively rep-
resent greater returns to smallholder production, leading to more land
being converted and brought into cultivation. Equally, an increasing pop-
ulation would mean more farming households and labourers, causing a
further increase in the demand for agricultural land. Finally, a rise in
the price of labour relative to fertiliser reduces both cultivated area and
land conversion, suggesting that land is being substituted for labour in
cultivation.

Although changes in the maize-fertiliser price ratio, the wage-fertiliser
price ratio and population are important factors influencing forest con-
version in pre-NAFTA Mexico, Table 2.1 indicates that such impacts may
have been mitigated by the effective controls on land use and ownership
by ejido collective management compared with pure open access condi-
tions. The key issue is, of course, whether or not the 1989-1994 rural
reforms in Mexico — and principally the 1992 reforms of ¢jido land owner-
ship — have affected any such institutional constraints on land conversion
in the post-NAFTA era.

As summarised by Barbier (2002), there remains a degree of insti-
tutional control of forest conversion by smallholders in rural Mexico.
Forested lands continue to be held and managed collectively by ejidos
and there is very little evidence that the parcelling of communal agri-
cultural land into individual plots has resulted so far in greater levels of
forest conversion. Nevertheless, the widespread changes in institutional
arrangements ushered in by the 1992 land tenure reforms are likely to
have some influence on the rate of forest land conversion, although it may
be some time yet before the effects on conversion can be detected. In addi-
tion, other NAFTA reforms and structural changes in the Mexican econ-
omy and agricultural sector have affected agricultural land conversion
(Barbier and Burgess 1996). The latter incentive effects could be consid-
erable and may make it difficult to determine the impacts of the recent
institutional changes on land conversion. Possibly the greatest concern
for the future is what might happen to forested lands if more and more
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ejidos are dissolved or become increasingly ineffective in managing land
collectively. Although legally the forest land will revert to state ownership,
public authorities may have a great deal of difficulty enforcing control of
forest conversion. Throughout Latin America, the inability of central and
regional governments to control illegal land clearing, squatting and land
ownership disputes in remote frontier areas is not an encouraging prece-
dent. If this occurs on a large enough scale, the open access model of land
conversion by smallholders may become a more appropriate description
of the process of deforestation in rural Mexico.

6 Shrimp farm expansion and mangrove loss in Thailand''

The issue of coastal land conversion for commercial shrimp farming is
a highly debated and controversial topic in Thailand. Frozen shrimps
are one of the country’s major export products, earning more than
$1.6 billion each year, and the government has encouraged these exports
(Tokrisna 1998; Barbier and Sathirathai 2004). Yet expansion of shrimp
exports has caused much devastation to Thailand’s coastline and has
impacted other valuable commercial sectors, such as fisheries.

Thailand’s coastline is vast, stretching for 2,815 km, of which 1,878 km
is on the Gulf of Thailand and 937 km on the Andaman Sea (Indian
Ocean) (Kaosa-ard and Pednekar 1998). In recent decades, the expan-
sion of intensive shrimp farming in the coastal areas of Southern Thailand
has led to rapid conversion of mangroves (Barbier and Sathirathai 2004).
In the mid-1990s the annual loss was estimated to be around 3,000 ha
per year (Sathirathai 1998).

Although mangrove conversion for aquaculture began in Thailand as
early as 1974, the boom in intensive shrimp farming through mangrove
clearing took off in 1985 when the increasing demand for shrimps in Japan
pushed up the border-equivalent price to $100 per kilogram (kg) (Barbier
and Sathirathai 2004). For example, from 1981 to 1985 in Thailand,
annual shrimp production through aquaculture was around 15 thousand
metric tons (KMT), but by 1991 it had risen to over 162 KMT and by
1994 to over 264 KMT (Kaosa-ard and Pednekar 1998).

Shrimp farm area expanded from 31,906 ha to 66,027 ha between
1983 and 1996. A more startling figure is the increase in the number of
farms during that period, from 3,779 to 21,917. In general, this reflects a
rapid shift from more extensive to more small-scale, intensive and highly
productive aquaculture systems of on average 2—3 ponds, with each pond
comprising up to 1 ha in size (Kongkeo 1997; Tokrisna 1998; Goss et al.

11 The following case study is based on Barbier and Cox (2004).
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2001). However, much of the semi-intensive and intensive shrimp farm-
ing in Thailand is short term and ‘unsustainable’, i.e. water quality and
disease problems mean that yields decline rapidly and farms are routinely
abandoned after 5-6 years of production (Flaherty and Karnjanakesorn
1995; Dierberg and Kiattisimkul 1996; Thongrak er al. 1997; Tokrisna
1998; Vandergeest et al. 1999).

Although shrimp farm expansion has slowed in recent years, unsus-
tainable production methods and lack of know-how have meant that
more expansion still takes place every year simply to replace unproduc-
tive and abandoned farms. Estimates of the amount of mangrove con-
version due to shrimp farming vary, but recent studies suggest that up to
50-65 per cent of Thailand’s mangroves have been lost to shrimp farm
conversion since 1975 (Dierberg and Kiattisimkul 1996; Tokrisna 1998).
In provinces close to Bangkok, such as Chanthaburi, mangrove areas
have been devastated by shrimp farm developments (Raine 1994). More
recently, Thailand’s shrimp output has been maintained by the expan-
sion of shrimp farming activities to the far southern and eastern parts of
the Gulf of Thailand and across to the Andaman Sea coast (Flaherty and
Karnjanakesorn 1995; Sathirathai 1998; Vandergeest ez al. 1999).

Moreover, conversion of mangroves to shrimp farms is irreversible.
Without careful ecosystem restoration and manual replanting efforts,
mangroves do not regenerate, even in abandoned shrimp farm areas.
In Thailand, most of the estimated 11,000 or more ha of replanted areas
over 1991-1995 have occurred on previously unvegetated tidal mudflats
(Lewis et al. 2000). Such ‘afforestation’ efforts have been strongly crit-
icised as being ecologically unsound (Stevenson ez al. 1999; Erftemeijer
and Lewis 2000). However, more recent efforts at mangrove replanting
in Southern Thailand have focused on ecological restoration of man-
grove areas destroyed by both legal and illegal shrimp ponds, although
the total area restored is very small relative to the natural mangrove forest
area that has been converted (Lewis er al. 2000). Currently in Thailand
there is no legal requirement that shrimp farm owners invest in replanting
and restoring mangroves once farming operations have ceased and the
ponds are abandoned. Shrimp farming does not necessarily have to pose
any environmental threat, provided that waste water from the farm has
been treated before being released. In addition, it is possible to design
shrimp aquaculture systems in coastal areas that do not involve removal
of vegetation and areas naturally fed by tidal conditions. However, the
establishment of these farm systems is too expensive for the type of small-
scale pond operations found in much of Thailand, which are dependent
on highly intensive and untreated systems through rapid conversion of
mangrove and coastal resources (Thongrak ez al. 1997; Tokrisna 1998).



The economics of land conversion, open access & biodiversity loss 75

Much of the financial investment in coastal shrimp farms is from wealthy
individual investors and business enterprises from outside the local com-
munity (Flaherty and Karnjanakesorn 1995; Goss et al. 2000, 2001).
Although some hiring of local labour occurs, in the past shrimp farm
owners have tended to hire Burmese workers as their wage rates are much
lower.

Ill-defined property rights have accelerated the rapid conversion of
mangroves to shrimp farms in Thailand. Historically, this has been a
common problem for all forested areas in the country (Feder ez al. 1988;
Feeny 1988, 2002; Thomson et al. 1992). Although the state, through
the Royal Forestry Department, ostensibly owns and controls mangrove
areas, in practice they are de facto open access areas onto which any-
one can encroach. This has had three impacts on mangrove deforesta-
tion attributable to shrimp farms. First, the open access conditions have
allowed illegal occupation of mangrove areas for establishing shrimp
farms, in response to the rising prices and profits from shrimp aqua-
culture (Barbier and Sathirathai 2004).'> Second, in Thailand insecure
property rights in cleared forest areas have been associated with under-
investment in land quality and farm productivity (Feder ez al. 1987, 1988;
Feeny 1988; Thomson ez al. 1992). The lack of tenure security for shrimp
farms in Southern Thailand appears also to be a major factor in the lack
of investment in improving productivity and adopting better aquaculture
methods, leading to more mangrove areas being cleared than necessary
(Barbier and Sathirathai 2004). Third, several studies have pointed out
how open access forest lands in Thailand are more vulnerable to rapid
deforestation and conversion to agricultural and other commercial uses
as the development of roads and the highway network makes these lands
more ‘accessible’ (Cropper et al. 1999; Feeny 2002). Similar problems
exist for the open access coastal mangrove areas in Southern Thailand.
In particular, the geographical ‘spread’ of shrimp farm expansion and
accompanying mangrove deforestation has also proceeded from the more
to less accessible areas: initially in the coastal provinces near Bangkok,
spreading down the southern Gulf of Thailand coast towards Malaysia,
and more recently beginning on the Andaman Sea coast (Raine 1994;
Flaherty and Karnjanakesorn 1995; Sathirathai 1998; Vandergeest er al.
1999).

12 This process has been a frequent occurrence historically on all of Thailand’s forest lands,
as noted by Feeny (2002, p. 193): ‘In contrast to the creation of private property rights
in crop land, the commercialization of forestry was associated with the creation of state
property rights in forest lands. De jure state property was often, however, de facto open
access. Illegal logging and the expansion of the area under cultivation in response to
market opportunities and population growth led to rapid deforestation.’
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Despite the lack of secure property rights and the frequently illegal
occupation of mangrove areas, owners have an incentive to register their
shrimp farms and converted land with the Department of Fisheries. The
farms then become eligible for the preferential subsidies for key produc-
tion inputs, such as shrimp larvae, chemicals and machinery, and for
preferential commercial loans for land clearing and pond establishment
(Tokrisna 1998; Barbier and Sathirathai 2004). Such subsidies inflate
artificially the commercial profitability of shrimp farming, thus leading
to more mangrove conversion, even though estimates of the economic
returns to shrimp aquaculture in Thailand suggest that such conversion is
not always justified (Sathirathai and Barbier 2001). Combined with inse-
cure property rights, the subsidies also put further emphasis on shrimp
aquaculture as a commercial activity for short-term exploitative financial
gains rather than a long-term sustainable activity.

If shrimp farm expansion is a major cause of mangrove deforestation,
then the resulting mangrove loss in any period, r,, is directly related to
the amount of land area converted by shrimp farms, i.e.

M g —M=r,=N—-N_ (14)

where M represents mangrove area and N is the amount of land cleared
and used for shrimp farming. Equation (14) states that the land available
for shrimp farming in the current period, N;, equals the amount of pro-
ductive land left over from a previous period N;_;, plus any newly cleared
land, r,. Equally, the decline in mangroves between the current and pre-
vious periods, M, ; — M,, equals the amount of land newly converted
for shrimp farming, r,.

Equation (14) implies a direct link between mangrove deforestation
and land conversion for shrimp farm area expansion, with the latter activ-
ity determined by the commercial profitability of aquaculture operations.
For a relatively long time period [z, ¢ — 1], it is possible to establish this
link formally.'® In equation (14), let M,_, represent the amount of man-
grove area available in a previous period before much shrimp farming
has occurred. Thus compared with the current period, z, in the previous
period, r — 1, mangrove area will be relatively abundant and very little of

it will have been cleared for shrimp farming, i.e. M’ L ~ 0. Thus dividing

13 As noted above, the conversion of mangrove area by shrimp farms has been largely
irreversible in Thailand. That is, even if unproductive shrimp farms are abandoned,
mangrove systems cannot regenerate naturally on this land. Moreover, to date, very little
replanting of mangroves has occurred on abandoned shrimp farm land, nor are shrimp
farm owners required legally to undertake such replanting (Erftemeijer and Lewis 2000;
Lewis et al. 20005 Stevenson et al. 1999).
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equation (14) by M,_; we obtain:

Mtfl_Mt_M_Mfl _ ]\]z (15)
Mz—l M[—l M[—l '

The left-hand side of (15) is a measure of the long-run proportionate
change in mangrove area. It therefore represents a long-run indicator of
mangrove loss. The right-hand side of (15) is the ratio of current shrimp
farm area to mangrove area in a previous base period. It therefore repre-
sents a long-run indicator of relative shrimp farm area expansion.

Returning to the pure open access model of land clearing, recall equa-
tion (8), which defines an equilibrium reduced-form relationship between
current shrimp farm area, N, and the output and input prices for shrimp
farming, the accessibility of mangrove areas, and other economic and
demographic factors:

N = N(p,wp, wrsa, Z), dN/dp > 0, dN/doz > 0, ®

Thus it follows from condition (15) that our long-run indicator of
relative shrimp farm area expansion, N;/M,_;, will also be determined
by equation (8). As equation (15) suggests that our long-run indicators
of mangrove loss and shrimp farm expansion are equivalent, then our
measure of long-run mangrove loss, M,_; — M;/M,_,, is also determined
by (8). Thus both indicators of mangrove loss and shrimp farm expansion
can be estimated, using appropriate data for the shrimp output price, p,
the wage rate, wy, other input prices, wy, the ‘accessibility’ of mangrove
areas, o, and other economic and demographic factors that may affect
the mangrove clearing decision, Z.

Alternatively, if the household-derived demand relationship (3) was
used with (6) to solve for the reduced-form level of land conversion, N;‘,
then the aggregate land conversion relationship (8) would be specified in
relative prices, i.e.

N*ZN(p/wu w/wi) wN/wi;aa Z) (16)

The relative price relationship for land conversion (16) was estimated
through dynamic panel analysis across twenty-one coastal provinces of
Thailand from 1979 to 1996.'* As is clear from (15), to use either our
mangrove loss or shrimp farm expansion indicators as a dependent vari-
able requires first choosing an appropriate base year for mangrove area,

14 Although data were collected for all twenty-two coastal provinces of Thailand for this
period, only twenty-one coastal provinces were used in the analysis. As no mangrove
area data were recorded by the Royal Forestry Department for the coastal province of
Narathiwat, we excluded this province from the analysis. See Barbier and Cox (2004)
for details.
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M,_1. We chose 1979 as the base year for two reasons. First, neither eco-
nomic nor mangrove data in Thailand prior to that date were complete
for all coastal provinces, and second, even though shrimp farming began
prior to 1979, the major period of shrimp farm establishment and expan-
sion in Thailand occurred over 1979 to 1996. Thus, the dependent vari-
able for mangrove loss (M, — M,t/M,_,) is the proportion of mangrove
area cleared relative to the 1979 area of mangroves [(M979-M;)/Mjo79]
and the dependent variable for relative shrimp farm expansion (N, /M;_1)
is the proportion of shrimp farm area in the current year relative to 1979
mangrove area [S;/Mjo79].

Output price, p, in equation (16) was represented by the provincial
price of shrimp in Thai baht/ton.!> The two input prices chosen for w;,
and wy, respectively, were the minimum provincial wage and the price of
ammonium phosphate. The latter is a proxy for the price of feed used in
shrimp aquaculture, with which it is highly correlated (Thongrak er al
1997). To estimate (16), these output and input prices were expressed
in terms of relative prices with respect to the minimum wage. The dis-
tance of each province from Bangkok was included as the measure of
the ‘accessibility’ of provincial mangrove resources, «. Finally, several
exogenous factors, Z, were chosen to represent both economic effects and
demographic changes at the provincial level that might influence man-
grove conversion: gross provincial product (GPP) per capita, population
growth, and the number of shrimp farms per total provincial land area.'®
Table 2.2 shows the results of random effects estimations for the man-
grove loss regression and for two versions of the shrimp farm expansion
regressions, one with shrimp farm density and one without.!”

15 In the regressions, all price variables as well as gross provincial product per capita are
expressed in local currency (Thai baht) and in real terms (1990 values), using the gross
domestic product (GDP) deflator for Thailand.

The exchange rate and real interest rate were also included as additional exogenous
variables in the analysis. However, these variables are not represented at the provincial
level. Neither variable was significant and their inclusion distorted the original regression
results. Both variables were therefore dropped from the final regressions. Population
growth was used instead of population density as the latter was highly correlated with
GPP and shrimp farm density. See Barbier and Cox (2004) for further details.

The general approach advocated for panel analysis was followed in estimating equation,
and in all cases the one-way random effects models performed best. Log-log and semi-log
forms of the regression were also tested but the linear form performed best. Inclusion of
the variable for average distance of each province from Bangkok in the models meant that
any fixed effects regression would be collinear. We tested the models with and without
this variable and for the possible endogeneity of the shrimp farm density variable in the
regressions. The null hypothesis that shrimp farm density is an exogenous variable could
be rejected for the mangrove loss regression but not for the shrimp farm estimation.
However, the standard instrumental variable (IV) technique could not be employed
to correct for the endogeneity of shrimp farm density in the latter estimation. The
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Table 2.2 Thailand — random effects estimation of mangrove loss and shrimp
farm area expansion, 1979-1996

% mangrove area % shrimp farm % shrimp farm
cleared relative to area relative to  area relative to
1979 (Mj979 — M,)/ 1979 mangrove 1979 mangrove
Mio79 area S;/Mjo79  area S;/Mio79
Shrimp price-wage ratio 4.081 x 1072 1.795 x 1071 2.089 x 107!
(Thai baht (B)/kg per B/day) (5.524)** (4.941)** (3.769)**
Fertiliser price-wage ratio —2.620 x 1072 —8.102x 1072  —9.031 x 1073
(B/kg per B/day) (—6.982)** (—17.244)** (=5.313)**
Distance of province from —5.013 x 107* —1.331 x 1072 —1.681 x 1073
Bangkok (km) (=3.314)** (—2.033)* (—-2.316)*
Population growth 5.808 x 1077 5.915 x 1076 6.548 x 1070
( %/year) (1.769)1 (2.431)* (1.741)
Gross provincial product per 8.466 x 1077 —2.875x107% —1.546 x 107
capita (B/person) (2.428)* (—2.587)** (—-0.919)
Shrimp farm density 1.071 x 1073 2.380 x 1072 -
(Farms/km?) (0.945) (5.086)**
CONSTANT 0.773 1.536 1.780
(7.882)** (3.715)** (3.733)*

Notes: t-ratios are indicated in parentheses
** Significant at 1% level. *Significant at 5% level. {Significant at 10% level
Source: Barbier and Cox (2004)

The results reported for mangrove loss in Table 2.2 show that all vari-
ables have the predicted signs. In addition, the only explanatory variable
that has no significant impact on long-run mangrove loss in Thailand is
shrimp farm density. The relative price of shrimp has a significant and
positive effect on mangrove deforestation across the coastal provinces of
Thailand, whereas mangrove loss declines for those coastal provinces that
are further from Bangkok. A rise in the relative feed price has a significant
and negative impact on long-run mangrove loss. Provincial economic
development (represented by GPP) causes mangrove deforestation, as
does population growth, although the latter variable is significant only at
the 10 per cent level.

The two regressions for relative shrimp farm area expansion in
Thailand vary little with respect to the sign and significance of the

IV technique in panel analysis requires using a two-stage fixed effects procedure, but
unfortunately a fixed effects regression is incompatible with our preferred regression
that includes the ‘distance’ variable. As an alternative, we therefore report two versions
of our panel analysis of shrimp farm expansion in Table 2.2, one with the shrimp farm
density variable and one without. See Barbier and Cox (2004) for further details.
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coefficients of three main variables: relative shrimp price, relative feed
price and the accessibility of mangrove areas. All three variables are sig-
nificant and have the predicted signs (see Table 2.2). Shrimp farm area
expansion increases with the relative price of shrimp, but declines with the
relative feed price and for those coastal provinces further from Bangkok.
Population growth is significant in explaining relative shrimp farm expan-
sion in both regressions, but only at the 10 per cent level in the estimation
that excludes shrimp farm density. Provincial economic development has
a significant and negative impact on shrimp farm expansion in the regres-
sion that includes shrimp farm density, but is insignificant in the estima-
tion without it. Finally, shrimp farm density appears to be a significant
factor in shrimp farm expansion, but this variable might be endogenous
in the regression.'®

The panel analysis regressions of mangrove loss and relative shrimp
farm area expansion reported in Table 2.2 are therefore consistent with
the theoretical model of ‘open access’ land conversion developed above.
Further insights into the causes of mangrove loss and shrimp farm expan-
sion can be gained from the estimated elasticities, which are indicated in
Table 2.3.

The variables with the largest impacts on mangrove loss are distance
from Bangkok and the price of ammonium phosphate, followed by the
minimum wage, shrimp price, gross provincial product per capita and
population growth. In both regressions of relative shrimp farm area
expansion, the variables with the largest effects are again distance from
Bangkok and ammonium phosphate price, followed by the minimum
wage and shrimp price.'” In the estimation that includes shrimp farm
density, the remaining impacts are attributed to GPP, shrimp farm den-
sity and population growth. In the estimation that excludes shrimp farm
density, only population growth has a modest, but barely significant,
impact on shrimp farm expansion. As expected, the effects of changes
in the explanatory variables on relative shrimp farm expansion are always
greater than on mangrove loss.?’

18 See previous note and further discussion in Barbier and Cox (2004).

19" As Table 2.3 indicates, in the regression without shrimp farm density, the impact of the
shrimp price on relative shrimp farm area expansion is slightly larger than the impact of
the minimum wage rate.

As noted previously, mangrove deforestation in Thailand has also resulted from tourism,
agricultural, industrial and urban developments in coastal areas, and thus is not com-
pletely explained by mangrove clearing for shrimp farming. If economic activities other
than shrimp farming are responsible for mangrove loss in the coastal areas of Thailand,
this might explain why in Table 2.3 the elasticities for the explanatory variables are larger
for the two versions with shrimp farm expansion as the dependent variable rather than
the version with mangrove loss as the dependent variable.

20
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Table 2.3 Thailand — estimated elasticities for mangrove loss and shrimp
farm area expansion, 1979-1996

% mangrove area % shrimp farm % shrimp farm
cleared relative to area relative to area relative to
1979 (Mj979-My)/ 1979 mangrove 1979 mangrove

Explanatory variables Mio79 area S;/Mjo79 area S;/Mjo79

Shrimp price-wage ratio 0.158** 0.402** 0.468**
(Thai baht (B)/kg per
B/day)

Shrimp price (B/kg) 0.156** 0.397** 0.462**

Wage rate (B/day) 0.302** 0.421** 0.450**

Fertiliser price-wage ratio —0.460** —0.824** —0.918**
(B/kg per B/day)

Fertiliser price (B/kg) —0.445** —0.796** —0.887**

Distance of province from —0.626** —0.963* —1.216*
Bangkok (km)

Population growth (%/year) 0.0147 0.080* 0.0897

Gross provincial product per 0.097* —0.190** —0.103
capita (B/person)

Shrimp farm density 0.014 0.185** -
(Farms/km?)

Notes: ** Significant at 1 % level. *Significant at 5 % level {Significant at 10 per cent level
Source: Barbier and Cox (2004)

Overall, these results reaffirm the hypothesis that the profitability of
shrimp farming, coupled with ‘open access’ land conversion decisions, is
avery important underlying cause of mangrove deforestation in Thailand.
Intensive shrimp farming utilises a considerable amount of feed, the costs
of which represent anywhere from 30-60 per cent of the total costs of
shrimp aquaculture in various systems across Thailand (Kongkeo 1997;
Thongrak er al. 1997; Tokrisna 1998). Thus it is not surprising that a
change in the price of ammonium phosphate — our proxy for feed price —
causes a relatively large impact on shrimp farm expansion and mangrove
clearing.

As indicated in Table 2.3, if ammonium phosphate and thus feed prices
across Thailand were to rise by 10 per cent, the relative decline in shrimp
farm area would be 8-9 per cent and mangrove clearing would decrease by
around 4.5 per cent. Our results indicate that shrimp farm area expansion
and mangrove loss are also responsive to changes in the price of shrimp. As
discussed above, expansion of shrimp farming in Thailand has occurred
rapidly since 1985, which was when a rapid rise in world demand and
prices for shrimp occurred. The elasticity estimates suggest that if the
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price of shrimp were to rise by 10 per cent, relative shrimp farm area
would increase by 45 per cent and mangrove deforestation would expand
by 1.6 per cent.

The analysis also confirms that the ‘accessibility’ of mangrove areas
is an important determinant of mangrove clearing for shrimp farm-
ing in Thailand. This is an expected result, given that Bangkok is the
major domestic market as well as the key port and terminus for both
Thailand’s export market and many regional domestic markets. In addi-
tion, many investors in shrimp farming operations are from outside the
coastal provinces and in particular from Bangkok. The elasticity esti-
mates suggest that coastal areas that are 10 per cent further from Bangkok
have 10-12 per cent less relative shrimp farm area and have 6.3 per cent
lower mangrove clearing rates. Distance from Bangkok appears to be an
important factor determining the accessibility of coastal resources, the
profitability of shrimp farming and therefore mangrove conversion. The
historical pattern of mangrove loss in Thailand is consistent with this
result. Mangrove deforestation began initially in the coastal provinces
near Bangkok, spread down the southern Gulf of Thailand coast towards
Malaysia and is now beginning on the Andaman Sea coast (Raine 1994;
Flaherty and Karnjanakesorn 1995; Sathirathai 1998).

Table 2.3 indicates that the provincial minimum wage variable has
a positive elasticity in the panel regressions. A 10 per cent rise in the
rural minimum wage causes relative shrimp farm area to increase by over
4 per cent and mangrove clearing by 3 per cent.’! As discussed above,
our theoretical model would suggest that the amount of mangrove land
converted should decrease with the cost of labour, which is the principal
input involved in clearing operations, but this effect may be counteracted
by an opposite impact of a rise in the wage rate on mangrove conversion,
if land and labour are substitutes in shrimp farming. Our elasticity results
suggest that this latter substitution effect might be the stronger influence.
As the costs of labour use in production rise, shrimp farmers may be
induced to move from more intensive aquaculture operations that employ
relatively more labour than land to more semi-intensive and extensive sys-
tems that require relatively more land. For example, in Thailand extensive
shrimp farms (5-7 ha) have average labour costs of only $36.1/ha, semi-
intensive farms (3—4 ha) have labour costs of $96.6/ha and intensive farms

21 By employing relative prices in each regression and using minimum wage as the
numeraire, the impact of a rise in the wage rate will depend on the relative impacts
of the shrimp price-wage ratio versus the fertiliser price-wage variables on the depen-
dent variable. In all regressions the negative impact of the latter variable has the greater
absolute effect, which is the reason why the elasticity associated with the minimum wage
is positive.
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(2-3 ha) have labour costs of $377.5/ha (Tokrisna 1998). Thus, a rise in
wages may lead some shrimp farmers to expand shrimp farm area and
switch to less intensive operations in order to save on overall labour costs
(Goss et al. 2001).%?

Shrimp farm expansion and mangrove loss may also be influenced
somewhat by demographic pressures, such as provincial population
change, although the significance of this impact is weak in two of the
three regressions (see Tables 2.2 and 2.3). A 10 per cent rise in popula-
tion growth will cause shrimp farm area to expand by 0.8-0.9 per cent
and mangrove clearing also increases by 0.1 per cent.

A 10 per cent rise in gross provincial product per capita increases man-
grove loss by about 1 per cent but the impact of GPP on relative shrimp
farm area is less clear, given the possible problem of the endogeneity of
shrimp farm density in the regressions of shrimp farm expansion (see
Tables 2.2 and 2.3). As noted above, mangrove loss is increasingly occur-
ring in coastal areas due to provincial economic development activities
other than shrimp farming, such as urbanisation, agriculture, tourism
and industrialisation (Dierberg and Kiattisimkul 1996; Tokrisna 1998).%*
Such coastal economic developments are likely to lead to increases in
gross provincial product per capita while at the same time putting greater
pressure on remaining mangrove areas.

To summarise, this case study provides strong evidence that our open
access land conversion model applies to shrimp farm expansion and

22 Despite the anecdotal and empirical evidence that higher wages may induce some substi-
tution of land for labor in shrimp farm operations, thus leading to an increase in overall
mangrove clearing, this interpretation of our results must be treated with some caution.
Because of the lack of disaggregated data on shrimp farm operations across all provinces
in Southern Thailand over 1976-1990 by type of technology — extensive, semi-intensive
and intensive — we are unable to separate out the effects of wages on mangrove clearing
by each type of farm. By employing the aggregated shrimp farm data in our analysis, we
are essentially treating all three technologies as a single technology, which could lead to
a misleading prediction about the likely effects of a wage change on land use. We are
grateful to an anonymous reviewer for pointing out this possibility to us.

Tokrisna (1998) provides some evidence of these changing trends in the rate of mangrove
utilisation by various coastal economic activities. Before 1980 an average of 7 per cent
of all mangrove areas in Thailand were converted to shrimp ponds. In 1986, the rate
of mangrove conversion to shrimp ponds was estimated to be 30 per cent, but had
declined to 17 per cent by 1994. In contrast, the rate of mangrove conversion due to
other coastal economic activities, such as urbanisation, agriculture, tourism and industry,
has increased rapidly from 15 per cent before 1980, 17 per cent in 1986 and 36 per cent
by 1994. In terms of cumulative impacts on mangrove loss, over the entire 1979-1996
period, shrimp farming is still thought to have had the greatest effect, even though the rate
of mangrove conversion due to shrimp aquaculture has tended to vary over this period.
As reported above, estimates suggest that up to 50—65 per cent of Thailand’s mangroves
have been lost to shrimp farm conversion since 1975 (Dierberg and Kiattisimkul 1996;
Tokrisna 1998).

23
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mangrove loss in Thailand over 1979-1996. However, several recent
developments could greatly influence the future impacts of shrimp farm-
ing on mangrove conversion in Southern Thailand.

First, the availability of new mangrove areas suitable for conversion
to shrimp farming is becoming increasingly scarce. Of the 62,800 ha of
mangrove areas considered suitable for shrimp farms in 1977, between
38 per cent and 65 per cent were already converted by shrimp farms
between 1975 and 1993 (Dierberg and Kiattisimkul 1996). Thus expan-
sion of shrimp farms is increasingly occurring on coastal land formerly
used for rubber and palm plantations and, until the recent ban, in rice
paddy areas.

Second, it is still too early to gauge the effect of the ban on shrimp
farming in the rice and fruit growing areas in the central region of
Thailand. One result is likely to be greater conversion of remaining areas
of coastal mangrove forests, especially the remaining pristine mangrove
on the Andaman coast. To prevent this from happening, however, recent
policy initiatives have been proposed to promote the conservation of man-
groves and the participation of local communities in their management
(Sathirathai 1998). For example, the Royal Forestry Department is con-
sidering banning mangrove forest concessions and regulating the use of
mangrove areas, particularly those affected by shrimp farming. Further-
more, new legislation on community management of forests has been
introduced, which offers the hope that the right of local communities to
protect mangrove forests may receive legal recognition. The motivation
for this potential change in policy arises from the recognition that the
economic benefits of mangroves to local communities may be substantial
and could possibly even outweigh the returns to intensive shrimp farming
that lead to mangrove conversion.

However, if Thailand is to become a model for reconciling shrimp farm
production with coastal mangrove management, this study points to two
clear policy recommendations beyond what is currently being considered
by the government. First, there is an urgent need to address the main
institutional failure concerning management of mangrove resources. The
present law and formal institutional structures of resource management
in Thailand do not allow coastal communities to establish and enforce
their local rules effectively. Nor do the current formal institutions and
laws provide the incentives necessary for local and other resource user
groups to resolve conflicts among themselves. The result is that any effort
to resolve such conflicts incurs high risk and management costs, which
in turn make it even harder for the successful establishment of collabora-
tive resource management systems by local communities. There is also a
need to address the main policy failure at the heart of the economic incen-
tives for excessive conversion of mangrove areas to shrimp aquaculture.
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As long as government policies continue to subsidise shrimp farm estab-
lishment and production, this activity will remain financially profitable
to the commercial investor. The result is that the commercial pressure to
convert mangroves and other coastal land to shrimp farming will remain,
even though the actual economic returns to such investments may not
always justify such conversion (Sathirathai and Barbier 2001).

For example, a new institutional framework for coastal mangrove man-
agement in Thailand might contain the following features (Barbier and
Sathirathai 2004, Chapter 12). First, remaining mangrove areas should
be designated as conservation (i.e. preservation) and economic zones.
Shrimp farming and other extractive commercial uses (e.g. wood conces-
sions) should be restricted to the economic zones only. However, local
communities which depend on the collection of forest and fishery prod-
ucts from mangrove forests should be allowed access to both zones, as
long as such harvesting activities are conducted on a sustainable basis.
Second, the establishment of community mangrove forests should also
occur in both the economic and conservation zones. But the decision to
allow such local management efforts should be based on the capability
of communities to effectively enforce their local rules and manage the
forest sustainably. Moreover, such community rights should not involve
full ownership of the forest but be in the form of user rights. Third, the
community mangrove forests should be co-managed by the government
and local communities. Such effective co-management will require the
active participation of existing coastal community organisations and will
allow the representatives of such organisations to have the right to express
opinions and make decisions regarding the management plan and regula-
tions related to the utilisation of mangrove resources. Finally, the govern-
ment must provide technical, educational and financial support for the
local community organisations participating in managing the mangrove
forests. For example, if only user rights (but not full ownership rights) are
granted to local communities, the latter’s access to formal credit markets
for initiatives such as investment in mangrove conservation and replant-
ing may be restricted. The government may need to provide special lines
of credit to support such community-based activities.?*

If successful, such local management policies might act as effectively
combined formal and informal ‘institutional constraints’ on mangrove
loss due to shrimp farm expansion in Thailand. As the model of land

24 Other complementary policies may also be necessary to reduce the environmental dam-
ages associated with shrimp farming and other mangrove-converting activities, such
as establishing concession fees and auctions for these activities, reducing subsidies
for shrimp farming, introducing incentives for mangrove replanting, water pollution
charges, and even environmental assurance bonds for large-scale developments. For
further discussion see Barbier and Cox (2004) and Barbier and Sathirathai (2004,
Chapter 12).
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conversion developed in this chapter suggests, the result should be to slow
down the rate of conversion. It may also lead to more efficient land use,
including selection of the most appropriate mangrove areas for conversion
to shrimp farms.

7 Final remarks

This chapter was concerned with analysing the role of formal and infor-
mal institutions as constraints on the conversion of forestland to agricul-
ture within a developing country. Given that open access conditions and
ill-defined property rights are thought to be important factors driving
agricultural land expansion and forest conversion in developing coun-
tries, we have developed an economic model of forestland conversion
under open access that is empirically tested.

The model demonstrates formally that the equilibrium level of land
cleared will differ under open access compared with when effective insti-
tutions exist to control land conversion. Because institutions raise the cost
ofland clearing, more land should be converted to pure open access. This
allows derivation of a simple test for the ‘constraining’ effect of insti-
tutions on conversion through a partial adjustment mechanism for the
equilibrium level of cleared land.

The first case study applied the model to the expansion of agricul-
tural planted area in Mexico at state level and over the 1960-1985 period
before the NAFTA reforms were implemented. The results confirm that
the presence of ¢iido communal land management acted as an ‘institu-
tional constraint’ on deforestation due to maize land expansion. There
is concern that as the ¢jido land management system weakens during the
post-NAFTA era, its ability to control deforestation by smallholders may
also suffer.

The second case study applied the model to mangrove conversion for
shrimp farming in Thailand’s coastal provinces over 1979-1996. The
results suggest that the profitability of shrimp farming coupled with open
access availability of mangrove areas in accessible coastal areas were pow-
erful factors driving mangrove deforestation in Southern Thailand. The
study illustrates that Thailand needs ‘institutional constraints’ to slow
down mangrove loss in coastal areas, through combining effective local
community and government management of the resource.
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3 Estimating spatial interactions in
deforestation decisions
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1 Introduction

Ongoing decreases in the stock of tropical forest have long been a major
concern, due to their implications for biodiversity loss and provision of
ecosystem services. Ecological research also provides evidence that even
if the stock is held constant, the spatial pattern of forest affects the level
of services generated (McCoy and Mushinsky 1994; Twedt and Loesch
1999; Diaz er al. 2000; Parkhurst ez al. 2002; Coops et al. 2004; Scull and
Harman 2004). A highly fragmented forest made up of small patches may
not provide the minimum habitat size that some organisms require. Thus
it may offer less protection for species than the same amount of unfrag-
mented forest. It is then important to understand the effects of human
activities that fragment standing forest and, as a result, alter the size, the
shape, and also the spatial arrangement of habitat. These properties of
habitat affect extinction rates of local populations.

Standard economic models of rural land use (e.g. agriculture/forest
frontiers) will generate predictions of spatial pattern down to the level of
detail that their data permit. However, a focus on spatial pattern high-
lights a question these models do not address: are there spatial dynamics
per se? If we look behind observed spatial correlation, do one’s land-
use choices actually have any causal impacts upon those made by one’s
neighbours? This chapter presents a model of such spatial interactions
and then discusses a method to empirically test for their presence using
observed deforestation behaviour. Their existence has implications for
the stock of forest, its pattern and the effect of policies on forests.
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Nuppenau, Cristian Pop-Eleches, Rajiv Sethi, Arthur Small, Chris Timmins and Eric
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Such research builds upon a number of existing literatures. Empirical
economic analysis of deforestation, one piece of the much broader liter-
ature on the economics of land use, has provided evidence of significant
effects on land-use and land-cover outcomes of biophysical and socio-
economic factors that one might expect to affect the relative profitability
of competing land-use types (Panoyotou and Sungsuwan 1989; Rudel
1989; Stavins and Jaffe 1990; Cropper and Griffiths 1994; Pfaff 1999).
Recently, much of this work has employed spatially specific data, making
use of geographic information systems (GIS). Predictions are then more
spatially detailed (Chomitz and Gray 1996; Geoghegan ez al. 2001; Kok
and Veldkamp 2001; Serneels and Lambin 2001; Walsh ez al. 2001; Irwin
and Bockstael 2002). In this chapter we add ‘neighbour effects’, or spatial
interactions, to this strand of the literature.

Neighbour effects form one part of a broad set of studies of ‘social
interactions’ between agents that need not be spatial. Two spatial exam-
ples of such interactions that concern land-use and agriculture are:
(1) externalities in US residential development, which have been anal-
ysed both theoretically (Turner 2005) and empirically (Irwin and Bock-
stael 2002), and (i) adoption of agricultural technologies that affects
neighbours’ adoption decisions (Case 1992). This chapter brings meth-
ods from the social interactions literature to tropical deforestation. The
results of this blend can be integrated with many existing discussions of
land use and habitat conservation.

For example, rules for selecting habitat for reserves have often been
suggested from purely ecological perspectives focused upon where species
may exist (Tubbs and Blackwood 1971; Kirkpatrick 1983; Cocks and
Baird 1989; Polasky ez al. 2000), but they could reflect land use as well.
This has happened in the consideration of land costs that vary across
sites (Ando er al. 1998; Polasky ez al. 2000) and of the threat of clearing
that also varies (Pfaff and Sanchez-Azofeifa 2004; Costello and Polasky
2004). This chapter suggests another land-use consideration for where
public actors should focus, the spatial spillovers to neighbouring land-
use decisions from reserves. Results concerning spatial interactions may
suggest varying the intensity of such conservation actions over space.

Here we develop a model of neighbours’ interactions that builds upon
work by Brock and Durlauf (2001a). The key to the empirical application
of this model is the use of instrumental variables to identify the magnitude
of the effect individuals in a neighbourhood have on each other’s choices. !

1 Neighbourhoods and neighbours are defined in the following section. However, a neigh-
bourhood can be seen as an area of land. Two individuals are neighbours if the land they
manage is located in the same neighbourhood. While this paper uses a specific definition
of neighbourhood and therefore neighbours, it is up to the researchers to redefine the
concept of neighbourhood according to their needs.
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We rely heavily upon the GIS for many calculations of the neighbours’
characteristics, including the biophysical characteristics of neighbouring
plots that serve as instruments.

The use of an instrumental variable addresses simultaneity and the
presence of spatially correlated unobservable effects. Simultaneity rises
when the explanatory variable not only affects but also is affected by the
dependent variable.? In this case, neighbours’ deforestation decisions
(the explanatory variable) affect the individual’s deforestation decision
(the dependent variable) and simultaneously the individual’s deforesta-
tion decision affects neighbours’ deforestation decisions. Since the indi-
vidual’s decisions do not, though, affect the biophysical characteristics
of neighbours’ plots, using those characteristics to instrument for neigh-
bouring deforestation choices addresses the simultaneity problem. The
same reasoning applies to spatial correlation between the unobservable
factors that affect an individual’s decision and the unobservable factors
that affect their neighbours’ decisions.’ A correlation between the two sets
of unobservable factors implies correlation between individual and neigh-
bours’ behaviours that does not indicate causality. The same correlation
does not, though, imply a correlation between an individual’s choice and
the biophysical characteristics of neighbours’ plots. If the instrument is
correctly chosen, it addresses these two major issues for the estimation of
such interactions (Moffitt 2001).

If positive interactions exist in deforestation, as suggested by the exam-
ple here that makes use of Costa Rican data, three important conse-
quences arise. Neighbours’ decisions reinforcing each other will generate
more homogenous forest outcomes within neighbourhoods, i.e. highly
fragmented forest patterns are less likely. Also, changed incentives to
deforest in one location (e.g. from land policies) spill over to affect areas
nearby. Finally, interactions generate the possibility that a given region
could end up with significantly different deforestation outcomes (multiple
equilibria) due simply to changes in beliefs about what neighbours will do.
This depends upon the magnitude of the interactions.* Thus, projecting
the effects of policies based on extrapolations from past equilibria could
miss the possibility that a policy could induce another equilibrium. An
agency could implement a policy with the expectation of small increases
in deforestation, based on low clearing rates in the past equilibrium, and

2 See Greene (2003) and Maddala (1983) for more details and examples.

3 An example of a spatially correlated unobservable effect is the effect on deforestation
decisions caused by a soil characteristic that is similar among neighbours, observable by
all individuals but unobservable to the researcher.

4 See Cooper and John (1988) and Brock and Durlauf (2001a) for the role of the magnitude
of the interactions in the existence of multiple equilibria.
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be surprised by its impact when changed beliefs about neighbours’ defor-
estation behaviour amplifies the policy’s impact. Another implication is
that it may be desirable to intervene in the interest of a new equilibrium.
Suboptimal equilibria can be maintained if individuals have self-fulfilling
expectations of suboptimal actions by their neighbours, such as all clear-
ing even though all would be better off by conserving.

This chapter is structured as follows. Section 2 describes a simple
model of interactions in the context of deforestation, based on an equilib-
rium in beliefs about the neighbours’ actions. Section 3 discusses empir-
ical issues in measurement of interactions and the benefits of using an
instrumental variable approach. Data requirements for analysing neigh-
bours’ interactions in deforestation decisions are discussed in section 4.
Finally, results for two regions within Costa Rica, as well as discussion
of how to obtain the equilibria once the parameters of the model are
estimated, are presented in section 5.

2 A model of interactions in deforestation

Social interactions exist when an individual’s decision is affected by deci-
sions of other individuals. Models with social interactions can be divided
into global interaction models and local interaction models (Brock and
Durlauf 2001a; Glaeser and Scheinkman 2001). Global interaction mod-
els are those in which individuals are affected by the decisions of the
entire population (see Brock and Durlauf 2001a) and local interaction
models are those in which individuals are affected only by the decisions
of neighbouring individuals (Schelling 1971; Blume 1993; Ellison 1993).
This chapter addresses the modelling of local interactions in the context
of deforestation, applying the concepts discussed by Brock and Durlauf
(2001a).

Empirical economic models of land use without interactions, applied
to deforestation, study how the relative profitability of agricultural and
forest land uses is determined by a set of exogenous factors. Some
of these models use continuous dependent variables such as county-
level deforestation (Stavins and Jaffe 1990, Cropper and Griffiths 1994;
Pfaff 1999; Pfaff and Sanchez-Azofeifa 2004). Other models use dis-
crete dependent variables, as implied by the observation of binary plot-
level deforestation decisions (Chomitz and Gray 1996; Geoghegan er al.
2001).

Here we develop a discrete dependent model with interdependent indi-
vidual deforestation decisions. The model assumes a forested area divided
into 7z plots. Each plot is managed by one individual and each individ-
ual manages only one plot. Each individual faces a decision between
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conserving forest in the plot, f, or clearing the plot to engage in an alter-
native land use, ¢. In addition, decisions are assumed to be based on
the maximisation of profits. Therefore, individuals clear their forest if the
profit of any of the non-forest land uses is larger than the profits to be
gained by conserving the forest.

Profits are affected by three different factors: a vector of observable plot
characteristics, neighbours’ deforestation decisions and a random profit
shock. As in other standard deforestation models, the effect of the vector
of the individual 7’s observable characteristics, x;, on profits depends
on the action taken by the individual. High levels of rainfall in a plot, for
example, increase profits if the plot is deforested and used for agriculture.
However, it may decrease profits if the individual decides to conserve the
forest for tourism activities. Tourists prefer visiting sunny areas with low
levels of rainfall. Therefore, individual 7 obtains x; 8. when he/she clears
but he/she gets x;  y when he keeps forest, where 8. and § are two vectors
of parameters that linearly map plots’ characteristics into profits.

Standard econometric deforestation models also allow for the existence
of unobservable elements that affect profits and thus deforestation deci-
sions. The random profit shock represents the magnitude by which i’s
profits are affected by these characteristics in ways observed only by that
same actor 7.

Privately observed characteristics’ effects on profits also depend on
the action taken by :. For instance, each individual possesses skills in
working the land that are unknown to the rest of the agents. A highly
skilled individual would obtain greater profits if he decides to engage in
agriculture but no particular gain if the decision is to conserve the forest.
Therefore, individual 7 receives an additional ¢;(c) if clearing occurs but
an additional ¢;(f) if the forest is conserved.

Finally, neighbours’ decisions also affect individual profits, unlike in
standard empirical models of deforestation by individuals. The individual
1’s neighbourhood is defined as the area, outside ¢’s plot, covered by forest
within a distance r of any point inside 7’s plot. The set of 7’s neighbours,
N, contains the individuals with plots that intersect the neighbourhood
of 7. It can be assumed that neighbours’ decisions affect the profits of
clearing based on the fraction of the neighbourhood being deforested, ;.

Furthermore, it can be assumed that neighbours’ effects on individual
7’s profits also depend on the action taken by 7. If a fraction m; of the
neighbourhood is cleared and 7 also decides to clear, he receives p..m; for
mimicking neighbours’ behaviour and p.¢(1 — ;) for deviating from the
neighbours’ behaviour. If he conserves his plot of forest he gets p . m; for
deviating from his neighbours’ behaviour and p (1 — m;) for mimicking
his neighbours’ behaviour. The parameters p.., o.f> Pr. and psr map
neighbours’ deforestation decisions into profits.
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However, deforestation decisions are simultaneous. Hence, individuals
form beliefs or expectations about the fraction of the neighbourhood that
his neighbours would deforest, 7. Therefore, 7 clears if expected profits
of clearing, m;(c, m;), are larger than the expected profits of conserving
his forest, 7;( f, m;). Formally, the individual clears if

XiBe + peemti + peg (1 —mf) + &i(c) > xiBs
+ premy + prpm; + &:(f). €Y

If the distribution of the difference of the shocks, &;(c) — &;(f), is
independent, identically and normally distributed across individuals, the
probability, p; € [0, 1], that agent ¢ clears is:

pi =@ (xiB+ (o + pp)mi — py) (2)

where ® represents the standard normal distribution function, p, repre-
sents p.. — Pfc> Oy TEPresents psr — pcf» and B represents B, — By.

Under rational expectations, individuals compute the probability of
their neighbours’ clearing, based on which they form beliefs about the
fraction of their neighbourhood that will be deforested. Putting this
formally,

mi =" wi;® (58 + (pc + pp)ms — py) 3)
i
where w;; is the fraction of land managed by agent j in 7’s neighbourhood.
The equilibrium in expectation is the vector, (p1, p2s ..., pn) € [0, 1]7,
that solves the set of equations:

pi=9o (xi,B + (o + py) Z (wijpj) — ,Of) Vi. €))
i

This set of equations has at least one solution, p* (Brock and Durlauf
2001b). A solution is an equilibrium that generates self-consistent beliefs.
In equilibrium, all individuals’ beliefs about their neighbours’ actions
equals their neighbourhood expected deforestation. Empirically, this
allows the neighbourhood’s actual deforestation to be used to estimate
the interaction coefficient p defined as: p. + py.

In fact, there could be more than one vector of probabilities of defor-
estation that satisfy the system of equations (4). The number of equi-
libria depends on the magnitude of the interaction coefficient, p, and
on the plots’ observable characteristics.” Once the parameters have been

5 Brock and Durlauf (2001b) and Brock and Durlauf (2001a), for instance, show how
the magnitude of the interaction coefficient affects the number of equilibria assuming
specific observable characteristics of the agents under a different assumption about the
distribution function of the shocks.
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estimated, computational procedures can be used to search for the num-
ber of vectors (equilibria) that satisfy the equations of the spatial defor-
estation model.

The potential existence of multiple equilibria has important implica-
tions. Different deforestation outcomes could arise in the same region.
Given the irreversibility of deforestation decisions, such effects can last
over time. There could also be a Pareto dominant equilibrium outcome.
In such a case, decentralised decisions do not assure the best outcome
and government intervention is then justified.

3 Estimation strategy

The identification of interaction effects has been widely discussed in eco-
nomics (e.g. Brock and Durlauf 2001a; Glaeser and Scheinkman 2001;
Moffitt 2001; Conley and Topa 2002; Bayer and Timmins 2003) and in
modelling land use in particular (Irwin and Bockstael 2002). A number
of alternatives have been proposed, but consensus is that the best solu-
tion depends on the application (Glaeser and Scheinkman 2001; Moffitt
2001).° Simultaneity and the presence of spatially correlated unobserv-
able variables are among the most important sources of bias that should
be addressed.

Simultaneity is present in the estimation of interaction coefficients in
any application. If individual 7 is affected by individualj, then individ-
ual 7 also affects j’s decision (if j belongs to i’s neighbourhood, : must
belong to j’s neighbourhood). This two-directional process biases the
estimation. Without this potential bias being addressed, the estimate of
the interaction coefficient would reflect not only the effect of agent;’s
action on ¢’s decision but also the effect of 7’s decision on j’s action.

Another critical issue is that only limited information in terms of indi-
vidual and plot characteristics can be observed. Many other driving fac-
tors of deforestation end up in the errors of the regression equation. This
is especially important since some of those other factors are also spatially
correlated. The estimation, then, of the interaction term p by only using
the neighbourhood deforestation rate, m;, is inconsistent. What appear
to be effects of neighbouring choices on individuals’ choices could be the
result of spatial correlation between unobserved deforestation drivers.

Some estimation techniques can address simultaneity, others can
address spatially correlated errors and some can address both.

6 In each application, one specific econometric problem might be more severe than another.
Therefore, the best strategy of estimation will vary according to the application and data
availability.
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3.1 Spatial econometric approach

Anselin’s (1988) Spatial Autoregressive (SAR) model has been used
for the estimation of local interactions. The SAR model deals with
simultaneity by solving the econometric equation for the dependent vari-
able present in the right- and left-hand sides of the equation and then
estimating the non-linear resulting functional form of the parameter via
maximisation of a likelihood function.”

Anselin’s Spatial Error model addresses the correlation of the errors.
However, this approach strongly depends on the assumption of the
spatial relation of the errors. If the spatial error structure is not correctly
determined, some of the unobservable variables will still affect the
estimates of the interaction coefficient. Knowing the correct spatial
structure of the unobservable variables that affect deforestation is by
definition impossible. This is also true for the Anselin’s General Spatial
model that considers spatial correlation both of the errors and, as in the
SAR, of the dependent variable.

3.2 Instrumental variable approach

Simultaneity and the presence of spatially correlated unobservable fac-
tors can be addressed using instrumental variable techniques (Evans
et al. 1992; Moffitt 2001). The ideal instrumental variables are exoge-
nous neighbours’ characteristics that explain neighbours’ deforestation
decisions and that are not correlated to the unobservable shocks that
affect individuals’ deforestation decisions. If these conditions hold, the
variation in the instruments can be used to infer the effects of neighbours’
deforestation in individuals’ deforestation decisions.

Using neighbours’ characteristics to infer the interaction effect avoids
simultaneity. In this case, the individual decision does not affect the
exogenous neighbours’ characteristic. Therefore, the feedback effect of
the individual deforestation decision on neighbours’ decisions does not
affect the estimation.

Additionally, the instrumental variable approach addresses the effects
of spatially correlated unobservable factors in the estimation. These fac-
tors do in part drive the deforestation decisions of neighbours, but do not
affect their exogenous characteristics. By using exogenous neighbours’
characteristics, the correct estimate of the interaction parameter can still
be accomplished. This is true as long as the exogenous neighbours’ char-
acteristics are uncorrelated with the individual’s unobservable shocks.

7 The application of these models causes significant computational demands, limiting the
possibility of using large data sets.
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The key condition of the IV strategy is, therefore, that the instruments
not be correlated with the unobservable factors that drive individuals’
decisions. For example, the average of the neighbours’ minimum distance
to alocal road can be used as instrument. This variable affects neighbours’
deforestation decisions but also could reflect unobservable abundance of
roads in the area, something which while unobserved may also directly
lead the individual to clear forestland. This choice of instrument would
reflect the effects of interactions and the direct effects of the abundance
of roads in the interaction coefficient jointly, which clearly would bias the
interaction coefficient.

Neighbouring ecological characteristics and topography may be uncor-
related to the unobservable individuals’ characteristics. It follows that
deforestation decisions may be affected by the individuals’ own ecological
and topographic characteristics, but not by their neighbours’ ecological
and topographic characteristics. These are the instruments that we use
in the model that we show in this chapter in the context of Costa Rica.

However, there could still be unobservable variables that affect indi-
viduals’ deforestation and that are correlated with such exogenous neigh-
bouring characteristics. One response to such potential issues is to absorb
possible unobservable plots’ characteristics that could be correlated with
the instrument in the deforestation equation itself with control vari-
ables. For instance, controlling for the density of local roads in the
neighbourhood would reduce the bias when using neighbours’ minimum
distance to the roads as the instrument. In general, controlling for
spatially explicit variables can minimise any possible correlation between
the instrument and unobservable plot characteristics that directly affect
plot deforestation.

3.3 Discreteness and the Two Stage Probit Least Squares

The Two Stage Probit Least Squares (2SPLS) method (Maddala 1983) is
available in order to implement instrumental variable techniques in a dis-
crete dependent variable approach. This method involves two steps. The
first step consists of regressing neighbours’ deforestation on the instru-
ments and the rest of exogenous variables that explain the individuals’
deforestation decision. The second stage consists of using the predicted
values of the first stage regression to estimate the interaction effect in the
individual’s deforestation equation.

In the first stage the instruments and exogenous individuals’ charac-
teristics® are used to predict neighbourhood deforestation using a linear

8 Adding exogenous individuals’ characteristics improves efficiency in the estimation.
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specification,

m; =TI, Z (w;;X;) + Max; + i )
JeN
where I1; and I, are the reduced-form coefficients to be estimated, X ; are
the exogenous characteristics that affect the decision of only the individual
7, forall j in N; and does not affect the decision of individual . Therefore,
the instrument is

Z (wij%x;), (6)
JEN
which represents the value of the average exogenous characteristics in the
neighbourhood of 7.° The estimated reduced-form coefficients, I1; and
I1, in equation (), are used to predict neighbourhood deforestation, 7;.
In the second stage, neighbourhood deforestation is substituted for
using its predicted values. Then, the interaction coefficient p can be esti-
mated from

Pr(y; = 1) = ®(x;B + pi; — py) )

by standard likelihoods methods,'? where the dependent variable, y;, is
discrete and reflects the observation of whether plot : has been deforested,
1, or not, 0, in a specific period.

4 Data requirements and GIS

The estimation of the parameters of the model requires information
on the individual’s deforestation decision, y;, the individual’s vector
of observable characteristics, x;, and the individual’s neighbourhood
deforestation, m;. Additionally, some of the observable characteristics of
the individual’s neighbours should satisfy certain conditions, discussed
below, to construct the instrument. If these conditions hold, the instru-
ment can be used to estimate correctly the interaction parameter.

Geographic information systems can be used to process spatially spe-
cific data to produce the variables required for the analysis. Recently, GIS
has been used to analyse deforestation (see Chomitz and Gray 1996; Pfaff
1999; Kok and Veldkamp 2001; Serneels and Lambin 2001; Walsh ez al.
2001; Irwin and Bockstael 2002).

The number of observations available for analysis is extremely
large when using spatially explicit or pixel-level forest information. If

° Note that7 ¢ N.
10 We follow the standard normalisation assumption that the variance of the privately
observed shocks, o, is one as in Brock and Durlauf (2001).
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computations for either variable creation or estimation become difficult
when using all of the point observations, a valid alternative is drawing
random samples of pixels or locations from the maps. This can simplify
the calculations and speed up these processes. This section discusses how
the required variables are obtained, suggests what variables can be used
to build the instrument, and conveys the role that GIS can play in this
approach to estimation.

4.1 Deforestation decisions

The object of study is the analysis of deforestation decisions in privately
owned land during a period of time. Therefore, the analysis should
be focused on those plots that are covered by forest. Furthermore, we
exclude land within national parks as these are owned by the government
and decisions about the management of the land in these areas are not
based on individuals’ profit calculations as assumed in the model. If plot
7 has been deforested by the end of the period, y; the dependent variable
is assumed to have value 1 but if the plot is still covered by forest at the
end of the period, y;, it is given the value 0.

Forest satellite pictures can be used to obtain deforestation dynamics
(e.g. Chomitz and Gray 1996; Pfaff 1999; Kok and Veldkamp 2001;
Serneels and Lambin 2001; Walsh ez al. 2001). Data from Costa Rica
are used to illustrate the estimation procedure. Forest satellite pictures
taken in 1986 and 1997 and developed by the Tropical Scientific Center
in Costa Rica are used to describe the presence of forest in 30 m? pixels
across Costa Rica. In this study, 10,000 randomly drawn pixels across
Costa Rica serve as plot observations to analyse deforestation. From these
pixels, only those that are in privately owned forest are considered for
the analysis. The dependent variable, in this case, is obtained as follows.
Pixels covered by forest in 1986 that are deforested by 1997 are associated
with value 1 and pixels covered by forest in 1986 that are still covered by
forest in 1997 receive the value 0.

4.2 Neighbourhood deforestation

The hypothesis being tested is whether the fraction of the neighbourhood
that is deforested, m;, affects the individual’s deforestation decision, y;.
Therefore, the information about ; is required. One of the advantages of
using GIS is that it is possible to calculate the actual fraction of the neigh-
bourhood that is deforested during the period of study. Another alterna-
tive is using the randomly drawn sample of pixels in the neighbourhood
and calculating the fraction that is deforested during the period. Brock
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and Durlauf (2001b) discuss the use of the sample to infer the fraction
of neighbours that take a specific decision.

In order to calculate deforestation within the neighbourhood, the
concept of neighbourhood should be well defined. Definitions of
neighbourhoods and neighbours in the literature are as numerous as the
type of interactions that have been studied. It is common to define neigh-
bourhoods using political divisions such as provinces, counties or dis-
tricts.!! However, neighbourhoods can also be defined by distances alone,
regardless of political boundaries. Here we follow the second approach.
That is, neighbourhoods are defined based on distances and such an
approach is used to estimate interactions in our Costa Rica example.
More specifically, the neighbourhoods are defined as the areas covered
by forest within a 10 km radius. Any two plots separated by a distance
smaller than 10 km, covered by forest, are considered to be neighbouring
plots. Figure 3.1, for instance, shows the location of a plot represented
by a star, the 10 km radius neighbourhood, represented by the large cir-
cle, sampled neighbouring plots, represented by triangles, and the rest
of the sampled plots (observations), represented by dots. Forest satellite
pictures are used to calculate the deforested fraction of these neighbour-
hoods between 1986 and 1997 in Costa Rica.

4.3 Observable drivers of deforestation

Observable characteristics that are commonly used in deforestation mod-
els are those that describe the socio-economic conditions in the plot, such
as population (Cropper and Griffiths 1994; Anderson ez al. 2002), local
wages (Pfaff 1999; Anderson ez al. 2002), distance to markets (Pfaff
1999; Geoghegan er al. 2001; Serneels and Lambin 2001; Anderson
et al. 2002), distance to roads (Chomitz and Gray 1996; Pfaff 1999;
Serneels and Lambin 2001; Anderson ez al. 2002; Geoghegan et al.
2001), and those that describe the ecological conditions in the plot,
including vegetation type (Serneels and Lambin 2001; Pfaff and Sanchez-
Azofeifa 2004), the slope of the terrain (Chomitz and Gray 1996) and
soil type (Cropper and Griffiths 1994; Chomitz and Gray 1996; Pfaff
1999; Geoghegan ez al. 2001).

An example of a set of plot characteristics that would control effec-
tively for factors that might be correlated to the instrument and affect
individuals’ deforestation in Costa Rica is presented in Table 3.1. These
variables are also calculated using GIS.

11 Others have also defined neighbourhoods based on social connections. The literature
on ‘networks’ also defines neighbourhoods from different perspectives.
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Table 3.1 List of plot characteristics

Type Characteristics

Distances Distance to the city (San José) DSJ
Distance to a port (Caldera) DTC
Distance to a port (Limon) DTL
Distance to national roads DNR
Distance to local roads DLR
Distance to sawmills DTS
Distance to schools DSC
Distance to cleared areas DCA
Distance to towns (county capital) DMT

Natural characteristics Slope of the terrain SLO
Life zones LZ

Characteristics of areas Length of national roads at 10 km radius LNR

around the plot

Length of local roads at 10 km radius LLR
Number of sawmills at 10 km radius NSM
Number of towns at 10 km radius NMT
Number of schools at 10 km radius NSC

Percentage of cleared area at 10 km radius ~ CLP

4.4 Instrumenting neighbourhood deforestation

As noted above, an instrument should satisfy two conditions. First, it
should explain the neighbours’ deforestation decisions. Second, it should
not be correlated with unobservable characteristics that affect :’s decision.
The first condition suggests that the characteristics from the vector x;
that affect j’s decision, where j represents those individuals in 7’s neigh-
bourhood, should be considered as instruments. However, not all of ;’s
observable characteristics can be used as instruments. Some of these
characteristics, as discussed before, are correlated with unobservable
characteristics that affect 7’s deforestation decision, which violates the
second condition.

Plots’ characteristics determined by nature can satisfy these conditions.
Natural characteristics reflect a source of exogenous variation that can be
useful in identification of social interaction processes (e.g. Chaudhuri
1999; Munshi 2003).

Two proposed instruments are neighbours’ slopes of the terrain and
neighbours’ ecological characteristics.'? These are chosen as they do
not affect the individuals’ deforestation decisions directly. Moreover,

12 The classification of the plots’ ecological characteristics is based on Holdridge Life
Zones.
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individuals’ deforestation decisions are affected by their own slopes and
own ecological characteristics. Computing these instruments is a simple
task. Each plot 7 has a set of neighbouring plots. Each neighbouring plot
has its characteristics, such as slope of the terrain or ecological character-
istics. Therefore, the instruments can be easily computed by calculating
the average of the neighbouring plot characteristics.

5 Results and equilibria

Two techniques are used to estimate the interaction parameter: standard
probit and 2SPLS. The 2SPLS uses neighbours’ slopes as the instrument
for neighbours’ deforestation. These techniques are applied to two differ-
ent regions in Costa Rica shown in Figure 3.2. The regions were chosen
based on their quantity of forest and their ecological importance. The
area that was left out of the analysis does not have enough deforestation
to perform the analysis.

Descriptive statistics of the characteristics of the plots in each region are
shown in Table 3.2. The classification of the regions was accomplished
by regrouping the government’s planning sectors. Specifically, Region 1
contains Huetar Norte and Huetar Atlantica, Region 2 contains Brunca,
the Central Area and the Central Pacific, and finally, the region left out is
Chorotega. We divide Costa Rica into these two regions in order to test
whether the level of interactions could vary across space. If so, that could
generate different policy implications for the different areas. Regions are
grouped according to their characteristics and location.

Estimates of the interactions parameter are presented in Table 3.3.1°
In Region 1, the standard probit estimate suggests that interactions are
positive and significant. However, standard probit estimates are upward
biased due to simultaneity and the presence of spatially correlated unob-
servable factors. Unbiased estimates can be found by using a 2SPLS tech-
nique. The 2SPLS estimates show insignificant neighbourhood effects.
These two results show that if simultaneity and the presence of spatially
correlated effects are not addressed in the empirical approach to measur-
ing interactions, one might conclude wrongly that interactions in Region
1 exist when there is no evidence for that.

However, using 2SPLS can also lead the researcher to conclude that
interactions exist. In Region 2, probit and 2SPLS estimates of the
interaction parameter are positive and significant and their magnitude
is similar.'* Standard errors under the 2SPLS however are larger than
the standard errors from the probit estimates. This difference arises as

13 In the Appendix, complete regression results are presented.
14 A statistical test cannot reject the null hypothesis that these estimates are equal.
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Region 1

Figure 3.2. Region 1 and Region 2*

a consequence of the presence of simultaneity and spatially correlated
unobservable effects. Moreover, the difference in the 2SPLS estimates
between Region 1 and Region 2 shows that the presence of interactions
might vary across regions.

Once the parameters of the model have been estimated, a numerical
procedure can be used to search for the equilibrium outcome, p*. The
probabilities of deforestation in equilibrium can be computed by an iter-
ative process. A set of initial beliefs, p(, generates a second set of beliefs,
p®, using!®

pP =0 (xp+pY (wip®) - by ) Vi ®)
J#
*  Areas outside the regions do not have enough deforestaation in the sample
15 Note that p # cannot be identified from the model when among the set of individual’s
characteristics a constant term is present. The process can still go on since the estimated
constant term would contain both effects.
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Table 3.3 Estimates of the interactions parameter (p)

Region 1 Region 2
2SPLS Probit 2SPLS Probit
F) 0.40 6.49" 3317 3.06™
Standard errors 12.28 1.37 1.31 0.50
N 637 637 810 810
-Log likelihood 147 147 353 353

** indicates significance at 99%

The iterative process consists in computing (pV, p@, ..., p®), until p®
equals p**+1D_ The set of probabilities of deforestation, p®, is an equilib-
rium because it satisfies the set of simultaneous equation (4). Formally,

pP =0 (xp+pY (wip®) = ps) Vi )
J#

This procedure finds only stable equilibria. It has been argued, though,
that this type of equilibrium is more likely to be observed in the long
run. This is because if the system is in an unstable equilibrium, then
small changes in the beliefs of the agents can shift the system to a stable
equilibrium. By increasing the number of initial conditions considered,
the probability of finding all of the equilibria increases.

Using the set of equations (9), it can be seen that changes in the vector
of individual characteristics x; affect the probabilities of deforestation of
other individuals. This effect depends on the magnitude of the interac-
tion, p. A change in characteristics of an individual 7 affects the probability
that 7 clears, which in turn affects the probability that j clears, given that
1 1s j’s neighbour. This second effect depends on the magnitude of the
interaction coefficient, p. This example shows how policy interventions
that affect only individual 7 could end up affecting all of the individuals
that have 7 as a neighbour.

6 Conclusion

The dependency of the provision of ecosystem services on the stock
and the spatial distribution of forest is leading researchers to focus on
the spatial dynamics of forest. This chapter has discussed a method to
empirically test one of the key factors that shape the stock and spatial
pattern of forest: neighbours’ interactions in deforestation decisions. The
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methodology applied, based upon the use of instrumental variables, could
be used in different regions where different species reside but are threat-
ened by deforestation and in other land-use contexts, such as settings
where reforestation is occurring in cleared areas.

An illustration of the approach proposed here was presented for two
regions in Costa Rica. In one of the regions, it is shown that there is
no evidence for interactions using the instrumental variable approach,
contradicting the result of a standard approach. In the other region, using
instruments positive spatially reinforcing interactions are found.

Such interactions have important implications. Positive interactions
reduce forest fragmentation within neighbourhoods and imply that poli-
cies which alter incentives to deforest in one location have spillover effects
in neighbouring locations. Further, they create the possibility of multiple
equilibria. The potential for multiple equilibria implies that projections
of the effects of new policies which are based on extrapolations from
past equilibria could be missing the possibility that a policy could induce
another equilibrium.

Further research could focus on identifying impacts of spillover effects
and multiple equilibria on the supply of environmental services. Ecolog-
ical results or new research can link the quantity of forest and its spatial
structure with the supply of environmental services. Analysis of overall
impacts could be accomplished by generating simulations in an integrated
model using interaction parameters of different magnitudes.
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Table 3.A1 Regression results: probit estimates and second-stage

estimates from 2SPLS

Dependent variable deforestation decisions 86—97

Region 1 Region 2
Probit 2SPLS Probit 2SPLS
NDE (p) 6.498 0.401 3.065 3.314
(1.378) (12.28) (0.508) (1.312)
GLZ —0.614 —0.513 0.129 0.110
(0.285) (0.280) (0.178) (0.199)
BLZ 0.275 0.198 —3.509 —3.513
(0.270) (0.260) (38.05) (62.50)
DS]J 0.008 0.007 0.013 0.013
(0.009) (0.012) (0.008) (0.008)
DLI —0.016 —0.016 —0.012 —0.010
(0.006) (0.007) (0.005) (0.005)
DCA —0.010 —0.007 —0.016 —0.015
(0.006) (0.012) (0.009) (0.009)
DLR 0.016 0.036 —0.019 —0.007
(0.046) (0.047) (0.036) (0.035)
DNR 0.050 0.036 —0.010 —0.007
(0.043) (0.042) (0.021) (0.021)
DTS —0.016 —0.011 0.008 0.007
(0.014) (0.013) (0.008) (0.008)
DTH —0.023 —0.031 —0.001 —0.004
(0.024) (0.023) (0.007) (0.007)
PTC —2.806 —2.582 —1.613 —1.592
(0.795) (0.762) (0.339) (0.336)
DMT 0.016 0.029 0.004 0.003
(0.021) (0.034) (0.006) (0.006)
SDA —0.053 —0.053 —0.006 —0.005
(0.014) (0.014) (0.017) (0.019)
LNR 0.007 0.014 —0.002 —0.002
(0.006) (0.012) (0.005) (0.004)
LLR —0.003 —0.002 —0.001 —0.001
(0.004) (0.004) (0.002) (0.002)
NSM —0.196 —0.120 —0.049 —0.055
(0.119) (0.125) (0.056) (0.056)
NMT 0.193 0.028 —0.007 0.011
(0.216) (0.278) (0.192) (0.196)
NHS —0.040 —0.070 0.074 0.073
(0.055) (0.076) (0.065) (0.063)
CLP 1.314 1.050 —0.160 —0.416
(1.483) (1.468) (1.168) (1.150)
CLP2 —-1.975 —1.335 0.634 0.751
(1.384) (1.472) 1.127) (1.092)
Constant 1.738 1.386 0.892 0.673
(1.052) (1.169) (1.131) (1.135)

In parenthesis standard errors
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Table 3.A2 Regression results: first stage

Dependent variable is neighbours’ deforestation 86-97

Region 1 Region 2
Instrument
Neighbours’ slopes (I1;) —0.0019 —0.0234
(0.0007) (0.0017)
Controls for efficiency (IT3)
GLZ —0.0057 —0.0764
(0.0074) (0.0102)
BLZ 0.0010 0.0151
(0.0078) (0.0328)
DSJ —0.0006 —0.0013
(0.0002) (0.0004)
DLI 0.0000 0.0003
(0.0002) (0.0003)
DCA 0.0006 0.0010
(0.0001) (0.0005)
DLR 0.0011 0.0029
(0.0012) (0.0021)
DNR —0.0004 0.0036
(0.0010) (0.0012)
DTS —0.0002 —0.0021
(0.0004) (0.0004)
DTH 0.0004 —0.0009
(0.0005) (0.0004)
PTC —0.0139 —0.0363
(0.0090) (0.0104)
DMT 0.0021 —0.0019
(0.0005) (0.0003)
SDA 0.0000 0.0000
(0.0004) (0.0010)
LNR 0.0008 —0.0009
(0.0001) (0.0003)
LLR 0.0000 0.0011
(0.0001) (0.0001)
NSM 0.0041 —0.0011
(0.0027) (0.0031)
NMT —0.0150 —0.0513
(0.0069) (0.0112)
NHS —0.0019 0.0006
(0.0012) (0.0041)
CLP —0.0011 0.0250
(0.0459) (0.0645)
CLP2 0.0315 0.0500
(0.0430) (0.0650)
Constant —0.0066 0.3140
(0.0329) (0.0636)

In parenthesis standard errors



4 Resource exploitation, biodiversity loss
and ecological events

Yacov Tsur and Amos Zemel

1 Introduction

We study the management of a natural resource that serves a dual pur-
pose. First, it supplies inputs for human production activities and is
therefore being exploited for beneficial use, however defined. Second,
it supports the existence of other species. Large-scale exploitation com-
petes with the needs of the wildlife populations and, unless controlled,
can severely degrade the ecological conditions and lead to species extinc-
tion and biodiversity loss. Examples for such conflicts abound, including:
(i) water diversions for irrigation, industrial or domestic use reduce
in-stream flows that support the existence of various fish populations;
(i1) reclamation of swamps and wetlands that serve as habitat for local
plant, bird and animal populations and as a ‘rest area’ for migrating birds;
(ii1) deforestation reduces the living territory of a large number of species;
(iv) intensive pest control may lead to the extinction of the pests’ natural
predators and eventually to the invasion of an immune pest species which
is harder to control; (v) overgrazing reduces soil fertility and entails the
destruction of natural vegetation over vast semi-arid areas in central Asia
and sub-Saharan Africa, contributing to the process of desertification;
and (vi) airborne industrial pollution falls as acid rain on lakes and
rivers and interferes with freshwater ecosystems. In some of these exam-
ples the affected species may not contribute directly to human well-being,
but their diminution or extinction entails a loss due to use and non-use
values as well as the loss of option for future benefits such as the devel-
opment of new medicines (Bird 1991; Littell 1992).

The global deforestation example illuminates the issue under consid-
eration. Until recently, a rainforest area about the size of England was
cleared each year (Hartwick 1992), leading to the extinction of numer-
ous species (Colinvaux 1989). The biodiversity loss process often takes
the form of a sudden collapse of the ecosystem, inflicting heavy damage
and affecting the nature of future exploitation regimes. This is so because
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ecosystems are inherently complex and their highly non-linear dynam-
ics give rise to instabilities and sensitivity to various thresholds (see, for
example, Miler 2000; Arrow ez al. 2003; Dasgupta and Mailer 2003).
Moreover, ecosystems are often vulnerable to environmental events, such
as forest fires, disease outbreaks, or invading populations, which are gen-
uinely stochastic in nature. We refer to the occurrence of a sudden system
collapse as an ecological event.

When the biodiversity loss process is gradual and can be monitored
and controlled by adjusting exploitation rates, and/or when it involves a
discrete ecological event whose occurrence conditions are a priori known,
it is relatively simple to avoid the damage by ensuring that the event will
never occur. Often, however, the conditions that trigger ecological events
involve uncertainty and the corresponding management problems should
be modelled as such. The present chapter characterises optimal resource
exploitation policies under risk of occurrence of various types of events.

Impacts of event uncertainty on resource exploitation policies have
been studied in a variety of situations, including emission-induced events
(Cropper 1976; Clarke and Reed 1994; Tsur and Zemel 1996, 1998b;
Aronsson ez al. 1998; Fisher and Narain 2003), forest fires (Reed 1984;
Yin and Newman 1996), species extinction (Reed 1989; Tsur and Zemel
1994), seawater intrusion into coastal aquifers (Tsur and Zemel 1995)
and political crises (Long 1975; Tsur and Zemel 1998a). Occurrence
risk typically leads to prudence and conservation, but may also invoke
the opposite effect, encouraging aggressive exploitation in order to derive
maximal benefit prior to occurrence (Clarke and Reed 1994).

Tsur and Zemel (1998b, 2004) trace these apparently conflicting
results to different assumptions concerning the event occurrence condi-
tions and the ensuing damage they inflict. An important distinction relates
to the type of uncertainty. An event is called endogenous if its occurrence
is determined solely by the resource exploitation policy, although the
exact threshold level at which the event is triggered is not a priori known.
This type of uncertainty is due to our partial ignorance of the occurrence
conditions. It allows the avoidance of the occurrence risk by keeping the
resource stock at or above its current state. Exogenous events, in con-
trast, are triggered by environmental circumstances that are genuinely
stochastic and cannot be fully controlled by exploitation decisions. With
this type of event, no exploitation policy is completely safe, although the
managers can affect the occurrence hazard by adjusting the stock of the
essential resource.

We show that the endogenous-exogenous distinction bears impor-
tant implications for optimal exploitation policies and alters properties
that are considered standard. For example, the optimal stock processes
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of renewable resources typically approach isolated equilibrium (steady)
states. This feature, it turns out, no longer holds under endogenous event
uncertainty: the equilibrium point expands into an equilibrium interval
whose size depends on the expected event loss, and the eventual steady
state is determined by the initial stock. In contrast, exogenous events
maintain the structure of isolated equilibria and the effect of event uncer-
tainty is manifest via the shift it induces on these equilibrium states.

In this chapter we avoid detailed exposition and mathematical deriva-
tions of optimal policies under uncertainty (these can be found in a num-
ber of cited papers, particularly Tsur and Zemel 2001, 2004). Our aim
here is to explain the line of reasoning and present the main results char-
acterising optimal exploitation policies under threats of ecological events.

2 Ecological setup

We consider the management of some environmental resource that is
essential to the survival of an ecosystem (or of a key species thereof) and
at the same time is exploited in various production processes. The stock
S of the resource can represent the area of uncultivated land of potential
agricultural use, the water level at some lake or river or the level of clean-
liness (measured, for example, by the pH level of a lake affected by acid
rain or by industrial effluents). Without human interference, the stock
dynamics is determined by the natural regeneration rate G(S) (corre-
sponding to groundwater recharge, to the decay rate of a pollution stock,
or to the natural expansion rate of a forest area). The functional form of G
depends on the particular resource under consideration, but we assume
the existence of some upper bound S for the stock, corresponding to the
resource carrying capacity, such that G(S) = 0 and G'(S) < 0. With x,
representing the rate of resource exploitation, the resource stock evolves
with time according to

ds/dt= S, = G(S) — x. ey

Exploitation at a rate x entails several consequences. First, it generates
a benefit flow at the rate Y(x) (from the use of land, water or timber
or from the economic activities that involve the emission of pollutants),
where Y(x) is increasing and strictly concave with Y(0) = 0. Second,
it bears the exploitation cost C(S)x, where the unit cost C(S) is non-
increasing and convex. Third, reducing the stock level (by setting x >
G(S)) entails increasing the damage rate D(S) inflicted upon the ecosys-
tem that depends on the same resource for its livelihood. The damage
function is assumed to decrease with S and is normalised at D(S) = 0.
The net benefit flow is then given by Y(x) — C(S)x — D(S).
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Moreover, a decrease in the resource stock S increases the probabil-
ity of occurrence of an influential event of adverse consequences due
to the abrupt collapse of the ecosystem it supports. In some cases the
event is triggered when S crosses an a priori unknown critical level,
which is revealed only when occurrence actually takes place. Alterna-
tively, the event may be triggered at any time by external effects (such
as unfavourable weather conditions or the outburst of some disease).
Since the resilience of the ecosystem depends on the current resource
stock, the occurrence probability also depends on this state. We refer
to the former type of uncertainty — that due to our ignorance regarding
the conditions that trigger the event — as endogenous uncertainty (sig-
nifying that the event occurrence is solely due to the exploitation deci-
sions) and to the latter as exogenous uncertainty. It turns out that the
optimal policies are sensitive to the distinction between the two types of
uncertainty.

Let T denote the (random) event occurrence time, such that [0, 7] and
(T, o0) are the pre-event and post-event periods, respectively. The benefit
flow Y(x) — C(S)x — D(S) defined above is the pre-event instantaneous
net benefit. Let ¢ (S7) denote the post-event value at the occurrence time
T, consisting of the value generated from the optimal post-event policy
(discounted to time 7) as well as of the immediate consequences of the
event occurrence (see examples below).

An exploitation policy {x;,z > 0} gives rise to the resource process
{&, r > 0} via equation (1) and generates the expected present value

T
Er {/0 [Y(x:) — C(S)x, — D(S)]e ""de + e Tp(Sp) T > 0 }
2

where E7 denotes expectation with respect to the distribution of 7 and
r is the time rate of discount. The distribution of 7 and the ensuing
conditional expectation depend on the nature of the event and on the
exploitation policy. Given the initial stock Sy, we seek the policy that
maximises (2). We consider the reference case in which the event occur-
rence conditions are known with certainty and characterise the optimal
policy. Uncertain endogenous and exogenous events are studied in sec-
tions 4 and 5, respectively.

3 Known events

Suppose that driving the stock to some known critical level S, triggers the
collapse of the ecosystem and the loss of the species it supports, which
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entails a penalty ¥ > 0 and prohibits any further decrease of the resource
stock. The corresponding post-event value is ¢(S,) = W(S.) — ¥, where

W(S) = [Y(G(S)) = C(HG(S) — D(S)]/r 3)

is the steady state value derived from keeping the extraction rate at the
natural regeneration rate G(S). The post-event value ¢ thus accounts
both for the fact that the stock cannot be further decreased (to avoid
further damage) and for the penalty implied by the loss of biodiversity.
Since the event occurs as soon as the stock reaches the critical level S,,
the event occurrence time 7 is defined by the condition Sy = S, (T = o0
if the stock is always kept above S.).

Since T is subject to choice, the conditional expectation in (2) can be
ignored and the management problem becomes

T
V(&) = Max(z,x, {/ [Y(x) — C(S)x — D(S)]e "dr
0

+e’T<p<ST>} 4)

subjectto (1), x, > 0; Sy = § and & > & given. Optimal processes asso-
ciated with this ‘certainty’ problem are indicated with a ‘¢’ superscript.
The event occurrence is evidently undesirable, since just above S, it is
preferable to extract at the regeneration rate and enjoy the benefit flow
rW(S,) associated with it rather than trigger the event and bear the penalty
Y. Thus, the event should be avoided, & > S, for all zand 7" = oo. The
certainty problem, thus, can be reformulated as

V(&) = MaX{x,}/ [Y(x) — C(S)x: — D(x)]e "de 3)

0
subjectto (1), x, > 0; §, > S, and S, given. Thus, the effect of the certain
event enters only via the lower bound on the stock level. This simple
problem is akin to standard resource management problems and can be
treated by a variety of optimisation methods (see, for example, Tsur and
Graham-Tomasi 1991; Tsur and Zemel 1994, 1995, 2004). Here, we
briefly review the main properties of the optimal plan.

We note first that because problem (5) is autonomous (time enters
explicitly only through the discount factor), the optimal stock process
§; evolves monotonically in time. The property is based on the observa-
tion that if the process reaches the same state at two distinct times, then
the planner faces the same optimisation problem at both times. This
rules out the possibility of a local maximum for the process, because
the conflicting decisions to increase the stock (before the maximum)
and decrease it (after the maximum) are taken at the same stock levels.
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Similar considerations exclude a local minimum. Since § is monotone
and bounded in [S,, S] it must approach a steady state in this interval.
Using the variational method of Tsur and Zemel (2001), possible steady
states are located by means of a simple function L(S) of the state vari-
able, denoted the evolution function, which measures the deviation of the
objective of (5) from W(S) due to small variations from the steady state
policy x = G(S) (see below). In particular, an internal state S € (S, S)
can qualify as an optimal steady state only if it is a root of L, i.e. L(S) =
0, while the corners S, or S can be optimal steady states only if L(S,) < 0
or L(S) > 0, respectively.
For the case at hand, we find that the evolution function is given by

—C'(SG(S) — D(S)
r—G'(S)
—[Y'(G(S) — C(S)]} (6)

LS = ¢ - G|

When Y'(0) < C(S), exploitation is never profitable. In this case L(S) >
0 and the unexploited stock eventually settles at the carrying capacity
level S. The condition for the corner solution L(S,) < 0 is obtained from
(6) in a similar manner.

Suppose that L(S) has a unique root Sin [S,, S] (multiple roots are
discussed in Tsur and Zemel 2001). In this case, S¢ is the unique steady
state to which the optimal stock process S converges monotonically from
any initial state.

The vanishing of the evolution function at an internal steady state rep-
resents the tradeoffs associated with resource exploitation. Consider a
variation on the steady state policy x = G(S¢) in which exploitation is
increased during a short (infinitesimal) time period dz by a small (infinites-
imal) rate dx above G(S¢) and retains the regeneration rate thereafter.
This policy yields the additional benefit (Y(G(S9)) — C(8¢))dxdt, but
decreases the stock by dS = —dxdt, which in turn increases the damage
by D'(8¢)dS, the unit extraction cost by C'($¢)d S and the extraction cost
by G(S9)C'(8¢)dS. The present value of this permanent flow of added
costs is given by [D'(S¢) + G(S4)C'(S)1dS/(r — G'(S9)). The effective
discount rate equals the market rate » minus the marginal regeneration
rate G’ because reducing the stock by a marginal unit and investing the
proceeds yields the market interest rate » minus the loss in marginal regen-
eration G'(S) (see, for example, Pindyck 1984). At the root of L these
marginal benefit and cost just balance, yielding an optimal equilibrium
state.

While the discussion above implies that the stock process must
approach $¢, the time to enter the steady state is a choice variable.
Using the conditions for an optimal entry time, one finds that the optimal



Resource exploitation, biodiversity loss and ecological events 121

extraction rate x; smoothly approaches the steady state regeneration rate
G(S9) and the approach of S’ towards the steady state S¢ is asymptotic,
i.e. the optimal stock process will not reach the steady state at a finite
time. These properties, as well as the procedure to obtain the full time
trajectory of the optimal plan, are derived in Tsur and Zemel (2004).

When L(S) obtains a root in [S,, S], the constraint S, > S, is never
binding and the event has no effect on the optimal policy. However, with
S, > 8¢ the function L(S) is negative in the feasible interval [S,, S], hence
no internal steady state can be optimal. The only remaining possibility is
the critical level S,, because the negative value of L(S,) does not exclude
this corner state. The optimal stock process S, then, converges mono-
tonically and asymptotically to a steady state at S.. By keeping the process
above the no-event optimal (i.e. the optimal policy without the constraint
St > &), the event threat imposes prudence and a lower rate of extrac-
tion.

In this formulation the event is never triggered and the exact value of
the penalty is irrelevant (so long as it is positive). This result is due to the
requirement that the post-event stock is not allowed to decrease below
the critical level. Indeed, this requirement can be relaxed whenever the
penalty is sufficiently large to deter triggering the event in any case. The
lack of sensitivity of the optimal policy to the details of the catastrophic
event is evidently due to the ability to avoid the event occurrence alto-
gether. This may not be feasible (or optimal) when the critical stock level
is not a priori known. The optimal policy may, in this case, lead to unin-
tentional occurrence, whose exact consequences must be accounted for
in advance. In the following two sections we analyse the effect of uncertain
catastrophic events on resource management policies.

4 Endogenous events

Here the critical level S, is imperfectly known and the uncertainty regard-
ing the occurrence conditions is entirely due to our ignorance concerning
the critical level rather than to the influence of exogenous environmental
effects. The post-event value is specified, as above, ¢(S) = W(S) — .
Let F(S) = Pr{S. < 8} and f(S) = dF/dS denote the probability dis-
tribution and density functions of the critical level S, and denote by ¢(S)
the conditional density of occurrence due to a small stock decrease given
that the event has not occurred by the time the state S was reached:

q(S) = f(9/F(S) )

We assume that ¢(S) does not vanish in the relevant range, hence no state
below the initial stock can be considered a priori safe.
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The distribution of S, induces a distribution on the event occurrence
time 7 in a non-trivial way, which depends on the exploitation policy. To
see this notice that as the stock process evolves in time, the distributions
of S, and T are modified since at time z it is known that S, must lie
below S, = Ming<.<{S;} (otherwise the event would have occurred at
some time prior to 7). Thus, the distributions of S, and T involve S, i.e.
the entire history up to time z, which complicates the evaluation of the
conditional expectation in (2). The situation is simplified when the stock
process S; evolves monotonically in time, since then S, = § ifthe process
is non-decreasing (and no information relevant to the distribution of S, is
revealed), or S, = §, if the process is non-increasing (and all the relevant
information is given by the current stock S,).

It turns out that the oprmal stock process evolves monotonically in
time. This property extends the reasoning of the certainty case above:
if the process reaches the same state at two different times and no new
information on the critical level has been revealed during that period,
then the planner faces the same optimisation problem at both times. This
rules out the possibility of a local maximum for the optimal state process,
because S, remains constant around the maximum, yet the conflicting
decisions to increase the stock (before the maximum) and decrease it
(after the maximum) are taken at the same stock levels. A local minimum
can also be ruled out even though the decreasing process modifies S, and
adds information on S,. However, it cannot be optimal to decrease the
stock under occurrence risk (prior to reaching the minimum) and then
increase it with no occurrence risk (after the minimum) from the same
state (see Tsur and Zemel 1994 for a complete proof).

For anon-decreasing stock process it is known in advance that the event
will never occur and the uncertainty problem reduces to the certainty
problem (5). For non-increasing stock process the distribution of T is
obtained from the distribution of S, as follows:

1 — Fr(t) =Pr{T > t|T > 0}
=Pr{§ < §18& < S} = F(S)/F(%). ©))

The corresponding density and hazard-rate functions are also expressed
in terms of the distribution of the critical stock:

(@) fr() = dFr(@®)/dt = f(S)[x — G(S)]/F(K),

fr@®
1 — Fr(z)

9
(b) h(r) = =q¢(S)[x — G(S].

Let I(-) denote the indicator function that obtains the value 1 when its
argument is true and 0 otherwise. For non-increasing state process, the
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conditional expectation (2) can be expressed as
Er {/ [Y(x) — C(S)x: — D(SOII(T > t)e™""dt
0

+e " To(SPIT > o}

Notice that Ep{I(T > t)|T > 0} =1 — Fr(t) = F(S)/F(&) and, using
(9), the expectation of the second term gives /Ooo fr(®)e(S)edet =

fooo f(&)[x — G(S)] ;go)) ~"*dr. For non-increasing state processes the

management problem becomes

V(&) = max {fo {Y(x) — C(S)x — D(S)

F(S) e }

+q(S)[x — G(S‘)W(S‘)}F(So) dry  (10)
subject to (1), x, > 0 and Sy given. This problem is referred to as the
auxiliary problem and the associated optimal processes are denoted by
the superscript aux. Since we show below that the auxiliary problem is
relevant for the formulation of the uncertain-endogenous-event problem
only for stock levels above the root $¢ of L(S), we complement the con-
straints of (10) by the requirement S > Se.

Formulated as an autonomous problem, the auxiliary problem also
gives rise to an optimal stock process that evolves monotonically in time.
Notice that at this stage it is not clear whether the uncertainty problem at
hand reduces to the certainty problem or to the auxiliary problem, since
it is not a priori known whether the optimal stock process decreases with
time. We shall return to this question after the optimal auxiliary processes
are characterised.

The evolution function corresponding to the auxiliary problem (10) is
given by (T'sur and Zemel 2004)

L8 =[L(S) +q (Hry] F(S) /F (%) an

In (11), L(S) is the evolution function for the certainty problem, defined
in (6), and ¢(S) is defined in (7). The event inflicts an instantaneous
penalty ¥ (or equivalently, a permanent loss flow at the rate rJ) that
could have been avoided by the safe policy of keeping the stock at the
level S. The second term in the square brackets of (11) gives the expected
loss due to an infinitesimal decrease in stock. Moreover, L#*(S¢) > 0 at
the lower bound $¢ (since L(S¢) = 0 and ¢(S¢)ry > 0), implying that
8¢ cannot be an optimal equilibrium for the auxiliary problem.

The eventual steady state depends on the magnitude of the expected
loss: for moderate losses, L** vanishes at some stock level S# in the
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interval (¢, S). We assume that the root $%¢ is unique. Higher expected

losses ensure that L% (S) > 0 for all S € (8¢, S), leaving only the corner

state 8% = Sas a potential steady state. Thus, the optimal stock process

S§¥* converges monotonically to S#* from any initial state in [S¢, S].

In order to characterise the optimal process S under endogenous
uncertain events, we compare the trajectories of the auxiliary problem
with those obtained with the certainty problem corresponding to §; = 0
(the latter can be referred to as the ‘non-event’ problem because the
event cannot be triggered; see Tsur and Zemel 2004). The following
characterisation holds:

(i) When & < S¢, the optimal certainty stock process &' increases in
time. With event risk, it is possible to secure the certainty value by
applying the certainty policy, since an endogenous event can occur
only when the stock decreases. The introduction of occurrence risk
cannot increase the value function, hence §" must increase. This
implies that the uncertainty and certainty processes coincide (&" =
& for all 7) and increase monotonically towards the steady state S¢.

(i) When & > $%* > $¢, both & and S§** decrease in time. If S is
increasing, it must coincide with the certainty process S}, contradict-
ing the decreasing trend of the latter. A similar argument rules out
a steady state policy. Thus, S must decrease, coinciding with the
auxiliary process §** and converging with it to the auxiliary steady
state S9,

(iii) When & > & > $¢, the certainty stock process S decreases (or
remains constant if § = $¢) and the auxiliary stock process N
increases (or remains constant if § = SW’C). If §" increases, it must
coincide with § and if it decreases it must coincide with §**, leading
to a contradiction in both cases. The only remaining possibility is to
follow the steady state policy " = & at all «.

To sum:

(a) & increases at stock levels below Se.

(b) & decreases at stock levels above Sone

(c) All stock levels in [S¢, $*] are equilibrium states of S

The equilibrium interval is unique to optimal stock processes under
uncertain endogenous events. Its boundary points attract any process ini-
tiated outside the interval while processes initiated within it must remain
constant. This feature is evidently related to the splitting of the intertem-
poral exploitation problem into two distinct optimisation problems
depending on the initial trend of the optimal stock process. At $%¥, the
expected loss due to occurrence is so large that entering the interval can-
not be optimal even if under certainty extracting above the regeneration
rate would yield a higher benefit. Within the equilibrium interval it is
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possible to eliminate the occurrence risk by not reducing the stock below
its current level. As we shall see below, this possibility is not available for
uncertain exogenous events and the corresponding management problem
does not give rise to equilibrium intervals.

Endogenous uncertain events imply more conservative exploitation as
compared with the certainty case. Observe that the steady state $%* is
a planned equilibrium level. In actual realisations, the process may be
interrupted by the event at a higher stock level and the actual equilibrium
level in such cases will be the realised occurrence state S..

A feature similar to both the certain event and the endogenous uncer-
tain event cases is the smooth transition to the steady states. When the ini-
tial stock is outside the equilibrium interval, the condition for an optimal
entry time to the steady state implies that extraction converges smoothly
to the recharge rate and the planned steady state will not be entered at a
finite time. It follows that when the critical level actually lies below %,
uncertainty will never be resolved and the planner will never know that
the adopted policy of approaching $% is indeed safe. Of course, in the
less fortunate case in which the critical level lies above the steady state,
the event will occur at finite time with the inflicted damage.

5 Exogenous events

Ecological events that are triggered by environmental conditions beyond
the planners’ control are termed ‘exogenous’. Changing the resource
stock level can modify the kazard of immediate occurrence through the
effect of the stock on the resilience of the ecosystem, but the collapse
event is triggered by stochastic changes in exogenous conditions. This
type of event uncertainty has been applied for the modelling of a variety
of resource-related situations, including nuclear waste control (Cropper
1976; Aronsson et al. 1998), environmental pollution (Clarke and Reed
1994; Tsur and Zemel 1998b) and groundwater resource management
(Tsur and Zemel 2004). Here we consider the implications for biodi-
versity conservation. Under exogenous event uncertainty, the fact that
a certain stock level has been reached in the past without triggering the
event does not rule out occurrence at the same stock level some time in
the future, as the exogenous conditions may turn out to be less favourable.
Therefore, the mechanism that gives rise to the equilibrium interval under
endogenous uncertainty does not work here.

As above, the post-event value is denoted by ¢(S) and the expected
present value of an exploitation policy that can be interrupted by
an event at time 7 is given in (2). The probability distribution of
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T, F(t) = Pr {T < t}is defined in terms of a stock-dependent hazard rate
function A(S) satisfying

h(S) = f(®/[1 - F(®)] = —dflog[1 — F(»)]}/dz, (12)
such that
F() =1 —exp[-Q()] and f(2) = h(S) exp[-Q(®)], (13)

where
Q@) = /h(S,)dt (14)
0

With a state-dependent hazard rate, the quantity 4(S;)dr measures the
conditional probability that the event will occur during (z, ¢ + dt) given
that it has not occurred by time r when the stock level is S,.

We assume that no stock level is completely safe, hence 2(S) does not
vanish and Q(z) diverges for any feasible stock process as 1 — oco. We
further assume that £(S) is decreasing, because a shrinking stock deterio-
rates the ecosystem conditions and increases the hazard for environmental
collapse.

Given the distribution of 7, (2) is evaluated by

T

Er / [Y(x) — C(S)x: — D(S)]e™"de|T > 0

0

= Er / [Y(x) — C(S)x: — D(S)]e " I(T > 1)de|] T > 0
0

[Y(x) — C(S)x: — D(S)]e™ (1 — F(2))dt

Il
o—y

and Ez {e " To(SPIT > 0} = [T e "o(S)f(Ddt = [57 e p(SHA(S)
(1 — F(z))dt. Using (13), the biodiversity management problem is for-
mulated as

V(&) = H{gcafif [Y(x) — C(S)x: — D(S)
0

+h(S)p(S)]e ¥ 0ds (15)

subject to (1), x, > 0; § > 0 and Sy given. Unlike the auxiliary problem
(10) used above to characterise decreasing policies under endogenous
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events, problem (15) provides the correct formulation under exogenous
events regardless of whether the stock process decreases or increases. We
use the superscript ‘ex’ to denote optimal variables associated with the
exogenous uncertainty problem (15).

To characterise the steady state, we need to specify the value W** (S)
associated with the steady state policy x°* = G(S). Exogenous events may
interrupt this policy, hence We*(S) differs from value W(S) defined in (3)
to describe the value obtained from the steady state policy without occur-
rence risk. Under the steady state policy, (13) reduces to the exponential
distribution F(z) = 1 — exp[—X(S)z], yielding the expected steady state
value

WH(S) = W(S) — [W(S) — p(D]A(S)/[r + h(H)]] (16)

where the second term represents the expected loss over an infinite time
horizon. The explicit time dependence of the distribution F(z) of (13)
renders formulation (15) of the optimisation problem non-autonomous.
Nevertheless, the argument for the monotonic behaviour of the optimal
stock process S holds, and the associated evolution function can be
derived (see Tsur and Zemel 1998b), yielding

L7(S) = L(S) + d{[p(S) — W(]ra(S)/[r + h(9]}/dS. (A7)

When the event corresponds to species extinction, it can occur only
once since the loss is irreversible. If a further reduction in stock is forbid-
den, the post-event value is again specified as ¢(S) = W(S) — ¢ and the
second term of (17) simplifies to —y 7' (S)r2/[r + h(S)]?. For decreasing
hazard functions this term is positive and L°*(S) > L(S). Since L(S) is
positive below $¢, so must L¢*(S) be, precluding any steady state at or
below S¢. Thus, the root $¢* of L**(S) must lie above the certainty equi-
librium S¢, implying more prudence and conservation compared with
the policy free of uncertainty.

Biodiversity conservation considerations enter via the second term of
(17) which measures the marginal expected loss due to a small decrease
in the resource stock. The latter implies a higher occurrence risk, which
in turn calls for a more prudent exploitation policy. Indeed, if the haz-
ard is state-independent (#'(S) = 0), the second term of (17) vanishes,
implying that the evolution functions associated with the problems with
certain events and exogenous uncertain events are the same and the
resulting steady states coincide. In this case, exploitation has no effect on
the expected loss, hence the tradeoffs that determine the optimal equi-
librium need not account for the biodiversity hazard, regardless of how
severe it may be. For a decreasing hazard function, however, the degree
of prudence (as measured by the difference $¢* — $¢) increases with the

penalty .
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The requirement that the stock must not be further reduced follow-
ing occurrence can be relaxed. For this situation, the post-event value is
specified as ¢(S) = V*(S) — ¢, yielding a more complex expression for
the evolution function, but the property $¢* > §¢ remains valid (Tsur
and Zemel 1998Db).

Another interesting situation involving exogenous events arises when
the damaged ecology can be restored at the cost 1. For example, the
extinct population may not be endemic to the inflicted region and can
be renewed by importing individuals from unaffected habitats. When
restoration is possible, event occurrence inflicts the penalty but does not
affect the hazard of future events. Under the steady state policy, then,
one remains at the steady state also after occurrence and receives the
post-event value W**(S) — . With the fixed hazard rate 4(S), the expo-
nential distribution for recurrent events yields the expected steady state
value We(S) = W(S) — [W(S) — W(S) + ¥ ]ha(S)/[r + h(S)]. Solving
for We*(S), we find that W (S) = W(S) — v A(S)/r, reducing (17) to

L(S) = L(S) — d[yr(S)]/dS. (18)

When the event penalty i depends on the stock, policy implications
become more involved. Of particular interest is the case of increasing
¥ (S) and constant hazard, for which (18) implies more vigorous exploita-
tion. An increasing penalty is typical for situations in which the damage
is related to the uninterrupted value, which usually increases with the
resource stock. This result is similar to the outcome of the ‘irreversible’
catastrophic events of Clarke and Reed (1994), which also give rise to
exploitation policies that are less prudent than their certainty counter-
parts.

6 Concluding comments

Renewable resources are typically considered in the context of their
potential contribution to human activities but they also support ecologi-
cal needs that are often overlooked. This work examines implications of
threats of ecological events for the management of renewable resources.
The occurrence of an ecological event inflicts a penalty and changes the
management regime. Unlike gradual sources of uncertainty (time-varying
costs and demand, stochastic regeneration processes, etc.), which allow
updating the exploitation policy in response to changing conditions, event
uncertainty is resolved only upon occurrence, when policy changes are
no longer useful. Thus, the expected loss must be fully accounted for
prior to the event occurrence, with significant changes to the optimal
exploitation rules.
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In this chapter we have distinguished between two types of events that
differ in the conditions that trigger their occurrence. An endogenous event
occurs when the resource stock crosses an uncertain threshold level, while
exogenous events are triggered by coincidental environmental conditions.
We find that the optimal exploitation policies are sensitive to the type of
the threatening events. Under endogenous uncertain events, the optimal
stock process approaches the nearest edge of an equilibrium interval,
or remains constant if the initial stock lies inside the equilibrium inter-
val. The eventual equilibrium stock depends on the initial conditions.
In contrast, the equilibrium states under exogenous uncertain events are
singletons that attract the optimal processes from any initial stock. The
shift of these equilibrium states relative to their certainty counterparts is
due to the marginal expected loss associated with the events and serves as
a measure of how much prudence it implies. In most cases, the presence
of event threat encourages conservation, but the opposite behaviour can
also be obtained.

A common feature to the types of events considered here is that infor-
mation accumulated in the course of the process regarding occurrence
conditions does not affect the original policy until the time of occur-
rence (see discussion of decreasing processes under endogenous events).
In some situations, however, it is possible to learn during the process
and continuously update estimates of the occurrence probability. This
possibility introduces another consideration to the tradeoffs that deter-
mine optimal exploitation policies. In this case one has to account also
for the information content regarding occurrence probability associated
with each feasible policy. The investigation of these more complicated
models is outside the scope of this chapter.
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5 Pests, pathogens and poverty: biological
invasions and agricultural dependence

Charles Perrings

1 Introduction

The problem addressed in this paper is the linkage between poverty and
invasive alien species (IAS) — the introduction, establishment and spread
of species outside of their original range. There are two main dimensions
to the problem. One is the connection between poverty and the likeli-
hood of the introduction, establishment or spread of invasive species. It
includes the relation between poverty and strategies for the management
of invasive species, investment in invasive species detection and control,
and collaboration in international control measures. The second is the
connection between poverty and the costs or benefits of invasions. This
includes the links between invasive species, the structure of the economy,
and poverty. It covers the relation between poverty and dependence on
agriculture, wildlife utilisation, forestry and fisheries, and the importance
of common property.

These two dimensions have been addressed in three generally distinct
literatures. One is the literature on the costs of biological invasions. It
is closely associated with the work of David Pimentel and colleagues,
and comprises estimates of the more direct costs of invasive pests and
pathogens in selected countries, including at least some developing coun-
tries (South Africa, India and Brazil). It also includes a longer-standing
literature on the costs of various animal and plant pests and pathogens
in agriculture, forestry and — to a lesser extent — fisheries. A second is
on economics of invasive species. The research undertaken as part of
Global Invasive Species Program (GISP) I was the first inquiry into this
problem (Perrings ez al. 2000). Since then a new literature on the eco-
nomics of biological invasions has developed which looks at the efficient
management of invasive species. As yet, this literature has not considered
equity issues or the link between biological invasions and poverty, but it
does address the factors that influence the probability of the introduc-
tion and spread of invasive species and the effectiveness of control. These
can be related to poverty. A third literature considers the link between
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other kinds of environmental change and poverty, and includes both the-
oretical and empirical studies. It has tended to focus on particular areas
of environmental change — especially pollution (air and water), habitat
conversion (deforestation), water issues (water quality and water supply)
and disease. However, this too can be used to say much about the link
between the environmental changes associated with invasive species and
poverty.

The chapter begins with the last of these — the general evidence for
an empirical relation between poverty and environmental change, and
between poverty and the primary source of IAS worldwide — the growth of
trade, transport and travel. There are, by now, a number of surveys of the
economics of biological invasions. Lovell and Stone (2005) have reviewed
the literature on the economics of aquatic invasive species, while Evans
(2003), Eisworth and Johnson (2002) have considered the literature on
terrestrial systems — the latter in the context of a paper developing a
general model for the management of invasive species. Stutzman et al.
(2004) offer an annotated bibliography of economics of invasive plants.

There are three major points at issue in the economics of invasive
species. The first is that the introduction, establishment and spread of
potentially harmful alien species constitute an externality of international
markets (international trade). In the absence of complete markets, the risk
of biological invasions increases with the growth of trade. The second is
that the control of invasive species is a public good at several different
levels — national, regional and global. The provision of the public good
requires the development of institutions that operate at the appropri-
ate level and that can solve the free-rider problem at that level. This
involves application of the subsidiarity principle to the development of
governance mechanisms and international agreements. The third point
at issue is the appropriate specification of the management problem and
the evaluation of control options (where control subsumes interception,
quarantine, eradication, containment and other management options).

The economics of the problem involves the identification of the source
of the externality, estimation of its consequences for the welfare of people
affected, and the development of mechanisms to ensure that resources
committed to detection and control are commensurate. The methodolog-
ical question is the following: given the set of prices, regulations, property
rights and institutional conditions, how should the management problem
be formulated and solved? It involves the identification and management
of the risks and uncertainties associated with the introduction of novel
species. It also involves the treatment of irreversible changes. When is
it optimal to mitigate the risks of invasions (to take action that reduces
the probability of invasions occurring) and when is it optimal to adapt
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(to take action that reduces the costs of invasions without affecting the
probability that they will occur). Evans (2003) argues that economics has
two major contributions to make to research on IAS. The first is to pro-
vide estimates of the impacts of invasions in order to improve both cost-
effectiveness and efficiency of publicly funded IAS control programmes.
The second is to develop economic sanitary and phytosanitary measures.
This chapter addresses both questions.

The chapter is organised in six sections. Section 2 considers the gen-
eral relationship between invasive species and poverty. Section 3 then
evaluates the relation between trade and invasive species. That is fol-
lowed by three sections on the evaluation of damage costs of IAS, the
development of economic instruments to internalise IAS externalities,
and expenditures on IAS control as a public good in poor economies
and poor regions. A final section considers the decision tools available
to inform mitigation and adaptation strategies, and relates these to the
problem of uncertainty.

2 Poverty and environmental change

The linkages between poverty and environmental change have been
widely studied, but it would be wrong to say that they are well under-
stood. The Brundtland Report (WCED 1987) argued that there existed
a causal connection between environmental change and poverty both
within and between generations. A large literature has subsequently
examined the empirical relation between per capita income (GDP or
GNP) and environmental change. The Environmental Kuznets Curve lit-
erature stemmed from Grossman and Krueger’s (1995) assessment of the
environmental implications of Mexico’s inclusion in the North American
Free Trade Area, which showed that certain indicators of environmental
quality first deteriorate and then improve as per capita incomes rise.
Within that literature the relation between per capita income and var-
ious other indicators of environmental change has subsequently been
studied, using a range of databases and econometric approaches (see
Stern 1998, 2004 for reviews of this literature). An inverted ‘U’-shaped
curve was found for the relation between per capita income and various
atmospheric pollutants using both cross-sectional and panel data (Shafik
1994; Seldon and Song 1994; Cole ez al. 1997; Stern and Common
2001), but the relation is by no means consistent. For some measures of
environmental quality the relation with per capita income has been found
to be monotonically increasing (e.g. carbon dioxide or municipal waste)
or decreasing (e.g. faecal coliform in drinking water). For others it has
been found to have more than one turning point. Moreover, even where
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the best fit is given by a quadratic function — the inverted ‘U’ — there are
wide discrepancies in estimations of the turning point. This is the level
of per capita income at which the particular measure of environmental
quality starts to improve as per capita incomes rise. While some have
chosen to interpret the Environmental Kuznets Curve as evidence that
economic growth will, in some sense, take care of the environment, the
consensus view is that there are no general rules to be drawn (Ekbom
and Bojo 1999; Markandya 2000, 2001). The relation between changes
in income and changes in the environment is complex, involving feedback
effects in both directions.

Markandya’s (2001) review of the literature on the relation between
poverty, environmental change and sustainable development suggested
that to the question ‘does poverty damage the environment?’, the answer
was broadly ‘no’. To the question ‘does environmental degradation hurt
the poor?’, the answer was broadly ‘yes’. Hence he concluded that while
poverty alleviation would not necessarily enhance environmental qual-
ity and may in fact increase stress on the environment, environmental
protection would generally benefit the poor. Of course, there are many
caveats to this conclusion. Cutting the poor off from access to environ-
mental resources by the establishment of protected areas without paying
compensation is unlikely to improve their well-being.

The ambiguous nature of the statistical results on the linkages between
poverty and the environment is reflected in the various case studies of
environmental resource use in poor countries. For reasons that are well
understood, the scarcity of commodities that satisfy basic needs such
as water and fuelwood affects the poor more than the rich (Kumar and
Hotchkiss 1988). So it is not at all surprising that environmental change
which reduces the supply of basic goods held in common property should
impact the poor. Where the case studies are less consistent is in the anal-
ysis of the relation between poverty, population growth, environmental
change and institutions.

There are numerous studies of the effect of population growth —
whether due to migration or fertility — on deforestation. Lopez and
Scoseria (1996) found that in-migration to Belize from other Central
American countries accounted for around a third of deforestation in that
country. Population growth has similarly been implicated in environmen-
tal change in many other cases (De Janvry and Garcia 1988; Cleaver and
Schreiber 1994; Lopez 1992; Lopez and Scoseria 1996). Sub-Saharan
Africa has, however, provided some well-known counter-examples, where
productivity increases that have accompanied population growth have
more than compensated for any reduction in environmental resources
(Pingali et al. 1987; Tiffen er al. 1994). Heath and Binswanger (1996),
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using the cases of Kenya and Ethiopia, argued that whether or not popu-
lation growth had adverse effects on the environment depended on insti-
tutional conditions. There is also some evidence that the linkage between
poverty, demography and environmental change is influenced by changes
in household composition. Linde-Rahr’s (2002) study of afforestation in
Vietnam, for example, showed that in households with larger numbers of
female members, tree planting was positively correlated with income, but
that in households with larger numbers of male members the opposite
was true.

What the differences between the various case studies have shown is
that it is the determinants of household decisions on the use of environ-
mental resources that matter. On the links between population growth
and environmental change, Dasgupta’s (1993, 2001) investigation of
the connection between poverty, fertility decisions and environmental
change concluded that both fertility decisions and the use made of envi-
ronmental resources are strongly influenced by households’ long-term
security of income. Where poverty includes low expectations of secure
future income, household responses include high fertility rates leading
to increased pressure on the environment. This is especially marked
where access to environmental resources is unregulated. Since this in
turn increases uncertainty about future income, there is a positive feed-
back between poverty, fertility decisions and environmental degradation.

Another strand of the literature has addressed the link between poverty
and the rate at which households discount the future (e.g. Perrings 1989;
Chavas 2004). Building on the long-held observation that discount rates
are not independent of income (Fisher 1930), these studies treat dis-
count rates as endogenous. They find that if poverty causes people to
ignore the longer-term consequences of their decisions, it also affects
investment in conservation and environmental enhancement. Chavas’s
important (2004) paper shows that if the discount rate is endogenous
and decreases in income, then in contrast to Markandya’s view, poverty
can contribute to environmental degradation. This is certainly consis-
tent with at least some empirical findings on the topic (e.g. Pender 1996;
Holden ez al. 1998), although, as Markandya points out, the evidence
remains mixed.

The linkage between poverty and growth has also been examined at
a macro-economic level, where the evidence in the 1990s showed that
declining public expenditures and a worsening distribution of income
affected the ability of the poor to invest. In many cases, the rural poor were
unable to respond to changing incentives while reductions in extension
services and marketing support have further depressed rural incomes,
particularly affecting rural women (Birdsall and Londono 1997; Reed
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Table 5.1 Changes in inclusive wealth in China, India and
sub-Saharan Africa, 1965-1996

% AN %AY/N % AHDI @v/ide)/Y  %AV/N
1 2 3 4 5
China 1.7 6.7 -0.2 0.100 0.8
India 2.1 2.3 2.2 0.08 —-0.1
Sub-Saharan 1.7 —-0.2 0.9 —0.028 —-3.4

Africa

Column 1: Average annual percentage rate of population growth, 1965-1996
Column 2: Average annual percentage rate change in per capita GNP, 1965—
1996

Column 3: Average annual percentage rate of change in HDI, 1987-1997
Column 4: Genuine investment as a proportion of GDP, 1970-1993

Column 5: Average annual percentage rate of per capita wealth, 1970-1993
Source: Adapted from Dasgupta (2001)

1996). What made these findings disturbing was that many indicators of
economic performance, including measures of trade growth, were moving
in the opposite direction.

There has been substantial growth in capital flows and foreign direct
investment (FDI) in the last decade in all income groups and all regions.
However, both capital flows and FDI are much lower in areas where
poverty is most persistent. This has implications for the resources com-
mitted to maintaining ecosystem services and the environmental assets
from which such services are derived. The best current measure of this
is the World Bank’s adjusted net savings rate, which modifies conven-
tional measures of net national savings by including changes not only in
produced capital but also in human and natural or environmental capital.
Adjusted net savings were originally defined as genuine savings (Hamilton
and Clemens 1999; Hamilton 2000), or genuine investment (Dasgupta
2001; Arrow er al. 2003). It is a measure of the change in a country’s
wealth. Estimates of adjusted net savings are generally lower than other
savings measures, reflecting the depreciation or degradation of environ-
mental assets. Moreover, once population growth is taken into account,
many regions of the world experienced negative changes in wealth per
head during the last three decades of the twentieth century (Table 5.1).

Even regions that recorded strongly positive growth in conventional
measures of economic performance, like India, recorded declining per
capita inclusive wealth. In some regions the fall in the value of per capita
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Table 5.2 Depletion of natural capital, 2003

Gross national Net national Adjusted net
savings % GNI savings % GNI savings % GNI

World 20.8 8.2 9.4
Low income 23.1 14.2 8.7
Middle income 27.9 17.8 10.1
Low & middle income 27.2 17.3 10
East Asia & Pacific 41.8 32.6 28.1
Europe & Central Asia 21.9 11.2 1.5
Latin America & Caribbean 19.5 9.2 5.3
Middle East & N. Africa 31.2 21.3 —6.2
South Asia 24.9 15.9 13.8
Sub-Saharan Africa 16.9 6.3 0.7
High income 19.3 6.1 9.3
Europe EMU 21.3 7.5 11.6

Source: World Bank 2005. Global Economic Prospects, World Bank, Washington, DC

wealth was substantial. In sub-Saharan Africa, for example, annual per
capita changes in wealth averaged —3.4 per cent between 1965 and 1996.
In other words, Africans lost almost half of their wealth in that period
(Dasgupta 2001).

Since the turn of the century the position has improved for many
regions. In 2003 adjusted net savings were positive for all regions other
than the Middle East (Table 5.2). However, they were close to zero in
sub-Saharan Africa as a whole and were strongly negative in a number
of countries.! In per capita terms, therefore, Africans were still getting
poorer once changes in environmental stocks were taken into account.

Case studies of changes in inclusive wealth in particular countries have
identified the policies and investment strategies that explain changes in
national wealth. For example, Lange (2004) cites the contrasting cases
of Botswana and Namibia. After independence in 1996 Botswana chose
to reinvest the rents from the mining sector in building its capital stock.
Namibia did not. The result is that whereas Botswana tripled per capita
wealth in the last three decades of the twentieth century, Namibia’s per
capita wealth declined. In the 1980s Namibia’s per capita wealth was
75 per cent greater than Botswana’s; by the end of the 1990s it was only
33 per cent of Botswana’s.

' In the Middle East adjusted net savings reflect the depletion of oil stocks. In sub-Saharan
Africa, the worst performing countries are also oil-producing states (Nigeria —31.4;
Angola —28.5; Congo —26.3) that are not reinvesting oil rents.
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Changes in inclusive wealth are reflected in both recorded and pro-
jected poverty levels. Using the number of people living on less than
either $1 or $2 per day as the criterion, the number of people in poverty
increased in a number of developing regions in the last decade of the
twentieth century, but current projections are that poverty will fall in
all regions except sub-Saharan Africa in the next ten years (World Bank
2005).

The persistence of poverty in regions such as sub-Saharan Africa is
also reflected in changes in the rural population. The linkage between
poverty and rural activities has been well documented (Jazairy ez al. 1992).
Although the proportion of the population in rural areas has declined
in every region due to the continuing movement of people from rural
to urban areas, rural population growth remains positive in many low-
income regions. It is highest in South Asia and sub-Saharan Africa, in
both of which agricultural and forest-based employment account for a
higher proportion of the labour force than elsewhere.

What does this mean for the linkages between poverty and biological
invasions? There are three important points to make, each of which is
considered later. First, if the resources committed to border inspection
are positively correlated with GDP, the growth of trade increases the
invasion risks of poor countries and poor regions disproportionately. That
is, the risks of undetected species introductions will be higher. Second, if
investment in the conservation of ecosystem services and the control of
invasive species are also positively correlated with GDP, poor countries
and poor regions may also be more invasible than rich countries and
regions. That is, the risk that introduced species will be able to establish
and spread will be higher in poor regions. Third, since invasive pests and
pathogens primarily affect agriculture, forestry and fisheries, the greater
dependence of poor producers on primary production makes them more
vulnerable to the effects of biological invasions. In other words, the cost
of invasive species will tend to impact more people in poor, resource-
dependent economies than in rich economies, and will more directly
affect their livelihoods.

3 Trade and invasive species

From an ecological perspective, any species introduced to an ecosys-
tem beyond its ‘home’ range that establishes, naturalises and spreads is
said to be invasive (Williamson 1996). From a policy perspective, how-
ever, the focus is generally on species whose home range lies beyond the
national jurisdiction. In other words, the alien species that attract atten-
tion are those that are introduced as a consequence of international trade,
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transport or travel. This includes both species that are deliberately intro-
duced as domesticated plants or animals and those that are introduced
as an unintended by-product of the import of other goods and services —
the so-called ‘hitchhiker’ species. The Office of Technology Assessment
(OTA) (1993) estimated that four out of five invasive terrestrial weeds
in the USA that had appeared during the twentieth century were intro-
duced as by-products of the commodity trade. Although data are lacking
on aquatic species, the proportion of invasive aquatic species that have
been introduced by shipping is likely to be much higher. Many of the
most famous examples of damaging species introductions, e.g. the zebra
mussel (Dreissena polymorpha) and the Asian clam (Corbicula fluminea),
are associated with ballast water exchange in ships. Their appearance
is evidence of the failure of both international and domestic markets
(Perrings er al. 2002; Margolis ez al. 2005).

The precise relation between the growth in trade and invasive species
is still unknown, reflecting the paucity of time series on species intro-
ductions to match the available time series on trade. Dalmazzone (2000)
showed that economies that are more open tend to be more vulnerable to
invasions. Small island states in particular are often geared to the produc-
tion of primary products for export and are more dependent on imports
than continental countries.” Since they are also ecologically more vul-
nerable to invasions than continental ecosystems, it follows that trade is
not the only explanation for the success of introduced species in such
economies. More recently, Levine and D’Antonio (2003) have consid-
ered merchandise trade as a predictor of invasions focusing on insects,
plant pathogens and molluscs. They have also used the resulting model to
predict increases in invasions over the next two decades. They conclude
that trade-induced invasions will increase by between 3 and 61 per cent,
depending on the model and the species.

What is beyond dispute is that species introductions increase with the
volume of trade and that the frequency with which a species is introduced
is positively correlated with the probability that it will establish (Enserink
1999). This means that the growth of trade, other things being equal, will
increase the risk both of new introductions and of the establishment of
introduced species (Lockwood ez al. 2005).

Of course other things are not equal. What matters more to the ability
to predict invasion risks than simply the volume of trade are the biocli-
matic similarities between the ecosystems being connected, the nature of

2 For example, the average percentage of merchandise imports as a share of the GDP, in
the sample considered in Dalmazzone (2000), is 43 per cent for island countries, against
an average 32 per cent for the whole sample and 26.8 per cent for continental countries.
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the pathways (e.g. the time introduced species are in transit and their con-
ditions during transit), the nature of the species themselves (e.g. traits,
such as high plasticity, that make species invasive) and the invasibility of
the ecosystems into which species are being introduced (e.g. the effects
of fragmentation and biodiversity loss). However, given these conditions,
an increase in propagule pressure due to an increase in the trade of goods
will increase the risk of biological invasions. Furthermore, an increase in
trade is expected to lead to habitat loss through conversion of land for
agriculture, forestry and industry, with negative implications for biodi-
versity and the invisibility of ecosystems (Polasky ez al. 2004). It follows
that to understand the implications for biological invasions of changes in
trade it is necessary to understand how the pattern of trade is changing
as the volume of trade grows.

For the countries and regions where the world’s poor live the trade
that matters is trade in the products of agriculture, forestry and fisheries.
Recent analyses of changes in the pattern of world commodity trade have
pointed up a number of important features of agricultural trade. The first
is that while the share of agriculture in global trade has been falling, it
remains especially important to people in poverty precisely because poor
people tend to live in rural areas and to derive their income from agricul-
ture. The ratio of farm to non-farm income ranges from 40-80 per cent
in low-income countries, but is around only 1 per cent in high-income
countries. The fact that the decline in agricultural prices affects devel-
oping countries more than developed countries — world raw commodity
prices declined by 6.6 per cent in the period 1990-2000, but develop-
ing country raw commodity prices declined by 15.2 per cent — also has
implications for the rural poor (Aksoy 2005).

Aside from trade, transfers are also especially important in poorer
regions. For example, grey leaf spot was first reported in South Africa
in 1988. It has subsequently spread northwards into all the main maize-
growing areas of Africa and its effect on yields has been such that it is
now argued to pose a serious threat to food security (Rangi 2004). It
was thought to have been introduced to the continent in US food aid
shipments of maize during the drought years of the 1980s (Ward ez al.
1999). Another example is parthenium weed from Mexico. This was first
detected in Ethiopia in 1988 near food-aid distribution centres, implying
that it had accompanied wheat grain distributed as food aid during the
drought (GISP 2004). Since lower sanitary and phytosanitary standards
apply to food aid, particularly emergency food aid, it may not be so sur-
prising that the introduction and spread of potentially invasive species
would follow the distribution of emergency relief.
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A second important feature of agricultural trade in developing coun-
tries is that although it continued to grow at around 3.4 per cent in
the 1990s, almost all the growth was accounted for by trade with other
developing countries. More than 50 per cent of food imports in devel-
oping countries derives from other developing countries (Aksoy 2005).
The World Bank reports that a major trend in the trading system involves
the proliferation of bilateral and regional trade agreements (RTAs) and
especially the proliferation of South—-South RTAs (World Bank 2005).
The number of RTAs has increased fourfold since 1990 and at the time
of writing stands at over 230. Indeed, RTAs now account for nearly 40
per cent of world trade.

The development of RTAs is relevant to the problem of invasive species
for three different reasons. The first is that many cover much broader
issues than trade alone. An increasing number of RTAs address envi-
ronmental issues. This is partly due to the limited scope for addressing
environmental concerns in the General Agreement on Tariffs and Trade
(GATT), but it is also in recognition of the fact that specific trade links
involve specific environmental risks. The GATT does allow for actions
in restraint of trade where human animal or plant life and health are
threatened by trade. The Sanitary and Phytosanitary Agreement (SPA)
provides the rules under which countries can do this, but allows individ-
ual countries some latitude. It encourages adoption of the standards set
by the Codex Alimentarius Commission for food safety, the International
Office of Epizootics for animal health, and the International Plant Pro-
tection Convention for plant health, but allows countries to choose their
own level of protection (Jaffee and Henson 2005).

There is little doubt that this has been and continues to be used as
a trade protection device. Large numbers of countries are ineligible to
supply certain markets with a range of animal products and food crops
because of restrictions based on threats to plant and animal health (Sum-
ner 2003). A review of the complaints lodged by developing countries
over the use of the SPA reveals a persistent set of concerns, including the
overly restrictive and non-scientifically based measures by high-income
countries for dealing with foot and mouth disease and bovine spongi-
form encephalopathy, and plant pests and pathogens, especially in the
horticultural sector (Jaffee and Henson 2005). Nor is the SPA the only
instrument used to restrict trade. Bacterial wilt (Ralstonia solanacearum)
is listed in US law as a potential biological weapon. When it was found
on a shipment of pelargonium cuttings, for example, it resulted in quar-
antine restrictions that have severely affected the horticultural trade in
Kenya (Rangi, 2004).
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A second reason why South—South RTAs are relevant to the problem of
invasive species is precisely because they open up new trading opportuni-
ties between developing countries. What makes this interesting from the
perspective of IAS is that the development of South—South trade brings
about closer linkages between ecosystems in which bioclimatic conditions
are broadly similar and therefore in which the risk that introduced species
will establish, naturalise and spread is high. This aspect of the problem
has not yet been investigated in the literature, but it is potentially an
important risk factor.® There is evidence from NAFTA that the agree-
ment has facilitated the spread of species within the NAFTA area that
were introduced to a NAFTA country from some other country (Perrault
et al. 2003). The promotion of agricultural trade between bioclimatically
matching regions in which resources for the detection and control of
potentially invasive species are weak must be a concern.

A third reason is that cooperation within RTAs may be an important
part of the solution to biological invasion externalities and the free-rider
problems attaching to the control of non-indigenous species. Schiff and
Winters (2003) argue that if there are economies of scale or transbound-
ary externalities, there is relatively little scope for market solutions to envi-
ronmental problems and regional cooperation can provide the answer. A
number of RTAs include environmental agreements. In many cases, these
are designed to force compliance with environmental laws. So, for exam-
ple, NAFTA has a Commission for Environmental Cooperation. Its role
is to ensure that member states do not seek a trade benefit or attract
inward investment by failing to comply with environmental laws. The
US-Singapore Free Trade Agreement includes an environmental chap-
ter requiring that both countries effectively enforce their environmental
laws and including fines for non-compliance (World Bank 2005).

The same thing exists in developing country RTAs. The Southern
Common Market (MERCOSUR), for example, includes an environ-
mental working group charged with eliminating the use of environmental
barriers to trade, promoting ‘upward harmonisation’ of environmental
management systems and securing cooperation on shared ecosystems.
Indeed, many of the main South-South RTAs — MERCOSUR, the
Andean Pact, the Common Market for Eastern and Southern Africa

3 The ratio between interception shares and import shares in any country gives a simple
guide to the relative introduction risks attaching to different exporters. There are no data
on this for developing countries, but a review of interception and trade data for the UK
between 1996 and 2004 indicates the following ratios: Europe 0.85; Asia 4.25; Africa
0.91; North America 1.11; South America 1.29; Oceania 0.33. The riskiest source of
imports was Asia, accounting for 17 per cent of all interceptions, but only 4 per cent of
trade. The least risky was Oceania, accounting for 9 per cent of trade but only 3 per cent
of interceptions.
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(COMESA), the Southern African Development Community (SADC),
the ASEAN Free Trade Area (AFTA) and the Caribbean Community
(CARICOM) - include agreements on standards (World Bank 2005).

The regional scale is the appropriate level at which to manage envi-
ronmental resources wherever the ecosystems affected are regional in
extent. In marine systems, for example, the conservation of straddling or
migratory stocks requires cooperation across the sea areas within which
those stocks move. The conservation of such stocks is a regional pub-
lic good and subsidiarity indicates that the right level of governance is
the regional level. Similarly, the control of the introduction of poten-
tially invasive species within a trading group should be regulated at the
level of that group. Not only does this make it possible to ensure that
the resources committed to control are commensurate with the collec-
tive benefits it offers, it also minimises transaction costs by reducing the
number of participants to those with a real stake in the public good and
builds trust by allowing repeated interaction between members over time
(Sandler 2005).

4 Estimates of the damage costs of invasive species

The first estimate of the costs of invasive species by the Office of Technol-
ogy Assessment of the US Congress (1993) considered the ecological and
economic effects of harmful invasive species within the USA. It concluded
that in the period from 1906, 59 per cent of all species introduced to the
USA had caused economic or ecological damage and that the seventy-
nine most harmful had caused damage of $97 billion over that period.
Since then a number of papers by Pimentel and colleagues (Pimentel
et al. 2000, 2001, 2005) have sought to update the OTA estimates and
to extend them beyond the USA. The second of the Pimentel papers
included estimates for three developed and three developing countries —
South Africa, India and Brazil. To date this remains the most comprehen-
sive summary of the control costs and lost output associated with invasive
species in agriculture, forestry and fisheries in ‘poor’ countries.

The findings of Pimentel ez al. (2001) are summarised in Tables 5.3 and
5.4. They represent a simple sum of various dollar estimates of annual
damage costs in the countries concerned made over the preceding decade.
Because of the way in which they were acquired, the numbers cannot be
taken as a good approximation of net costs of species introductions in
any of the countries concerned. There are no estimates of any benefits
that may have accrued from the activities that led to the introduction
of invasive species. The estimates of damage costs in the background
literature are not made in any coherent way and are extremely patchy. The
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Table 5.3 Economic losses to introduced pests in crops, pastures and forests in
the United States, United Kingdom, Australia, South Africa, India and
Brazil (billion dollars per year)

United United South

Introduced pest States  Kingdom  Australia Africa India Brazil Total
Weeds

Crops 27.9 1.4 1.8 1.5 37.8 17.0¢ 87.4

Pastures 6.0 - 0.6 - 0.92 - 7.52
Vertebrates

Crops 1.0 1.2¢ 0.2 - - - 2.4
Arthropods

Crops 15.9 0.96 0.94 1.0 16.8 8.5 44.1

Forests 2.1 - - - - - 2.1
Plant pathogens

Crops 23.5 2.0 2.7 1.8 35.5 17.1 82.6

Forests 2.1 - - - - - 2.1
Total 78.5 5.56 6.24 4.3 91.02 42.6 228.22

“Pasture losses included in crop losses

bLosses due to English starlings and English sparrows (Pimentel ez al. 2000)
¢Calculated damage losses from the European rabbit

Source: Pimentel ez al. (2001)

Table 5.4 Environmental losses to introduced pests in the United States, United
Kingdom, Australia, South Africa, India and Brazil (billion dollars per year)

United United South

Introduced pest States Kingdom Australia Africa India  Brazil Total
Plants 0.148 - - 0.095 - - 0.243
Mammals

Rats 19.000 4.100 1.200 2.700 25.000 4.400 56.400

Other 18.106 1.200 4.655 - - - 23.961
Birds 1.100 0.270 - - - - 1.370
Reptiles/Amph. 0.006 - - - - - 0.006
Fishes 1.000 - - - - - 1.000
Arthropods 2.137 - 0.228 - - - 2.365
Molluscs 1.305 - - - - - 1.305
Livestock diseases 9.000 - 0.249 0.100 - - 9.349
Human diseases 6.500 1.000 0.534 0.118 - 2.333 10.485
Total 58.302 6.570 6.866 3.013 25.000 6.733 106.484

Source: Pimentel ez al. (2001)
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findings are also inconsistent with the ecological literature in important
respects — such as in the estimate of the proportion of introduced species
that are ‘harmful’. Nonetheless, it is interesting to consider the relative
severity of the estimates in rich and poor countries.

Taking agricultural GDP in 1999 as the numeraire, the estimates
reported in Table 5.3 indicate that invasive species caused damage costs
equal to 53 per cent of agricultural GDP in the USA, 31 per cent in the
UK and 48 per cent in Australia. By contrast, damage costs in South
Africa, India and Brazil were, respectively, 96 per cent, 78 per cent and
112 per cent of agricultural GDP. Of course, there is considerable uncer-
tainty about the Pimentel estimates given the ad hoc estimation meth-
ods. Public expenditure on invasive species control is not known in most
countries, but where there are data it turns out to be very small relative
to the Pimentel estimates. In the USA, for example, federal expenditure
on invasive species in 1999 was less than $0.5 billion, i.e. 0.5 per cent
of the estimated damage costs in agriculture. While there is almost cer-
tainly insufficient expenditure to counter the impact of invasive species,
this also raises questions about the damage estimates themselves.

Nevertheless, if the relative values were of the right order of magnitude,
the impact of invasive species on agriculture is significantly greater in
developing than in developed countries. Furthermore, since agriculture
accounts for a higher share of GDP in developing countries, the impact
of invasive species on overall economic performance is proportionately
even greater in developing countries. In India, for example, Pimentel’s
estimates imply that annual invasive species control and damage costs
were 20 per cent of GDP in 1999, compared with less than 1 per cent
in the USA. Pimentel ez al.’s 2005 update of the US estimates added
an estimate of the cost of weeds in lawns (without attempting to iso-
late non-indigenous from indigenous weeds, or to separate weed control
and fertilisation), but otherwise reports similar figures (Pimentel ez al.
2005).

There are a large number of case studies of the effects of particular
invasive species, many of which focus on the USA (for a summary see
Stutzman et al. 2004). Examples of invasive plants in the USA for which
there exist cost estimates are leafy spurge (Bangsund ez al. 1999), tansy
ragwort (Coombs ez al. 1996), yellow starthistle (Jetter ez al. 2003) and
tamarisk (Zavaleta 2000). A number of case studies of aquatic species
have also been carried out, of which the impact of the zebra mussel,
Dreissena polymorpha, on power stations is the best known (O’Neill 1997),
but others include the effect of the green crab, Carcinus maenas, on the
North Pacific Ocean fisheries (Cohen ez al. 1995). Internationally, there
have also been assessments of the role of the comb jelly, Mnemiopsis leidii,
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in changing the cost of fishing effort in the Black Sea (Knowler and
Barbier 2000; Knowler 2005).

There are few case studies of individual invasive species in develop-
ing countries. Human diseases aside, invasive species that have the most
direct effects on the livelihoods of the poor are those that impact agri-
culture, forestry and fisheries. The dominant crops grown in the poorer
regions of the world are rice, maize, cassava, sorghum and millet. All are
affected by invasive species — whether pests or pathogens. The range of
effects includes the following:
¢ interference with crop growth through competition for light, water and

nutrients
e allelopathy, or the production of toxins that inhibit the growth of other

plants
e contamination of harvested crops
e provision of vectors for pests, pathogens, nemotodes and insects
¢ interference with harvesting
¢ requirement for additional cleaning and processing.
All of these have direct economic implications. Some increase the cost of
production. Others reduce the value of harvested crops or result in their
exclusion from international markets. The position is very similar with
respect to animal pests and pathogens, foot and mouth disease being a
good example.

Examples of pests and pathogens that have had particularly severe
effects on crop yields in the world’s poorest region, sub-Saharan Africa,
include witchweed (Striga hermonthica), grey leaf spot (Circosporda zeae-
maydis), the large grain borer (Prostephanus truncatus), cassava mealybug
(Phenacoccus manihotr) and the cassava green mite (Mononychellus tana-
joa) (Rangi 2004). Some of these species have been present for many
decades, others are new arrivals. The larger grain borer was apparently
introduced from south and central America during the 1970s. It was first
detected in Tanzania in the late 1970s and is now established in east,
central, south and west Africa. It primarily affects grain in storage, caus-
ing losses of up to 30 per cent within six months. Farrell and Schulten
(2002) estimated that the income forgone as a result was in the order of
$90 million for Tanzania alone.

The emergence of new agricultural pests has spurred the development
of both new pesticides and alternative control measures, including biolog-
ical control agents. For example, the cassava mealybug has been targeted
by the parasitic wasp (Epidinocarsis lopezi), the cassava green mite by
the mite (Typhodromalus aripo) and the large grain borer by the beetle
(Teretrisoma negrescens) (Rangi 2004). Such biocontrol agents are
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themselves introduced species, with potential ecological consequences
in addition to the control they exercise over the invasive pest.

There are far fewer studies of the impacts of invasive species on partic-
ular systems. Exceptions include the African Lakes and the South African
fynbos. Kasulo (2000) analysed the ecological and socio-economic
impact of invasive species in African lakes, focusing on introduced fish
species and water weeds — the Nile perch (Lates niloticus), the Tan-
ganyika sardine (Limnothrissa miodon) and water hyacinth (Eichhornia
crassipes) into Lakes Victoria, Kyoga, Nabugabo, Kariba, Kivu, Itezhi-
tezhi and Malawi. While the introduction of Nile perch had a major
impact on the structure and profitability of fisheries, it is believed to have
caused the extinction of numerous endemic species. The introduction
of the Tanganyika sardine also benefited fisheries but had less dramatic
impacts on the ecosystems of the lakes to which it was introduced. The
water hyacinth, meanwhile, has proliferated in most African lakes. It has
obstructed water passages and displaced native aquatic plants, fish and
invertebrates by cutting out light and depleting dissolved oxygen. The
weed is also believed to harbour disease-carrying organisms and has little
potential for economic utilisation. Kasulo’s (2000) estimate of the annual
cost of the hyacinth in terms of its impact on fisheries in this group of
lakes was $71.4.

The South African fynbos is affected by a number of invasive pinus,
hakea and acacia species. By 2000 two-thirds of the fynbos area in the
Western Cape had been significantly impacted. Damage costs include a
reduction in biodiversity and, in particular, in species important for the
international flower trade. But they also include a change in ecosystem
functioning and hydrology. A number of studies have shown that fyn-
bos mountain catchments are extremely valuable in terms of their water
yield, and that the value of changes in water yields exceeded expected
restoration costs (Higgins ez al. 1997; van Wilgen ez al. 1996; Turpie
and Heydenrych, 2000; le Maitre et al. 2002). The result was a major
control programme, the Working for Water Campaign, which had both
restoration and poverty-alleviation goals. By 2004, the programme had
cost in the region of $400 million and questions were being raised about
its value relative to other development programmes. While the benefits
of the programme in terms of employment and poverty alleviation are
reasonably clear — the programme employed 24,000 people in 2000 —
the environmental benefits aside from water flows are less easy to
identify.

Turpie (2004) correctly points out that appropriate valuation of these
benefits is needed to test the relative efficiency of conservation and
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development projects. Evaluation of the net benefits of resources commit-
ted to conservation and development projects includes a range of direct
and indirect costs and benefits. It is easier to do in the case of control pro-
grammes for existing invasive species than it is for programmes designed
to prevent the introduction of new, potentially invasive species. In fact,
the cost-benefit ratio of successful control programmes for particularly
harmful invaders can be surprisingly high (Hill and Greathead 2000),
but this is like calculating the cost-benefit ratio of the purchase of a win-
ning lottery ticket. The ex ante calculation involves uncertainty about
the invasiveness of the species, the invasibility of the system being pro-
tected, the effectiveness of the control programme, and the responses of
those whose life and livelihoods are affected by invasive species and their
control.

To calculate the net benefit of restoration, control or eradication mea-
sures requires an evaluation not just of the damage or forgone output
costs of invasive species and the cost of control but also of the benefits
conferred by the invader or the activities that support the introduction or
spread of the invader, and the distribution of those benefits. Most case
studies of invasive species involve estimates of damage and control costs
and do not deal with the benefits of the actions that lead to either the
introduction, establishment or spread of invasive species. When those
benefits are taken into account it is not always obvious that eradication
or control is the optimal strategy. For example, siam weed (Chromoleana
odorata) was introduced into Ghana in the 1960s and by the end of the
century had spread to approximately 60 per cent of the land area. It has
had major ecological effects. Nevertheless, a survey of users found that
few would support its eradication since it confers significant benefits in
terms of fuel, fibres, building materials and medicinal products (Rangi
2004). In semi-arid areas, mesquite (Prosopis juliflora) is a similar case.
In South Africa, it has invaded the semi-arid Nama and succulent karoo
biomes, and once again has had major ecological effects. In the more arid
regions, however, it is highly valued for its capacity to provide a more reli-
able source of fuel and fibre than many native species in dry conditions
(GISP 2004).

In many cases, control is exercised without explicit consideration of
either damage costs or the benefits of the activities leading to the intro-
duction, establishment or spread of invasive species. Certain pathogens,
such as foot and mouth disease, are automatically eradicated whenever
they appear without any cost-benefit calculation being made. In these
circumstances it is still useful to consider the cost-effectiveness of con-
trol options. The literature on cost-effectiveness to date reflects a con-
sensus that eradication is more cost-effective than control in most cases.
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There is no consensus on the relative cost-effectiveness of eradication and
prevention (through detection and interception in support of or red/black
lists, or through quarantine).

The conclusion that many have drawn is that all conservation and devel-
opment projects are location-specific, that the interactions between local
people and ecological resources matter, and that it is important to under-
stand the distribution of the costs and benefits of environmental change.
If the people in locations where potentially invasive species appear are
poor, their capacity to deal with the problem will be low. Borggaard
et al. (2003), for example, note that cogon grass (Imperata cylindrica)
has invaded shifting cultivation plots in many South and Southeast Asian
countries. Since shifting cultivators are among the poorest members of
those societies, the control measures needed to eradicate it (Johnson and
Shilling 2003) are beyond their means. The problem is exaggerated by
the migration or displacement of shifting cultivators since new farmers
may be unaware of local conditions and so may not appreciate the extent
of the problem (Adger et al. 2002). In these circumstances, it has been
argued that the only effective strategies may be to manage for system
resilience by adopting policies that enhance soil fertility, reduce clearing
costs and increase the rate of forest recovery (Albers ez al. 2006).

5 Invasion externalities: economic instruments of IAS
control in poor countries

From an economic perspective, the problem of invasive species repre-
sents a classic market failure. Market prices of potentially invasive species
do not reflect the costs they may impose on society, in part because
many markets have been prevented from operating efficiently by agricul-
tural policies and institutions. Agricultural tax/subsidy and price policies
have increased the vulnerability of agro-ecosystems by reducing agro-
biodiversity and by encouraging farm management regimes that leave
agro-ecosystems open to invasion. Moreover, the lack of well-defined
property rights in land and ecological services has discouraged people
from taking action to control invading species. At the same time, the
deregulation of both national and international markets has reduced both
the surveillance of trade and the barriers to trade (Perrings ez al. 2002).

A second point made by Perrings ez al. (2002) is that there is a strong
‘public good’ element in the control of biological invasions. The bene-
fits of quarantine, for example, are neither ‘rival’ nor ‘exclusive’. If one
extra person benefits from the protection offered by a quarantine policy
it affects neither the cost of quarantine nor the benefits of quarantine
to others. But because public goods are non-exclusive, any one person
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or any one country has a strong incentive to free-ride on the efforts of
others. The implication of this is that if it were left to the market, there
would be insufficient control of potentially invasive pests and pathogens.
More importantly, the international control of many invasive species,
such as infectious and communicable diseases, depends on the least effec-
tive provider — the weakest link in the chain (Sandler 1997). If control of
an invasive species involves containment (or eradication) by all landown-
ers, it will be only as good as the containment (or eradication) activities
of the least effective landowner.

Since biodiversity conservation is at once a global, regional, national
and local public good, it requires programmes of public investment that
operate over a wide range of spatial and temporal scales (Perrings and
Gadgil 2003). Moreover, a condition for an internationally efficient allo-
cation of resources to conservation is that countries should be compen-
sated for their contribution to the international public good. The incre-
mental cost principle of the GEF implies just this, as does the CBD
principle of the equitable sharing of the benefits of biodiversity conser-
vation. Yet the structure of international markets and the rules governing
international trade and investment mean that in practice those whose
actions confer biodiversity benefits on others are seldom compensated.
Equally, those whose actions impose biodiversity costs on others are sel-
dom penalised.

It is not surprising therefore that the discussion has been dominated by
instruments aimed at addressing the problems of externality and public
goods. In the case of domestic markets, externalities can be addressed
through a range of mechanisms extending from the assignment of prop-
erty rights, through the use of market-based mechanisms such as taxes
and subsidies, to simple regulatory measures supported by penalties for
non-compliance. In international markets, where there is no sovereign
authority, these options are not available. The choice of mechanisms
open to any one country is limited by the bilateral and multilateral trade
agreements to which it is party (Perrings er al. 2005). Much of the recent
research on the economic problem of invasive species has accordingly
focused on the options open to governments in these circumstances.

At a theoretical level, one of the main foci of this research has been
the impact of tariffs, which concentrates on the interception of intro-
duced species. Costello and McAusland (2003) consider the relationship
between trade, tariffs and invasive agricultural pests. They show that the
impact depends on the domestic agricultural price elasticity of imports.
An increase in the tariffs always reduces the volume of trade and hence
the rate of introductions, but the resulting stimulation of domestic agri-
culture increases the vulnerability of the sector to invasions.
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Table 5.5 Economic sanitary and phytosanitary instruments

National instruments International instruments
Eradication/control charges Risk-related tariffs

Monitoring charges Inspection fees

Biodiversity maintenance fees Fines/non-compliance penalties
Environmental bonds Tradable risk permits

Risk-related land-use taxes
Fines/non-compliance penalties
‘Green box’ agricultural support measures

McAusland and Costello (2004) then consider the degree to which
non-tariff instruments, specifically inspections, may be used in combina-
tion with tariffs to achieve efficient control over alien species introduc-
tions. They show that the optimal mix of tariffs and inspections depends
both on the rate to which imports are ‘infected’ by alien species and on the
expected damage due to introductions that are not intercepted. Where
the expected damage of unintercepted introductions is high, inspections
dominate tariffs. But where the infection rate is high, tariffs dominate
inspections.

More recently, Margolis ez al. (2005) have applied the Grossman and
Helpman (1994) model of tariff formation to the problem of international
invasion externalities. They show that countries setting tariffs freely will
indeed include expected damage cost of invasions into tariffs, but also
that interest groups may set tariffs sub-optimally in order to introduce
disguised protectionism.

Another novel instrument considered in the theoretical literature is
tradable invasion risk permits. Horan and Lupi (2005) consider the
introduction of aquatic invasive species in the Great Lakes, and propose
the use of tradable invasion risk permits to allocate resources efficiently
between risk-reducing options. Using the example of a small class of
potentially invasive species from the Ponto-Caspian region, they show
that the approach may offer efficiency gains over the more conventional
regulations over ballast water exchange.

In practice, the instruments available to national governments are those
admitted under the General Agreement on Tariffs and Trade, the San-
itary and Phytosanitary Agreement, the International Plant Protection
Convention and related agreements (Shine er al. 2005) (see Table 5.5).
The scope for using tariffs as a primary mechanism is strictly limited,
and the only trade-related instruments involve defensive measures such
as inspection and interception at ports of entry in support of black and
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white (or red, green and amber) lists, and combined with quarantine,
confiscation and destruction.

There are few studies of the biodiversity impacts of economic measures
permitted under current trade agreements. The Secretariat of the Con-
vention of Biological Diversity has reviewed the effect of the Uruguay
Round and its Agreement on Agriculture (URAA) on agro-biodiversity
(SCBD 2005). It concludes that the reduction of ‘amber box’ (trade-
distorting) measures under the URAA may have had positive effects on
agro-biodiversity in countries where agriculture is highly intensive, but
may have had negative effects in countries where agriculture is largely
extensive and relies on traditional techniques. Moreover, this is partic-
ularly likely to have been the case in marginal lands of importance to
biodiversity. The elimination of agricultural support schemes in these
cases merely increases the rate at which soil nutrients are mined and
reduces the resources committed to weed and pest control.

More interesting are the ‘green box’ (non-trade-distorting) measures
designed to internalise externalities or to initiate payments for agricul-
tural services. Many of these are redesigned agriculture support mea-
sures. They have largely been used by developed countries and in many
cases appear to have been beneficial for agro-biodiversity. But the SCBD
(2005) also notes that these have the potential to benefit biodiversity in
developing countries where connected to wildlife or habitat conserva-
tion, or to the protection of traditional livestock strains and landraces.
The report does not consider the problem of invasive species explicitly,
but it would be consistent with this to suggest that green box agricul-
tural support mechanisms that targeted invasion risks may be helpful in
countries where agriculture is based on traditional landraces or livestock
strains and on production methods that are vulnerable to the effects of
invasive weeds, pests and pathogens.

The principle behind green box measures is that the (national) benefi-
ciaries of environmental services provided by farmers should pay for these
services. This implies either payments to farmers when their management
practices confer benefits on society, or taxes when their management prac-
tices impose costs on society. In some cases this may imply the allocation
of property rights. If invasive species increase the risks of fire, for example,
the allocation of rights can create a market in fire risks. Where property
rights are ill-defined, it may be easier to tax activities that lead to IAS
risks. The problem then becomes one of determining the appropriate
level of taxes. While the problem is straightforward in theory — the appro-
priate tax is equal to the marginal external damage cost of the activity —
in practice this may be hard to calculate. Taxes are set at levels that lead
to the desired behaviour. This means that they depend on the elasticity
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of producer responses. Since response elasticities are typically sensitive
to income, poverty becomes an issue in designing economic sanitary
and phytosanitary instruments. Short-run supply and demand elasticities
can be extremely low among the poor (and even negative in the case of
‘inferior’ goods that provide essential life support). The relevant elastici-
ties need to be understood and factored into the development of economic
sanitary and phytosanitary instruments.

6 Public investment in invasive species control
in low-income countries

The second element in the economic treatment of IAS is investment in
IAS control (where this means detection, interception, eradication and
control). International investment in the IAS problem is dominated by
coordinated actions in response to particular threats such as SARS or
Aids, or to bilateral or multilateral conservation and development projects
that include an element of invasive species control. The best known of
these is the South African Working for Water project, of which the control
of IAS in the fynbos is a part. In general, however, lending for invasive
species control is a very small share of World Bank lending for envi-
ronmental and natural resource management (ENRM) projects. Overall
ENRM lending has fallen substantially in the last decade, both in abso-
lute terms and as a percentage of total lending. In 2002 it was less than a
third of what it had been in 1994. Since then it has been improving, but
is still only around 40 per cent of 1994 levels (Acharya er al. 2004).

Identifying the invasive species element in ENRM and linking this to
the problem of poverty is not easy. The connection between poverty and
public investments in invasive species control is most readily obtained
by considering investment strategies in poor regions (e.g. sub-Saharan
Africa). One problem is that invasive species are seldom explicitly iden-
tified. For example, a review of IDA, IBRD and GEF projects with a
biodiversity element in the 1990s reported the Cape Peninsula biodiver-
sity conservation project, but did not identify IAS as an element of that.
Indeed, the only explicit reference to IAS was to a project for the eradica-
tion of IAS in Mauritius (MacKinnon ez al. 2000). Invasive species are,
however, a major component of the action plan of the environment initia-
tive of the New Partnership for Africa’s Development (NEPAD) (UNEP
2003).

The action plan notes that the impacts of invasive species are ‘a major
public policy’ concern in many countries of Africa, affecting water sup-
plies, fisheries, forestry, horticulture, trade and tourism. It also notes that
they are a primary cause of biodiversity loss and ecosystem decline, that
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they exacerbate poverty and threaten the sustainability of development
strategies (UNEP 2003).

The goal of the Programme Area on Prevention, Control and Man-
agement of Invasive Alien Species is stated to be ‘to minimise the impact
of IAS on the African continent’s people, economies and ecological sys-
tems’. It proposes to use the same regional groupings referred to earlier —
the East African Community, the Southern Africa Development Com-
munity and the Common Market for Eastern and Southern Africa — to
regulate and control the introduction and spread of potentially invasive
alien species, exploiting mechanisms identified at the 6th Conference of
the Parties to the CBD. These include improvement in the capacity to
undertake risk assessments, awareness raising and information provision,
and development of the institutional capacity to manage IAS (UNEP
2003).

The foci for terrestrial systems under NEPAD are plant invaders in agri-
culture, forestry and rangelands in the Horn of Africa, sustainable man-
agement of invasive woody species in Southern Africa, and the control of
the invasive Indian House Crow in Eastern Africa (UNEP 2003). While
this maps reasonably well into IAS project funding from the IBRD, IDA
and GEF, it meshes less well with the priorities identified in Rangi (2004),
for whom the primary concern remains the effect of IAS on agriculture.

Part of the reason for this may be that while IAS are a major threat
to food security, and while food security is the highest priority for many
African governments, the linkage between them has not hitherto been
made (Rangi 2004). Food security is certainly the first goal of poverty
alleviation, which means that if IAS control is to be related to poverty
alleviation, the natural foci are indeed IAS that affect the supply of food
and water. Since many of the world’s poor live in marginal, highly dis-
turbed lands that are often the first to be colonised by invasive species,
and since they do indeed exploit these species for food, fuel and fibre,
it is not surprising that they sometimes have an ambivalent attitude to
IAS control. One implication may be that invasive species should not be
controlled. Another may be that IAS control should not be undertaken
unless other measures have been put in place to compensate the poor for
the loss of resources that results.

7 Factoring poverty into predictive modelling
and management

Finally, an important feature of biological invasions is that they are, ex
ante, highly uncertain. Williamson (1996) argues that this is because there
are no general laws governing invasions. If so, it follows that it is extremely
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difficult to model the process and prediction of the population dynamics
of a particular species in a particular habitat requires detailed study of
that species in that habitat (Lawton 1999). Williamson (1996) claims
that there are only two reasonably good predictors of the invasiveness of
particular species: (a) a previous history of invasions by the same species,
and (b) propagule pressure. Nevertheless, the assessment of the predictive
capacity of models of the invasions process by the NAS Committee on
the Scientific Basis for Predicting the Invasive Potential of Nonindigenous
Plants and Plant Pests in the United States suggested that this may be too
cautious and that there are other ‘biological leads’ that can be followed
to improve predictability of invasiveness (NAS 2002). More importantly,
these biological leads can be augmented by ‘economic leads’ — of which
rural poverty is one.

Most recent work on the economics of IAS has involved the devel-
opment of models of decision making under uncertainty, using a vari-
ant of either optimal control or stochastic dynamic programming in a
bio-economic or ecological economic framework (Eisworth and Johnson
2002; Horan et al. 2002; Albers et al. 2006; Finnof et al. 2005; Knowler
and Barbier 2005; Olson and Roy 2002; Perrings 2005). The quality of
the data in these models is taken as given, although it is recognised that
the risks confronting decision makers may not be independent of their
actions.

The point has already been made that the nature and direction of path-
ways, the species that are likely to be introduced via those pathways and
the frequency of introductions (propagule pressure) are all dependent on
trade (and aid) flows. Hence changes in the structure, volume and value of
trade will affect the probability that species from particular regions will be
introduced into other regions. As the NAS (2002) puts it, China is likely
to become a source of new invasive plants in the USA simply because of
the growth in bilateral trade between them, the fact that they share simi-
lar physical and climatic conditions and have many related plant species.
Nevertheless, the only recommendations they make on steps to take to
improve the predictive capacity of models of biological invasions involve
biotic and abiotic variables. Climate-matching models such as CLIMEX
are recognised to be useful tools, and a range of research tasks is identified
on, for example, host specificity among pathogens, the fate of biocontrol
agents and the performance of US plants grown abroad. Nothing is said,
however, about exploiting information on other factors that co-vary with
biological invasions, such as trade or land use, or with the resources that
are committed to detection and interception, eradication and control.

Perrings et al. (2002) make the point that the probability that a poten-
tially invasive species is introduced, establishes and spreads depends on
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the strategy adopted to deal with invasive species. The main options are
mitigation and adaptation. Mitigation is action to reduce the likelihood
that a species will establish or spread. Adaptation is action that changes
the cost of invasions, but does not affect the likelihood that they will
occur. The choice between mitigation and adaptation strategies depends
on their relative net benefits given the risk preferences of the decision
maker and the (Shogren and Crocker 1999; Shogren 2000; Leung ez al.
2002), but it also depends crucially on the capacity to predict the conse-
quences of current actions. If it is not possible to affect the likelihood of
invasions, then the only possible strategy is adaptation (Horan ez al. 2002;
Perrings 2005). The capacity to predict either invasiveness or invasibility
allows decision makers to opt for a strategy of mitigation and this in turn
changes the risk of invasions.

The likelihood of invasions depends on both the invasiveness of species
and the invasibility of habitats. Both are influenced by socio-economic
conditions. Invasiveness depends both on the properties of the organ-
isms, resource flows (trade, transport and travel) and measures to detect
and intercept introduced species. Invasibility depends on climatic and
environmental conditions in the host system, but it also depends on the
degree of habitat disturbance, fragmentation and simplification, on the
openness of that system and on the effectiveness of control measures.
Once again, these are influenced by socio-economic conditions. At the
macro level, the openness of a country’s economy, the composition of
its trade flows, its regulatory regimes and the importance of agriculture,
forestry or tourism all make it more or less vulnerable to invasions by alien
species. So islands are susceptible to invasions partly because their native
biodiversity is vulnerable, but also because they are typically very open.
Dalmazzone (2000) observed that the average percentage of merchandise
imports as a share of the GDP is 43 per cent for islands as against 27 per
cent for continental countries.

At the micro level the invasibility of a habitat depends on land use
and land management, including the management of alien species. In
other words, the risks of biological invasions are endogenous (Shogren,
2000; Finnoff er al. 2005). So the habitat disturbance associated with
the migration of shifting cultivators into new lands in Southeast Asia has
been associated with the spread of cogon grass (Borggaard ez al. 2003).
Information of this kind may be used to improve the predictability of
models. In the South African case, for example, models to predict the
spread of IAS include at least some data on land use, but turn out to be
quite sensitive to the modelling approach employed. Rouget ez al. (2003)
found that between 27 per cent and 32 per cent of land untransformed
by agriculture in the fynbos and the renosterveld might be expected to
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be invaded, depending on whether rule-based or statistical modelling
techniques are used. By adding models of the allocation of resources
by resource users it should be possible to improve the capacity to predict
changes in the invasibility of such habitats. Moreover, by adding models of
trade and land use it should be possible to improve the capacity to predict
both the introduction and spread of species. This, in turn, will make it
possible to mitigate invasion risks. A strong positive correlation between
trade volumes and the establishment of potentially invasive species has
been shown for particular species of birds and fish, and there is some
evidence of a correlation between the volume of all trade and general
invasion risks (Dalmazzone 2000; Levine and D’Antonio 2003). Since
poverty is positively correlated with many of the risk factors related both
to the invasibility of ecosystems and to the weakness of detection and
control measures, it should prove possible to factor it into predictive
models of biological invasions.
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6 Prevention versus control in invasive
species management

David Finnoff, Jason E Shogren, Brian Leung
and Dawvid Lodge

1 Introduction

As a leading cause of biodiversity loss and environmental damage, non-
indigenous species can pose significant risks to society (see Mack er al.
2000, Lodge 2001). Managing these risks cost-effectively requires a
consistent framework for bio-economic risk assessment. The economic
theory of endogenous risk — merged with applied population ecology —
provides such a framework (Shogren 2000; Leung er al. 2002).
Endogenous risk captures the risk-benefit tradeoffs created by jointly
determined ecosystem conditions, species characteristics and economic
circumstances (Crocker and T'schirhart 1992; Settle ez al. 2002). Endoge-
nous risk theory stresses that management priorities depend crucially on
both the zastes of the manager — his preferences over time and for risk
bearing — and the technology of risk reduction — prevention, control and
adaptation matter for optimal reduction strategies. Holding initial bio-
logical circumstances constant, managers with different preferences will
likely make different choices on the mix of prevention and control. How
different tastes affect technology choice, however, remains an open ques-
tion in invasive species management.

This chapter investigates how manager types differentiated by prefer-
ences over time and over risk affect the optimal mix of prevention and
control. The chapter advances our understanding on the behavioural
underpinnings of risk-reduction strategies to control invasive species.
Endogenous risk theory is a flexible tool that allows one to better under-
stand the tradeoffs involved in changing the odds that good events are
realised or in decreasing the severity of bad events if they are realised
(Ehrlich and Becker 1972). The chapter also illustrates one approach to
integrate economics and biology into a model to illustrate how humans
affect nature and how nature affects humans. Capturing the dynamic
feedback loops between the natural and social systems can be crucial
for unbiased estimates of the key biological and economic parameters of
interest (Finnoff ez al. 2005).
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Our analysis in this chapter proceeds in two steps. First, the problem
is framed using a dynamic endogenous risk model that accounts for both
biological and economic circumstances. In the framework the compara-
tive statics on how changing tastes affect the technology mix are explored.
Second, the model is implemented through an application of managing
zebra mussels in a lake. Zebra mussels (Dreissena polymorpha) provide
an illuminating example as their invasions currently cost US industries
an estimated $100 million per year (Pimentel ez al. 1999). Regional and
federal governmental agencies and private producers faced with impacts
(primarily power plants and water treatment facilities) continue to exper-
iment with new control measures in an effort to maximise the bene-
fits of zebra mussel control, and prevention of new infestations remains
timely because zebra mussels are still expanding their range within North
America (Bossenbroek ez al. 2001). Zebra mussels have also been shown
to cause substantial environmental impacts (Ricciardi ez al. 1998; Lodge
2001). Using stochastic dynamic programming simulation, the impacts of
preference changes on the mix of prevention and control, the probability
of invasion and the overall welfare of the system are considered. Results
suggest that an invasive species manager who is less risk averse and less
myopic will likely invest more in prevention and less in control, which in
turn requires less private adaptation by a firm, resulting in greater social
welfare relative to a risk-averse, myopic manager.

2 Discrete dynamic endogenous risk framework

The classical models of choice under uncertainty underlie the theory
of endogenous risk (von Neumann and Morgenstern 1944). Following
Shogren (2000), consider a benevolent manager who allocates scarce
resources to maximise expected social welfare subject to the risk of inva-
sion. Herein, let the general circumstance of invasive species be seen as
the management of an impure public ‘bad’. Consider highly mobile inva-
sive species with numerous transportation pathways, such that private
citizens or firms cannot control the entry of the invasive into the over-
all system (e.g. zebra mussels entering into the great lakes in the ballast
water of ships). Once established, the invader can cause adverse impacts.
While private individuals or firms can only adapt to the invader, assume
an overreaching governmental agency that acts as a benevolent manager.
The manager can only partially control future invasions and growth of
the invader through collective prevention and control strategies, given
uncertainty in the ‘kill function’ (Feder 1979). These government actions
provide a public good to private individuals who also respond to the inva-
sion. Thus the framework casts the benevolent manager making optimal
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decisions given the risks of invasion and behaviour of private individuals,
who also react to the consequences of invasion.

Private individuals (firms) are viewed as relatively myopic — they are
relatively less farsighted than the benevolent manager. This restriction
reflects the notion that firms make private decisions based on market
discount rates, whereas the manager employs a rate based on social pref-
erences. In general, the market discount rate is assumed to not exceed the
social rate (e.g. Weitzman 1994). For tractability, assume that firms are
completely myopic with a discount rate of zero. Lacking foresight, they
take the state (as defined by the invasive species) as given and ignore any
future repercussions of their behaviour. Consistent with myopic individ-
uals, assume risk-neutral behaviour on the part of individuals to allow a
focus on the effects of the manager’s risk preferences.

In any period z, a representative individual (firm) maximises utility
subject to their budget constraint taking the current state as given. Let
states be defined by current period invader abundance 6, (state variable).
Invader abundances cause damages D,, where monetised damages serve
to diminish initial private wealth M’ . In response, individuals have costly
strategies at their disposal and can adapt Z” to the invader. Adaptation (or
self-insurance) accepts the direct damages and compensates in response
to reduce the consequences of the damage.! This strategy refers to those
options available to the individual that allow them to compensate for
the realised damages. For example, if the individual in question is an
individual power plant, zebra mussels clog coolant systems. The plant
may be able to compensate/adapt to the damage inflicted by the mussels
simply through employing factors of production and operate longer hours
or burn more fuel than otherwise necessary.

Inserting the individual’s budget constraint into their utility function
yields the objective function,
max U (M - D (2736') - G (Z))) M
in which damages depend on given state 6,, where states are defined by
current period invader abundance, which range from a minimum of zero
before invasion or after complete eradication to any level of abundance
within the system’s carrying capacity. C, is the individual’s cost function,
assumed to be monotonically increasing in adaptation. The first-order
condition for private adaptation is

—U/(M? = D, (z50") = C.(2])) [Dzr + Czr] = 0 @)

1 So that Dz < 0 and if diminishing marginal effectiveness of Z” is assumed Dzz > 0
(Lichtenberg and Zilberman 1986).
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Assuming an interior solution, time and state notation are suppressed
and primes and subscripts indicate partial derivatives. As usual, condi-
tion (2) requires a balance of the marginal benefits of adaptation with
its marginal costs such that the marginal damage reduction Dy is equal
to the marginal cost of adaptation C,r. Note that benefits arise from
reduced consequences of damages given the adaptation response, and all
benefits and costs (from the individual’s viewpoint) accrue in the current
period. Assuming the sufficiency conditions are maintained,” this condi-
tion determines the individual’s optimal level of adaptation ZAIP s, i any
given period and state.

Given the individual’s optimal choice, the benevolent manager max-
imises expected social welfare subject to the risk of invasion. Let social
welfare be the discounted stream of intergenerational individual utility
augmented by the costs of collective action. Unlike the firm, the manager
considers the dynamics of the invasion process and can partially control
entry and growth of the invader. The manager then directly influences
the realised state 6,. The manager reduces the damages associated with
invasion i future periods through either collective control or prevention.
To result in damages, the invader must successfully traverse a number
of interrelated processes: introduction, establishment and growth of the
invader. Not all species that invade become established and not all estab-
lished invaders cause damages (see Williamson 1996). Once a species
establishes itself, let the system be considered invaded. After establish-
ment, the invader can increase in abundance. It is the abundance that
directly relates to damages. Unlike other forms of pollution, in which
remedial efforts can have lasting effects, biological organisms can repro-
duce such that control efforts may be necessary in perpetuity.

To combat the risks of invasion and reduce the probability of damages,
the resource manager can employ collective prevention S to reduce the
probability that invasion occurs at all. Once an invasion has occurred,
they can collectively control X to reduce the abundance and damages in
the next period.

Let the risk of invasion be a multi-period compound lottery that reflects
a separation in the probability of invasion in non-invaded states and tran-
sition probabilities in invaded states. Figure 6.1 presents a simplified view
of a discrete invasion process for the first four periods of an invasion, ¢
through (z + 3).

2 The second-order conditions require U”(.)(DZZP —+ Cth)2 - U/(.)(DthZ[p + CZZPZIP) <0
which are satisfied by the assumptions of the model, namely that U” (.) <0 and
DZ[PZtP’ CZ[PZtP > 0.



170 Biodiversity Economics

B3 =N,"
Qs (XS,
! 9t+3 :Nzl
(1_q1+3 (Xﬁz Nr))i
qw(xlciz N1|) | B3 =N,
e (X5 ) i
® O3 =N;
E (l_qnz (Xﬁz N1| )) E
(1_q1+2 (X& N1)) i i
g s | Bre3 =Ny
pt+1(st) E Giss (X|+2 N1) !
L Gug =Ny
P+ 1-0.s Xﬁz N i
(peals) Prr2(St+y ( ¢ ( )) ;
9( =0 E
¢ (1-pe+2(St+1)) P+3(Str2) Orr3 =N
91+1 =0
t+1 (1'pt+3(St+2))
t+2
01+3 =0
t+3

Figure 6.1. Schematic of the invasion process
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In any time interval, there is only a single realised state. When forecast-
ing the consequences of actions into the future, however, it is necessary to
consider the probabilities of being in each possible state. For example, if
the state of nature is uninvaded (current invader abundance 6,= 0) in the
initial period, there is some probability of invasion p,.1(S;), during the
transition to ¢ 4+ 1. Let this be a diminishing function of collective preven-
tion applied in z such that p,.;($) and p,11,5 < 0, pry1,55 > 0, where the
second set of subscripts indicate partial derivatives. If the invasion is suc-
cessful the invaders become established (6,,; = N;) and cause damages
in (z 4+ 1). If the invasion is not successful the invader does not become
established (6.1 = 0) and there is no damage.

In the transition to (¢ + 2), in the non-invaded state the manager faces
the threat of invasion (with probability p,.,). But in the invaded state,
they experience current period damages due to the abundance of the
invader N; and face the threat of even larger damages in the subse-
quent period through growth of invaders (with probability p,.5). Pro-
jected future actions include application of prevention S, and collective
control measures X, as the realised state is not known with certainty.
The probability of growth (transition probability) is conditioned on the
abundance and would follow some population growth model. Collective
control serves to reduce the reproducing invader population in (z 4+ 1) so
that the magnitude of growth in the transition to (z + 2) ¢;42(X+1|N})
depends on collective control and ¢,41,x < 0, ¢,41,xx > 0.”

If control measures are unsuccessful and the invader grows to a
high level (0,0 = N ]1“), there are damages, but if control is success-
ful the invader’s growth is halted and there are low (or zero) damages
Or12 = N’l). But even if control is successful and there are low or no
damages in (z + 2), the biological population may grow and cause dam-
ages in future periods.

In our example, the manager takes current period damages as given and
their employment of collective prevention and control is costly in the cur-
rent period yet influences the invasion process in the subsequent period.
The manager’s strategies add to total costs, represented by augment-
ing the cost function to be C,(X,, S, Zf ), maintained as monotonically
increasing in each argument.

The manager’s objective is to maximise discounted social welfare over
horizon T, where social welfare in ¢ is initial social wealth M, net of dam-
ages and the costs of invasion. In a discrete framework, write the stochastic
dynamic programming equation (SDPE) as the summation of optimised

3 In this format, both prevention and control are also referred to as self-protection or miti-
gation strategies (see Ehrlich and Becker 1972).
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discounted welfare in year ¢ and all future years. Let W be the maximum
discounted expected social welfare from the perspective of initial period
t, and o be a parameter reflecting the manager’s absolute risk aversion.
Periodic social welfare is U,, an increasing (U; > 0) and strictly concave
(U,” < 0) thrice-differentiable von Neumann-Morgenstern utility func-
tion. The SDPE is

W) =max U (M = D, (Z[;N) = C. (S, X, Z7) 3 )
+pE, W(0,1150) 3

where current social welfare depends on damages due to current invader
abundances, optimal private behaviour Zf’ , its cost, and the costs of col-
lective action. Welfare in subsequent periods ¢ + 1 is discounted by factor
p* and uncertain given random invasion, growth and damage. E, is the
conditional expectation operator from the viewpoint of z. In the analyt-
ical model (not the simulation model) we consider a two-period model
with a simplified case of three potential states in (z + 1): no invasion (and
no damages if currently uninvaded), invaded and severe damages, and
invaded and minimal damage. Expected welfare in (z + 1) is given by

~ 41 (X1 N)Uss1 (Goyrs )
EWO) = 2era (5) [++<1 g (X1 ND) Up <Hm;a>}
+ (1 = p41(8) Upr (Hy152) @

Net incomes in (z + 1) are described by the following conventions:
Gt+1 MJrl - Dt+1 (ZH_ls N) Ct+1 (S[Jrls ){):Jrla ZH-I)
Hiy =M1 — G (SerI> 7+1> Ztlll)

where G, < H;.1. As equation (4) demonstrates, odds exist ¢, that
the invader grows rapidly in the transition to (z + 1) and causes damages
only in the invaded state. If control measures are successful (1 — ¢,11),
such that control is 100 per cent effective, the growth of the invader is
halted with no damage. Note that the probability of growth and dam-
age in the invaded state ¢,;;(X;|N)) is conditioned on the abundance
in z, while daxpages in (z + 1) depend on the abundance of invader in
(t+ 1), D1 (ZE 5 Njy).

In ¢ the first-order condition for optimal collective prevention is given
by

Ws = —U/(G;;)Cr 5 + pPi41,59:+1 (U1 (Grpps @)
—Us1(Hy150)) =0 5)

4 The discount factor p is related to the discount rate rby p = 1/(1 +r).
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where primes and subscripted variables indicate partial derivatives. Con-
dition (5) requires the manager to employ prevention in ¢ up to the level
in which the marginal costs of its current employment (first term) equals
the discounted expected marginal benefits in the following period. The
welfare gains are the result of a reduced probability of invasion and the
increased chances of no damage in (z + 1).

The first-order condition for collective control is in turn given by

Wy, = — U/(G;;0)Cyx, + ppi419i4+1,x, (Uit 1(Gryr5 )
— U1 (Hy30)) =0 (6)

which requires collective control to be employed in period r up to the
level that equates the marginal cost of control in the current period to
the discounted expected marginal benefits of control in the subsequent
period. The marginal benefits result from a reduced chance of growth in
the invaded state in (z + 1).”

3 Comparative statics: discounting and risk aversion

It would seem apparent that a manager’s choice of prevention and con-
trol depends in part on his preferences for time and for risk bearing.
A manager with a high discount rate and high risk aversion is likely to
make different risk-reduction decisions than if he/she was far-sighted and
risk-neutral. Herein the influence of these postulates over a manager’s
prevention and control choices are explored.

Discounting
Let’s first consider the comparative statics for time preferences. For com-
putational simplicity, the discount factor is employed — the inverse of the
discount rate. First consider prevention. Using the first-order conditions
(4) and (5), the implicit function theorem, and assuming the Hessian
matrix H is negative definite, the comparative static for prevention yields

Direct  Effect Indirect  Effect
0S  —{EMBP,}W..+{EMBC,} W,
o |H

The first term in the numerator on the right-hand side is the direct effect

of the discount factor on prevention; the second term is the indirect effect.
The sign and magnitude of the direct effect depends on how a change in

)

5 Note that throughout we assume the second-order sufficiency conditions are maintained
for optimal collective decision making, with a negative definite Hessian matrix H such
that Wy, x, < 0, W5, < 0 and |H| = Wy, x, Wi,s, — (Wx,s,)? > 0.
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the discount factor affects the expected marginal benefits of prevention
(EMBP) or,

oEMBP

o =EMBP, = p,41,591+1(U1(Gi1150) = Uy (Hy15@))

©)

EMBP are increasing in the discount factor (decreasing in the discount
rate). Given W}, < 0 by the second-order conditions, the direct effect of
the discount factor on prevention is positive — a greater discount factor
(i.e. a lower discount rate) implies more prevention.

The second term is the indirect effect. The effect is a function of a
change in the discount factor on the expected marginal benefits of conzrol
(EMBC)

3[EMBC]

= EMBCP
ap

= Pr119041,X, (Ut 1(Grp130) = U1 (Hy1500)) ©)

EMBC are also increasing in the discount factor (decreasing in the dis-
count rate). Given this, the indirect effect can either accentuate or attenu-
ate the positive direct effect depending on the relationship W;,. The term
is given by

Wsx = U/ (G;;a)C,,5Cx, — U/(Gi;@)Cps x, + PP41,891+1, X

U (Giyrsa)
* (—Uz+1(Hz+1505)> (10)

The first term on the right-hand side is negative given the assumptions
over utility and cost functions. A reasonable assumption finds C,; = 0 and
the second term disappears. The third term can be shown to be negative
as both ps and ¢x < 0 and the term in parentheses being negative. W},
is therefore negative, such that the indirect effect attenuates the direct
effect, perhaps to the point of reversing the sign — a higher discount rate
increases prevention.®
How the discount factor affects control is summarised by

Direct  Effect Indirect  Effect
90X  —{EMBC,}W, + (EMBP,} W;,
ap | H|

Again the first term is a direct effect of the discount factor on control,
which is positive (EMBC, > 0 and W, < 0). Again, a larger discount

(11

6 This reliance on relative magnitudes of direct and indirect effects reveals the need for more
and better species-specific data on the underlying technology of invasive risk reduction.
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factor (rate) implies more (less) control today. The second term is an
indirect effect. Since EMBC, > 0, the sign of the indirect effect again
depends on W, demonstrated to be negative above. The indirect effect
of the discount factor (rate) is negative and the total effect depends on
relative magnitudes.

Reiterating, a striking feature of the model is the equivalence between
the direct effects of each strategy and the indirect effect of the other. But
the relationship is not 1:1. This is because the direct effects are weighted
by the other strategy’s own effects on their employment (W}, and W)
and the indirect effects weighted by cross effects (W, and W},). The key
is to understand the relative magnitudes of the direct and indirect effects.
If indirect effects are negligible as would be the case for small W, and/or
one of EMBC, or EMBC, being small in relation to the other, the direct
effects of both strategies could dominate (and be negative in the discount
rate). But if W, is large and/or EMBC, and EMBC, are relatively similar
in magnitude, the indirect effects become important. For example, if the
direct effect on prevention is stronger than the direct effect on control,
then an increase in the discount rate reduces prevention (through domi-
nant own direct effect) and increases levels of control (through dominant
indirect effect).

Risk aversion

A similar procedure is followed to explore how differing levels of risk
aversion affect prevention and control. In general, the direct and indirect
effects of increased risk aversion yield indefinite comparative statics for
two reasons. First, the direct impacts now depend on both the rate of
change in the marginal utility of income and the rate of change in utility,
which complicates the basic economic intuition that a more risk-averse
manager should use more of the safer strategy, while shying away from the
risky strategy (Briys and Schlesinger 1990). Second, the indirect effect
again attenuates the direct effect, perhaps to the point of reversing the
relationship. To see this, first consider the effect of changes in risk aversion
on prevention:

Direct Effect Indirect Effect

39S  —{EMBP, — MCP,} W, + {EMBC, — MCC,} W,
da | H|

12)

The first term in the numerator is the direct effect, which has three
parts: change in the discounted expected marginal benefits of preven-
tion (EMBP), % = EMBP,; net of the change in current marginal
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opportunity costs of prevention (MCP), % = MCP,; and W,,. Mak-
ing generalisations now is problematic because EMBC, depends on the
rate of change in wuziliry for a change in risk aversion, U, (.) = % and
because MCP, depends (in part) on the rate of change in the marginal
utility of income for a change in risk aversion, U, (.) = % = % While
the signs of both utility effects move in unison and could be either positive
or negative (or zero, which implies no changes),’ the most plausible case
is positive when welfare is normalised across levels of risk aversion.®

For a positive utility effect, the sign of EMBP, depends on the utility

effect (positive in this case U,(.) > 0) such that

EMBP, = ppsq:+1(Uit1,0 (Gry150) — Upy1,0 (Hp15 ) (13)

and EMBP, is negative following the maintained assumptions. Further,
if H is taken as the maximum wealth achieved (i.e. that with no adverse
impacts of the invader) and is therefore equal to the normalisation level
of wealth used,’ then Uii1,6(Gip150) — U1, (H415) > 0 delivering a
negative EMBP,,. Given U,(.) > 0 the MCP is positive,

MCP, = U,o/ (Gi30)Cys (14)

i.e. MCP, > 0. This implies a dollar saved today is more valuable to the
manager. Therefore, since EMBP, < 0 and MCP,, > 0 is subtracted, the
direct effect is negative. This suggests that a more risk-averse manager
actually has a direct incentive to reduce prevention. This result arises
because the opportunity costs of prevention (MCP, > 0) have increased
and because the expected future benefits have decreased (EMBP, < 0).
A more risk-averse manager directly reacts unfavourably towards pre-
vention because it is a riskier strategy relative to the control strategy —
prevention acts to reduce the probability of invasion, while control acts
to reduce the chance established invaders grow and cause damage. Risk-
averse managers directly opt for less of the riskier strategy.'®

® =

See the review in Eeckhoudt and Hammitt (2004).

Normalising welfare for levels of risk aversion implies that W(M) = M, for all utility
representations, where M is the maximum wealth achieved in a system. Normalisation
allows one to compare differing levels of risk aversion across a common metric.

Such that as H approaches the maximum achievable wealth U, 1, (H4150) — 0.

In contrast, in the less likely case of negative utility effects, i.e. U, (.) < 0 and U,(.) < 0,
which implies MCP, < 0. The net in parentheses in (10) is negative and EMBP, > 0.
Now the direct effect is positive, more risk aversion leads to more prevention. Richer
managers are less impacted by an increase in risk aversion and they are still willing to
use the riskier strategy.
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Now consider the indirect effect, the second term in the numerator of
(12). The indirect effect depends on the effect on discounted expected
marginal benefits of control EMBC B[EA/iB Cl = EMBC,, the effect on cur-

rent marginal opportunity costs of control MCC 3[1\;150 = MCC,, and the
cross effect W, (demonstrated above to be negative). As in the direct
effect, the EMBC,,

EMBCy = ppi+19:+1,% (Uit 1,6 (Gri15 @) = Ur 1,0 (Hrp150)) - (15)
depends on U, (.) while the MCC,, i.e.
MCC, = U, ,(G;;)C, x, (16)

depends on U, (.). Again, for the most plausible case of a positive utility
effect MCC, > 0. The EMBC, depends (as with the direct effect) on
the net U4 1,4 (G153 0) — Uy 1,4 (Hi415 ) which is positive if H is taken as
the maximum wealth, such that EMBCa < 0 as g,4+1,x < 0. The indirect
effect is therefore positive and serves to attenuate the direct effect of risk
aversion on prevention.'!

Now consider how greater risk aversion affects control, which is sum-
marised as

Direct Effect Indirect Effec

9X —{EMBC, — MCC,} W+ {EMBP, — MCP,} W,
da |H|

Again the direct effect is the first term, the indirect the second. Note the
correspondence between the direct (indirect) effect for prevention and
the indirect (direct) effect for control.

Consider first the direct effect. For managers with U,(.) > 0 and
U,(.) > 0, it was shown above that EMBC, < 0 and MCC, > 0 so that
the direct effect is negative. As a manager becomes more risk averse, he
has a direct incentive to decrease control. More risk aversion increases
his marginal gains of getting an extra dollar today (at an increasing rate) —
this implies the opportunity cost of spending a dollar today has increased.
That is, with increased risk aversion, a manager now puts more weight on
both the extra dollar spent on control today and the extra dollar gained
in the future. Money means more to him, today and into the future. He
is tempted to save his dollar today — but if the marginal benefit gained in
the future is big enough, he will increase control.'?

a7

1 1f U, () < 0, then MCC,, < 0, EMBC, > 0 and the indirect effect is negative, which will
attenuate the positive direct effect in this case.

12 For managers with U, () <0and Uy(.) <0, MCC, < 0 and EMBC,, > 0, so that the
direct effect is positive. A more risk-averse rich manager increases control.



178 Biodiversity Economics

The indirect effect of risk aversion on control follows the implications
of the direct effect on prevention. For a positive utility effect U, (.) >
0, U,(.) > 0 and the most plausible scenario finds EMBP, < 0, MCP, >
0, and coupled with W, > 0 the indirect effect is positive and attenuates
the direct effect.'?

In summary, increasing risk aversion alters both the marginal oppor-
tunity cost of spending money on prevention and control today and the
expected marginal benefits in the future. If the change in both utility and
the marginal utility of income for a change in risk aversion is positive, the
direct effects on both strategies are negative, while the indirect effects are
positive and attenuate the direct effects. The reverse holds in the case of a
negative change in utility and the marginal utility of income for a change
in risk aversion, and the indirect effects continue to attenuate the direct
effects. The overall sign remains ambiguous and will be determined by
the relative magnitude of the direct and indirect effects. These magni-
tudes in turn are influenced by the marginal opportunity cost of spending
money on prevention and control today, the expected marginal benefits
in the future, and the relative magnitudes of the own and cross effects
W, Wi, and W,,. If the cross effect is small, the indirect effects will be
minor, perhaps allowing the direct effects of borh strategies to dominate.
But if there is a high degree of connection, the indirect effects could well
matter. Making precise statements about sign and magnitude of the direct
and indirect effects is likely to depend on specific applications for specific
species.

4 Application: zebra mussel invasion

4.1 Empirical model

To illustrate how tastes and technology interact in invasive species man-
agement a specific case is employed in numeric simulation. First, the
underlying biology of the invasion process is specified. Second, human
and biological components are integrated using a stochastic dynamic pro-
gramming (SDP) model (Bellman 1961). The SDP framework allows
the explicit incorporation of uncertainty into the decision process and
provides the flexibility to incorporate jointly mediated biological and eco-
nomic behaviour.

13 Again the situation changes when U,(.) <0and U,() <0, EMBP, > 0 and MCP, <
0. The indirect effect of risk aversion on control flips to being negative and continues to
attenuate the direct effect, positive in this case.
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In the applied model there is a finite set of states 7{z = 0, 1,....... n}
and time #{t =0, 1,..., T}. Let states be defined by discrete levels of
population abundance N, for each period z. Let the manager maximise
discounted social welfare over the time horizon 7. From the perspective
of any particular state and period, assume the state variable N, is known
before the manager makes decisions over controls §;, X; and private firms
make decisions over adaptation ZtP (state subscripts are suppressed).
These choices define social welfare as W(D(Z;; N;), C(S,, X;, Z;)) for that
period and state, a function of the damages D caused by the abundance of
the invader, and the costs of S;, X; and Z,. Future social welfare is uncer-
tain because of the underlying stochastic ecological process governing
transitions between states.

Transitions between states over time through population growth
are Markov and governed by N, = f(¢&, N,, X;), where g, represents
stochastic population growth. Control effort in period ¢ serves to lower
the reproducing population in z, whereas prevention effort in period ¢
reduces the probability of invasion in (z + 1).

Following Leung er al. (2002), the ecology of the invasion process is
captured as a multi-state compound lottery. A continuum of states N,
is allowed between 0 (unsuccessful invasion) and the carrying capacity
K. Assume a clear differentiation in the points of contact between pre-
vention, control and adaptation and the ecological system as described
above.

The probability of invasion is specified as

pZz+1 — pbefAsf!z (18)

where p}, | is the realised probability of invasion in the following period.
Pi;4+1 depends on the baseline probability of invasion pb and the man-
ager’s prevention effort S, in the current period. Parameter A reflects
the efficacy of mitigation efforts and e is the exponential function.

Given an invasion in (z + 1), the probability of growth ¢;,,; depends
on initial population ]\é’jt 41> which in turn depends on collective con-
trol efforts in the preceding period X, and stochastic population growth
(from random variable ¢;,). The process proceeds in two stages. First, in
period t, collective control reduces the abundance of reproducing invaders
(i.e. the kill function) during the transition to (z + 1), hence

N = Nyt a9

where N}, are the residual of initial invaders N7, that survive control mea-
sures and may growth, and v is a parameter describing the effectiveness
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of adaptation. The accompanying stock growth uncertainty from random
variable &, occurs through the logistic expression

N?
A[iljz-k—l = Z\Ziljt —i—rl\fg[ (1 - %) + i (20)

K is the invader’s carrying capacity and r the invader’s intrinsic growth
rate. Together (19) and (20) dictate the transition process/growth prob-
abilities ¢;,+;. Combining (18), (19) and (20) defines the transition
process.

For any given state and period, assume social welfare is a function
of social net wealth SW. SW consists of the (private) net income of a
representative producer adversely impacted by an invasion, inclusive of
collective expenditures on prevention and control. The resource manager
takes the producer’s optimal choices as given in the determination of
optimal collective prevention and control. The producer hires factors of
production labour L and capital K in the production of output Q. It is
through excessive employment of these factors (in comparison with no
establishment) that firms are able to adapt to the consequences of an
invasion (such that Z(L, K)). Suppressing state and period subscripts,
social welfare is

SW=[PoO(N) — CLL(N) — CkK(N)] - CsS— CxX  (21)

where hats indicate variables endogenous to the firm. Invaders cause
damages directly to the firm, reflected in these variables through the
functional notation (note collective strategies are also ultimately a func-
tion of invader abundance). Py is the (constant) price of O, Cy is the
wage rate, Ck the rental rate of capital, Cg stands for the per unit cost of
preventative measures and Cyx reflects the per unit adaptation costs. Fol-
lowing Lichtenberg and Zilberman (1986), the productivity of damage
adaptation strategies is captured through a Cobb-Douglas production
function:

Q = aL*K*' D(N®)* (22)
where @, a, b1 and ¢ are parameters and D(N?) a damage function relat-
ing the impacts of the invader population to monetary damages. The

exponential specification of D is modified so that it depends on the initial
invader abundance N? and parameter A:

DIN)=1—¢ ~ (23)
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Equation (17) says that greater abundances of invaders increase the
damage they cause, deviating D from its uninvaded magnitude of
unity.

For the application the private firm is taken to be an electricity gen-
erator, who is assumed to be risk neutral (although risk aversion on the
part of the resource manager is considered). Given the regulated envi-
ronment of the electric power industry such that firms must satisfy all
the demand they face at regulated rates (Christensen and Green 1976),
output levels are taken by the firm as exogenous.'? Also assume firms
hire inputs of production in an optimal fashion from perfectly competi-
tive input markets. Exogenous output and input prices and endogenous
factor employment make the dual formulation appropriate in the deter-
mination of optimal factor employment.!”> Adaptation effort Z, depend
on the damages caused by the invader, and represented by additional fac-
tors the firm hires to compensate for the damages of the invader (given
an exogenous output level).

The SDP framework allows for the inclusion of a wide range of
resource manager risk perceptions. Social welfare (from the viewpoint
of the resource manager) is characterised through a von Neumann-
Morgenstern utility function and employs a functional form which allows
a range of risk preferences — risk neutrality to increasing relative risk and
decreasing absolute risk aversion (Holt and Laury 2002). The form of
the utility function is as follows:

] — g—ctas SWAT)
Uusw)=-—°> (24)

Sw

which exhibits risk neutrality when parameter o, approaches zero. The
function captures increasing relative risk aversion and decreasing absolute
risk aversion when both parameters «,, and rg, are positive.

14 An accompanying characteristic of the industry is that it possesses several inputs that
are less variable than others, or quasi-fixed inputs. Additions and removals of generation
assets typically require long periods of time, while the amount of electricity generated
can vary substantially within the short run. While power generators may be able to hire
variable inputs optimally, they may be in a temporary disequilibrium with respect to
quasi-fixed inputs. While it would be preferable to incorporate these inputs into the
analysis as demonstrated in Brown and Christensen (1981), Caves ez al. (1981), Berndt
and Hesse (1986) and Sickles and Streitwieser (1998), given the additional complexity
their inclusion would force and data unavailability we are forced to investigate only
short-run production.

In any given state, optimal choices are

bl 1 a 1
N 1 aCyg | ateT 0 a+bl N -1 b1Cy | ateT [0) a+b1
= a+bl = a+b1
Lot [ ] [oer) e R S ] T ey
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Table 6.1 Firms in the sample

Firm Firm

Central Illinois Public Service Co. Indiana Michigan Power Co.
Commonwealth Edison Indianapolis Power and Light Co.
Illinois Power Company Union Electric Co.

Parameters

Parameters employed in the simulations follow from the specification of
equations (18)—(24). Ecological parameters were selected to represent a
generic invasion process. Following the hypothetical example of Leung
et al. (2002), consider a generic zebra mussel invasion of a lake and its
impact on a representative electricity-generation facility. Given the focus
in this work on the importance of risk and temporal attitudes of the
decision maker’s decision process, observed data are employed in the
parameterisation of the economic components to make the magnitudes
of change in the results somewhat reasonable. Data on a small set of large
electric utilities in the great lakes region (see Table 6.1) were collected
from generators’ filings with the Federal Energy Regulatory Commission
(FERC)' to construct Table 6.2.

Variables are firm and year specific and measured at the level of the
plant.!” All monetary variables are deflated (with base year 1982 ) using
the Consumer Price Index.!® Data exist on Q, L, total revenues, expenses
and wages. Determining capital proved to be challenging so we use cap-
ital as a measure of all inputs not related to labour, and is a broad aggre-
gate.!” Prices (evaluated at the sample mean) were found by dividing
the expense total by the corresponding real total (see Table 6.3).%° In

16 Form 1 filings by the generators, by firm and year (1994-2000) were accessed from
the RIMS web site http://rimsweb2.ferc.fed.us/form1viewer/. These Form 1 data were
augmented with additional data accessed from historical FERC Form 423 filings —
http://www.ferc.fed.us/electric/f423/F423annual.htm

Plant-level data are obtained from firm-level data by simply dividing firm data by number
of plants. Unfortunately we have only a single observation of number of plants for each
firm, but given the quasi-fixed nature of these assets this is a reasonable restriction.

US Department of Labour, Bureau of Labour Statistics — ftp:/ftp.bls.gov/pub/
special.requests/cpi/cpiai.txt

Further complicating the issue is that so many components of an electricity-generation
plant are quasi fixed and lumpy in their investment. To avoid these complications, we
focus solely on annual capital inputs. These are measured as an aggregation of utility
fossil fuel inputs, the summation of total BTUs from coal (in thousand tons), oil (in
thousand barrels) and natural gas (in thousand MMBtu) consumption to construct our
measure of annual capital inputs.

The cost of zebra mussel control was set at $1.6 million per control event (consistent with
data from large power plants, Leung ez al. 2002), which includes costs of molluscicide
and reduced production during treatment.

—
3

20



Prevention versus control in invasive species management 183

Table 6.2 Variables in the sample

Variable  Definition Source Mean

O Total output (MWH?4) Sales to ultimate customers 2,440,937

L; Labour inputs (number Number of employees 434
of employees)

K, Capital inputs (BTUs) Inferred as the summation of 13,496,686

Utility fuel BT Us: calculated as
the product of the quantity of
fuel (oil (1,000 tons), oil (1,000
barrels) and natural gas (1,000
MMBtu)) and the fuel-specific
BTU content for each firm

TR, Total revenues (§) Total sales of electricity 185,261,805
TCL,; Total labour costs ($) Total salaries and wages 29,775,675
TCx,t Total capital costs ($) Capital expenses® 78,847,876

¢ Mega Watt Hours.
b Where capital expenses are the residual of total electric ops and main exps net of total
salaries and wages.

Table 6.3 Prices

Variable Definition Calculated value
Py Price of output 47.48

CL Wage rate 4.29

Ck Rental rate of capital 3.64

Cx Per unit cost of adaptation effort 1.6

the calculations and calibrations, all monetary variables were scaled by
millions of inflation-adjusted dollars and real variables also scaled for
computational simplicity.?! All remaining economic variables and base-
line parameters went through a calibration procedure (see Table 6.4).

For the manager’s utility function, the baseline parameters reflect risk
neutrality. Across cases of risk aversion, for the initial level of risk aversion
a value for r,,, as estimated by Holt and Laury (2002) was arbitrarily
employed. Their value of «y, was increased by a factor of ten due to
differences in baseline wealth in this study, and welfare is normalised for
all levels of risk aversion. Together, these parameters represent the case
of increasing relative risk aversion and decreasing absolute risk aversion,
consistent with observed data in Holt and Laury (2002).

21 Q and K scaled in millions and L in hundreds.
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Table 6.4 Parameters

Baseline Baseline

Parameter  Definition value Parameter Definition value

s Utility function 0.029* ¢ Production function 0.416
parameter parameter

Tsw Utility function 0.269* A Efficiency of 2.303
parameter mitigation effort

Cs Per unit cost of 0.1 ) Efficiency of 2.303
mitigation effort adaptation effort

o Production function 0.641 A Damage function 660
parameter parameter

A Production function 0.161 K Invading species 1000
parameter carrying capacity

bl Production function 0.423 r Invading species 1
parameter intrinsic growth

rate

* Value from Holt and Laury (2002), not used in the baseline

No direct data exist for per unit control costs. In the baseline simulation
it is assumed that the social planner employs a mix of control and pre-
vention efforts and a sensitivity test used to develop a reasonable value.
All production function parameters for equation (22) were based on the
assumption that all firms in the sample minimise costs subject to their
specified production function. Employing the necessary conditions, the
definition of the production function, imposing constant returns to scale
on the production function and data from Table 6.2, o, a, b1 and ¢ were
determined.

For ecological parameters, the baseline probability of invasion p°
extrapolates the monthly value used in Leung ez al. (2002) into an annual
value of 0.0828. The level of the efficacy of prevention efforts, A, was
found from manipulation of equation (18) and the assumption that a unit
of prevention reduces the probability of invasion by 90 per cent. An iden-
tical procedure was followed to find . A reasonable value for A followed
from equation (24), the (assumed representative, along with r) invader
carry capacity K, and the assumption that if the invader population were
to achieve its carrying capacity, economic production would be reduced
to 50 per cent of its non-damaged levels with all other variables held
constant.

4.2 Results

Four key results emerge from the numerical simulations that examine
how alternative levels of risk aversion and discounting affect the optimal
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Table 6.5 Risk preference structures

Parameters Arrow-Pratt coefficients

Absolute risk Relative risk

Risk preferences s Tsw aversion aversion
Risk neutrality (RN) 0.26x107%  0269x107% 0 0

Risk aversion 1 (RA1) 0.029 0.269 0.3594 1.7970
Risk aversion 2 (RA2)  0.29 0.269 0.9299 4.6497
Risk aversion 3 (RA3) 0.39 0.269 1.1485 5.7428

mix of prevention and control, the probability of invasion and the welfare
of the system. Overall, seventeen simulations were run — two baselines
and fifteen variations. The first baseline was a lower bound case of ‘no
prevention-control’; the second run replicated the Leung er al. (2002)
baseline case of risk neutrality and no discounting.?” The remaining
fifteen runs were over three increasing levels of risk aversion («y,) and
three alternate discount rates (8).2° Table 6.5 presents the set of risk-
preference parameters, including the Arrow-Pratt measures of absolute
and relative risk aversion; the alternative discount rates were O per cent,
3 per cent, 5 per cent and 15 per cent.

Our primary task is to investigate the comparative static effects of risk
aversion and discounting on the optimal mix of prevention and control.
Our first result is somewhat counterintuitive, yet consistent with the com-
parative statics.

Result 1. While ambiguities exist, in general an increase in either the discount
rate or degree of risk aversion (holding the other constant) causes prevention to
fall and control to increase. Managers with greater preferences towards today
decrease investment in prevention and increase investment in control of invasive
species. Regarding the comparative statics, this result arises because the direct
effect domunates the indirect effect for prevention and vice versa for control.

Support: Figure 6.2 presents the mean annual levels of prevention for
alternative levels of time preference (discount rate) and risk aversion.?*
Overall, Figure 6.2 suggests that prevention falls given an increase in
either the rate of time preference or the degree of risk aversion. Panel (a)
shows for each level of risk aversion, increasing the discount rate lowers

22 We add the feature of exogenous demand for the representative producers good.

23 From the baseline, we chose three increasing levels of risk aversion and two rates of time
preference based on criteria requiring an observable change in behaviour for successive
increases in risk aversion and discounting, all else equal.

24 The annual levels are the values in each state weighted by the probability of being in that
state.
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prevention (apart from the highest level). For the highest level of risk
aversion, low discount rates lead initially to a slightly higher mean level
of prevention, but as the discount rate is increased further, prevention
falls. Panel (b) illustrates a similar pattern for mean prevention given an
increase in the degree of risk aversion. In most cases, greater discounting
leads to less prevention. The exception is the extreme discount rate.

Figure 6.3 shows the impacts on control fall in the opposite direction.
Panel (a) shows that a higher discount rate leads to more control across
degrees of risk aversion. The exception is the highest risk aversion, which
decreases with the change from O per cent to 3 per cent and increases
for each further consecutive change. In panel (b) for each discount rate,
increasing risk aversion increases control.

In interpreting the results of Figures 6.2 and 6.3, note they are annual
means. The impacts of changes in the rate of time preference and the
degree of risk aversion serve to alter both the magnitudes of each strategy
and their timing. Increases in the discount rate shift the period when
prevention is abandoned towards the present (for the case of a risk-neutral
decision maker with an increase in the discount rate from 0 per cent
to 5 per cent see Figure 6.4, panel a which displays the time path of
prevention and control). Lower levels of prevention in latter periods cause
the probability of invasion to increase (panel a, Figure 6.5), which is
followed by larger populations (panel b). The resulting damages require
increased levels of adaptation (the results for capital employment are
representative of those for labour and displayed in Figure 6.6, panels a
and b) and prompt more control in following periods (Figure 6.4a).

In terms of the comparative statics, given our parameterisation the
direct effects confirm the comparative static results and find a negative
relationship between the discount rate and prevention and control. The
indirect effects attenuate the direct effects, and the response to preven-
tion dominates such that its indirect effect overwhelms the direct effect
on control. The dominance of the response to prevention follows from
prevention being a less effective strategy, only reducing the chance of inva-
sions. Control reduces the chance of growth in all states. Prevention is
the riskier strategy, making its direct effect more responsive to a change in
the interest rate. With a dominant direct effect on prevention, its indirect
influence over control overwhelms control’s direct effect, so that control
increases with an increase in the interest rate.

The consequences of an increase in the degree of risk aversion are
similar, as shown for an increase from risk neutrality (RN) to the second
level of risk aversion (RA2) in Figure 6.4b, for a zero discount rate. The
increase in risk aversion serves both to terminate prevention in earlier
periods and to delay the date of implementation. This serves to increase
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Figure 6.4. Dynamic effects of risk aversion and discounting on col-
lective variables
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the probability of invasion at the end and beginning of the planning hori-
zon, with resulting population, adaptation and lagged control increases
(Figures 6.5a, 6.5b and 6.4b).

From the comparative statics, the direct effects of risk aversion on
prevention and control are negative as the opportunity costs of current
expenditures have increased and expected future benefits have decreased.
Following similar reasoning as with discounting, indirect effects attenuate
the direct effects. As prevention is a riskier strategy relative to the control,
risk-averse managers opt for less of the riskier strategy and the direct effect
on prevention dominates so that prevention is decreased and control is
increased.

The ambiguities that emerge in our simulations do not contradict
the findings of the literature that increased risk aversion does not nec-
essarily lead to more mitigation (Dionne and Eeckhoudt 1985; Briys
and Schlesinger 1990; Lee 1998). This occurs because mitigation affects
probabilities not utility, which implies the convexity of the comparative
statics is not guaranteed. In our multi-stage, compound lottery appli-
cation, both prevention and control are forms of mitigation, although
control is similar in many respects to self-insurance-cum-protection fol-
lowing Lee (1998), in which control serves to reduce the probability of
establishment and therefore to reduce damages of established invaders.

Result 2. In general, a manager with greater discount rates or greater risk
aversion (holding the other constant) causes firms’ adapration to increase.

Supporr: Changes in factor employment capture how discounting and
risk aversion affect adaptation (Figure 6.6 presents the results for cap-
ital employment and are representative of those for labour). Panel a
illustrates that for all degrees of risk aversion, increasing the discount
rate increases adaptation. The impacts of risk aversion on adaptation
are similar in b but not as responsive (for our arbitrary changes in risk
aversion). Noting the complimentarity between adaptation and collective
control (Figure 6.6 with Figure 6.3), these results are largely a function
of the impact of prevention and control on the probability of invasion
(Figure 6.7) and invader population (Figure 6.8).

Result 3. A manager with greater discount rates or greater risk aversion
increases the probabiliry of invasion and invader populations.

Support: The upper panels (a) demonstrate that the probability of inva-
sion and invader population increases for all degrees of risk aversion
as the discount rate is increased. The lower panel displays a similar
effect for each level of the discount rate as the degree of risk aversion
is increased. The difference between the two is that the mean population
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rises faster for changes in the interest rate and not as fast for changes
in the degree of risk aversion. This in turn is due to prevention (con-
trol) decreasing (increasing) faster for changes in the interest rate than
for changes in the degree of risk aversion. Overall, the consequences of
changes in risk aversion and discounting on the optimal mix of preven-
tion, control and adaptation can be readily observed by the impacts on the
invader population and probability of invasion (cf. Figures 6.7 and 6.8).
Increasing either the rate of time preference or the degree of risk aver-
sion increases both the probability of invasion (which may cause damage
through established populations) and invader populations (which cause
damage).

Result 4. First, a more risk-averse manager implies (holding the discount rate
constant) a lower level of overall welfare — but the relative magnitude depends on
the level of discounting. Second, if the initial discount rate is non-zero, further
increases in the discount rate (holding risk aversion constant) also cause welfare
to fall. On the flip side, these suggest with a more farsighted and less risk-averse
manager, the greater the welfare, as he or she substitutes into prevention and
away from control so firms need not adapt by as much.

Supporr: As the probability of invasion and growth (from invader pop-
ulations) rises, the consequences of damages outpace any reduced pre-
vention costs and mean annual welfare falls (see Figure 6.9). Table 6.6
presents the changes in cumulanve welfare from the baseline of risk-
neutral risk preferences and no discounting. For comparability, the mea-
sures are not discounted and found as the sums of expected annual welfare
over each fifty-year time horizon.?’

For each level of risk aversion apart from the highest, increasing the
discount rate lowers cumulative welfare. For the extreme level of risk
aversion, low levels of discounting actually increase cumulative welfare in
comparison to a zero discount rate. This is because discounting smoothes
control and prevention over time, reducing fluctuations in invasion prob-
abilities and invader populations. Large increases in the discount rate
make the manager so shortsighted that invasion probabilities and popu-
lations are allowed to rise to high levels requiring immediate control and
adaptation, lowering cumulative welfare.

The impacts on cumulative welfare for changes in risk aversion depend
on the magnitude of the discount rate. At low discount rates, there is no
change in cumulative welfare for a small increase in risk aversion from risk

25 The change in cumulative welfare from the baseline to a policy of no action is
—$2,166,494,205.
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Table 6.6 Changes in cumulative welfare from baseline (%)

Discount rates

Risk aversion 0 3% 5% 15 %

RN Baseline —$13,580 —$62,360 —$2,219,330
RA1 $0 —$13,580 —$45,180 —$2,214,360
RA2 —$228,100 —$302,140 —$453,280 —$2,250,120
RA3 —$1,252,360 —$780,840 —$795,080 —$3,609,050

neutrality (RN — RA1). As the degree of risk aversion is increased to RA2
and RA3, cumulative welfare falls. In contrast, at high discount rates, the
first increment of risk aversion increases cumulative welfare over that for
RN (due to a slight increase in control near the end of the time horizon),
while further increases in risk aversion all lower cumulative welfare. Wel-
fare falls because increasing discount rates and risk aversion induces a
manager to reduce prevention and increases control, which causes firms
to adapt more. Firms are forced to adapt to satisfy exogenous demand.
The increased expenditures on control and adaptation dominated the
reductions in prevention and therefore welfare falls.

5 Conclusions

This chapter presents a dynamic theory of endogenous risk to frame the
question on how to manage the prevention and control of non-indigenous
species (e.g. zebra mussels in the great lakes). Our model accounts for
both biological and economic circumstances of invasions and the feed-
backs between the two systems. How differences in manager preferences
over time and for risk bearing influence the optimal mix of public pre-
vention and public control were explored, and how that affects private
adaptation. In general, the impacts are species specific, resting on whether
direct effects on prevention and control dominate the other through indi-
rect effects. The model was then implemented using stochastic dynamic
programming to consider how preference changes affect the mix of pre-
vention and control, the probability of invasion and the overall welfare of
the system.

While ambiguities still exist, as expected, less risk-averse managers
who are farsighted invest more in prevention, less in control and require
less private adaptation by firms than more risk-averse and myopic man-
agers. Reduced risk aversion on the part of the manager yields lower
probabilities of invasion, lower populations and increased welfare. More
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farsighted and less risk-averse managers achieve greater welfare as they
switch to prevention from control such that firms can reduce their invest-
ments in adaptation. This raises a confusing issue for invasive species
management. Ex ante one might expect discounting and risk aversion to
have similar effects on a manager’s mix of risk-reduction technology —
prevention should increase with both a lower discount rate and greater
risk aversion. The opposite effect is found, however, for risk aversion.
While a more farsighted manager does invest in more prevention, a more
risk-averse manager does not. Risk aversion cuts two ways. Risk aver-
sion induces a manager to want to avoid risk — both from the invader
and from the input used. Since prevention is a riskier input relative to
control, a more risk-averse manager goes with the safer bet — control.
A better understanding of how such effects might influence the actual
implementation of invasive species policy suggests more exploration into
the underlying preferences of managers would be worthwhile.
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7 Trade and renewable resources in a
second-best world: an overview!

Erwin H. Bulte and Edward B. Barbier

1 Introduction

The past decade has witnessed a proliferation of texts on trade and pol-
lution. Compared with this rapidly expanding literature, there are rela-
tively few contributions on trade and renewable resource management.?
This imbalance in the economics literature is not readily explained by
lack of popular interest. The impact of trade liberalisation on renew-
able resource management and conservation is a highly contentious
issue, fiercely debated outside academia by international bodies (e.g. the
Convention on International Trade in Endangered Species, the Interna-
tional Tropical Timber Organization, the World Trade Organization and
the World Bank), non-governmental organizations (e.g. TRAFFIC, the
World Wildlife Fund, Greenpeace and Friends of the Earth) and the pop-
ular media (e.g. The Wall Street Fournal, The Economist, The Environment
and New Scientist). Mass demonstrations against globalisation and the
freeing of world trade in recent years in Genoa, Copenhagen, Seattle and
other cities hosting meetings of international policy-makers dominated
the news worldwide, and the alleged negative impact of free trade on envi-
ronmental resources was a major theme during these demonstrations.
While the topic ‘trade and renewable resources’ might be capable
of arousing strong emotions in the public, it is a fair question to ask
whether it is sufficiently different from other fields in economics to war-
rant attention as a separate and emerging academic field (albeit obviously
an applied one). We argue that this is indeed the case. Compared with the
literature on trade and agriculture, environment or exhaustible resources,
the economics literature on trade and renewable resources stands apart

We would like to thank the Council of the European Association of Environmental and
Resource Economists (EAERE) for the opportunity to deliver the speech on which this
paper is based at the 12th Annual Conference in Bilbao, Spain. We would also like to
thank three anonymous referees for helpful suggestions and comments on an earlier draft.
For instance, two recent surveys on renewable resource management in the Fournal of
Economic Literature and the Journal of Environmental Economics and Management do not
mention this topic (Brown 2000; Wilen 2000).
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for at least three reasons: i) the key role played by the institutional context
asreflected in the resource management regime (i.e. optimal management
vs. open access); ii) the inherently dynamic nature of resource manage-
ment, with stock size adjusting over time to the opposing forces of replen-
ishment and harvesting; and iii) the associated complex environmental
issues beyond concern with just resource extraction (e.g. habitat con-
version, non-use values, bio-invasions, biodiversity, etc.). Many resource
stocks are not simply a production factor for the traded commodity at
hand; they may also contribute to the stability and productivity of eco-
logical systems that provide invaluable services to mankind and affect the
welfare of individuals directly.

Imperfectly defined or enforced property rights and failure to inter-
nalise all external effects in extraction implies that natural resource man-
agement typically takes place in a ‘second-best world’. Ever since pio-
neering work by Lipsey and Lancaster (1956), economists know that
trade liberalisation in the presence of pre-existing distortions might yield
ambiguous welfare results. The second-best nature of resource manage-
ment makes it a particularly interesting topic for economic research on
the effect of trade liberalisation.

We suggest that there are two distinct, albeit not necessarily conflict-
ing, views on the relationship between trade and renewable resources.
These two perspectives reflect the focal points of ecology and economics
as scientific disciplines. Ecologists are typically interested in maintaining
the integrity of ecosystems and ecological functions, whereas economists
are often assumed to care predominantly about human welfare. In recent
times, however, these two perspectives are increasingly converging. For
example, for many environmental management problems, economists
frequently consider ecological functions, or ‘services’, to be important
arguments in welfare functions. Equally, ecologists are realizing that pro-
tecting and enhancing ecosystems requires understanding and control-
ling of the way in which humans exploit these systems to enhance their
welfare. As will become apparent in our review of the economics litera-
ture on trade and renewable resources, recent advances in this field are
increasingly adopting an integrated economic-ecological perspective to
analysing this topic. Unfortunately, when it comes to the impact of inter-
national trade on the environment, the popular perception is that the
views of some economists and some ecologists are still at polar extremes.

Consider these typical positions taken by antagonists and protagonists
of free trade. Environmentalists often espouse the ‘anti-free trade’ view,
which centres around concerns about economic scale relative to ecologi-
cal limits, distribution, the balance of power between multinational enter-
prises and national governments, and the implied effects of globalisation
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on incentives for domestic governments to regulate resource use. The
WWF, for example, argues that the World Trade Organization (WTO)
threatens the environment and believes it is no coincidence that ‘the Earth
has lost 30 percent of its natural wealth’ at the same time as ‘the volume
of world trade is 14 times greater than it was in 1950, and is growing
at twice the pace of other economic activities’. Trade boosts production,
consumption and transport — all to the detriment of resource systems.
Trade liberalisation undermines important environmental treaties and
might set the stage for a regulatory ‘race to the bottom’ in response to
concerns about the private sector’s competitiveness on international mar-
kets. In addition, trade liberalisation is claimed to potentially affect the
social fabric of rural communities managing common property resources,
undermining local institutions geared towards sustainable resource man-
agement. Causal observation of the devastating impact of the ivory trade
on elephant populations, or the effect of the tropical timber trade on for-
est management in the Philippines or Ivory Coast, lends some credibility
to the concerns of environmentalists.

The response of the caricature economist, in contrast, is that trade is
unambiguously ‘good’. By exploiting scale economies or differences in
technologies, factor endowments or preferences, trade essentially relaxes
a binding constraint and enhances welfare. While the first-order effects of
trade liberalisation on resource management and stock conservation are
likely to be ambiguous, all participating countries will experience Pareto-
improving gains when conditions for a Walrasian economy are satisfied.
Thus any ‘losers’ from the resource impacts arising from trade liberali-
sation could be potentially compensated by the ‘winners’ in the rest of
the economy. Of course, economists acknowledge that actual economies
do not satisfy Walrasian conditions. But the general perception is that, if
trade does trigger substantial damage to the environment, such outcomes
are typically associated with the presence of domestic distortions. Vari-
ous case studies on trade and renewable resources seem to support this
view. For example, the ivory trade resulted in excessive elephant slaugh-
tering only because property rights to elephants (and ivory) were not
enforced and range states had no incentive to protect and harvest this
resource in a sustainable manner (Barbier ez al. 1990). Likewise, the tim-
ber trade ravaged Philippine forests only because corrupt policy-makers
had easy access to tempting rents (Ross 2001). Economists argue that the
right response in such cases is to address the underlying problem through
domestic regulation or environmental treaties, and not to restrict trade.
Quite to the contrary, economists often argue that trade is good for con-
servation through the ‘environmental Kuznets curve’ (EKC) argument —
trade stimulates economic growth and richer people demand more
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conservation of stocks which higher-income countries can now afford
to protect. Similarly, trade can provide the incentives for regulators to
manage their resource base more carefully, because higher prices for the
resource may imply a ‘payoff’ for such a strategy (Swanson 1994). For
example, although excessive timber-related deforestation is a major prob-
lem in many tropical forest countries, Barbier (2001, p. 147) argues that
‘producer countries that take a long-term perspective on the develop-
ment of their forest industries and through sustainable management of
their forests are likely to gain substantially from the expanding interna-
tional trade in timber products’.

In light of such opposing views it is no surprise that there are repeated
calls for incorporating trade rules for improved resource management
into the WTO. However, as Copeland and Taylor (2003, p2) point out,
‘there is a rather large gap between what we know about the relationship
between international trade and renewable resource management, and
what we would need to know in order to evaluate policy proposals, design
new international treaties, or amend WTO obligations’. Similarly, while
multilaterial conventions like CITES and CBD have recently embraced
the use of economic incentives to promote sustainable and efficient use of
resources and wildlife, there is a lack of insight into how to make progress
on this front.

The main objective of the chapter is to provide a survey of the current
literature and to discuss state-of-the-art knowledge about the impact of
trade liberalisation on (i) the incentive to invest in stock conservation,
and (ii) welfare in resource-dependent economies. When stepping back
from the theoretical Walrasian economy to allow for the existence of pol-
icy and market imperfections, we find that trade liberalisation generally
has ambiguous effects in terms of both impacts. Opening up for trade
can increase welfare, but when institutions are imperfect it might just
as likely have the opposite effect. Similarly, environmentalists are some-
times right to fret about the consequences of trade for resource manage-
ment, but there exist circumstances where trade promotes conservation
and where banning trade could be detrimental and puts species at risk.
Another objective of the current chapter, therefore, is to demonstrate the
conditions which produce outcomes that conform to either the typical
economist’s or the typical environmentalist’s views of trade and the envi-
ronment, and to search for common ground between these two positions.

The importance of gaining a better understanding of the impact of trade
on management of renewable resources is underscored by the simple
observation that exports of key renewable resources continue to increase.
Bourke and Leitch (2000) note that forestry has become a global activity
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(with ownership of forests and plans, concession rights increasingly held
by foreign companies) and that exports of most forest products, as well as
their value, have expanded considerably over the past twenty-five years.’
Similarly, Vannuccini (2003) writes that some 40 per cent of world fish
production enters international trade and that net exports of develop-
ing countries grew from $4 billion in 1981 to $17.7 billion in 2001.
Within global trends there have been changes in the importance of differ-
ent countries as exporters — for example, as the pattern of the timber trade
shifts to value-added processed products such as wood pulp and paper,
wood-based panels and furniture, developing countries such as Indone-
sia, Malaysia, Brazil, Chile and the Asian newly industrialising countries
are emerging as leading exporters (Barbier 2001). Partly this may be due
to changing markets (both domestic and international) and other factors.
However, this also represents changes in resource conditions because of
exactly the processes discussed later in this chapter. For example, Brander
and Taylor (1997a, 1997b) argue it is no coincidence that countries like
the Philippines and Cote d’Ivoire, with imperfect property rights to their
valuable forest resources, have turned from net exporter to net importer
of wood products.

We have organised the chapter such that our presentation of the results
loosely follows historical developments in the literature. In the 1970s and
1980s, following the rapid spread of optimal control methods throughout
the resource economics field, most of the work assumed the perspective
of a benevolent planner who either harvests the resource or controls the
harvesting by private agents at zero cost.” The main results of this liter-
ature are discussed in section 2. The perspective drastically changed in
the 1990s and there was growing attention to the polar opposite case of
open access resource extraction. This firmly places us in a second-best
world and salient features of these models are addressed in section 3.
North—South models are discussed in section 4. Currently the pendu-
lum swings back again, moving from the case where there are virtually
no institutions (open access) to the socially optimal case. But rather than
taking the existence of a planner for granted, this new literature treats the
institutional context as endogenous, following from the incentives and

3 Globally, exports of industrial roundwood have increased by 22 per cent since 1970 to

120 million cubic meters (cum) in 1997; sawnwood and wood pulp have almost doubled
to 113 million cum and 35 million metric tons, respectively. Wood-based panels have
increased fivefold to 50 million cum, and paper and paperboard have quadrupled to 87
million metric tons.

Of course, there were a few very influential papers in the 1950s dealing with open access
(Scott, Gordon). But these papers did not deal with trade explicitly and their main insights
were not used in trade models until the 1990s.
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constraints that agents have at the micro level. This literature, as well
as some other work on intermediate cases between the polar extreme
cases, is discussed in section 5. The conclusions and recommendations
for future research ensue.

2 Benchmark 1: optimal management and perfect
property rights

The simplest analysis of trade and renewable resources is not about trade
at all. Rather, it is about the consequences of changing the relative price
of resource commodities. In this section we take the simple case of opti-
mal resource management in a partial equilibrium setting as a start-
ing point and then gradually complicate the analysis by adding general
equilibrium considerations and trade with exogenous and endogenous
prices. Throughout the chapter we assume that the country in question
is ‘resource abundant’, which implies it faces a higher resource price after
liberalisation and becomes a net exporter (at least in the short run). Of
course, some countries are resource scarce so that the opposite holds and
many of the effects discussed below will be reversed.

Regardless of whether a country is resource abundant or scarce, the
welfare effects of trade liberalisation under optimal management with per-
fect property rights must be beneficial.” Trade relaxes a binding constraint
and makes society as a whole better off. As usual, there are distributional
issues as well — the resource industry and consumers may gain or lose,
depending on whether the country is resource abundant or scarce. The
impact on producer surplus is readily assessed by comparing the rents or
profits associated with harvesting at low and high prices. For an optimally
managed resource it always holds that raising the price of the resource
commodity is consistent with increasing the net present value (NPV) of
harvesting. The effect on steady state rent is more complex because of the
backward-bending supply curve that is implied by hump-backed growth
functions such as the logistic. While higher prices will unambiguously
lower the optimal stock in the simple model, the associated equilibrium
harvest level may go up or down.

5 Maintaining the renewable resource stock is also likely to generate wider social values,
or ‘stock externalities’, such as biodiversity values, watershed protection, carbon seques-
tration and non-use values. These values can be incorporated in the model by including
the resource stock, S, as a direct argument in the welfare function, typically increasing
the optimal resource stock in equilibrium. Failing to account for externalities (such that
suboptimal management is taking place) implies that welfare effects of a change in the terms
of trade are generally ambiguous (Anderson and Blackhurst 1992). This is demonstrated
formally in a model of renewable resource management and trade by Barbier and Schulz
(1997).
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In the following section we consider in more detail the impact of trade
liberalisation on stock conservation in a partial equilibrium context.

2.1 Single-market bio-economic model

Consider the most basic bio-economic model where a planner max-
imises the net present value of welfare from harvesting a resource stock
and where the resource commodity is initially traded domestically only.
Assume that harvesting (H) is defined by the well-known Schaefer pro-
duction function (time arguments are omitted for convenience):

H=g4ES (1

where ¢ is a parameter (the so-called catchability coefficient), E is aggre-
gate extraction effort (a control variable for the planner) and S is the
extant resource stock, growing over time according to a logistic function.
This defines the equation of motion for the stock

dS/dt = G(S) — H=yS(1 — S/K) — ¢ES 2)

where y and K are parameters (for now), representing the intrinsic growth
rate and carrying capacity, respectively. Under autarky, the price received
per unit of the resource varies according to the inverse demand function
p = D(H) with D' < 0. The planner maximises the discounted sum of
consumer surplus and resource rent associated with this sector and his
current value Hamiltonian (H_) reads as

H
H, = / D(2)dz — qu; +A[G(S) — H] (3)
0

where A is the shadow price of the resource stock, ¢ represents the per
unit cost of harvesting effort and where we have used E = H/gq S (from
(1)). The necessary conditions for an interior steady state (with constant
resource stock and shadow price) are

H' = G(S*) and 4)

/ * CH*
r_G(S)—i—S*[qSD(H*)—c] (5)
where ris the interest rate and (*) denotes an optimal value. According to
equation (4), any stock growth should always be harvested and equation
(5) defines that, at the margin, the return to a unit of the resource in
situ should equal the exogenous return on investments elsewhere in the
economy. Condition () implies that the rate of return of the renewable
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resource may be broken up in two parts: the impact of a change in the
stock on growth and the impact of a change in stock on harvesting costs
(see Clark 1990 for details).

What happens to extraction in the resource sector when this economy
is opened up for trade? Assume that we are talking about a small economy
that faces an infinitely elastic demand function, or an exogenous world
price p for the traded resource commodity. With net benefits of extrac-
tion redefined to account for the fixed price as B= pH — cE (i.e. the
government now considers only resource rents or profits for producers),
the equilibrium condition that defines the optimal stock, denoted by ("),
becomes

F= G+ (5.5)

SlgSp — ]

The implications of opening for trade for domestic stock conservation
in equilibrium are now straightforward. In this simple context they boil
down to the question of whether the new price p is greater or smaller
than the one under autarky defined by D(H*). Since the growth function
is strictly concave (G” < 0), it follows that in equilibrium dS/dp < 0.
Therefore it holds that the domestic resource stock will (i) be unaffected
if by accident p = D(H™*) holds, (ii) be augmented whenever p < D(H*),
and (iii) be smaller whenever p > D(H™") holds. For a resource-abundant
country, therefore, the stock will fall after opening up for trade.

This unambiguous result has been used to interpret the effect of trade
measures on resource conservation. For example, if restricting interna-
tional trade in sea horses, ivory, exotic pets or tropical timber lowers the
net price received by exporters (through a tariff), equation (5.5") predicts
that as a result the stock will increase. Trade sanctions appear to ‘work’
in this case.

However, it is clear from this simple model that this outcome depends
on some rather restrictive assumptions. For example, Barbier and
Rauscher (1994) demonstrate that a more realistic model that allows
for a positive resource stock externality (e.g. biodiversity benefits) as well
as extraction for both export and domestic consumption will lead to an
ambiguous trade policy outcome. That is, one can no longer be certain
that any trade intervention such as a ban or a trade tariff that lowers the
terms of trade of the resource-exporting economy will always increase the
long-run equilibrium resource stock of the economy. As we show next,
other important extensions to the single-market model, such as incor-
porating the opportunity cost of habitat conservation, also indicate that
trade sanctions are unlikely to ‘work’ unambiguously in terms of enhanc-
ing long-run resource stocks.
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2.2 Adding opportunity costs of habitat

The basic model in 2.1 assumes that the only alternative to not harvest-
ing a species is to leave it unexploited. This implies that the model is
more suitable to analyse the case of managing marine systems (mainly
fisheries) and trade, but less applicable to the case of terrestrial systems
where alternative uses to land than just nature conservation exist. If the
social planner in the economy does consider the opportunity cost of set-
ting aside land as habitat in order to maintain the resource stock, fore-
going potential returns from, say, agriculture or plantation forestry, then
resource conservation in the long run will be affected.

To capture such effects, the basic model can be extended to include two
sectors, e.g. agriculture and forestry, which are dependent on the same
resource base, e.g. land or habitat area. In essence, such an extension
now creates a 2 x 1 (two sectors and one factor) model of the small open
economy, as land or habitat conversion by the non-traded sector (agricul-
ture) affects production from the traded sector dependent on renewable
resource exploitation (forestry). Such a model is especially important for
analysing a small open economy dependent on exploitation of terrestrial-
based renewable resources for export (e.g. timber or wildlife products),
which is threatened by widespread land conversion to another economic
activity (e.g. agriculture). In developing economies, such a model is rele-
vant to analysing agricultural conversion of wildlife and biodiversity habi-
tat (Swanson 1994; Barbier and Burgess 1997) and forestland (Barbier
and Burgess 1997), or aquaculture conversion of mangroves (Barbier
2003).

If the economy takes into account this opportunity cost, then in the
long run it will conserve less of the resource stock (i.e., $* is lower). As
demonstrated by Barbier and Schulz (1997), including the opportunity
cost of conserving land to maintain the resource stock implies that the
comparative static effects of increasing the relative price of the resource
commodity are now ambiguous. This leads to two opposite effects. On the
one hand, the result will be increased exploitation of the resource stock
as exports become more profitable; on the other, there is now less pres-
sure to increase habitat conversion, as the value of wild lands (supporting
replenishment of the valuable resource) increases. If the latter effect is
strong, then banning or restricting trade is counterproductive as it trig-
gers habitat conversion, undermining the system’s ability to support the
key resource in the long run.® Barbier ez al. (1990) use this as an important

6 Adding to the ambiguity, when there are non-use values associated with the stock, income
effects may play a role as well — extra revenues from resource sales may lower the marginal
utility of consumption and increase demand of ‘nature’.
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argument against banning the trade in ivory to protect elephants.” A sim-
ilar argument suggests that trade sanctions on tropical timber products
could actually further deforestation in exporting countries, as trade bans
and punitive tariffs would increase the returns to agricultural conversion,
which is the major cause of much tropical deforestation globally (Barbier
et al. 1994; Barbier 2001).

2.3 The 2 x 2 small open economy

The small open economy model with renewable resources can be
extended to a two-sector, two-factor (2 x 2) model. Such a model was
developed by Kemp and Long (1984) to examine the conditions under
which a small open economy may choose to specialise in production and
exports of a relatively resource-intensive good or in a relatively labour-
intensive good.® The resource harvesting process they consider is some-
what simpler than the one discussed above as the authors consider only
the aggregate amount of resource extracted and thus harvesting costs are
assumed independent of stock size. For the optimal stock in equilibrium,
then, it must hold that G'(S) = r, or marginal growth of the wild stock
must equal the discount rate.

For a small open economy the task is to choose the rate of harvest, H,
SO as to maximise

W= / Y(p, H, L)e " dz (6)
0

subject to dS/dr = G(S) — H. In (6), Y represents the aggregate output
of the two-sector economy, which is a function of the terms of trade,
harvest and the total endowment of the Ricardian labour factor, L. Both
goods are produced with constant returns to scale technology. The terms
of trade, p, represents the relative price of good 1 in terms of good 2, i.e.
p = P/, with the second good being the relative resource-intensive
good. For given p constant, Kemp and Long consider how aggregate

Bulte and van Kooten (1999) analyse the ivory trade ban case in more detail, solving a
Stackelberg game between regulator and poachers. There are damages associated with
elephant conservation (akin to the opportunity cost of habitat). It is shown that the trade
ban lowers elephant numbers when discount rates applied by African range states are
sufficiently low (below 5 per cent) and that the reverse holds when discount rates are
‘high’. The impact of the trade ban on the regulator’s incentive to enforce anti-poaching
regulation is further discussed in section 5.

Unlike the two-sector, two-factor (2 x 2) model of open access management (pioneered
by Brander and Taylor 1997 and discussed below), it is assumed that both factors are
combined to produce the two goods.
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Figure 7.1. An equilibrium for the 2x2 small open economy
Source: Kemp and Long (1984)

output, Y, changes with increases in the harvest rate. Over a defined
interval (H, H) the economy produces both the labour- and resource-
intensive goods as the value marginal product of labour in production
is the same. Over this interval, the aggregate output function is linear
with respect to H (i.e. 0Y/d H is constant) and this interval defines the
‘threshold’ for the economy to switch from specialising in one type of
good to the other. Outside this interval, the economy specialises in one
of the goods and Y has the normal concavity properties with respect to
harvest.

Kemp and Long demonstrate that in the steady state, which is a saddle
point, it may be optimal for the economy to produce and export only
the labour-intensive good, only the resource-intensive good, or produce
both goods. However, as the economy passes along one or other of the
stable arms towards the saddle, production may switch from one pattern
of specialisation to another during the approach dynamics.

For example, Figure 7.1 illustrates the case where the economy spe-
cialises in the labour-intensive good (which does not imply that harvests
are zero). The saddle path and equilibrium are depicted in (A, S) space,
where as before A is the shadow price of the resource stock. As shown
in Figure 7.1, the switching threshold occurs well below the steady state
(A*, §*). It follows that, if the economy begins with relatively low resource
stocks, S < S*, then it will follow the left-hand arm of the saddle path and
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always specialize in the labour-intensive good. In contrast, if the economy
is relatively resource abundant initially, S > S*, then the economy will
specialize first in producing and exporting the resource-intensive good
but will switch eventually to specializing in the labour-intensive good.
Note that, along this right-hand arm of the saddle path, the economy
continues to overexploit the resource stock, which eventually declines to
the steady state level S*.

Kemp and Long also consider the effects of an increase in the terms
of trade, p, i.e. an increase in the price of the relatively resource-intensive
good. The result is an increase in the interval of time during which the rel-
atively resource-intensive good is produced and exported, and a decrease
in the time in which the economy specializes in the labour-intensive good.
In Figure 7.1, this is represented by a shifting up of the line defined by
%ﬂ - and if this effect is sufficiently large so that this line now
exceeds the steady state (A*, $*), it is possible that a small open economy
will specialize in the resource-intensive good or produce both goods.

The Kemp and Long model is clearly a highly simplified 2 x 2 model
of a small open economy. No consideration is made of the opportunity
cost of habitat, stock externalities or even the cost of resource harvesting.
Nevertheless, the conditions under which a small open economy may
choose to specialize in production and exports of a relatively resource-
intensive good or in a relatively labour-intensive good prove an important
contrast to other models of resource-trade relationships.

For example, Matsuyama (1992) showed how trade liberalisation may
lower welfare in a model with external benefits in the non-resource (or
non-agricultural) sector — a departure from the first best world discussed
thus far. If there are increasing returns at the sector level due to the
spillover benefits of firms, then reallocation of labour from manufactur-
ing to resource extraction will lower the returns of firms that remain in
manufacturing (an external cost that will be ignored by individuals). If
opening up for trade induces such a reallocation of labour, then total wel-
fare may fall. This effect has been postulated as one potential explanation
of the so-called resource curse effect — an empirical regularity suggesting
that countries well endowed with resources tend to grow more slowly
than their resource-poor counterparts.’

9 This effect is more likely to eventuate when countries are richer in point resources (like
oil fields and mines) than in diffuse resources such as agricultural land (see Leite and
Weidmann 1999; Isham ez al. 2003). Other possible explanations for the resource curse
include Dutch disease (Sachs and Warner 1997) and rent seeking (Torvik 2002) and also
the potential adverse effect of resource wealth on institutional development, indirectly
impacting on economic performance (Isham ez al. 2003).
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3 The polar opposite benchmark: open access

One of the most important institutional frameworks to consider in a trade-
renewable resource model is the situation of unregulated common prop-
erty or open access. There is a long tradition in bio-economic models of
the fishery in analysing open access problems.

In recent years, there has been increased recognition that the open
access resource management problem extends beyond fisheries to other
renewable resources, notably forests, wildlife, mangroves and other
terrestrial-based resources. Only recently, however, have the implications
of open access for the impacts of trade on renewable resource manage-
ment been explored.

However, not all trade-renewable resource models that incorporate
open access resource exploitation necessarily arrive at the same conclu-
sions. The results for resource conservation and welfare differ depend-
ing on whether models are constructed in a partial or general equilib-
rium setting, and depending on assumptions regarding market structure,
technology and scale economies. To illustrate these models, we adopt a
similar approach as in discussing trade-renewable resource models under
optimal resource management. First we consider the simplest case of a
single-market bio-economic model. We then examine the case of the 2 x 2
model of a small open economy. The discussion of North—South models
that incorporate various assumptions concerning open access resource
exploitation will be discussed in section 4.

3.1 Single-market bio-economic model

As a counterpart to the basic single-market optimal management model
developed in section 2.1, consider now the same model under open access
exploitation. The key feature of the latter model is that aggregate extrac-
tion effort, E, is determined by the profits generated by resource extrac-
tion. That is, an increase in profits will lead to greater extraction in the
open access industry, whereas a decline in profits will reduce extraction.
This suggests that the dynamics of effort in open access resource extrac-
tion, both for autarky and free trade, can be represented by the following
equation motion of

E = ¢[D(H)¢S—c]E )

This differential condition implies that expectations are constantly adapt-
ing in response to observations in the field — some kind of ‘backward-
looking’ behaviour (for a model of rational expectations, see Berck and
Perloff 1984).
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Figure 7.2. Open access equilibrium in the single-market bio-economic
model
Source: Adapted from Barbier (2003)

We need to combine (7) with an equation that defines the dynamics
of the resource stock. As before, we can assume both a logistic stock
growth function for G(S), and Schaefer harvest, H = ¢ SE. This implies
that stock dynamics are represented by equation (2) above.

Under autarky, the price received per unit of the resource varies accord-
ing to the inverse demand function, p = D(H) with D' < 0. Thus equa-
tion (7) indicates how exploitation effort adjusts, at some rate ¢, to the
profits from harvesting. In the long run, under open access, profits from
exploitation are driven to zero and the renewable resource stock is con-
stant. The long-run steady state is therefore

GSH vy -SYK)
g8t q o
A C

> = Dy ©

E4 = d €))

where the superscript ‘A4’ is used to denote open access equilibrium val-
ues. The long-run steady state and the dynamic path corresponding to
this state are depicted in Figure 7.2 for the case where the price elasticity
of demand, ¢ = D(H)/D'(H)H, is elastic, i.e. |¢| > 1.

Once again, it is insightful to see what happens to extraction in the
resource sector when the economy is opened for trade. If the economy is
small, it faces an exogenous world price, p, for the resource commodity
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it produces. Long-run condition (9) becomes simply

si= 2

pq
which is a vertical line in Figure 7.2. The implications of opening for trade
for resource conservation are straightforward and similar to the optimal
management case, in that they once again depend on whether the new
price p is greater or smaller than the price received under autarky defined
by D(H%). That is, the domestic resource stock will be (i) unaffected if
by accident p = D(H?) holds, (ii) augmented whenever p < D(H%), and
(iii) smaller whenever p > D(H%) holds.

Assuming that prices rise as a consequence of opening up for trade, it
follows that the resource stock will fall.!® The latter effect is depicted in
Figure 7.2, where the new open access equilibrium for the resource stock
is indicated as S%'. As also shown in Figure 7.2, however, equilibrium
effort will rise, to E4.'' Thus in the simple bio-economic model, the
stock and harvest effects of opening up of trade are the same in the open
case as in optimal management. However, these two cases do differ in one
important respect. Under open access, all rents from resource extraction
are dissipated in the long run. Opening up the economy for trade does
not affect this outcome; rent in the steady state is zero and remains so. In
other words, there are no welfare effects (in terms of changes in producer
surplus) in the resource sector.

The open access model has been extended to include the impacts of
habitat conversion (e.g. Bulte and Horan 2003). For example, Barbier
and Strand (1998) consider a model of an export-oriented shrimp fish-
ery in Campeche, Mexico that produces shrimp for export. According to
ecological evidence, the fishery is supported by coastal mangrove systems
that serve as breeding and nursery habitat for the shrimp fry. Thus, by
assuming that increasing mangrove area F effectively ‘extends’ the car-
rying capacity of the fishery, Barbier and Strand modify the net growth
equation (2) to

CD)

. S
S=GS -H=yS{1-——=]—-¢SE, KF) >0 10
) Y ( K F)) q (F) > (10)
Starting with an open access equilibrium under trade conditions (i.e.
point (S, E¥) in Figure 7.2), Barbier and Strand show that the effect of
threats to mangrove habitat, through coastal developments in Campeche,

10 Tt is easy to see from (9') that g—g = 7‘% < 0. This also implies a unitary price-stock
elasticity response.

11 dE _ _ Vv dE _ ¢S
From (), 75 = e and therefore > = piR ~ 0.
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is to reduce equilibrium effort in the fishery, but leave the resource stocks
unchanged. This is shown in Figure 7.2 by the rotating down of the
S'= 0 curve. The destruction of mangrove habitat creates a temporary
disequilibrium in which stocks fall and so does harvest. Because export
prices remain unchanged, a loss is made in the fishery causing some
fishers to leave so that effort declines. This will mean less exploitation
so stocks will recover and in the long run zero profits prevail once again.
Thus in the new equilibrium, stocks return to their steady state level, S,
but effort has fallen (i.e. E4 < E¥). The result must be lower levels of
harvest and gross revenues in the fishery.'?

In general, if a small open economy is exploiting and exporting a renew-
able resource under open access conditions, we would expect habitat
conversion to have similar effects. This is readily apparent from (9) and
(10). If a reduction in natural habitat (i.e. a decline in F) shifts down the
growth function, either by reducing K or y, then steady-state effort and
thus harvest will fall but not steady-state resource stocks.

3.2 The 2 x 2 small open economy

Brander and Taylor (1997a) construct a 2 x 2 model of a small open
economy by combining an open access renewable resource model with a
standard Ricardian model of international trade.'> One of the two goods is
a resource good produced using labour and the resource stock. The other
good is a generic ‘manufactures’ good produced using labour. Brander
and Taylor consider such a model to be applicable to understanding the
effects of international trade on open access renewable resource exploita-
tion and believe that the insights of such a model are particularly relevant
to small open developing economies. Overexploitation of many renew-
able natural resources — particularly the conversion of forests to agricul-
tural land — often occurs in developing countries because property rights
over a resource stock are hard to define, difficult to enforce, or costly to
administer.

12 Barbier and Strand employ this model, under the assumption that the fishery is a price-
taker in export markets, to estimate the long-run losses from mangrove deforestation
on the open access shrimp fishery in Campeche. See Barbier (2003) for the example of
applying the model with a finite elasticity of demand to a case study in Thailand of the
impacts of the expansion of aquaculture shrimp, a leading export product, on mangrove
conversion and off-shore fisheries. The analysis demonstrates why Thailand has chosen
to expand coastal aquaculture to increase export earnings from shrimp production,
despite the economic consequences of the accompanying mangrove deforestation for
coastal fisheries.

Qualitatively similar results are obtained for a 2 x 2 x 2 model (see Brander and Taylor
1998).
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The country has a fixed labour force and produces and consumes two
goods. The ‘manufactures’ good, M, is treated as the numeraire whose
price is normalised to one. In this constant returns to scale sector (but
see below), one unit of labour is used to produce one unit of M and,
hence, labour’s value marginal product in manufacturing is also one.
It follows that, given competitive labour markets, the wage rate in the
economy is one if both goods are produced. The second good is har-
vest, H, from a renewable resource stock, which is subject to the stan-
dard net biological growth relationship. Harvest is produced with the
Schaefer production function H = ¢ E S and the labour constraint implies
L = E + M. The effect of open access exploitation in the resource sector
is to ensure that the price of the resource good must equal its unit cost of
production in equilibrium. That is, as all rents from using the resource
stock are dissipated and only labour costs are incurred in harvesting, the
equilibrium open access harvesting condition is always

E w 1
PV T8 ¢s (1)
where p is the (relative) price of the resource good. Equation (11) states
that, under open access, the price of the resource good must equal its unit
cost of production. Since the wage rate, w, in the economy is one (with
diversified production), the unit labour requirements, and thus costs, of
the resource sector are inversely related to the size of the stock.

To complete their model, Brander and Taylor assume a representative
consumer endowed with one unit of labour, who has Cobb-Douglas pref-
erences for both goods (« = HP M!=F). As this implies that both goods
are essential, in autarky manufactures, M must also be produced. The
authors show that the ratio of the resource’s intrinsic growth rate (y)
to total labour in the economy, y /L, determines autarky relative prices.
This ratio defines Ricardian ‘comparative advantage’. Thus for some suf-
ficiently high ratio of /L a country would have an autarky price of the
resource good less than the world price and can be considered relatively
‘resource abundant’. For y/L > ¢, the small economy may specialize in
manufactures or the resource good (depending on relative prices) or be
characterised by diversified production. For /L < q it is impossible for
the country to specialize in the resource sector.

Figure 7.3 illustrates the effects of opening of trade in a resource-
abundant economy — a country where prices under autarky were below
the world market level p* (or a country where y /L is sufficiently large).
Figure 7.3a compares the initial post-trade impacts and the transition
to the steady state, whereas Figure 7.3b contrasts steady state utility
under autarky with various trade scenarios. Denoting p and Sy as the
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(a) Temporary equilibrium and transition to a steady state

Harvest

LgSa

Lqu

~ Initial post-trade budget

LgSp S . line (slope = — 1/p*)

Diversification Specialisation

(1-B)L L Manufactures

(b) Steady-state utility and the terms of trade

Utility

ur, rlL>q

Ua

p* P p* p** World price

Figure 7.3. Open access resource exploitation and trade in a resource-
abundant economy
Source: Brander and Taylor (1997)

autarky equilibrium resource price and stock respectively, we have from
(11) p4=1/qS, as the initial condition describing this equilibrium. In
Figure 7.3a, the initial autarky production and consumption point is
given by E, with g and (1 — ) representing the share of labour employed
in the resource and manufacturing sectors respectively. The production
possibility frontier under autarky is the steep line with intercept Lg Sy
that goes through point E. If p* > p“ when trade opens (world market
prices exceeding prior domestic prices under autarky), then the economy
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immediately specializes in the resource good. The condition p*¢S4 > 1
implies that the value marginal product of labour in harvesting exceeds
the prevailing domestic wage in the resource sector. The temporary equi-
librium production point moves to the vertical axis at Lg S4 and the econ-
omy'’s initial post-trade budget line has a slope —1/p* (represented by the
dotted line in Figure 7.3) and it lies outside the autarky production possi-
bility frontier. This implies that the economy exports initially the resource
good, imports manufactures and experiences temporary gains from trade
as the new consumption point is now C.

However, the initial trading equilibrium cannot be sustained. All labour
has entered the resource sector, which will result in the temporary har-
vest rate rising above the steady-state autarky level. The harvest rate will
exceed resource growth and S will decline. As the resource stock falls,
Schaefer production implies that harvests will also decline and as shown
in Figure 7.3a, the vertical intercept of the production possibility fron-
tier shifts down as indicated by the arrows. Two possible steady-state
outcomes may result.

First, if the resource stock stabilises at a level that can sustain the entire
labour force at a wage rate exceeding one, then the economy can specialize
in production and export of the resource good in the long run. This is
indicated by one line in Figure 7.3a, which is the small country’s free-
trade budget line that has a vertical intercept, and production level, of
Lg Ss and an intercept on the horizontal axis beyond L. As depicted in
the figure, the specialized steady state would allow the country to gain
from trade. However, this need not be the case. Steady-state consumption
levels under complete trade specialization may not necessarily be higher
than in autarky, and depending on the relationship between the terms of
trade and steady-state utility, the economy may or may not have gained
from trade.

Figure 7.3a also illustrates the case of steady-state diversification. In
this case, the resource stock falls to a level, Sp, so that not all the labour
is allocated to harvesting and its value marginal product equals one. The
economy will consume at point D, and in comparison to autarky, inter-
national trade reduces the small country’s steady-state utility unambigu-
ously. While nominal income is unaffected by the opening up for trade,
real income has fallen as the consumer price of the resource is now higher
than before.

Figure 7.3b illustrates the consequences of trade for a resource-
abundant economy, y/L > ¢. The flat line labelled u“ represents the
country’s steady-state per capita utility under autarky, whereas u” rep-
resents the country’s steady-state utility under trade, which is a function
of different world prices, p*, for the resource good. The standard gains
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from trade are a convex function of the difference between the world and
autarky price and are minimised if the world price equals the autarky
price (p = p*). In that case, trading and autarky utility are also equal.
At all prices below p“ the economy would export manufactures and expe-
rience steady-state gains from trade. There is some possible world price
plx, such that at world prices below this level the economy would stop
being diversified and specialize completely in manufactures. At world
prices just above p< the economy would be an exporter of the resource
good but diversified in production. In this range, steady-state utility under
trade would be less than it would be under autarky. However, if world
prices rise to p?*, the economy would specialize in the production of
the resource good. This price level minimises steady-state utility under
trade. Above p?* additional increases in the world price are beneficial
to the economy and there is some price, p>*, beyond which steady-state
gains from trade would occur relative to autarky.

The problem highlighted by Brander and Taylor is that too much har-
vesting takes place in autarky because there are no secure property rights
to the resource. Opening up for trade makes matters worse for resource-
abundant countries. Conversely, resource-scarce countries are better off
as they now start importing the resource good. Brander and Taylor con-
clude that, as the problem lies with the open access nature of exploita-
tion in the resource-abundant economy, the first-best policy would be
for the small open country to switch to more efficient resource man-
agement policy through simply establishing property rights.'* However,
as they acknowledge, there are many policy and institutional distor-
tions that work against such solutions, particularly in developing coun-
tries and other resource-abundant small open economies. Consequently,
Brander and Taylor (1997a, p. 550) argue in favour of ‘second-best
approaches’. In a dynamic context where alternative assets are avail-
able, the exporting country could impose ‘a modified Hartwick’s rule’
and reinvest temporary gains from selling a resource good on world
markets. !>

In an extension to the analysis by Brander and Taylor, Hannesson
(2000) demonstrates that their results may depend critically on the
assumption that the manufactures good sector is constant returns to scale.

14 But see Emami and Johnston (2000), who demonstrate that, in the context of imperfect
property rights, resource management by only one country may benefit one or both
trading partners, but may also reduce welfare for both, when compared with the case in
which neither manages its resource sector.

The Brander and Taylor model has been extended by Smulders ez al. (2004) to include
habitat (as emphasised in section 2) and a third sector that demands land (say agricul-
ture). While open access to resource stocks gives rise to within-industry externalities, it
is shown that habitat destruction may create across-industry externalities.



Trade and renewable resources in a second-best world 223

For example, in Brander and Taylor’s model, the steady-state national
income in terms of manufactures does not change, as long as the coun-
try does not specialize fully in open access resource extraction. How-
ever, Hannesson argues that it is not at all unlikely for economies heavily
dependent on extractive industries and with a locational disadvantage in
manufacturing to have diminishing returns in the latter sector. As a con-
sequence, the equilibrium national income of a small open economy in
terms of manufactures is likely to rise from trade, even if harvested exports
are exploited under open access, as the country is now able to import man-
ufactures at a constant world price rather than having to acquire these
goods through reallocating resources with diminishing returns.'® By shift-
ing labour from manufacturing to harvesting, the marginal and average
return to labour in manufacturing increases (see also de Meza and Gould
1992). Note that an opposite result obtains when we assume increas-
ing returns to scale in manufacturing instead (e.g. Matsuyama 1992).
Increasing returns may be plausible, for example, because of spillover
benefits in manufacturing — a key assumption in the endogenous growth
literature.

Hannesson (2000) also demonstrates that, with diminishing returns
to manufacturing, moving from an open access regime to optimal man-
agement may or may not lead to an improvement in welfare. Such an
‘immiserising effect’ of a transition from open access to optimal manage-
ment will occur if the demand for the resource good is inelastic so that the
value of harvested output is less than under open access and more labour
is withdrawn from the resource sector. The imperfection that drives this
result is that insiders in the manufacturing sector cannot prevent out-
siders (formerly harvesting the resource) from spilling into ‘their sector’,
adversely affecting the return to their labour.

4 Trade between North and South

After discussing the extreme cases of the perfect planner and open access,
we now turn to a series of more complex intermediate cases. In this section
we will present results from models with trade between different types of
countries: North and South. North and South are assumed to be nearly
identical (except perhaps in terms of initial resource stocks) but differ
in terms of the institutional framework that shapes resource extraction.

16 When the two goods are substitutes, and thus the indifference curves are linear, these
gains from trade always dominate. However, with non-linear indifference curves, such as
the case with a Cobb-Douglas utility function, the gains from trade are more ambiguous
and it is possible to obtain the same results as Brander and Taylor, even with diminishing
returns in manufacturing. See Hannesson (2000).
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In the next section we present the static model by Chichilnisky (1994)
where the North is assumed to have perfect property rights whereas the
South has none — section 2 meets section 3.!7 In section 4.2 we present a
model by Karp er al. (2001) where institutions are imperfect in both the
North and South, but where the common pool externalities are worse
in the South because there are more people using the pool. The Karp
model is based on some different assumptions with respect to utility and
production than most of the papers in this literature. This nicely com-
plements the other work and demonstrates that some of the conventional
key assumptions are far from innocuous.

4.1 North-South: trade berween polar opposite extremes

Extending the 2 x 2 optimal resource management model to a two-
country, or North-South, 2 x 2 x 2 model does not in itself yield further
insights beyond the basic Kemp and Long model discussed previously.
As the authors demonstrate through rigorous proofs, their 2 x 2 optimal
resource management model, whether applied to exhaustible or renew-
able resources, is fully consistent with standard Hecksher-Ohlin theorems
and is therefore applicable to any number of identical countries or regions
with identical factor endowments, technologies, preferences and institu-
tional arrangements, and which face competitive world factor and goods
markets. However, a more complex and interesting case arises when we
allow for the possibility that there are institutional differences between
the trading partners. This is exactly what Chichilnisky (1994) does. She
analyses a North-South model of trade and resource management when
the two countries are identical except that they differ in the pattern of
ownership of an environmental resource used as an input to produc-
tion. Specifically, resource owners in North have perfect property rights
whereas management in South is characterised by unregulated common
property.'®

The harvested resource does not appear in the utility function directly
as a consumption good. Instead, the resource flow serves as an input in
the production of two goods, A and B. Both goods are produced using
Leontief or fixed proportions production technologies with the harvested

17 Technically speaking, this is not quite true. Brander and Taylor consider the case of com-
plete open access where individual harvesters ignore the external costs of their harvesting.
Chichilnisky considers an unregulated common property model where individuals take
into account a share of their external costs. The latter collapses to the former whenever
the number of individuals approaches infinity.

18 Strictly speaking, Chichilnisky does not consider an H-O model as she considers the
case where the supply of inputs is not given but is determined by (relative) prices.
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resource and another factor (labour or capital) as inputs. It is assumed
that good B is more resource intensive than good A (which is more inten-
sive in the other input). A key element in the model is the following
question: how much of the resource is harvested as an intermediate input
for the production of goods A and B? For a given resource stock and any
given price, harvesting will be greater when property rights are weak. The
common property resource supply curve lies below the optimal supply
curve, implying that resources appear to be more abundant.!” One major
result is that while no trade is necessary for efficiency when the two coun-
tries are identical,”’ trade will nevertheless occur when property-rights
regimes differ. Despite the fact that neither country has a real comparative
advantage in producing the resource-intensive good, the lack of property
rights for a common-property resource in South leads it to produce and
export resource-intensive goods in the steady state. In other words, the
country with weak property rights gains an apparent comparative advan-
tage. Distortions, rather than true economic advantages, trigger and drive
trade flows.

Karp et al. (2001, 2003) define the apparent resource stock as §S,
where § is a parameter that measures the degree of the distortion (in an
unregulated common property, this distortion is increasing in the number
of people harvesting the resource, hence §(n) with §'(n) > 0). In Figure
7.4 the direction of trade is illustrated for North and South — two identical
economies but possibly with different stocks (SN and SS, respectively)
and South has imperfect property rights. The 45° line (i.e. identical stocks
in North and South) defines zero real comparative advantage. In contrast,
the ‘no-trade line’ defines the case where SN = §S8S, or the condition
with zero apparent advantage. If the ratio SN/SS is such that the system
is above the 45° line, South exports the resource-intensive good and has a
true advantage in doing this. For SN/SS below the ‘no-trade line’, North
exports the resource-intensive good. For SN/SS between the 45° line and
the ‘no-trade line,’ the direction of trade will be inefficient as South has
an apparent advantage and is an exporter of the resource-intensive good,
while North has a true advantage.

If South exports the resource-intensive good, the good will be traded
at a price below social costs, even if factor prices are equal across the
world, all markets are competitive. This implies that the country with
well-defined resource property rights (the North) ends up overconsuming

19" Chichilnisky considers a static model where the harvest function is strictly concave in
effort. In a dynamic setting where the resource stock adjusts to harvesting pressures, it
can be shown that equilibrium supply is backward bending (e.g. Clark 1990).

20 Note there are no scale economies in production that could make specialization and
trade beneficial.
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Figure 7.4. Trade patterns between North and South
Source: Karp ez al. (2001)

the resource-intensive good. Trade exacerbates a pre-existing distortion,
which could make the South worse off than under autarky.

What would happen in a dynamic framework? Brander and Taylor
(1997b) examine the case of a two-country model where a country gov-
erned by a planner meets a country characterised by open access man-
agement and solve for steady states. While the country without property
rights may export the resource good (and suffer a welfare loss as dis-
cussed in section 3) in case of ‘mild overuse,’ a trade reversal is obtained
when relative prices give rise to ‘severe overuse’ in the open access coun-
try. The open access country will first exploit its apparent advantage and
export the resource good, but following stock depletion will become a
net importer. Efficient management in the short run therefore may result
in a comparative advantage over time. If this is the case, both countries
experience gains from trade.

4.2 Imperfect propertry rights in North and South

Building on Chichilnisky, the model by Karp, Sacheti and Zhao (2001)
analyses a more complex case of North—South trade. The main assump-
tions differ from those of Chichilnisky in the following respects:
1) Rather than contrasting private property in the North versus unreg-
ulated common property in the South, the Karp er al. model
assumes imperfect property rights in both countries. While there is
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no monitoring and enforcement in the North, the common property
problem is assumed to be more serious in the South because there
are more people utilising the Southern pool, shifting the supply curve
of harvested resources out as it inflates the apparent stock (given an
actual certain resource stock S).

ii) There are two arguments in the utility function: consumption of a
subsistence good A with unit price and the resource-intensive con-
sumption good (and intermediate input in the harvesting process of
the resource good) B. Subsistence good A is assumed to have an
income elasticity of demand equal to unity for consumption levels
below income threshold A" and an income elasticity equal to zero for
income levels greater than A . That is, any (extra) income below the
threshold will be spent on the subsistence good A4 and any income in
excess of the constraint will be allocated to consumption of B.

iii) There are two production factors: the harvested resource flow
and some other input (which may be labour or capital). Unlike
Chichilnisky, who assumes this factor can be supplied at a certain
cost, Karp ez al. assume its availability is exogenously given. Consis-
tent with earlier discussions, let us assume this additional factor is
labour.

The combination of zero substitution in production and consump-
tion, combined with a given availability of labour, implies that the model
may have multiple stable steady states. Three cases are depicted in
Figure 7.5, graphing the harvesting rate H/S and three realizations of
the resource growth rate G(S)/S. The kink in the piecewise linear har-
vest rate path occurs because of the assumption of fixed proportions
in production between the inputs ‘harvested resource’ and labour. For
resource stocks below the kink (S < Sc), the resource flow is completely
employed whereas labour is not (a feature not uncommon in some
resource-dependent communities). As the resource stock increases, so
does the associated harvest level. Imperfect property rights imply that, for
any given resource stock S < S°, there will be excessive extraction — too
much B will be allocated to harvesting and not enough will be consumed.
At threshold level S = &%, labour is fully employed and the distortion does
not affect supply under autarky. Further increasing the stock does not trig-
ger more harvesting as there is no labour to match the resource in produc-
tion — aggregate harvesting is constant for larger resource stocks, kinking
the harvest schedule. The kinked path enables (but does not guarantee)
three intersections between harvest and growth. For slow (fast) grow-
ing resources, the system settles in a unique ‘low’ (‘high’) steady state.
For intermediate growth rates, low and high steady states occur simul-
taneously and initial conditions determine the long-run outcome of the
system. By shifting the harvest curve up or down, the stable steady states



228 Biodiversity Economics

Labour unemployed Labour fully employed

\\4—.— Resilient resource

Fragile resource

Growth rate G(S)/S

Harvest rate H/S

wn
S
w

Figure 7.5. Harvesting and growth in the absence of substitution pos-
sibilities
Source: Karp et al. (2001)

shift accordingly — quantitative changes to the system. However, more
dramatic outcomes are also possible as equilibria might appear or disap-
pear altogether.?! Cases where the system jumps’ from one stable steady
state to another (say from ‘low’ to ‘high’ or vice versa) are interpreted as
qualitative changes.

What happens when the North and the South move from autarky to
trade? When labour is fully employed in both countries, aggregate har-
vesting is unaffected by trade liberalisation,?? but the share of extraction
is affected — some harvesting will shift from North to South where prop-
erty rights are weaker. When some labour is unemployed in one of the
two trading partners under autarky, it is possible that trade increases
the aggregate level of extraction as well.>’> This happens because trade
enables countries to reallocate their production and specialize in those

21 For example, the curves will shift in response to property rights reform. Karp ez al. (2003)
explore the consequences of harmonisation of environmental regulation when trade is
driven by distortions rather than true underlying advantages. Among other things they
show that, while upward harmonisation (increasing property rights in the South towards
the level in the North) is preferable in the long run as it increases the odds of ending up
in a high steady state, even downward harmonisation can be good for welfare.

This is an artifact of the model, following from (i) the assumption that income elasticity
of good A4 is zero, (ii) fixed proportions in production, and (iii) a fixed total labour stock
in both countries.

When some labour is unemployed after trade in both countries, trade does not affect
production or consumption and is irrelevant.

22

23
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products in which they have a comparative advantage. In other words,
the (apparently) resource-scarce country will specialize in the production
of resource-extensive good A. This might enable it to reach a situation
where eventually all labour is employed such that aggregate production
increases.

The common theme throughout this survey has been to consider the
effects of trade liberalisation on welfare and stock conservation. In light of
the argument above about multiple steady states in autarky, it is perhaps
no surprise that there are also multiple stable candidates under trade
for ‘intermediate’ values of the resource growth, as in Figure 7.5. Initial
conditions then determine where the system ‘settles down’. For resources
that grow sufficiently slow (fast), there exists a unique equilibrium where
some (none) of the labour is unemployed. In equilibria where all labour
is employed in both countries, the South with its weak property rights
will export the resource-intensive good and as a consequence Southern
stocks will be lower than under autarky. The reverse holds for Northern
stocks.

In the short run, where the apparent resource stocks are fixed, trade
may affect production and consumption and, hence, welfare. Trade may
trigger an inefficient direction of trade where the South exports the
resource-intensive good because its lax property rights regime provides it
with a larger apparent stock, even though its actual stock is lower. If the
direction of the trade flow is efficient, the volume might still be excessive.
If these effects are sufficiently strong to outweigh the usual benefits of
trade associated with comparative advantages, trading might lower wel-
fare in the South. These effects have also been identified by Chichilnisky.
But there are additional long-run effects on the resource stocks to con-
sider as well. The trade pattern identified above might result in a collapse
of the local stock and the South may possibly become an importer rather
than an exporter of the resource-intensive good — a reversal in apparent
comparative advantage.’* This allows the Southern stock to recover, but
could also set the stage for a phase of resource degradation in the North.
Trade links the dynamics of resource stocks in North and South and
the topologies of the general equilibrium may change qualitatively as a
result. That is, when resource stocks adjust in the long run, equilibria
may appear or disappear.

Karp, Sacheti and Zhao show that the long-run welfare effects of trade
are complex and ambiguous — there are cases (parameter combinations)
where the North pulls up the South so that freeing trade eventually makes
both countries better off — the economist’s dream scenario. Alternatively,
there are circumstances where the South drags the North down, such

24 Brander and Taylor (1997b) also obtain this ‘reversal’.
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that both countries are worse off — the environmentalist’s nightmare. The
latter result is not feasible in a model with a rational planner and perfect
property rights in the North; one needs a model with imperfect prop-
erty rights in the North. Of course, mixed outcomes are also feasible.
Karp ez al. interpret these results as common ground between free traders
and environmentalists; both perceptions on the welfare and conservation
effects of trade liberalisation may be correct and the fixed proportions
model allows analysts to identify which perspective of the world is likely
to prevail in specific conditions. The model suggests a key role for the
intrinsic growth rate in this respect — for sufficiently low rates (or fragile
stocks) the pessimistic outcome is more likely to occur.?”

5 Endogenous institutions and property rights regimes

Thus far we have considered the effects of trade liberalisation in polar
opposite institutional settings: the benevolent dictator and the open
access or unregulated common property case.’® Or, put differently, the
cases of perfect property rights and no property rights, respectively. These
all-or-nothing cases are stylised extremes and ‘real world harvesting’ usu-
ally involves some intermediate property regime instead. While resource
stocks may be formally owned by governments, it is typically the case
that private agents do the harvesting. Firms have an incentive to har-
vest in excess of their quota or under-report their catches when these
are taxed. The government must devote scarce resources to monitoring
and enforcement to ensure that the resulting harvest schedule is efficient.
Alternatively, the stock may be owned by a group of users who collectively
decide on the management of the co-called common pool, but each indi-
vidual has an incentive to cheat and free-ride on the other’s conservation
efforts.

We would like to make the following three observations. First, the
degree to which the de jure stock owner is willing to monitor and enforce
its property rights is determined by relative prices and, hence, by the
trading regime. Schulz (1996) has argued that, by virtually eliminating
the legal value of harvesting, trade bans might result in the cessation of
all monitoring. In that case open access ‘poaching’ for an illegal trade or
domestic markets will ensue such that, from an environmentalist’s per-
spective, the trade ban might be counterproductive. Second, the incentive

25 When the rate is very low, however, trade does not harm the economy as the autarky
outcomes would also be dismal.

26 With unregulated common property management the number of firms exploiting the
resource is fixed. Market failure in such a setting is less severe (e.g. Baland and Platteau
1996).
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of individuals and firms to cheat and harvest in excess of agreements (or
poach when access is denied) is also endogenously determined. Finally,
the effectiveness of regulation may be affected by trade as well. Trade
liberalisation may expand the set of ‘outside options’ for individuals in
a common pool, thereby making ostracism a less effective deterrent to
enforce cooperative extraction from the common pool.

In other words, trade both impacts on the incentives to cooperate and
the incentive to regulate — the net effect on the institutional context is
unclear a priori. Because of the many possible linkages, there is no escape
but to build on formal models to learn what mechanisms might exist. The
economics discipline is increasingly attempting to cope with this issue and
in this section we will discuss three different approaches.

5.1 Enforcement, profits and welfare

Suppose a resource stock is formally ‘owned’ by a firm (say, a forest
concessionaire or landowner extensively managing his land), but that no-
encroachment enforcement is costly. The owner must decide whether
to invest in securing his property rights and if so, how much exactly?
Alternatively, he may allow others to use it under open access conditions
and dissipate any rents. de Meza and Gould (1992) provide an early and
general analysis of the fact that the resource must be sufficiently valuable
to expend funds on exclusion, monitoring and enforcement. Hotte ez al.
(2000) related this insight to the case of renewable resources and trade.
Households are again endowed with a unit of labour that is allocated to
either manufacturing or extraction (legal or illegal). In contrast to the
Brander and Taylor studies in section 3 (but consistent with Hannesson
2000), it is assumed that there are decreasing returns with respect to
labour in manufacturing.

Two types of labour may be extracting the same stock — legal and illegal
(poaching) labour (Ly and E, respectively). The parameter ¢ measures
the strength of enforcement and with more enforcement the return from
poaching labour is smaller. This occurs because poachers have to avoid
detection by the owner. It is assumed that only a share (1 — ¢;), where
0 < ¢ < 1, of the poaching labour E; is effectively geared towards extrac-
tion on plot ¢ (owned by firm 7). The firm (resource owner) can manip-
ulate parameter ¢, by choosing enforcement intensity as this affects the
precautionary efforts that poachers must incur. The costs associated with
achieving enforcement level ¢ are c(¢) where ¢’ > 0 and ¢” > 0.%7

27 For additional work along these lines, see Bulte and van Kooten (1999).
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Households compare the return to their labour in both activities and
either work in manufacturing or legal extraction (with the wage rate deter-
mined by the marginal product of labour), or in poaching (where labour
earns its average product, driven by the sum of legal and effective illegal
effort). The firm chooses legal harvesting and enforcement effort. Both
variables have in common that they drive out illegal harvesting effort: legal
harvests depress the average return to labour and enforcement increases
the costs of avoiding detection. The firm first optimally sets its level of
enforcement, ¢. Depending on parameters, ¢* = 0 (true open access) or
¢* > 0.%® Next, the firm decides about the hiring of legal labour. For the
case where ¢* = 0, firms do not bother to employ anybody as there are no
rents to be gained from (legal) harvesting. In contrast, when ¢* > 0 legal
labour is employed up to the level where it exactly crowds out poaching —
the entry-deterrence employment level involving rent dissipation for
poachers but positive profits for the firm (whose labourers are more pro-
ductive as they do not worry about detection). While the latter outcome
generates positive profits for the firm, it is shown that enforcing prop-
erty rights may involve a welfare loss at the level of society as a whole.
Enforcement of private property rights implies that labour switches to
manufacturing (depressing its marginal return which implies a fall in
labour income) and also involves enforcement costs.”’ Since the effect
of enforcement on labour income in manufacturing is external to the
firm, it does not affect its optimal enforcement stringency. The firm only
compares gross profits and private enforcement costs.

Under autarky, firms may set ¢* = Qor¢* > 0, depending on key
parameters. Assume that firms do not bother to enforce their property
rights such that de facto extraction takes place under conditions of open
access. How does opening up for trade affect the firm’s enforcement
decision? The authors find that the firm’s optimal level of enforcement is
increasing in the resource price and decreasing in the prevailing wage rate.
Hence, when resource prices increase as a result of trade liberalisation,
the firm may suddenly find enforcement privately profitable and respond
by switching from ¢* = 0to¢* > 0. The firm will hire some poachers
and others will be forced into manufacturing. Profits of the firm increase
but, as outlined above, welfare in society as a whole may fall — another
example of immiserising trade. Hotte and co-authors also analyse a more
involved dynamic model where the resource stock contracts or grows in

28 The owner will set ¢* = 0 if enforcement combined with the hiring of legal labour to
deter entry by poachers earns negative profits. In contrast, if enforcement plus entry
deterrence employment earns positive profits, the owner will set ¢* > 0.

29 For more information on comparing income under open access and private property,
see Weitzman (1974) and de Meza and Gould (1987, 1992).
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response to natural growth and harvesting. They show that the increase
in enforcement brought about by higher price raises equilibrium stock
levels. Endogenising property rights thus opens the possibility that trade
might be good for conservation and bad for welfare — reversing some of
the insights of section 2.

5.2 Trade and common pool management

The analysis in 5.1 was based on the assumption that an owner can
raise the costs of illegal extraction by raising the effort that poach-
ers must incur in order to avoid detection. Nobody ever gets caught
and punished because either there is no enforcement and all harvest-
ing is ‘illegal’ (¢* = 0, Ly = 0), or all illegal harvesting is crowded out
(¢p* > 0, E = 0). Copeland and Taylor choose another perspective. They
assume imperfect enforcement by the resource owner and recognise that
individuals may have an incentive to harvest illegally (or harvest in excess
of an agreed-upon quota), but must balance the gains from ‘cheating’
against the expected penalties if caught.

Consider the familiar case where there is a single production factor
(labour) that is allocated between CRS manufacturing or resource extrac-
tion from a common pool. Unlike in the earlier work of Brander and
Taylor (1997), Copeland and Taylor assume the presence of a benev-
olent resource manager or village elder who sets rules on resource use
to maximise steady state utility of the group. The manager decides how
much labour households can spend in the common resource (say /*) and
attempts to enforce its rule by monitoring the behaviour of the group
members (which translates into a certain probability of detection, p).
Next, individuals have to decide whether to behave in accordance with
the rule (/ = [*) or allocate extra labour (! > [*) to harvesting. If too much
time is spent in the commons, households run the risk of being detected
(probability p, independent of the extent of cheating). If this happens, the
household is ostracised and is denied access to the common again. Cheat-
ing households that are caught should support themselves by working in
manufacturing henceforth.>® Assume the resource stock is large enough
to make extraction more profitable than manufacturing.

The tradeoff that households make is relatively straightforward.
Adhere to the rules and earn some income in extraction and some in

30 Note the difference with the model of Hotte et al. (2002) where the resource owner
tried to drive out illegal effort by reducing the return to poaching (by increasing legal
harvesting or enforcement). Copeland and Taylor instead focus on the disciplining effect
of punishment, which depends on the forgone profits of working in the commons relative
to the wage in manufacturing.
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manufacturing. Alternatively, it is possible to take a risk and cheat by
spending all the time in the common (recall the detection probability is
assumed independent of the degree of violation, hence a maximum viola-
tion is optimal when cheating). The optimal choice depends on compar-
ing the expected present value of income from these options. Formally,
the discounted benefits of not cheating in the current period are defined
as

VN@) = [ph* + (1 = Hw]dr + (1 — rde) VR + do) (12)

where 7* = g/*S§ is the harvest associated with the allowed time in the
common, w is the wage rate in manufacturing and VR is the (unre-
stricted) continuation value. The latter might differ from the benefits of
cooperation since playing by the rules in the current period leaves all
options open for the future (including cheating). Future benefits are dis-
counted. The benefits of cheating in the current period are

VE®@ = (pgS)de + (1 — rdo) [pde VM + di)
+(1 — pdt) VR(z + do)] (13)

where VM is the present value of working in manufacturing henceforth.
Note from (12) that cheaters who are not caught have the same set of
options for the future as those who abided by the rules. From the above,
these options are defined as VR (z) = max[VN(z), VVC(z)]. Comparing the
benefits and losses from cheating (or the costs associated with ostracism)
defines a forward-looking incentive constraint. The manager must choose
I* such that this incentive constraint is satisfied, otherwise people will
rationally choose to ignore the rules. After some manipulation, Copeland
and Taylor demonstrate that in steady state the incentive constraint boils
down to

F(pgS—w) > ——(pgS—w) (14)
r+p

When resource rents are positive (pg S — w > 0), this condition simply
implies /* > r/(r 4+ p) or the allowable harvest should be sufficiently large
to deter cheating. The threshold level is composed of parameters reflect-
ing impatience and the probability of detection. However, there is no
guarantee that the rents associated with such a policy will be positive (i.e.
pq S > w). When the returns of harvesting according to the threshold fall
below those in manufacturing, people will switch their occupation. If we
define the open access allocation of labour to the common as L°, the
incentive constraint is written as

[* =min|L° ——N (15)
r+p
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where N is the number of households in the village. The planner takes
into account the incentive constraint when formulating a policy that will
not be violated. There are three possibilities. First, the incentive con-
straint is not binding and no individual is tempted to increase his harvest
effort when aggregate harvesting is at the optimal level. The outcome
is conventional first best management as outlined in section 2. Second,
the incentive constraint binds even as the system approaches open access
harvesting. This may happen when the resource good’s price is very low
so that L© is small and lower than the other term in brackets in (15). The
planner is not able to redirect the allocation of labour from harvesting
to manufacturing and the outcome is as modelled in section 3. Depend-
ing on key parameters, notably the growth rate, catchability coefficient,
detection and death rates, and the size of the human population, such
an outcome may be temporary (that is, depending on relative prices) or
permanent. Finally, and most interestingly, it may be the case that the
incentive constraint binds in steady state while there are positive profits
associated with current harvesting. This yields an intermediate allocation
of labour and intermediate level of stock depletion (between first best and
open access) and defines a ‘constrained optimum’. The institutional con-
text thus defined therefore measures whether it is feasible and necessary
for an imperfectly informed planner to constrain agents’ harvesting.
How does trade fit into this analysis? Copeland and Taylor distinguish
between three different categories of countries: (i) countries which are
never able to move beyond open access harvesting, (ii) countries which
might secure some form of a ‘constrained optimal regime’ if the condi-
tions are favourable, and (iii) countries which achieve the fully efficient
outcome given the right set of parameters. If moving from autarky to
trade increases the price of the resource good, countries in categories
(i1) and (iii) can move from open access to limited property rights. If
prices rise further, category (iii) countries can even make the final step
to the full cooperative outcome (and countries from the other categories
will not become worse off). The reason for this transition is that rising
prices trigger a flow of labour entering the resource sector and a fall of the
stock. Eventually, for category (ii) and (iii) countries, both arguments in
(4) are of equal size and the incentive constraint begins to bind. Depend-
ing on whether the first best allocation of labour to the common pool L*
is greater or smaller than N[r/(p + r)] for any arbitrarily high value of p,
the country can reach the first best (or not). For L* > N[r/(p + r)], first
best harvesting can be sustained while meeting the incentive constraint.
Copeland and Taylor also find that a country can have open access
harvesting or (limited) control over harvesting, depending on the price of
the resource good. Raising the value of the stock provides the incentive to
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generate rents from harvesting. Transition towards controlled harvesting
is facilitated by rapid replenishment of the stock, good detection possi-
bilities p and a small size of the group N. The key insight of these models
is that observing conditions of de facto open access under autarky need
not imply equally wasteful management under trade. Trade may be a
pre-condition for management reform and arguing the other way around
might be counterproductive. Yet they also warn that some countries (cat-
egory (i) countries) will not benefit from trade-induced higher prices.
These countries will ‘lose’, as spelled out in section 3.

5.3 Trade and corruption

In the previous two sub-sections we explored the possibility that higher
prices for resource commodities might result in more efficient man-
agement. Implicitly it was assumed that harvesters do not change their
behaviour, other than intensifying their extraction effort in response to
higher prices. But typically harvesters have additional instruments at their
disposal other than harvest effort. For example, harvesters might organ-
ise themselves and lobby for more lenient regulation. Alternatively, they
may bribe planners for special favours in their pursuit of resource rents.
Corruption is increasingly recognised as a major issue in ‘real world’ man-
agement of resources like oil fields (Karl 1997) and forests (Ross 2001),
and analysing the consequences of trade liberalisation on the incentive to
bribe therefore is important.

For economists, the static common agency model by Grossman and
Helpman (1994) provides a logical starting point to consider this issue.
In this model, a self-interested planner maximises a linear objective func-
tion that includes social welfare (W) and bribes from interest groups (7)
as arguments, and a linear welfare weight to quantify tradeoffs between
them:

Max Il = [« W+ (1 —0)T] (16)

where IT represents the objective for the planner and 6 is the weight of
welfare in the planner’s objective function. In the sections with a planner
thus far we implicitly assumed that « = 1 and that the planner has eye only
for the social good. This is clearly unrealistic, certainly for many resource-
rich countries, as is readily gleaned from the various corruption indices
that are available (e.g. World Bank governance indicators or Transparency
International data).

There are multiple interest groups in society — say resource firms versus
environmentalists — ‘bidding’ on a menu of possible policies announced
by the planner. In the first stage of the game the lobby groups offer the
government a so-called bribe schedule that links bribes to the policies
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implemented. In the second stage, the government chooses the ‘optimal’
policy, taking objective function (16) and bribe schedules as given, and
collects the bribes. In the third stage production and consumption take
place, taking environmental policies as given. The model should be solved
through backward induction.

In other words, there exists a political market where policies are
exchanged for bribes and where the sum of bribes is balanced against
welfare. The welfare weight 6 is typically assumed constant and may be
interpreted as a measure of corruption in the economy — the lower 6, the
more corrupt is the planner. Interestingly, empirical work by Leite and
Weidmann (1999) suggests that the extent of corruption is increasing in
natural resource abundance. Given positive values of 6, more extensive
lobbying translates into more distorted policies, steering the economy
further away from the first best allocation of factors. In the context of
resource economics, firms may have incentives to bribe the planner to
pay lower taxes or receive more generous harvest quotas.

Assume resource firms lobby for extending the harvest quota beyond
the socially optimal quota. Privately optimal quota might diverge from
socially optimal ones because firms and planners apply a different dis-
count rate, or because there are external effects in harvesting or conserva-
tion. As demonstrated by Bernheim and Whinston (1986), the Nash equi-
librium outcome is characterised by two conditions: (1) maximisation of
the government objective function, and (2) maximisation of the joint util-
ities of lobby groups and planner. This implies that outcomes on the polit-
ical market are locally truthful, or that the firm’s willingness to pay (bribe)
is increasing in the policy’s benefits. Outcomes are on the bargaining
frontier and are Pareto efficient in the sense that no actor (lobby group or
otherwise) can be made better off without making someone else worse off.

Since the firm’s benefits of securing a larger quota are increasing in
the resource price, the equilibrium transfer from firm to planner is deter-
mined by this price too. When trade liberalisation changes relative prices
it affects political pressures and, hence, the balance on the political mar-
ket. Following this reasoning, a resource-abundant country that opens up
for trade will experience an increase in lobbying and, as a result, larger
quotas (in the short run) at the detriment of welfare and stock conser-
vation — another example of endogenous institutions.’! While this effect

31 Leite and Weidmann (1999) also consider the effect on corruption of opening up for
trade and find a reverse effect — more ‘open’ economies are typically characterised by
less extensive corruption. Trade regulations (as occurring at intermediate levels of ‘trade
openness’) are a source of rents and thereby trigger further bribing (see also Baland and
Francois 2000). Removing such regulations lowers the potential for rent seeking and
corruption and provides a force that works in an opposite direction from the ‘price
effect’ of trade liberalisation discussed in the main text.
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has yet to be analysed fully in the context of resource management, such
an approach could yield similar insights as studies of the relation between
pollution, trade and corruption.>?

However, the interaction effects between corruption, trade and
resource conversion can also be complex. For example, a recent cross-
country analysis of the economic factors underlying tropical deforestation
and agricultural land expansion indicates that the influence of corruption
on land conversion may depend on what happens to a country’s terms of
trade as well as its degree of resource dependency (Barbier 2004). The
presence of significant interaction effects between the terms of trade and
corruption and primary product export dependency suggests caution in
assuming that an important policy mechanism by which the rest of the
world can reduce land conversion in developing economies is through
sanctions, taxation and other trade interventions that reduce the terms
of trade of these economies.

Such a finding is consistent with the theoretical models reviewed here.
Throughout this chapter we have noted that the impact of higher prices
on the institutional setting is ambiguous: while the ‘optimal enforcement
models’ in sections 5.1 and 5.2 implied that higher prices may result in
more efficient resource management, corruption is a force that may pull
in an opposite direction. By enhancing the incentive to bribe, greater
corruption may cause deviations from optimal management. In such a
sub-optimal world, it is difficult to predict how trade interventions and
other policies will affect renewable resource management in the exporting
country.

6 Conclusions

This chapter has provided only a brief overview of the literature on
trade and renewable resource management. The key motivation for the
chapter is the lack of consensus between economists and environmental-
ists about the desirability of international trade and that these opposing

32 While we cannot do justice to the rapidly growing field of corruption and environmental
regulation, we can highlight a few examples. Evidently, corruption enables firms to evade
stringent regulation by paying a bribe rather than abating emissions. Lopez and Mitra
(2000) consider the effect of corruption on the relation between income and pollution
levels and find that both the level and ‘turning point’ of the EKC are affected by the
degree of corruptability. Frederiksson and Svensson (2003) analyse the relation between
corruption, political instability and environmental policy. Damania ez al. (2003) find a
negative direct effect of corruption on the standard for lead content in gasoline (as well as
an interaction effect between trade openness and corruption). Frederiksson ez al. (2004)
analyse the effects of corruption and industry size on energy policy outcomes (find-
ing that policy stringency is inversely related to corruptability and positively related to
lobbying costs and that capitalists’ and workers’ lobbying efforts are negatively related).
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views offer different recommendations for reform of WTO policies. While
many economists argue that trade is not the issue and that domestic
and international institutions for environmental management should be
strengthened if resource conservation is a goal, environmentalists often
take the opposite stand and argue the case for severely restricting and
regulating trade to protect biodiversity and critical renewable resource
stocks.

We organised the chapter such that it loosely followed the main develop-
ments in the literature. The guiding principle in structuring the literature
is the changing perspective on the role of institutions in resource man-
agement. In the 1970s and 1980s, following standard models in resource
economics, most of the work assumed the perspective of a benevolent
planner or sole owner with full property rights. In the 1990s, with the
increasing recognition of the implications for resource management of
open access resource extraction, more attention was given to the second-
best setting where property rights are either de facto or de jure absent.
More recent contributions treat the institutional context as endogenous
and model the incentives and constraints that agents have at the micro
level to influence resource management outcomes.

Our summary of the literature suggests a very mixed overall picture,
both in terms of welfare and effects on stock conservation. While gener-
ally it is possible to obtain relatively clean results for the polar extreme
cases of perfect management and open access, it is evident that more
realistic assessments generally imply ambiguous outcomes. The interplay
of economic, ecological and institutional variables therefore determines
whether trade is overall ‘good’ or ‘bad’, which provides quite a bit of
common ground between economists and environmentalists. This has
important implications for international policy-making concerned with
trade and renewable resource management issues. Neither the ‘conven-
tional’ view of economists that trade impacts on resource management
can safely be ignored, nor the equally ‘simplistic’ view of environmen-
talists that trade is the source of resource losses and must therefore be
curbed, is a good starting point for recommending specific trade policies
and reforms for most of the pressing biodiversity and renewable resource
management problems facing the world today. While trade restrictions
and impediments lower welfare in a first-best world, it is evident that
export and import measures may promote welfare in exporting countries
when, say, enforcement of property rights is imperfect. The presence of
international non-use values associated with resource conservation, of
spillover regulatory benefits, may perhaps also justify trade interventions
on certain occasions (albeit clearly not a first-best approach to maximise
global welfare).
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Space limitations do not permit a thorough treatment of trade policy
(but see Anderson and Blackhurst 1992; Barbier and Rauscher 1994;
Barbier ez al. 1990 and 1994; Schulz 1996, Brander and Taylor 1998,
and others). While tariffs for most resource commodities have declined,
there is evidence that non-tariff measures continue to play a large role
in shaping trade patterns (Bourke and Leitch 2000; Barbier 2001). Tar-
iff escalation — higher rates on higher levels of procession — is also still
exerting an influence on the structure of resource sectors in developing
countries.”> However, whether the net welfare effects of such distortions
are positive or negative is hard to determine in general. It appears as if each
specific management problem, whether it be control of ivory poaching,
tropical forest conservation, fisheries management, protection of endan-
gered species or preservation of biodiversity ‘hot spots’, must be analysed
on a case-by-case basis in order to determine the linkages between the
key economic, ecological and institutional factors that are driving the
problem. Only through such careful analysis can the impacts of trade
and resource management and economic welfare be identified and only
then can possible policy recommendations be identified.

In conducting this summary of the economics literature on trade and
renewable resources, we are aware that new developments are already
occurring in this rapidly evolving literature. Several additional research
topics have a direct bearing on the focus of the current chapter, but
cannot be addressed here for reasons of space. One example is the risk
and welfare impacts posed by biological invasions, or ‘bio-invasions’.
Trade typically involves transport, which implies the risk of introduc-
ing non-native species. Managing this complex and unpredictable issue
has recently received ample attention (e.g. Horan ez al. 2002; Barbier
and Shogren 2004; McAusland and Costello 2004) and will likely con-
tinue to be a topic of interest for some time. Another example is the
effect of trade on habitat and biodiversity. If trade triggers specialization
and if this in turn impacts on land use (e.g. forestry versus agricultural
land use options), then trade liberalisation can be linked to biodiver-
sity loss through the so-called species-area curve (Polasky er al. 2004).

33 For example, consider the case of forest commodities. Rates for most forest products
are 5 per cent or lower, but rates for processed goods like plywood are typically 10-15
per cent. Tariff escalation discourages local processing, negatively affecting the scope for
investment and industrialisation in exporting countries, and the ability of exporters to
capture a larger share of the value added associated with processing resource commodi-
ties. Depending on linkages and scale economies (as well as alternative employment
and investment opportunities in the economy and the institutional context within which
harvesting takes place), this may or may not seriously affect the scope for moderni-
sation. There are cases where tariff escalation has been countered by export bans of
unprocessed commodities. Often such efforts to promote industrialisation have spurred
inefficient and uncompetitive industries.
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Recent research also suggests that eco-labelling is relevant in the con-
text of trade and resource management (e.g. Swallow and Sedjo 2002;
Nunes and Riyanto 2001). In the context of an information problem,
eco-labelling allows consumers to identify the environmentally friendly
(e.g. ‘sustainably managed’) alternatives and express their preference for
such commodities. It also enables complying producers to earn a green
premium, although evidence of such premiums for sustainably produced
timber and biodiversity-friendly shade-grown coffee is modest (Barbier
2001; Nunes and Riyanto 2001). Another issue that has recently been
explored is the interaction between wild species, stockpiled commodities
from the wilds and the impact of legalised trade from ex sizu stocks on
the incentive to poach (Kremer and Morcom 2000) and coordinate on
extinction scenarios (Bulte ez al. 2003).

Finally, we will briefly mention a few issues that have received little
attention in the literature thus far and that could possibly be of inter-
est to consider in the future. First, since trade liberalisation affects factor
flows it is relevant to know how such flows affect factor income in the non-
resource sector (e.g. de Meza and Gould 1992). The literature is silent on
increasing returns to scale at firm or sector level, but exploring this pos-
sibility would link the literature with that on trade and pollution (Neary
1999) and the so-called ‘resource curse’ (Matsuyama 1992; Sachs and
Warner 1997). As discussed above in the context of Matsuyama’s model,
when labour flows out of manufacturing, as will be the case for a resource-
abundant country that opens for trade, scale economies will lower income
in manufacturing. If external linkages are strong enough, this effect can
dominate any gains from trade. Conversely, when trade triggers an inflow
of factors, for example because of enhanced enforcement in the resource
sector, this brings a positive welfare effect.

Other overlooked issues thus far include the simple observation that
most models do not consider more than one production factor (labour)
in addition to the resource stock or flow and that key results can change
when we distinguish between multiple factors. The distinction between
mobile and immobile factors (capital versus labour) also seems apt — a
questionable simplification in light of evidence that, for example, inter-
national logging firms are ‘footloose’ (Marchak 1995). In a similar vein,
the effect of trade on investment, technology diffusion and capital accu-
mulation is relevant. Trade may also impact on preferences for nature
conservation through the impact on income, as demand for conserva-
tion has always been considered income elastic. Imperfect competition
and strategic interaction between jurisdictions sharing access to common
stocks or output markets have yet to be analysed (see Ruseski (1998) for
such a model that does not involve trade). Finally, empirical work seems
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to lag far behind theory. It appears as if the literature on trade and resource
management has only just begun.
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8 International trade and its impact
on biological diversity

Rafar Alam and Nguyen Van Quyen

1 Introduction

For the past twenty-five years, the world has been moving towards a free
trade regime. At the same time the concern for the impact of free trade on
natural resources is increasing. There is debate among the environmental-
ists and the economists on the impact of trade on welfare and biodiversity
(see Chapter 18 of this volume). Environmentalists ‘worry that trade will
expand the scope of market failures, put added strain on the environ-
ment and lead to degradation of natural resource stocks in the long run’
(Karp er al. 2001, p. 617), which in turn will decrease the welfare of both
import and export countries. Many economists argue, however, that free
trade will improve social welfare and rectify environmental externalities
provided markets function efficiently, property rights over biodiversity
resources are well defined and non-market values of natural resources
are accounted for in the production process.

The fact that most of the world’s biodiversity-rich land lies in the pop-
ulated and poor South makes the situation even worse. The biodiversity-
rich South is already overburdened to meet the demand of its own popu-
lation for biodiversity-derived goods (such as agricultural products, tim-
ber and non-timber forest products), while free trade, it is argued, adds
further pressure to overuse and overexploit biodiversity resources.

Yet as incomes grow in Northern countries, their consumers are dis-
playing an increasingly stronger preference for so-called ‘green products’.
Eco-labelled and certified fair-trade products are gaining wider accep-
tance and increasing their market share as a significant proportion of
northern consumers are willing to pay a premium price for such prod-
ucts. Similar to the quality-differentiated goods in the manufacturing
sector, many quality-differentiated goods are emerging from the agricul-
tural sector. The quality-differentiating characteristic of such goods is
not in their taste or appearance but rather in the ‘environment-friendly’
manner with which they were produced.

246
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Over the past decade several papers have explained the complex rela-
tionship between trade and renewable natural resources (see Chapter 18
of this volume). A significant part of this literature has shown that institu-
tional and market failures in resource-intensive countries lead to overex-
ploitation of these resources and a decrease in social welfare. For example,
North—South trade models developed by Chichilinisky (1994) and Karp
et al. (2001) show how a resource-intensive country may overexploit its
biodiversity resources when it fails to define and enforce property rights
over these resources. Habitat destruction by land conversions and agri-
culture is indicated as another main cause for the loss of biodiversity
around the world (e.g. Reid er al. 1989; Southgate ez al. 1991; Barbier ez
al. 1994; Smulders et al. 2004). Several other papers (e.g. Swanson 1994;
Barbier and Schulz 1997 develop models that describe the impact of trade
and land conversion on a country’s natural resource base and its exports.
In these models, the property rights in the South are weakly defined
while the resource sector produces an exporting product and competes
with the agricultural sector. Recently, Polasky ez al. (2004) constructed a
model where consumers of both import and export countries are identi-
cal and equally concerned about biodiversity loss but the relative endow-
ments of biodiversity vary between countries. The model again shows how
trade liberalisation may lead to overexploitation of biodiversity resources
and decrease social welfare. Smulders ez al. (2004) constructed a model
with three sectors: manufacturing, agriculture and resource extraction.
In their model, agriculture and resource extraction compete for the same
habitat area, while land has poorly defined property rights. Their model
shows how free trade leads to overexploitation of the resource base and
a short-term welfare gain due to reduced search cost for the resource
good.

The current chapter complements and contributes to this growing liter-
ature on trade and renewable natural resources. In particular we develop
a model in a static general equilibrium context that shows that even under
growing ‘green consumerism’, free trade when combined with agricul-
tural and population growth can lead to the depletion of biodiversity
resources. The model uses the concept of international trade in vertically
differentiated products which is in line with the work of Dixit (1979),
Dixit and Norman (1978), Flam and Helpman (1982) and Copeland
and Kotwal (1995) on vertical differentiation of product quality. Our
framework considers the case where there are two types of agricultural
products — one produced in the South that requires the conversion of
biodiversity-rich land and is, hence, perceived as a lower-quality product
by green consumers and the other produced in the North that does not
require such conversion and is assumed to be of higher quality. Under
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conditions of free trade these quality-differentiated goods are traded in
the international market. By including in our model a discount factor
for ‘biodiversity-depleting’ products we incorporate in the analysis the
Northern green consumer’s current trend of differentiating between cer-
tified and non-certified goods and their readiness to pay a premium for
the better-quality good that destroys less biodiversity. But this type of
discounting does not show that green consumers value biodiversity per se
or receive utility from the conservation of biodiversity in the South and
are ready to pay for it. In this model, we elaborate the impact of this green
discounting on land conversion.

The chapter derives some very important results that may contribute
towards designing appropriate policy instruments and mechanisms for
biodiversity conservation. First, it finds that free trade increases the clear-
ing of undeveloped land in the South and in that way may lead to fur-
ther destruction of biodiversity. But at the same time it is shown that
free trade also increases the welfare of the Northern and Southern con-
sumers. Second, the terms of trade of the South rise with increasing land
development even when its agricultural goods are discounted by North-
ern green consumers. Yet in the case of large-scale land development, the
terms of trade may reverse and the South may become a net importer of
agricultural goods.

Third, if the Southern consumers also become sensitive towards biodi-
versity loss, their utility decreases with trade liberalisation. Fourth, when
considering a more realistic situation of two types of consumers in the
North — ‘green’ consumers who are sensitive to biodiversity loss and ‘grey’
consumers who are indifferent (similar to Southern consumers) — free
trade may destroy further levels of biodiversity. Fifth, we show that as the
income share of ‘green’ consumers increases in the North, biodiversity
loss may decrease. Sixth, the model suggests that in the absence of free
trade, only Southern population growth can decrease the stock of biodi-
versity. Free trade puts an added pressure on this trend. Further, under
free trade population increases in the North may also lead to enhanced
rates of biodiversity loss. Yet the population increase in the South affects
biodiversity to a greater extent than does the population increase in the
North.

Lastly, we show that if there is some technology that may decrease
the use of land in the agricultural sector in the South and if the North
subsidises this technology, then biodiversity loss may be decreased. Yet
though this transfer may also increase the utility of Southern consumers,
it decreases the welfare of Northern consumers.

The structure of the chapter is as follows. Section 2 describes the
model, while section 3 explains the impact of free trade on biodiversity.
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Section 4 discusses the impact of trade on biodiversity when there are
two types of consumers in the North — green and grey — while section 5
explains the impact of population growth on biodiversity. Section 6 dis-
cusses the impact of new technology and North to South subsidisation of
this technology on reversing the trend of land conversion-induced biodi-
versity loss. Finally, section 7 concludes with the policy insights derived
from the model.

2 The model

2.1 Production technologies

Consider a world in which there are two types of countries — country 1
(the North) and country 2 (the South). Each of these countries produces
two goods — one manufacturing good, good 1, and one agricultural good,
good 2 — using labour and land inputs. In what follows the countries will
be indexed by 7 = 1, 2 and the goods by j = 1, 2. In each country, the
industries producing the two goods are assumed to be perfectly compet-
itive. Let the production function for producing good j in country i be
given by

Y;; = min [ﬂ,ﬁ] ey

ij @

In (1), Y;, L;;, and A;; denote, respectively, the output of good j pro-
duced in country ¢ and the labour and land inputs used to produce this
output. Also, ¢;; and g;; are two positive constants representing, respec-
tively, the labour input and the land input required to produce one unit
of the good in question.

The labour and land endowments of country ¢ are denoted by L; and
A; respectively. In each country, part of the land endowment has already
been developed and is ready for use as input in the production process; the
remaining part is still in a state of wilderness and must be cleared or con-
verted before being used as a factor of production. Let 4; be the amount
of land in country 7 that has already been cleared and is currently avail-
able for use as input in the production process. Further, we shall assume
that all the land in the North has been developed, i.e. 4A; = A;. We also
assume that in the South, the wilderness region, with area A, — A, is
rich in biological diversity and part or all of this region can either be
cleared and used for food production or can be conserved. We assume
that the value of logging through land clearing is minimal and so it is not
included in our model. In addition, we assume that the undeveloped land
in the South has clearly defined property rights that can be either vested
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in the state or private agents (as the form of ownership does not alter the
results of the model qualitatively). The proxy variable used for biodiver-
sity is the amount of undeveloped land in the South. Such a spatial proxy
for biodiversity has certain advantages. First, in light of the definitional
ambiguity of the term biodiversity as well as difficulties in measuring and
capturing all aspects of the value of biodiversity, a spatial measure such
as ‘undeveloped land’ is much more inclusive than, say, using ‘number
of species’. Second, as biodiversity entails irreversibilities, using a spatial
scale may prove to be a better safeguard from a conservation point of view.
Moreover, we assume that the biodiversity-rich ‘undeveloped land’ in the
model does not produce any products but can yield agricultural products
only after it is developed. This implies that there is no competition for
natural resources from the production of any other products. Finally, the
production side of the model also assumes that the total amount of labour
needed to clear A A, units of wilderness land in the South is given by

1
C(AA) =yo+ A4+ EVz(AAz)z 2)

where vy, y1, V2 are positive parameters. Thus, if A A, unit of wilderness
land is cleared, the total amount of land offered for rent in the South will
be A, + AA,.

2.2 Preferences

In what follows, we shall assume that the land input used in the manu-
facturing sector is derived from the stock of developed land, while land
input used in the agricultural sector comes from what is left of the stock
of developed land and, possibly, from part of the undeveloped land after
it has been converted. Consumers in the North are taken to receive disu-
tility from this biodiversity loss and will accordingly discount the benefits
of the agricultural goods when produced by converting wilderness into
agricultural land. Therefore, the utility of the Northern consumers is
affected not only by the amount of these goods but also by the damage
inflicted on the environment from their production. We further assume
that the consumers have perfect information about the origin of produc-
tion of the agricultural goods they purchase. To capture these ideas, we
shall assume that the preferences of a typical consumer in the North are
represented by the following utility function:

o e1AA o
wr (%11, ¥y Xp) = %7 |:x112 + (1 - #> x122i| 3)
A — A
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In (3), x1; represents the amount of the manufacturing good consumed
by a consumer in the North, while x{, and x{, represent the amounts
that such a consumer purchases of agricultural goods originating from the
North and from the South respectively. Also, £; and «; are two parameters
in the range of (0, 1). As can be seen from (3), the expression [1 — %‘Z]
represents the weight assigned to one unit of the agricultural good pro-
duced in the South. Note that when A A, = 0, there is no further biodiver-
sity loss and the agricultural goods produced in the South are considered
to be of the same quality as those produced in the North. This weight
declines linearly as more and more new land is brought into production
and is equal to zero when all the wilderness land is converted into agri-
cultural land. This discount factor may be viewed as being derived from
a type of ‘guilt feeling’ of Northern consumers as they may perceive that
by consuming ‘biodiversity-intensive’ Southern agricultural good they are
indirectly providing incentives for biodiversity destruction. Inclusion of
such a discount factor captures the Northern green consumer’s current
trend for demanding differentiated eco-labelled and fair-trade products.
Yet this type of discounting does not necessarily suggest that such green
consumers value biodiversity per se or receive utility simply by preserving
biodiversity in the South.

Likewise, the preferences of the consumers in the South are represented
by the following utility function:

_ 82AA2 @2
Uz (lea xéz: x222) = x211 “ x212 + <1 - ) x§2 €))
Ay, — A

where x,1, X1, and x3, represent the consumption of manufacturing goods
and the consumption of agricultural goods produced in the North and
in the South respectively. Also, g5 and o, are two positive parameters
strictly less than 1. As specified by (4), the preferences of consumers
from the South are allowed to be different from those of the North. First,
consumers from the North and from the South might have different pref-
erences over biodiversity loss. Due to the income disparity between the
two regions, we shall assume that &, < g, i.e. consumers in the South
(under current income levels) have weaker preferences over biodiversity
conservation. Second, preferences between the two regions over manu-
facturing and agricultural goods are also allowed to be different when
a1 # ap. We also assume that the partial elasticity of the agricultural
good (i.e. its contribution to the utility) is lower than the manufactur-
ing good in both regions (i.e. @y < 0.5). Yet we assume that the partial
elasticity of agricultural goods is greater in the South than in the North
(le.a; < ap).
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2.3 Profit maximisation

Let pj», 1 =1,2, 7 =1, 2denote the price of good j originating in country
1. Because the manufacturing sector in the South is assumed not to be
more detrimental to the environment than that in the North, the same
price must apply to the manufacturing goods produced in both regions,
that is, pl = p? = p;. However, as some of the wilderness area in the
South may be converted into agricultural land, we could have p} # p3.
Also, let w; and r; denote, respectively, the wage rate and the rental rate
of land in each country i = 1, 2.

The representative firm in each sector j in each country 7 solves the
following profit maximisation problem:

max(L{j.,A{].) [p; Y:'j — CU{L,']‘ — ViAi'] (5)

As for the firms in the South that hire labour to convert wilderness
land into agricultural land, they solve the following profit maximisation
problem:

maxa g, [NAA — w,C(AA)] (6)

where, as noted above, A A, represents the portion of wilderness used as
input in the production of the agricultural goods.

2.4 Uriliry maximisation

The representative consumer in the North solves the following utility
maximisation problem:

o]
l-a | 1 e1AA \ ,
max(xu;xllz,xfz)xll |:x12 + (1 - /Iz _ Az) x12:| )

subject to the following budget constraint:
prx11 + pyxi, + pixi, —my =0 ®)

where m; represents individual income. The solution of this utility max-
imisation problem is straightforward. First, we can observe that a fraction
of income equal to «; will be spent on agricultural goods and the remain-
ing fraction on manufacturing goods. More precisely, the demand for
manufacturing goods is given by

(1 051)’”1
— 9
X11 ) ( )
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while the demand for agricultural goods from the North and South are
given respectively by

1 am; 4 81AA2) )
x —, X —Olfp( — ) <p (10)
2= ! 12 2 4 — 4 2
AA
x1=0’x2=a1_ml‘fp<1_8172>>p2 (11)
12 12 2 -4 2
AA AA
ot (1= 320 ) = 20 it gl (1- 25 ) = 28
A — A4 22 A — A4
(12)

Furthermore, the representative consumer in the South solves the fol-
lowing utility maximisation problem:

1- e2AA, , |17
MaX(y,, 1 12y X01 [xzz (1 - m) X2 (13)
subject to the following budget constraint:
D1X21 + paXay + PIx3, — Mz =0 (14)

where m; is this consumer’s income. The solution of this utility maximi-
sation problem is given by:

1 —az)my

Xpp = (15)
b1
1 aomy 5 e 1 e2A A ) 5
22 o 22 2 44 2
AA
©l =0, K2, = 2272, (1 - 82—2) > P2 (17
22 22 s 2 4 4 2
AA AA
o+ (15220 ), = i) (1 220 ) =
Ay — A, D> Ay — A,
(18)
2.5 Autarkic equilibrium

First we explore the autarkic equilibrium under which the economies of
the two regimes are closed and they consume what they produce domes-
tically. The price and allocation system will be given by the lists P =
((p;‘)?:p [©F) Vi),‘zzl and A = (((sz]: Lz'jz Aij)?zl)iz:p (X1, &2)12:1)- For the
South, the term A A, is added in this list. A pair (P, .A) is said to constitute
an equilibrium if the following conditions are satisfied.
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First, for each 7 and each j, the production plan (Y;;, L;;, 4;;) max-
imises the profit of the representative firm in sector j of country : when
the price system P prevails. Second, A4, is the part of the wilderness
area converted to agricultural land in the South when the price system
‘P prevails. Third, (X1, X») is the consumption bundle that maximises
the utility of the representative consumer in each country subject to the
aggregate budget constraint. More precisely, (X];, Xj2) is the solution of
the problem constituted by (7) and (8), where the income of the repre-
sentative consumer in country 1 is given by

my = GDP, = pi Vi1 + p, Yi2 (19)

For simplicity and without loss of generality, we assume that &, = 0,
i.e. consumers from the South are totally insensitive to biodiversity loss.
Then the solution that emerges is

1 —apm
X11 = % (20)
P
oaym
X12 = - 11 (21)
p;

where (X3, X52) is the solution of the problem constituted by (13) and
(14), where the income of the representative consumer in country 2 is
given by

my = GDP, = piYs; + p5 V5o (22)
The solutions are then given by:
(1 —ay)m
X21 = 722 2 (23)
Pi
am
X2 = 2 5 2 (24)
b5

Fourth, the following market-clearing conditions must hold for the North
and South:

(1 —a) (P Y1 + PhY02)

Y, = - (25)
b
(PL Y + ph Y
g, = %P+ 22 %) 26)
Y2
Ly = Y11l + Yizliz (27
Ly = Y1001 + Yanlon + C(AA) (28)
Ay =an Vi +ante (29)

A+ AAy = an Vo1 +axnYs (30)
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In what follows, we consider an equilibrium under which the output
of each sector in each country is positive, i.e. ¥;; > 0,7 =1,2,j =1, 2.
Because the technology in each sector is linear, profit maximisation
implies that the representative firm in each sector makes zero profits.
The zero-profit conditions are expressed by the following equations:

p; =wilyj +ra;,i=1,2,7=1,2 BD

Furthermore, in the South, wilderness land will be cleared until the
marginal cost of land clearing is equal to the rental rate of land, i.e.

r2 = w2(y1 + v284,), (32)
and

r2 = w2(y2AA), (324)
ify; =0.

For the South, equations (22), (23), (24), (25), (26), (28), (30), (31),
(32) constitute a system of nine equations in nine unknowns:

p]25.7 = 1,2, w3, 12, AAy, Yéj)] =1,2, X1, X5.

Due to Walras’s law, only eight of these equations are independent.
Choosing the wage rate in the South as the numeraire, we will have eight
independent equations in eight unknowns, which can be solved to find
the autarkic equilibrium in the South.

For the North, equations (19), (20), (21), (25), (26), (27), (29),
(31) constitute a system of eight equations in eight unknowns: pjl-, J=
1,2, w1571, Yij, 7 = 1,2, Xi1, X12. Due to Walras’s law, only seven of
these equations are independent. Choosing the wage rate in the North
as the numeraire, we will have seven independent equations in seven
unknowns, which can be solved to find the autarkic equilibrium in the
North.

Although the model can be solved algebraically, the large number of
parameters makes interpretation of the results cumbersome. Therefore,
we proceeded by solving the model numerically by assuming some rea-
sonable values for the parameters that characterise the model.! Numerical
solutions are useful because they reveal a number of important results of
the model. For simplicity and without loss of generality, we assume that
&, = 0, i.e. consumers from the South are totally insensitive to biodiver-
sity loss and that yp = y; = 0. Also, we assume that the technology used
for the production of the agricultural good is land intensive while that
used for the derivation of the manufacturing good is labour intensive. It
thus would cost more to produce agricultural goods in the North than

1 The values used for the parameters are listed in Table Al in the Appendix.
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Table 8.1 Autarky prices of the agricultural and
manufacturing goods

Price of agricultural  Price of manufacturing

goods goods
North 0.55 0.40
South 0.14 0.43

in the South. By the same reasoning, we assume that it costs more to
produce manufacturing goods in the South.

The solutions of the autarkic equilibrium give us the following results.
First (in accordance with our assumptions) we find that the South is
more land abundant and it has a technological and cost advantage in
the production of the land-intensive agricultural product. The North,
meanwhile, is more labour abundant and it has a technological and cost
advantage in the production of the manufacturing good. This result is
also reflected through the prices of the two goods in the North and South
under autarky. Table 8.1 illustrates the results and clearly shows that
under autarky, the price of the agricultural (manufacturing) good is lower
(higher) in the South than in the North. This reflects our initial assump-
tions that the South has a comparative advantage in the production of
the agricultural good and the North in the production of the manufac-
turing good such that when free trade is allowed the South will export
agricultural goods and the North will export manufacturing goods.

2.6 General equilibrium under free trade

When the two economies are open for free trade, the world markets will
clear and the solution procedure will be similar to the one highlighted
above except for the addition of a few auxiliary variables and equations
in the system of general equilibrium.

We now assume that two types of ‘good 2’ are p