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CHAPTER 1

Prologue

1 Introduction

This book has three main divisions. The first introduces the major
themes, the second studies the conditions under which an efficient
equilibrium exists, and the third examines the consequences of rivalry.

The basic tenet is that an efficient equilibrium requires an appropriate
combination of both cooperation and rivalry. Under the cost conditions
typical of many industries in a modern free-enterprise economy, it is
not possible to have efficient results unless there are areas of coop-
eration among firms and among customers as well as rivalry. This was
not fully understood in the last half of the nineteenth century in the
United States and is still hotly debated. The purpose of Chapter 2 is
to place the debate in its historical setting by discussing the events
preceding and following the passage of two major legislative acts, the
Interstate Commerce Commission Act of 1887 and the Sherman An-
titrust Act of 1890. The proposition that an equilibrium may not exist
unless firms are allowed to cooperate in some areas would probably
not have been accepted by the supporters of antitrust legislation and
railroad regulation even if they had been aware of it. Many proponents
of this legislation considered competition as good under all circum-
stances and did not recognize the complications arising from the new
technology: capital intensive methods of manufacturing, mass produc-
tion and the use of interchangeable parts, improvements in commu-
nication and transportation, and so on. Chapter 3 is a theoretical anal-
ysis of some of these issues using models of these new technologies.
It shows that even the simplest models present very difficult practical
problems for firms and their customers.

Efficient cooperation is the main theme of the second division (Chap-
ters 4 and 5). The studies of efficient cooperation apply the theory of
the core. Chapter 4, in three parts, describes conditions under which
a stable coalition exists. A coalition is stable if none of its members
wishes to secede and form subcoalitions. Each member believes he is
better off in the given coalition than in some other coalition. The first
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2 1 Prologue

part of Chapter 4 studies semiprivate goods. These are goods that be-
long to all members of the coalition and are such that each member
gets the same quantity of each semiprivate good. In addition, the mem-
bers can prevent outsiders from deriving any benefits from these goods.
The latter assumption explains why "private" and the former why
"semi" join together in the name of these goods. Semiprivate goods
are between private and public goods and share some features with
both extremes. Private goods do not require each person to obtain the
same quantity, whereas semiprivate and public goods do. No one can
be excluded from the benefits of public goods, but this is not true of
semiprivate goods. There are two different kinds of semiprivate and
public goods. In the first kind individuals can contribute to the total
on their own. Knowledge is the leading example of such public goods.
Each individual can contribute to total knowledge and, we may say,
the total is accessible to all as a public good. For the second kind of
public goods, individuals cannot affect the quantity on their own. In-
stead it is necessary for them all to agree on some procedure for choos-
ing the common quantity. An aircraft carrier is an example of this.
Individuals do not have their own aircraft carriers as part of the public
good, national defense. Public goods of the second kind raise both
political and economic problems. The political problems refer to the
nature of the mechanisms used to decide what and how much of these
public goods to have. Semiprivate goods pose similar problems to some
degree for the coalitions that can choose them. Part 2 of Chapter 4
studies private goods and gives necessary and sufficient conditions for
a nonempty core in terms of the nature of the cost functions. It is shown
that the core is nonempty if and only if there are nondecreasing returns
to scale, that is, either constant or increasing returns to scale. The last
part of Chapter 4 gives sufficient conditions for a nonempty core in an
economy that has both private and semiprivate goods.

Chapter 5 describes in detail a situation for which no competitive
equilibrium exists. It does so for a case in which there are many firms,
each in a different location, that can ship their outputs to spatially sep-
arated markets. The cost function of each firm is the sum of two com-
ponents: an avoidable cost and a shipping cost. Its avoidable cost de-
pends on its capacity. This cost is positive only if the firm is active.
If the firm is not active it can avoid this cost, hence the term avoidable
cost. The other component of its cost is the transportation cost, which
is proportional to distance and quantity shipped. The chapter describes
an integer programming algorithm for finding the optimal allocation of
outputs among the firms for given demand conditions. It also shows
that there exists a set of upper bounds on firm output rates that, of
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course, cannot exceed the capacity installed in the firm's plants such
that subject to these constraints an efficient equilibrium exists that can
satisfy the given demand conditions. There does not exist a set of lower
bounds on prices that can give an efficient equilibrium. Therefore,
upper bounds on outputs are not equivalent to lower bounds on prices
in this case. The results illustrate how an appropriate combination of
cooperation and competition can give an efficient equilibrium.

The remaining division of the book (Chapters 6-8) discusses various
forms of rivalry. It opens with the theory of self-enforcing agreements
in Chapter 6. This theory applies when those who wish to have an
agreement cannot rely on outsiders to enforce it. If they are unable to
have a self-enforcing agreement, then the result is a noncooperative
equilibrium, not enforcement of an agreement by a third party. The
latter is often a more costly and a less beneficial arrangement. The
chapter describes four situations in order to display a broad range of
circumstances for which a self-enforcing agreement may be pertinent.
It shows when it is and when it is not possible to have a self-enforcing
agreement. One situation, the Prisoners' Dilemma, applies to cartels.
The alternative to a cartel is a noncooperative equilibrium. The theory
shows when firms can gain from collusion even though a single firm
could obtain a temporary gain from a violation of the cartel agreement.
Chapter 7 examines duopoly in detail. Duopoly applies when the firms
cannot collude either via a self-enforcing agreement or via enforcement
by a third party. This chapter gives a complete enough description of
the strategies available to the firms so that a computer would have
enough information to play it as a game. In so doing the implicit as-
sumptions of Cournot, Bertrand, and Edgeworth rise to the surface
and new results emerge.

Rivalry by innovation is the topic of the last chapter. It pursues a
line of argument first proposed most vigorously by Schumpeter. To
him competition is not the impersonal abstract version popular in be-
ginning economics texts. It is instead analogous to a sporting contest
with winners and losers. When there is competition by means of in-
novation, the successful firms can obtain large profits that may last for
a long time despite the efforts of others to emulate them. Firms enter
an industry when they believe they are not at a disadvantage relative
to the incumbent firms. Entry stops and the industry is mature when
innovation by any firm in that industry is no longer expected to be
profitable. The theory explains differences in merger rates among in-
dustries, the distribution of firm sizes in an industry, the dynamic pat-
tern of prices and outputs by industry, and why there is so little traf-
ficking in patent rights so that royalty receipts are a relatively
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unimportant source of income even for firms actively engaged in
research.

2 Guide for the reader
Although the theory of the core has a pedigree going back to Edge-
worth's famous book Mathematical Psychics (1881), it is a newcomer
to the economist's toolkit. It is therefore desirable to describe how this
theory fits together with the more familiar tools of economics. My
intention is to furnish a simple description of the relations among the
pertinent parts of economic theory. It is not to describe the real econ-
omy and its social setting. The framework for this purpose uses two
basic concepts: the status of contracting among the economic actors
and the status of the core.

Contracting may be restricted or unrestricted. It is unrestricted if
the economic actors may make any contracts they please among them-
selves without hindrance from outsiders. In short there is freedom of
contracting. The status of contracting may be restricted. The restric-
tions take the form of constraints that set limits on the terms of the
contracts and determine who may enter contracts. There are two states
of the core, empty or not empty. The core is not empty if there is a
feasible set of imputations acceptable to all of the participants and all
coalitions of participants. A nonempty core combines an optimal mix-
ture of competition and cooperation. The degree of cooperation implicit
in a nonempty core is self-enforcing because no one can gain by re-
jecting the return received as a member of the grand coalition and
instead going off independently outside that coalition. The core is said
to be empty if for any feasible imputation there is at least one coalition
that would do better on its own. Putting together these two basic con-
cepts and the two possible states for each gives four categories. These
four categories supply a framework for describing the relation between
economic applications of the theory of the core and received economic
theory. The contents of these four categories constitute the guide for
the reader.

Received economic theory implicitly assumes the core is always non-
empty and does not recognize the possibility of an empty core. Inquiry
into the conditions that can bring about an empty core simply does not
arise. Assume along with the received theory that the core is not empty.
In terms of the preceding framework, there are two cases - freedom
of contracting and restrictions on contracting. Take the category of
unrestricted contracting and a nonempty core. This category includes
the neoclassical perfectly competitive equilibrium. It includes the anal-
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ysis by Edgeworth of pure exchange among traders with convex pref-
erence sets who have given initial endowments of goods. Edgeworth's
analysis is the origin of the theory of the core. The extension to en-
compass production under conditions of constant returns to scale is
the culmination of the neoclassical theory of perfect competition. Free-
dom of contracting in the presence of a nonempty core for an economy
with constant returns to scale results in an efficient equilibrium.

While still assuming there is a nonempty core, let there be restrictions
on contracting. The latter cause departures from perfect competition
and become the subject of various theories of imperfect competition
in the received economic theory. The simplest case in this category is
monopoly. Cournot (1838) was the first to present a formal analysis of
monopoly. The next important advance in the theory of monopoly,
Alfred Marshall's concept of natural monopoly (1890), is not always
in this category because a natural monopoly does not always have a
nonempty core. When there is a nonempty core and restrictions on the
freedom of contracting, then monopoly causes contrived scarcity and
an inefficient equilibrium. This begs the question of what led to the
monopoly. A facile reply blames government. Even if government is
the source of the monopoly and enforces it, the reply is unsatisfactory
because the actions of government are themselves a necessary and a
proper subject of economic inquiry not a given on a par with the natural
environment. Remember that economics used to be called political
economy. A cartel is another example of restrictions on contracting.
It is a form of monopoly and may produce the same result as a profit-
maximizing monopoly. A noncooperative equilibrium may also fall into
this category. The individual firms in the industry each act on their
own and choose their strategies independently. In this theory, since
the only legal coalitions are singletons, which are coalitions each with
a single member, the effect is to impose restrictions on contracting
because the theory assumes coalitions cannot have as many members
as they please. The Cournot-Nash equilibrium for an oligopoly is usu-
ally inefficient. Still another case that fits into this category is the mo-
nopolistic competition of Chamberlin. This is a noncooperative equi-
librium combined with free entry. It does not reduce to a competitive
equilibrium for reasons apparently plain to Chamberlin but not to his
critics such as Kaldor (1935) and Demsetz (1968).

Given a nonempty core and restrictions on contracting, there is the
question of what sustains the restrictions. It may be a third party. For
instance, in Imperial Germany a cartel agreement was legal, and there
was a special cartel court to which the parties to a cartel agreement
could bring their disputes. Although the members of the cartel could
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fashion their own terms, the legality of these terms could be tested by
bringing suit in the cartel court. In England the courts would not en-
force a collusive agreement nor could firms who made such agreements
be confident of immunity from prosecution by the crown. England had
ancient common law against monopoly, and the crown could bring suit
against a party for its monopolistic practices. These precedents of En-
glish common law also applied in the United States so that collusive
agreements would not be enforceable in any U.S. court even before
there was antitrust legislation. It was the federal system of the United
States and the growth of large firms engaged in interstate commerce
that partly explain the birth of federal antimonopoly laws. States and
local governments do not have jurisdiction over transactions going be-
yond their political boundaries. If there was to be a national policy
against collusion and monopoly, it would require federal legislation.
Although in the United States cartel agreements are illegal according
to the various antitrust laws, there are, however, numerous exceptions
and circumstances under which the U.S. government does enforce mo-
nopolistic restrictions on contracting. Nor is this all. Illegal acts do
occur. Even in the United States where price-fixing agreements are
generally illegal, firms make such agreements. These may persist for
a long time as self-enforcing agreements (see Chapter 6). Restrictions
on contracting can endure because the parties to the restrictions in-
dividually may gain from them even after taking into account what they
would obtain from violations of such agreements.

A large fraction of received economic theory explored various parts
of the territory encompassed by the joint category of a nonempty core
and the two states of contracting, unrestricted and restricted. When
the core is not empty, unrestricted contracting yields an efficient equi-
librium. Given a nonempty core, restricted contracting is a fall from
grace that causes an inefficient equilibrium. The circumstances that
may create an empty core, though not wholly unrecognized, met with
considerable skepticism from most professional economists.

The conjunction of an empty core with the two states of contracting,
unrestricted and restricted, is new terrain. Here several problems in
formal economic theory were known to be troublesome such as non-
convexities, indivisibilities, and externalities. For the most part, the
main body of economic theory ignored these topics. As we shall see,
these are often the source of an empty core. Businessmen complaining
of excessive or chaotic competition are sometimes in situations that
an impartial economic observer would describe as an empty core. It
is hard for many economists to accept the proposition that competition
may be excessive because the received theory regards competition as
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always good, and the more there is, the better. The claim that unre-
stricted contracting combined with an empty core means no equilibrium
is possible encounters disbelief. There are two common objections.
The first denies there are circumstances that can lead to an empty core.
The second asks for observable symptoms of an empty core.

To say there is chaos when the core is empty suggests that seeing
chaos is to see the observable symptoms of an empty core. What is
chaos? It does not mean that people run aimlessly in circles wringing
their hands in despair. It does mean that under the existing rules and
practices what happens is undesirable for nearly everyone. Unless
there are new rules or changes in the existing ones, nearly everyone
will suffer. It would be out of place here to dwell on the issues in greater
detail, but something more must be said. There is chaos when price
cutting is extreme, most firms in the industry are losing money, and
yet it is plain that buyers want the product and are willing to pay higher
prices than those currently prevailing. The state of the domestic pas-
senger airline industry since 1980 may illustrate such chaos. A century
ago, the railroad industry was in a similar state, and it remains in pre-
carious health to this day. There are episodes in the history of the steel
industry that seem consistent with the view that chaos can occur. A
well-documented case occurred between 1920 and 1921 when there was
a breakdown of the Pittsburgh-Plus basing point system. Periods of
drastic price cutting coupled with large losses have also occurred in
the cement industry. Merely to deny the possibility that conditions can
exist that result in an empty core is a position that should have no claim
to serious consideration. Yet it requires an answer. A way of doing so
starts with the construction of a model consistent with plausible as-
sumptions about cost and demand conditions. One can then show
when, how, and why there is no efficient equilibrium.

While still assuming the core is empty, restrictions on contracting
become necessary in order to restore an equilibrium. Whether or not
it is an efficient equilibrium depends on the nature of the restrictions.
The main point is that restrictions of some sort are essential; the al-
ternative is chaos. Thus we are led to examine the nature of the
restrictions.

It is possible to have restrictions that give an inefficient equilibrium.
Monopoly or a cartel behaving like a monopoly illustrates such re-
strictions. Although in either case the result is an equilibrium, it may
be an inefficient one. Let us examine the contrast between this case
and one where the core is not empty. With a nonempty core a monopoly
or cartel is not necessary for an equilibrium since competition in the
form of unrestricted contracting can yield an efficient equilibrium. With
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an empty core some restrictions on the freedom of contracting are
necessary in order to have an equilibrium. The Cournot-Nash (Nash
1950 and 1951) assumptions illustrate the kind of constraints on con-
tracting that can produce an equilibrium. Monopolistic restrictions can
also produce an equilibrium. But in neither case will the equilibrium
always be efficient.

Buyers and sellers may agree on restrictions that not only furnish
an equilibrium but also one that is efficient. For instance, there may
be complete vertical integration. An example is a railroad and a coal
mine. Merger of the two serves their interest best as well as the interest
of downstream customers such as a public utility generating electricity
that buys coal from the mine that is shipped by rail. A long-term con-
tract between the buyer and the seller is another alternative. They may
prefer this to vertical integration that would interfere with their other
activities. Two-part prices are another restriction that can give an ef-
ficient equilibrium. Some recognition or distinction between long-term
and spot or casual customers is necessary for the success of such
prices. A seller may offer lower prices to regular or loyal customers
provided they agree to render him their exclusive patronage. Though
this practice impedes entry and thereby restricts competition, it can
result in an efficient equilibrium. Indeed, under the hypothesis of an
empty core, unrestricted contracting, that is, unhindered competition,
would not result in an equilibrium at all, either efficient or inefficient.
Deferred rebates furnish still another example. These are common in
ocean shipping. A shipper can obtain a lower cost by remaining loyal
to the members of a shipping conference for a stipulated period of time
because they give him a discount in return for his loyalty. A coalition
of sellers, a cartel if you like, that imposes output quotas on its members
may result in an efficient equilibrium. On the other side of the market,
a coalition of buyers that places input quotas on its members may give
an efficient equilibrium. In all of these cases, given the circumstances
that lead to an empty core, some restriction on contracting is necessary
for an equilibrium. Not only are there restrictions that can supply an
equilibrium but also, if chosen well, it will be an efficient equilibrium.

It is fair to ask what conditions can lead to an empty core. Take the
case of private goods. These are goods such that each person can
choose on his own how much to buy or sell. Assume that the goods
are continuously divisible and that each individual's preferences satisfy
the usual assumptions. Chapter 4 shows that there is an implication of
a nonempty core if and only if there are constant or increasing returns
to scale. Consequently, under any other cost conditions the core is
empty. For instance, in an industry where individual firms have iden-
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tical U-shaped average cost curves and increasing marginal cost
curves, called Viner industries (Telser 1978, Chapter 3), the core is
empty. However, even in the latter case, if the optimal output rate of
each firm is small relative to the total demand for the product, then
there is an approximation to constant returns and consequently an ap-
proximation to a nonempty core.

Economic applications of the theory of the core also give results for
semiprivate goods as well as the more complicated case when there
are both private and semiprivate goods. A semiprivate good is one that
must be available in the same quantity for each member of a coalition.
It is in contrast to private goods for which each member of a coalition
can decide for himself how much he wants. When there are both private
and semiprivate goods, the core is nonempty if there are constant or
increasing returns to scale in the production of these goods. No con-
ditions that are both necessary and sufficient for a nonempty core are
known for the case with private and semiprivate goods.

Reconsider a situation where there are only private goods and the
core is empty. Restrictions on contracting are necessary to have an
equilibrium. If contracting were unrestricted, then some coalition must
accept a return below the amount it can assure itself were it to secede
from the whole group and go off on its own. It is this coalition that
stands to gain the most by leaving the whole group. The theory thereby
predicts not only when cooperation breaks down - it is when the core
is empty, an event that occurs when demand is low - but it also predicts
which coalition can gain the most by evading the prevailing rules that
restrict contracting. At high levels of demand restrictions on contract-
ing in the form of cooperation are unnecessary because then the core
is not empty. Consequently, given the cost conditions that imply an
empty core, the theory predicts that the status of the core depends on
the level of demand. At high levels of demand there can be a nonempty
core because then there can be an efficient equilibrium without re-
strictions on contracting. But at low levels of demand, the core is empty
so that some restrictions on contracting become necessary to have an
equilibrium at all. Hence cartels are more likely to arise when demand
is low or falling than when it is high or rising. Recessions are conducive
to the formation of cartels and declining industries are likely candidates
for collusion.



CHAPTER 2

Perceptions and reality: the genesis of the
Sherman act

1 Introduction

The actions people take depend on what they believe is true. But what
they believe is true, that is, their perceptions, may be only partly true
or even wholly false. Even so, these perceptions of reality, not reality
itself, affect their behavior. The effects of their actions do depend on
reality and may in turn cause changes in their perceptions. People's
knowledge is surely incomplete and partly wrong. Learning is the pro-
cess of expanding and correcting the stock of knowledge. As there is
learning so perceptions change. A theory of behavior that assumes
there is a difference between what is true and what people believe to
be true can make better predictions of what they will do than a theory
assuming omniscience. As an illustration consider the problem of ex-
plaining which trade routes were used by merchants. By taking into
account people's belief that the world was flat, we could make better
predictions of the actual trade routes that were used until the beginning
of the sixteenth century than by assuming that people knew the true
shape of the earth. Only those who believe the earth is round would
be willing to sail west in order to go to the Far East.

The better theory of behavior not only distinguishes between per-
ception and reality but it also explains how and when people reduce
the discrepancy between them. If an individual cannot change reality,
then the theory must describe the conditions leading him to change his
beliefs. You are willing to learn if you expect more benefit than cost
from your learning. Learning occurs to the extent that it is expected
to yield a net gain to the learner. The gains from learning depend on
many things. A learner may acquire a skill, revise a stock of knowledge
because changes in the situation require it, or look for something.
Learning how to play the piano illustrates the first, making a weather
forecast illustrates the second, and prospecting for gold is an example
of the third.

So far I refer to learning by an individual. Our problem also concerns
the actions and beliefs of a group so that the theory ought to explain

10
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how the members of the group learn. Perhaps those who are the first
to learn teach the others so that we may say the group contains students
and teachers. Now the difficulty lies not only in describing how knowl-
edge diffuses among the members of the group but also perhaps how
some may gain from deceiving others. It is naive to believe that all
people seek to perfect their knowledge. Moreover, reality itself is not
entirely a given. By changing the rules (or laws) of society, people can
change some aspects of their environment and thereby affect their be-
havior. These considerations complicate the task of constructing a the-
ory that purports to explain how a group changes its perceptions and
in response modifies its behavior.

Individuals have different stocks of knowledge and different costs
of learning. They do not all derive the same benefits from increasing
and improving their knowledge. Proposed actions will not affect them
all in the same way. When the group can make rules that will affect
everyone so that anyone who violates the rules may be subject to the
penalties that the rules provide, then there are apparent costs of making
and revising rules. Consequently, new rules will not often be made,
given that members of the group differ with respect to their beliefs and
gains from the proposed changes. These considerations are relevant in
order to understand the extraordinary new laws that Congress enacted
between 1885 and 1914.

By the latter part of the nineteenth century nearly everyone in the
United States was becoming aware that thanks to the discovery and
use of new technology the standard of living was rising rapidly. Among
the reasons for this was the application of steam power in transportation
and in factories. Expanding from local to national and international
markets made possible the gains from greater specialization. There was
a revolution in communications as well. The invention of the telegraph
and telephone lowered the cost of communication so that men of great
ability could control bigger enterprises than ever before. By 1880 elec-
tricity was moving from the laboratory to the community, first as a
source of illumination and then as a new form of power. It would be
easy to give numerous other examples. Never before had there been
so rapid an exploitation of new knowledge in commerce and industry.
The enormous benefits would not seem cause for complaint. It would
seem reasonable that the inventors themselves or those who could
apply and improve their inventions would become wealthy. But it was
surprising to many that a few could accumulate great wealth though
these few had apparently little direct involvement with these techno-
logical advances. This was a source of concern. What could explain
such wealth? People were accustomed to see wealthy rulers and aris-
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tocrats. That some bankers and merchants who served the rulers and
nobility could become wealthy as a result was also a long familiar
observation. Before the Civil War, even the United States had a
wealthy class in the South like the European aristocracies. It was in
the South that one could find the largest fortunes in the United States
(Jones 1980). By the 1870s Americans saw something new. Ordinary
men, not princes or dukes, acquired great wealth in oil, railroads, and
steel. Jay Gould, a railroad financier, left an estate of $73 million, an
amount comparable to about $1 billion in 1985. It is estimated that the
Morgans, Astors, Goulds, and Rockefellers had aggregate wealth of
about $600 million by the end of the nineteenth century (Myers 1909).
How did they become so rich? None was an inventor. Though some
famous inventors were rich, such as Edison, Bell, McCormick, and
Singer, none was so spectacularly rich as Astor, Gould, Morgan, or
Rockefeller. The popular view could supply only three explanations of
these great fortunes. It was held that such great wealth could not be
acquired honestly. It must come from some kind of chicanery, im-
morality, or dishonesty - paying workers low wages, selling products
at monopoly prices, or destroying competitors with predatory tactics.
It was believed that the foundation of a great fortune must rest on
exploitation of the worker, cheating the consumer, destroying small
competitors, or any combination of these.

Accepting this as the perception of most people, certain conse-
quences follow. One is popular support for an income tax levied on
the richest members of society. Congress did enact an income tax in
1894 as part of the Tariff Act. Second, the abuses of the railroads must
be corrected. Congress enacted the Interstate Commerce Act in 1887.
Third, monopolies must be curbed. The Sherman Antitrust Act became
law in 1890. The adulteration of products must be stopped. Congress
passed the Pure Food and Drug Act in 1906. To protect labor there
were new laws controlling hours of work and conditions of employment
enacted by Congress during the 1890s.

The framework sketched above explains some of the laws passed by
Congress during this period. This is owing to the gap between the real
economic world and people's perception of it. The fact is that relative
prices of the goods made and sold by the so-called trusts fell during
the 20 years preceding the enactment of the Sherman Antitrust Act in
1890. Reality did not support the belief that there was a monopoly
problem. To explain the perception of a monopoly problem requires
looking in areas unrelated to symptoms of monopoly that would be
present according to economic theory.

Another case, Prohibition, though outside this area of interest is
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nevertheless instructive. Examination of the evidence shows no rise
in consumption of alcohol per capita in the United States during the
fourscore years preceding adoption of the Eighteenth Amendment of
the Constitution. Though per capita beer consumption rose, it was
offset by the decline in per capita consumption of other alcoholic bev-
erages. It would appear that, although the total number of alcoholics
was rising, the relative number in the population was constant. To argue
that drunkenness was becoming an increasingly serious problem, one
must show that the cost of treating and handling the consequences of
alcoholism was placing an increasing burden on the nation. It is doubt-
ful that the proponents of Prohibition could make this case convinc-
ingly. I claim that the reality did not support the perception of an in-
creasingly severe problem arising from consumption of alcoholic
beverages. In fact, in two countries, France and Italy, alcohol con-
sumption per capita had always been much higher than in the United
States and yet there was no serious effort to control its consumption.
Nevertheless, from 1920 until 1933 when there was repeal of Prohi-
bition, the production and sale of alcoholic beverages in the United
States was forbidden by federal law. Repeal was the result of wide-
spread learning on the basis of experience that the costs of Prohibition
seemed to exceed the benefits by a wide margin (Warburton 1932).

2 Reality: the legacy from the past
Nothing is more difficult than to imagine what things were like in the
past. Speaking for myself, events that occurred before I was 10 years
old seem very remote and far less real than those in my adult life. There
is a strong tendency to believe that what is has always been and will
remain. It is hard to comprehend that many things now so familiar are
actually very new and did not exist at all even a short time ago. It is
true not only of material things such as computers, television, radio,
automobiles, airplanes, electrical power, nuclear energy, and antibi-
otics but it is also true of economic institutions. The latter do not enter
our daily lives in the same obtrusive way as material things, and yet
these institutions have very important effects. Our present circum-
stances owe much to innovations creating new economic institutions
and changes in existing ones. The corporation is a leading example. It
is sobering to realize that many familiar aspects of corporations are in
fact quite recent phenomena. Trade in shares of stock on the New
York Stock Exchange did not exceed the volume of bond trading until
close to the end of the nineteenth century. Only 52 industrial and public
utility stocks were traded on the New York Stock Exchange between
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1861 and 1870. In 1866, the peak trading year of that decade, only 38
of these stocks were traded and of these only 8 were traded in each
month of the year. In 1871 the market value of all companies whose
stocks were traded on the New York Stock Exchange constituted about
2 percent of the wealth of the nation at that time (Cowles 1938, pp. 4-
5). The oldest surviving organized futures market in the United States
is the Chicago Board of Trade, which was incorporated in 1848. Rail-
roads did not exist before 1820. The problems of financing, construct-
ing, and operating them explain the development of many of the new
economic organizations. The subject of economics itself is a new dis-
cipline, and the period of its most rapid development coincides with
the changing economic environment. In order to understand the rea-
sons for the passage of the Sherman act of 1890 and its closely related
and equally important predecessor, the Interstate Commerce Act of
1887, we must try to imagine what the economy was like in the nine-
teenth century. Our purpose at this point is to understand the reality
and not how it was perceived.

Although modern forms of business organization started in Renais-
sance Italy and in the Netherlands, for our purposes Elizabethan Eng-
land is the best starting point. It was then that the joint-stock companies
under royal charter were born in order to trade with distant regions.
The Russia Company, the Turkey Company, Hudson's Bay Company,
the East India Company, and the Africa Company are the leading ex-
amples. The owners of these companies invested their capital by pur-
chasing shares of stock in them. Under prescribed conditions they
could sell their shares to whomever they pleased without the consent
of their fellow shareholders. The owners had limited liability and got
the profits and the losses. It does not seem possible to explain the
origin of these companies solely as the result of innovation in ships
and shipbuilding, though these were both necessary and important.
Trade over long distances to remote areas was risky. Partly to limit
their risk, individuals were loath to put more than a fraction of their
wealth in such trading ventures. Joint-stock companies should be
viewed primarily as devices for accommodating the preferences of
investors with respect to risk while raising the capital necessary to
promise a reasonable chance of gain. Merchants joining together in
order to finance voyages for profit was not new. But such ventures
would dissolve at the conclusion of the voyage. What was new about
the joint-stock companies was their intention to remain in business
forever. Indeed, one of them, Hudson's Bay Company, exists to this
day. Some joint-stock companies became the focus of notorious scan-
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dais; recall the South Sea Bubble and John Law's Mississippi Scheme
(Mackay 1852).

Two centuries after the Elizabethan age Adam Smith (1776) wrote
with deep suspicion of joint-stock companies. He regarded them as
inefficient, avenues of monopoly profit, easily turned into schemes for
defrauding investors, and subject to abuse to serve political ends. He
pointed out the conflict of interest between the owners and their em-
ployees who ran the companies. He did not believe that owners could
have adequate protection against fraud, incompetence, and lack of dil-
igence save in those businesses that were routine and did not require
managers to act with energy and initiative. Yet even as Adam Smith
wrote, the joint-stock company stood at the start of its most significant
development, which continues to the present day.

By the end of the seventeenth century there were important joint-
stock companies in banking and insurance in addition to the trading
companies. The Bank of England, a private joint-stock company was
founded in the 1690s during the reign of William and Mary. It was then
that the debts of the government of England were consolidated and
trade began in the new financial instruments called consols. At the
same time there was also the reform of the coinage of England, in-
cluding the introduction of milled coins. The reform was under the
direction of John Locke and Isaac Newton, who, as Master of the Mint,
was knighted for his services (and not for his contributions to physics).
This era saw the beginning of the insurance companies. The men who
insured ships met at Lloyd's Coffee House in London. Companies were
formed to write life insurance and still others offered fire insurance.
The latter also furnished their clients with fire-fighting service. This
combination did not prosper and the city of London itself undertook
fire protection at the time of Adam Smith, who gave various interesting
reasons for the failure of private fire-fighting companies.

During this period each joint-stock company needed its own charter
from Parliament. It was no routine affair to obtain a charter. Parliament
had to approve each specific instance. It was not until 1844 that Par-
liament enacted general requirements by which a joint-stock company
could be formed (Haney 1914, p. 104).

Being English possessions until 1776, the American colonies were
subject to English law. Divergence did not occur until after 1789, the
birth year of the United States. Early U.S. corporations built and op-
erated canals and toll roads. Like the English companies, there were
U.S. corporations in insurance and banking. In all of these cases, how-
ever, the authority to form the companies came from specific acts of
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a state legislature. No state had general enabling legislation permitting
incorporations until shortly after the passage of such a law by Parlia-
ment. With few exceptions, notably the First and Second Bank of the
United States, the U.S. Congress did not grant charters to joint-stock
companies. The timing of the legislation that reduced the cost of form-
ing a corporation is noteworthy. It coincides with the rising importance
of railroads.

The invention of the steam engine in the latter part of the eighteenth
century originated in attempts to lower the cost of pumping water out
of mines. It was to have far-reaching consequences. By the 1820s lo-
comotives powered by steam engines and pulling trains of cars had
appeared first in England and then in the United States. The railroad
was on the scene. It was soon to become the largest commercial en-
terprise in the private sector of the economy. Prior to it the largest
enterprises were creations of the state, often temporary organizations
formed during time of war. In both England and the United States, it
was not government that planned, financed, built, and ran railroads.
It was private corporations formed by individuals who encountered
vast new problems typical of the new industries that were to emerge
in that century.

The railroad industry exhibits the problem of obtaining the maximum
efficiency by means of an optimal balance between cooperation and
rivalry. For instance, there is the choice of the width of the railroad
tracks. Initially, each railroad chose its own width. When a shipment
had to pass from one railroad line to another, it was necessary to unload
the freight from one train and reload it on the other. The savings that
would accrue by having a common gauge were soon apparent. It took
conscious cooperation and agreement among the railroads to decide
on a common width for their tracks, and even so this did not occur in
the mountainous regions in the western United States. Even with a
common gauge the railroads had the problem of how to share the rev-
enue from a shipment of goods that went over the tracks of a series of
connected railrQads. A rail shipment is a joint product of complemen-
tary inputs composed of sequences of starting and ending points from
the origin to the final destination. Nor is this all. Except on the most
heavily traveled lines, there is only a single track. One train can pass
another only at places where there are sidings. Coordination is nec-
essary to schedule trains over a common route so that the faster trains,
such as passenger trains, do not interfere with the slower ones. Empty
boxcars pose another problem. More freight goes from west to east
than in the reverse direction. Hence empty cars must go from east to
west. Who should bear the cost of moving the empty cars? All shippers
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benefit from the use of the common track. How should they share its
cost? The signaling system and the freight sorting yards are common
to all. How should their costs be allocated among the shippers? Some
shippers want occasional service, whereas others can guarantee a
steady volume of shipments at regular intervals. These impose different
costs that the railroad may wish to have reflected in the freight rates.
It would be an error to suppose that these were peculiar problems of
railroads. On the contrary they were the first examples of what were
to become the predominant kinds of problems characteristic of a tech-
nologically sophisticated economy made up of highly specialized
industries.

This brief historical survey would be seriously deficient if it did not
mention the rise of the factory system in the New England textile in-
dustry before the Civil War. Water power, and not the steam engine,
together with the inventions in this industry, explain the aggregation
of the looms under one roof. These factories were still small enough
so that the necessary capital could be obtained from investors who
knew personally the major owners who ran their own companies.

It was also in New England that there began the sequence of in-
novations leading a century later to the assembly line and mass pro-
duction. The first step in this sequence was the problem of making
interchangeable parts. The demand came initially from the U.S. Army,
which wanted its muskets made from interchangeable parts, though
this would greatly increase the cost of these weapons. Machinists
learned how to do this at the Springfield and Harper's Ferry armories.
Some left to start their own machine shop companies, and so there
grew around the Connecticut River the first machine tool industry in
the United States. Hounshell (1984) traces in detail the spread and
improvement of this knowledge from its origins in the musket industry
in 1800 to other industries - sewing machines, reapers, bicycles, and
on to the Ford Motor Company where between 1908 and 1910 the
Model T Ford became the first mass-produced commodity using in-
terchangable parts manufactured on an assembly line.

An assembly line is an important feature of a modern economy. On
an assembly line goods are manufactured at a constant rate using com-
ponents made available at prescribed sites on the line. At each of these
sites are men, machines, and the parts that come together to operate
on the object moving along the assembly line and contribute to its
completion. The parts must be interchangeable so that no costly hand-
fitting is required to attach a part to the main product. It is necessary
to design the operation of the line allowing it to run at a steady pace.
This requires careful planning so that inventories of parts are available
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at the right time and place and so that each operation can occur at just
the right pace, neither too quickly nor too slowly, thereby preventing
bottlenecks at any point on the line. The workers must do their jobs
at the rate set by the assembly line. Each assembly line has a large
team of workers and their supervisors. An assembly line may have
subassembly lines where some components are made. It is efficient to
create a subassembly line for those components for which the least-
cost solution requires a very different rate of operation than the main
assembly line. Differences in the optimal rates of operation among
subassembly and main assembly lines pose scheduling problems whose
solutions require the holding of inventories and the shipment of batches
of components from the subassembly to the main assembly. Subas-
sembly lines may be located far from the main assembly lines. This
poses formidable problems of planning and communication. The firms
that own and operate the subassembly lines are not always the same
as those who have the main lines. This by itself raises difficult and
important questions about the nature of the firm. Viewing an assembly
line in this abstract way suggests some appropriate ways of repre-
senting the cost conditions in an economic theory. We should remem-
ber this when we consider how the people perceived these new
technologies.

3 Perceptions about the economy after the end of the Civil War
This section presents evidence showing the various perceptions about
the economy held by different groups and influential individuals. Then,
as always, there was no consensus. Recall, for example, that Congress
did not pass unanimously its declaration of war on Japan on December
8, 1941. Different kinds of evidence reveal the nature of prevailing
views. These include direct measures of opinion as expressed in pub-
lications and by the content of and votes on the acts of Congress. Even
when acts are passed nearly unanimously, as is true of the Sherman
Antitrust Act of 1890, the percentage of the membership not voting is
a significant indicator of divergence of views. An interpretation of
congressional votes is complicated by vote trading. A congressman
successfully represents the interests of his constituents to the extent
that he is reelected. Since his constituents are not alike and have di-
vergent views and interests, he faces the necessity of taking those
positions in Congress that will best accommodate their views so that
he can return to his seat again and again. For example, there is a bill
that is supported by a bare majority of his constituents. It may be
difficult for him to calculate precisely how much support it has in his
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district. Say he believes a bare majority of his constituents support it.
He may vote in its favor at an earlier stage, counting on the fact that,
as is often true, it will go into conference. After it returns to the floor
from the conference committee for another vote, he has three choices:
Vote the same way as he did before, vote against the bill, or abstain.
In case the division of opinion is narrow in his district, his most prudent
strategy would seem to be not to vote at all. For these reasons rep-
resentative government offers opportunities for observing and inter-
preting the effects of public opinion that can aid our understanding of
perceptions. It is not quite so simple owing to the diverse bills coming
before Congress that present complicated patterns of gains and losses
for individuals. A congressman may support one bill that would harm
his constituents as part of a bargain to gain votes for another on an
entirely different matter for which their benefit would outweigh their
loss from the first bill. This is the well-known process called logrolling.

Thanks to the research of Galambos (1975), there is now a solid basis
for assertions about some aspects of the state of public opinion toward
big business from 1880 to 1940. His work is based on analysis of news-
papers catering to special audiences. His research assumes that the
opinions expressed in these publications reflect the attitudes of their
readers. A plausible argument supports this assumption. Newspapers
cannot survive unless their receipts are tolerably close to the costs of
publication. They depend, therefore, on sales to an interested audience
and must furnish this audience with a product it is willing to buy. It is
not so much that the writers of the publication shape the opinion of
their readers as it is that they reflect it or, perhaps more accurately,
make it more articulate. Galambos studies the content of publications
aimed at what he considers three middle-class groups: professional men
consisting primarily of engineers and clergymen; farmers, treated as
two separate groups by region (the South and the Midwest); and or-
ganized labor. By noting how the publications he analyzed describe
big business and business leaders, one can draw plausible inferences
about the attitudes of the readers of these publications.

The findings of Galambos are interesting and, perhaps, surprising.
Contrary to some widely held views, he concludes there was less hos-
tility toward big business for the period from 1880 to 1892 than there
was for the period from 1893 to 1900 (pp. 78, 112). It was in the former
period, however, that Congress enacted two major laws, the Interstate
Commerce Commission Act of 1887 and the Sherman Antitrust Act of
1890. The McKinley Tariff of 1890, hardly a piece of antibusiness leg-
islation, was enacted by Congress only three months after the Sherman
act. Even this seems to confirm Galambos's findings. The fourth im-
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portant legislation in my analysis, the federal income tax, was part of
the Tariff Act of 1894. It is in the second period that the groups studied
by Galambos display a significant change in their attitudes, and in his
words "this decade witnessed a major crisis in American life" (p. 112).
For both periods organized labor tended in general to express consis-
tently greater hostility toward big business than did the other groups
studied, as is shown by the percentage of pejoratives used when re-
ferring to big business (Galambos 1975, Table 5.8, p. 155).

It was in the latter part of the nineteenth century that a political
movement partly reflecting anti-big business feelings became impor-
tant - the Granger or Populist movement. Indeed it became sufficiently
so that William Jennings Bryan, a leader esteemed by those sympa-
thetic to the Populists, was twice the Democratic candidate for pres-
ident of the United States, in 1896 and again in 1900. In 1896 Bryan
received 47.8 percent of the total vote cast for the Republican and
Democratic candidates and lost to McKinley, the Republican, 176 elec-
toral votes to McKinley's 271. In 1900 Bryan's share of the popular
vote dropped slightly to 46.8 percent of the Democratic plus Republican
total while his electoral votes fell to 155 against McKinley's 292. Bryan
plainly had much political support. This is not to say that hostility
toward big business was the only source of his popular appeal, though
few would deny it was an important part of it. It seems almost to belabor
the obvious to assert that this adds to the evidence of a sizable group
that was hostile to big business.

The results of presidential elections are not the only evidence for
this hypothesis. The nature of the legislation introduced and enacted
by Congress furnishes more evidence. The Interstate Commerce Com-
mission Act (ICCA) of 1887 was passed during the administration of
Grover Cleveland, a conservative Democrat. In the Senate, 36 voted
aye, 12 nay, and 28 did not vote. Although the ICCA passed the Senate
by 75 percent of those voting, this was only 47 percent of the mem-
bership of the Senate. In the House, controlled by the Democrats, only
41 congressmen voted against the ICCA, while 219 voted for it, and
65 did not vote. The act passed the House by 67.4 percent of the total
membership. The House of the 50th Congress had 169 Democrats and
152 Republicans. Therefore, a substantial number of Republicans must
also have voted in favor of the ICCA. Even in the Senate where the
Republicans had 39 seats to 37 seats of the Democrats, there plainly
was Republican support for the ICCA. Some would argue that these
results do not necessarily reflect an antirailroad bias. Instead of re-
garding the ICCA as merely reflecting public sentiment against railroad
abuses, Kolko (1965) and MacAvoy (1965) interpret it as favored by
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the railroads themselves so they could harness the power of govern-
ment to enforce their cartels. There are several reasons for doubting
this interpretation. Anticipating my more detailed argument given
below, these are, first, that the act itself did not give the Interstate
Commerce Commission (ICC) the power to enforce the rules needed
by a railroad cartel even if the commission was inclined to accom-
modate it; second, the railroad cartels antedated the ICCA; and, third,
the individual railroads had divergent interests with respect to the ef-
fects of the ICCA and would not all have welcomed ICC-sponsored
cartels.

The Sherman Antitrust Act became law in July, 1890, during the
term of Benjamin Harrison, a Republican. No member of the House
voted against it, 85 members did not vote at all, and 242 voted for it.
Only one senator voted against the Sherman act, 52 voted for it, and
23 did not vote. As is the case for the ICCA, and despite the over-
whelming vote for the Sherman act, one need not regard this as a bill
to make the modern economists' notion of perfect competition the law
of the land. It is even plausible to argue that anticompetitive interests
would welcome the Sherman act. In this instance the welcomers are
those small business firms who under competitive pressure from the
"trusts" would favor antitrust legislation since it would inhibit com-
petition by preserving their existence as (inefficient) competitors.1

Only three months after the Sherman Antitrust Act became law, on
October 1, 1890, Congress enacted the McKinley Tariff Act of 1890,
which it would be accurate to describe as a probusiness measure. In
its original form the House passed the bill by 164 to 142 with 19 not
voting, and the Senate passed a different version by 40 to 29 with 7
not voting. The final vote after the bill was reported out by the con-
ference committee was 151 to 81 in the House with 93 not voting and
33 to 27 in the Senate with 16 not voting. This shows a drop in the
number voting in both chambers, an especially large one in the House.
Notice in particular the decrease in the number voting against it in the
House. Obviously, there must have been many representatives and
senators who voted in favor of both the Sherman Antitrust Act and the
McKinley tariff. This tariff act, which brought about a sizable rise in
tariff rates, comes after a well-known slogan, 'Tariffs are the mother
of Trusts," started during the debate on the Sherman bill, had echoed

1 There have been many studies of the origins of the U.S. antitrust policy. Among the
better known are Thorelli (1955), Letwin (1965), Bork (1978), and Stigler (1985). Ca-
nadian antitrust legislation, though actually preceding the United States by one year,
was cosmetic (Reynolds 1940). The Senate document (1903), which has the major
speeches, furnishes useful insights into the motives of Congress for enacting antitrust
laws.
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from one end of the land to the other. As an aside, it is a puzzling
slogan because the only commodity manufactured by a trust subject
to a high tariff was sugar. Why would the makers of refined sugar
benefit from a higher tariff on their main raw material? It is tempting
to regard the combination of the two acts as the result of logrolling.
The conjunction of the two acts is also consistent with the findings of
Galambos that the antibusiness sentiments were far from a consensus.

Surely deserving our attention are the views of the leading American
economists. The professional economists of that time most highly re-
garded today were young when Congress was debating the Sherman
act - in 1890 J. B. Clark was 43, Richard Ely was 36, Taussig was 31,
E. R. A. Seligman was 29, and Irving Fisher was 23. Their comparative
youth may explain their lack of influence, but it is also fair to say that
although they were aware of the problems arising in the debates about
trusts, monopoly, and big business, only Richard Ely viewed these
with the same alarm as some of the popular writers. One prominent
economist of that time, David A. Wells, may even have been sym-
pathetic to cartels. Wells, who was 62 in 1890, was a member of a
Board of Arbitrators to adjudicate the disputes among the firms in a
leading railroad cartel, known as the Joint Executive Committee, con-
sisting of the largest railroads going between Chicago and the Eastern
seaboard, for which Wells received an annual fee of $10,000 at a time
when annual average family income was about $500 (Ulen 1983, p.
129).

Let one of these economists, Taussig, perhaps one of the wisest,
speak to us as a contemporary observer of these events. His statement,
published in the 1896 edition of his classic Tariff History of the United
States, summarizing some of his conclusions about the Tariff Act of
1894 is as follows:
No doubt the strong feeling which the surrender to the sugar monopoly aroused
rested largely on a blind opposition to combinations in general, and to the
corporations which are supposed, rightly or wrongly, to have a monopoly po-
sition. Whether the tendency to combination is to be welcomed or regretted,
has not often been soberly considered by the American public. The usual as-
sumption is that it is an unquestionable evil, to be fought in every way by
legislation. That disposition which shows itself, both among the welcomers of
socialism and among many critical economists, to accept combinations and
consolidations and to use them as instruments of social reform, finds hardly
an echo in the United States. Doubtless the popular instinct here is right. The
drift to consolidation and monopoly presents problems with which a demo-
cratic community can deal only under great disadvantages. To regulate it, to
use it, to secure from it the possible benefits, requires a degree of nicety and
consistency in legislation which our American communities could reach only
by slow and arduous steps. Legislation to check consolidation may be unwise,
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and probably is futile; but legislation to encourage it, still more legislation to
augment the profits of a monopoly, is surely of the worst.

The revulsion against the extreme protective system which showed itself in
the elections of 1890 and 1892 was probably in a large degree a consequence
of the popular feeling just described. While the essential question as to pro-
tective duties is comparatively simple, the intricate reasoning which is needed
to follow the effects of such duties into all ramifications of international and
domestic trade can have but little effect on the average citizen. He reasons
from few premises, and is affected by simple catch-words. The outcry against
trusts and monopolies, though in fact it describes an exception rather than the
normal working of protective duties, was probably the most effective in bring-
ing about the public verdict against the McKinley Act [of 1890]. It is expressive
of the general feeling of unrest as to the power of great corporations, the growth
of plutocracy, the gulf between the few very rich and the masses of compar-
atively poor, which is becoming a stronger and stronger political force, and is
destined in the future to have a larger and larger effect on legislation, (pp.
316-17, 4th ed., 1898)

Of the popular writers perhaps the most influential on these topics
was Henry Demarest Lloyd. His book, Wealth and Commonwealth
(1894), vividly summarizes the views he had previously published in
newspapers and magazines. Lloyd believed that competition leads
inevitably to monopoly. His hostility toward business, the profit mo-
tive, and what he regarded as monopolistic abuses give his writing the
fervor of an Old Testament prophet. He was an especially harsh critic
of the oil trust. Lloyd did not believe that regulation, legislation such
as the antitrust laws, or a return to competition would solve the eco-
nomic problems of America. In Lloyd's view big business creates a
new aristocracy that would destroy democratic government. As the
Founding Fathers abolished hereditary aristocracy, Lloyd sought
equally wise men who would solve the problems of economic aristoc-
racy. Lloyd's voice added to the critical volume but not to practical
proposals for reform.

Another congressional act reveals much about the public perception
toward economic problems. In late 1892 a severe recession was be-
ginning. Perhaps partly because of this, in the 1892 elections the Dem-
ocrats won a sizable majority in the House and Cleveland defeated
Harrison for president. A reduction of tariffs was a major plank in the
Democratic platform. Debate began on new tariff legislation. The re-
sult, the Tariff Act of 1894, is important for my analysis because it
contains the first peace time income tax in U.S. history. During the
Civil War both sides had an income tax. The one in the North was
allowed to expire in 1872. As Seligman put it: "For some years a pro-
gressive income tax was one of the chief planks in the platform, not
only of the Populists and of the Anti-Monopolists, but of the farmers'
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convention throughout the length and breadth of the land" (1914, p.
495). The Southern and Midwestern congressmen joined forces and
were strong enough to have an income tax made part of the Tariff Act
of 1894. Although the tax rate was only 2 percent of the excess of
individual income above $4,000, so that only a relatively few individuals
would be subject to the tax and not much revenue would be raised, it
is a direct attempt to affect the distribution of income and is important
for this reason alone. That only a small number would have to pay the
tax is shown by the figures on who paid the old Civil War income tax
in its last year, 1872. That tax exempted all incomes below $2,000, and
there were only 72,949 taxpayers (Seligman 1914, p. 524). Though the
population in 1894 was larger than in 1872, the exemption was twice
as high so it is reasonable to conclude that at most one percent of the
population would be subject to the tax. It is important to note that
corporations and companies would also be subject to an income tax
under this law. The act passed the House by 204 to 140 with 12 not
voting. The vote in the Senate was much closer, 39 to 34 with 12 not
voting. Had Cleveland vetoed the bill, it seems likely his veto would
have been sustained. Instead, he allowed it to become law without his
signature. The Supreme Court found the income tax unconstitutional.
It was nearly two decades before there was a constitutional amendment
meeting the objections raised by the Supreme Court decision so that
in 1913 Congress could enact the direct ancestor of the present federal
income tax.2

Acting through the instrument of government, society sanctions the
levels of individual and family income and wealth. It affects wealth
directly through taxes on property. The 1894 federal income tax would
only have applied to the very highest income recipients in America.
Federal property taxes were levied only on estates and, therefore, on
the transmission of wealth from one generation to the next. At the state
and local levels of government in addition to estate and inheritance
taxes there were direct taxes on the property held by the living owners.
In the nineteenth century some states such as Massachusetts did also
tax income. All of these taxes, on income and on wealth, partly depend
on society's perception about how high income and large wealth are
obtained and on how they are used and spent. The justification for
such taxation does not rely only on whether in the view of society a recip-
ient owes his present circumstances to a fair, moral, and ethical process
but also on how he spends his income and uses his wealth. A society
judges this implicitly. It reveals its judgment by the nature of the tax-

2 It is also interesting to note that the first study of the distribution of income and wealth
in the United States was published in 1896 by Spahr.
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ation of income and wealth. The perception that influences this judg-
ment also involves beliefs about what are the acceptable forms of con-
sumption. One writer is particularly important for my argument,
perhaps not so much for his direct influence on the laws as for reflecting
contemporary society's perception about the mode of life of the
wealthy. He is Thorstein Veblen and the book is The Theory of the
Leisure Class (1899). It was not only a considerable financial success
for its publisher, which is a measure of its popularity, but also some
of its phrases, such as conspicuous consumption, are part of the English
language. Recall that Veblen's book appeared and was read while Con-
gress debated and passed the constitutional amendment that would
enable the federal income tax that was enacted in 1913. Veblen's ac-
erbic attack on the forms of consumption of the rich is an erudite re-
flection of perception if not a direct influence on the debate. Another
widely read book, Gustavus Myers's History of the Great American
Fortunes appeared in 1909. His recounting how Consuelo Vanderbilt's
father in effect spent $5 million so that she could marry the Duke of
Marlborough and become the Duchess would not enhance the popular
esteem for the wealthy. It is also worth remembering the point Sherlock
Holmes made about the dog that did not bark. There were few con-
temporary widely read defenses of the trusts, great wealth, the free-
enterprise system, and so on. The famous books Upton Sinclair's The
Jungle and Ida Tarbell's History of the Standard Oil Company (1904),
the novels of Dreiser, and more were all on the other side of the debate.

4 State of the U.S. economy during the last third of the
nineteenth century

One of the first and simplest things to do is to look at the prices of
goods in order to see whether those produced and sold by the firms
thought to face less competition were high and rising relative to prices
of goods in the more competitive sectors of the economy. Price and
output data are available for broad sectors of the economy from 1869
to the present. In addition we shall look more closely at the situation
in two areas where monopoly was believed to be a serious problem -
railroads and oil. I shall then discuss four important antitrust cases of
the 1890s: E. C. Knight, Trans-Missouri, Joint Traffic, and Addyston
Pipe. The section concludes with an analysis of the great merger wave
that began around 1897 and ended in 1904.

At the outset it is necessary to see how large the U.S. economy was
in the nineteenth century. Even as early as 1840, it was a relatively
big economy. According to Gallman's figures (1966), as measured by
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the gross national product (GNP) in 1950 prices, the United States in
1840 was about as big as the United Kingdom while France was be-
tween 23 and 56 percent larger than the United States. By 1950, more
than a century later, the GNP of the United Kingdom was about one
fifth as large as that of the United States and that of France was about
one seventh the size of the U.S. GNP. In 1840 real per capita GNP in
the United States was about the same as that of the United Kingdom
or perhaps a bit larger while per capita real GNP in France was between
42 and 53 percent that of the United States. In 11 decades, real GNP
per capita had grown much more rapidly in the United States than in
the United Kingdom or France. The decenniel growth rate of real per
capita GNP in the United States was 16 percent during these 110 years,
a period that included several turbulent events. An annual growth rate
of real per capita GNP of nearly 1.6 percent over so long a period of
time may be without precedent in world history. Moreover, and this
is the important point for my argument, the decade following the end
of the Civil War had one of the highest growth rates of real per capita
GNP in the whole U.S. history, perhaps second only to the decade
growth rates for 1934 to 1943, and 1944 to 1953.

It is also instructive to look at the growth rate of real output by sector
for the period from 1869 to 1953 (see Table 2.1). Real GNP grew at an

Table 2.1. Percentage annual growth rate
for selected industries, 1869-1953

Industry

Farming
Fisheries
Mining
Construction
Manufacturing
Trade
Communications and

public utilities
Post office
Financial services
Railroads
Telephone and telegraph

(1879-1953)

Real GNP

Growth rate

1.61
1.39
4.01
3.26
4.30
3.97

7.31
5.23
4.91
3.90

7.07

3.88

Source: Kendrick 1961, Table A-IV.
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annual rate of nearly 3.9 percent per year during this 84-year period.
The most rapidly growing sectors were communications and public
utilities. These two sectors had growth rates nearly double that of the
economy as a whole. Farming and fisheries had the lowest growth rates.
Notice that transportation and the post office had high growth rates.
Think of the economy as analogous to a living organism. Then it is
accurate to describe the changes in the economy as developing the
nervous system relative to the rest of the organism. Against this back-
ground of the long-term trends that show a growing and increasingly
prosperous U.S. economy after the end of the Civil War the main
complaint of some Americans between 1870 and 1900 was the declining
price level. Prices fell by about 30 percent during this time. Debtors,
especially farmers, who had borrowed when the price level was higher,
found themselves with an increasingly heavier burden of real debt over
this period.

Wholesale prices of manufactured goods fell nearly 6 percent in the
decade 1880-90 and by almost 9 percent in the next decade (see Table
2.2). The biggest price decline in 1880-90 was in petroleum refining

Table 2.2. Percentage change in wholesale prices and real output by
selected industry for 1880-90 and 1890-1900

Industry

All manufacturing
Food
Textiles
Leather
Rubber
Forest prods
Paper, pulp
Printing
Chemicals
Petroleum refining
Stone, clay, glass
Iron, steel
Nonferrous
Machinery excluding transportation
Transportation equipment
Miscellaneous

Wholesale prices*

1880-90

-5.99
-7.31
-2.98

-10.75
45.11
7.30
0.00
2.27

-8.29
-61.06

14.29
-21.13
-2.20

-21.57
-16.28
-5.45

1890-1900

-8.92
-18.90
-17.15
-1.69
28.54

-7.59
-34.36
-21.44
-17.69

16.56
-18.14

9.34
-19.50

7.92
15.34

-9.01

Output (1929 prices)6

1880-90

73.18
63.70
54.70
29.32
23.53
70.21
48.89

169.33
69.58

392.86
86.70

130.50
71.25
67.83

327.45
101.18

1890-1900

51.77
69.26
54.78
19.77
76.19
26.45

149.25
59.24
70.93
25.36
55.84
35.54

192.34
63.00
41.74
26.90

a Creamer 1960, Table A-12.
b Creamer 1960, Table A-10.
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products, a decrease of more than 61 percent, more than 10 times as
large as the price decline for all manufacturing goods in this decade!
The rise in output of refined petroleum products was equally spectac-
ular, 393 percent, almost 6 times as large as the rise in output of the
whole manufacturing sector. The iron and steel industry, also popularly
regarded as noncompetitive, had a 21 percent decline of prices and a
130 percent rise of output for this decade. It was at the end of this
decade in 1890 that Congress enacted the Sherman Antitrust Act. It
was only after it had become the law of the land that real prices of
refined petroleum products rose by 7.5 percent while output went up
by 25 percent. In that same decade the real price of iron and steel
products also rose slightly while the output of these products went up
by more than 35 percent. In both these industries the output rose less
than the growth rates of all manufacturing for the decade 1890-1900.
These facts do not support the view that the actual performance of the
oil, iron, and steel industries explains the discontent leading to the
passage of the Sherman Antitrust Act of 1890.

The facts for railroads are similar. Between 1882 and 1890, railroad
passenger revenue per mile decreased by more than 11 percent and
railroad freight revenue per ton-mile fell by 25 percent. Since the time
period is shorter, it is desirable to calculate the annual average price
change. For rail passengers, the decrease is 1.3 percent and for freight
it is 3.1 percent. These are bigger price declines than for all manufac-
turing. The actual performance of the railroad industry could not explain
why Congress passed the Interstate Commerce Commission Act of
1887. That some contemporary observers knew the truth about railroads
is shown by the statement of Senator Cullom, chairman of the Sen-
ate committee that presented the Cullom Report leading to the ICC A.
On April 14, 1886, Senator Cullom spoke in the Senate as follows:
An examination of the report and testimony will not show that railroad cor-
porations are making too much money, or that the average rates of transpor-
tation are too high. On the other hand they have been in the main unprofitable,
and transportation between competing points in America is the cheapest in the
world. The complaints of the people is [sic] of discrimination, uncertainty,
and secret injury. (17th Cong. Record, p. 3477)

The study of the issues leading to the ICCA by Seligman (1887) is not
only important for the support it gives to my arguments but also because
it furnishes a contemporary analysis by one of America's leading
economists.

To complete our survey of prices, consider sugar. The first major
antitrust case was against the sugar trust (E. C. Knight). Between 1880
and 1890, the price of refined sugar products fell by more than 18
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percent and between 1890 and 1900 by more than 28 percent. Real
prices of refined sugar were lower in both decades. This is not behavior
one would expect of monopoly.

The facts about relative prices do not support the rhetoric that a
serious monopoly problem was present in the United States during the
last third of the nineteenth century. Let us now look at railroads and
oil in greater detail.

Several quantitative studies of railroad cartels are available covering
the period before the ICC A of 1887: MacAvoy (1965), Ulen (1979), and
Porter (1983). MacAvoy claims there was much cheating by the mem-
bers of the railroad cartels, in my opinion a position consistent with
the facts. However, his methods of analysis are vulnerable to several
damaging criticisms as Ulen points out. Two are important. First,
MacAvoy uses a measure of market share stability to indicate adher-
ence to the cartel agreement that fails to take adequate account of the
effects of random forces on freight shipments of individual railroads.
The cartel itself, aware of these forces, had rules for this. Second,
MacAvoy has no direct estimates of the rail rates, and his indirect
estimates reflect many factors other than those of primary interest to
students of the cartel. For these reasons I rely on Ulen's own findings
on the cartel studied by MacAvoy and him. Porter's study gives useful
independent corroboration of the accuracy of Ulen's measure of cartel
loyalty.

Starting in June, 1879, railroads in the Midwest operating between
the Mississippi River and the Eastern seaboard fashioned an elaborate
organization that some modern economists would call a cartel. It ap-
plied to eastbound freight. It had been preceded in July, 1877, by a
pool of five leading railroads for westbound freight, and it is thought that
the success of this earlier arrangement inspired the attempt to form
one for the eastbound freight (MacAvoy 1965, pp. 51-3). All the rail-
roads between Chicago and St. Louis in the west and New York and
Baltimore in the east became members of the new organization called
the Joint Executive Committee. It had complicated rules governing its
members. It set rates and assigned output quotas to its members. It
had a board of arbitration to revise the allotments. The allotments and
actual shipments were published in the Railroad Review, Railway Age,
and the Chicago Tribune. There were six revisions of the allotments
during the sample period of nearly seven years according to Ulen's
study. It arranged for railroads with shipments under quota to get more
business from those whose actual shipments were above their assigned
quotas. It took good-faith deposits from its members that would be
forfeited if a firm was found in violation of its rules. It had a committee
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that heard complaints from its members and made decisions to resolve
them and to impose penalties for violations of its rules. It is difficult
to think of anything a cartel would need that was overlooked.

A cartel is a hypothesis, not a fact. One must determine whether the
behavior of the organization is consistent with the hypothesis of a cartel
or with something else - a competitive industry. The leading question
at the outset, therefore, is this. How often did cheating occur? In a
competitive industry with given supply conditions, prices are lower
when demand is low and are higher when demand is high. Is this true
for the railroads? If so, it is consistent with competition and does not
necessarily indicate the presence of a weak cartel beset with frequent
cheating by its members. There is a more subtle question to ask about
a cartel. Although, as in the present instance, the cartel had mecha-
nisms to detect and punish violations of its rules, these required com-
plicated and costly proceedings before an arbitration board. A cartel
is more likely to begin and survive as a self-enforcing agreement among
its members than as an organization relying on third-party enforcement
by an arbitration board. The latter is more likely to enter the scene
only for major violations. In a self-enforcing cartel each firm adheres
to the rules and refrains from price cutting despite the short-run profits
it can get from rule violations. Each is loyal to the cartel because this
yields the largest expected present value of profits for each firm in the
cartel. The self-interest of each cartel member enables the cartel to
survive. Cheating by one member of the cartel evokes punishment by
the other members in the form of lower prices. Therefore, the prob-
ability of adherence to the cartel is lower after price cutting has taken
place and higher after there has been loyalty to the cartel rules. In fact,
as we shall see, just the reverse is true for the so-called railroad cartel
on eastbound freight.

Using weekly data for the period from January, 1880, to April, 1886,
328 consecutive weeks, Ulen does an elaborate econometric study of
the cartel. Although price data are unavailable, each week four pub-
lications reported whether or not the railroads were cheating on the
cartel agreement. Ulen sets a dummy variable equal to 1 if there is no
report of cheating by any of the four sources during a given week and
sets it equal to 0 if even a single source reports cheating occurred during
that week. He asserts contradictions among the four sources occurred
fewer than 10 times for the 328 weeks in the sample. Ulen's measure
of cheating can be taken as a proxy for actual railroad freight rates.
Rates are lower when cheating is reported and higher when it is not
reported. Ulen's regression results confirm this interpretation. He cal-
culates an equation that estimates what he calls the probability of ad-
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herence to the cartel by its members as a function of the total tonnage
shipped, whether or not the Great Lakes are open, a measure of de-
viations between actual and assigned rail shipments, and a certain in-
teraction term that requires a fuller explanation owing to my interpre-
tation of his results.

The simplest fact to ascertain about the cartel is the frequency of
cheating. According to Ulen's own figures, it varied considerably. In
its first year of operation (1880) adherence was perfect. In the very
next year there was adherence only one third of the time. Adherence
rose again in 1882 and 1883 to over 90 percent, but then it fell to 42
percent in 1884 and on down to 23 percent in 1885. For the whole
sample of 328 consecutive weeks, there was adherence to the cartel
63 percent of the time. More than one third of the weeks had cheating.
This is not evidence of a strong cartel.

Here is another simple fact. Rail freight rates were lower when the
Great Lakes were open to shipping than during the winter months when
the lakes were closed. At first blush it would seem, therefore, that
when there was more competition from lake shipping the response of
the cartel was to have lower rates. However, there is another expla-
nation for higher rail rates when the lakes were closed. Shipping is
more costly in the winter months than at other times of the year. Even
in a competitive industry one would expect higher freight rates as a
consequence. Hence the facts about the seasonal variations of rail
freight rates are also consistent with competition among railroads.

A third piece of evidence refers to the fact that the cartel that con-
trolled the westbound shipments from the eastern seaboard apparently
met with more success than the one that attempted to control the east-
bound freight from the Midwest. Since more freight went from west
to east, there were more empty than full freight cars to send from east
to west. This means that relative to the demand, the available freight
capacity was greater for the freight moving east to west. Consequently,
one would expect more price-cutting pressures on the westbound than
on the eastbound freight. A cartel, therefore, would have even more
incentive to control the east to west movements, where the temptation
to cut freight rates would be greater than for the eastbound freight. In
fact, the westbound pool concentrated in New York where a single
office handled all the business (Ulen 1979, p. 224). That the cartel for
the east-west freight was more successful than the west-east one is
consistent with the evidence that the cost conditions in railroads pre-
vented the existence of a competitive equilibrium so that the core was
empty. Chapter 5 explains the reasons in detail. A brief summary of
these results must suffice here.
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Since there is usually more capacity available to carry freight from
east to west than in the reverse direction, some railroad would always
be tempted to lower rates in order to attract business for its empty cars
that must in any case travel to the west in order to pick up the usual
eastbound shipments. Without an agreement among the westbound rail-
roads, no equilibrium could exist because the core is empty. The sit-
uation is different for the west-east market where excess capacity is
not the normal state. For the freight going from west to east it is not
always true that a competitive equilibrium fails to exist. It is only when
the demand is unusually low that the theory predicts there would not
be a competitive equilibrium. At high levels of demand, a competitive
equilibrium would exist for eastbound shipments and the core is then
not empty. Therefore, the theory of the core would predict breakdowns
of competitive equilibria for eastbound traffic when the demand is low
but not when it is high. On the westbound freight from the Atlantic
seaboard, the theory would predict that a departure from competition
is always necessary since otherwise given the large capacity relative
to the normal level of demand, no competitive equilibrium can exist.
Therefore, the difference in the success of the two cartels, the east-
bound versus the westbound, is confirmation of the theory of the core
as applied to these railroads.

Consider the more formal aspects of the quantitative analysis of the
cartel. Let P(A) denote the probability of adherence to the cartel rules
by its members in the current week as a function of the state of ad-
herence, A, in the preceding week. A = 1 means adherence in the
preceding week and A = 0 means cheating took place in the preceding
week. The explanatory variables in Ulen's equation using his notation
are given as follows:

x6 = total tonnage of freight shipped east by the members of the
cartel in the preceding week;

x-j = an interaction term, the state of the cartel in the preceding
week, 1 for adherence, 0 for cheating, multiplied by the total
number of tons below allotment in that week;

xs = dummy variable equal to 1 if the lakes were open that week
and equal to 0 otherwise;

x9 - sum of all (absolute) deviations in tonnage during week t - 1
divided by the mean tonnage of flour and grain shipped east
by the cartel during the past month.

The equation has the following form:
P(A) = 1/{1 + e x p [ - / « ] } , (1)

where
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fix) = g0 + 2 gtxt. (2)
1 = 6

We shall need dP(A)ldXi given as follows:

OXj OXi

A variable that has a positive partial derivative has a positive effect
on the probability of adherence to the cartel, while one with a negative
partial has a negative effect on the probability of adherence. The
estimates of the regression coefficients and related statistics are as
follows:

Variable

Constant
x6

Xi

*8
X9

Coefficient

7.534
7.030

-0.033
0.055

-14.044

r-ratio

6.111
4.104
3.141
1.775
4.556

The fit measured by R2 is 0.886 and the Durbin-Watson statistic is
1.813 (Ulen 1979, Table 2, Eq. 2).

It follows from these regression coefficients that the probability of
adherence to the cartel is

Higher, the greater the total tonnage
Lower, if there was adherence in the preceding week for given

tonnage in that week
Higher, if the Great Lakes are open
Lower, the greater the absolute deviations from allotments

Curiously, there is no direct estimate of the effect of adherence in the
previous week on the probability of adherence in the current week.
Only the indirect effect via the interaction term x7 is in the regression.

There is a difficulty at the outset. A cartel in which cheating is fre-
quent enough is a contradiction in terms. Anyone who remains in such
a cartel is made worse off as a victim of cheating than he would be
without a cartel under a noncooperative equilibrium. Even if cheating
is not so frequent so that the expected return to the victims is above
their return in a noncooperative equilibrium, it is always more prof-
itable to cheat than to be cheated (see Chapter 6, Section 5). But then
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who is willing to be the victim? Putting aside these objections, dam-
aging though they are to the very hypothesis that this railroad orga-
nization could be fairly described as constituting a cartel, let us suppose
there was a cartel. If a cartel is plagued by cheating, then the probability
of adherence to the cartel is higher if there was adherence in the pre-
ceding week and it is lower if there was cheating in the previous week.
This is because the members of the cartel are inclined to punish cheat-
ing in the preceding week by their own temporary departure from the
cartel agreement. It is implicit in this argument that a viable cartel is
self-enforcing so that the usual form of punishment for cheating by one
or more members is price cutting by most of them. The cartel is most
likely to remain in force when there has been adherence to the cartel
rules in the preceding week. The question, therefore, is whether the
estimates of the coefficients given above are consistent with this model
of a cartel. As we shall see, they are not consistent.

Since the coefficient of x7 is negative, the probability of adherence
to the cartel is lower if there was adherence in the previous week and
it is higher if there was cheating in the previous week. This is the
opposite of what we would expect of a cartel. Ulen regards the negative
coefficient as consistent with the hypothesis that there was a cartel.
I regard it as inconsistent with that hypothesis. Surely one would not
expect a cartel to reward disloyalty in one week with loyalty in the
next. On the contrary, loyalty should follow loyalty and disloyalty
should follow disloyalty. These empirical results are consistent with
another view. The railroads were grappling with the forces of com-
petition under new technological conditions that they did not yet fully
understand nor to which they were able to adapt.

The sign of another regression coefficient is consistent with the hy-
pothesis of competition, the positive coefficient of x6, the tonnage vari-
able. It implies rates are lower when tonnage is higher, which is con-
sistent with competition if the demand curve is relatively more stable
than the supply curve.

Unfortunately, comparable data to study the period after 1887 when
the Interstate Commerce Commission Act became law are unavailable.
This prevents a comparison of the behavior of the cartel before and
after the ICCA. That the act did little or nothing to aid the railroads'
attempts to solve the new kinds of economic problems posed by the
technological conditions in the industry is shown by two considera-
tions; first, the actual language of the act and, second, the effects of
the Sherman Antitrust Act.

Six major provisions of the act are pertinent. The act prohibits un-
reasonable or extortionate charges, but it does not give the commission
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power to establish maximum rates. Indeed, it gives the commission no
power to set rates. Second, a railroad may not produce the commodities
it carries. This meant there could be no merger between a railroad and
the shippers of goods. Third, there could be no personal discrimination.
The railroads could not strike private bargains with individual shippers.
Fourth, there could be no unreasonable discrimination between local
and through traffic. This referred to the frequent complaint that rates
were lower on long-haul than on short-haul shipments. Fifth, there
could be no pooling of freights or their aggregates or net earnings.
This provision outlawed the most successful form of cooperation that
the railroads were able to work out by themselves. It can hardly be
taken as evidence that Congress sought to encourage railroad cartels.
On the contrary, this provision would supply railroads with incentive
for merger. Sixth, rates must be posted and may not be changed without
sufficient prior notice. This is the provision cited by those who argue
that the commission would aid the enforcement of cartels because it
made secret price cutting unlawful.

There are two significant omissions from the act. Congress did not
mention oil shipments by pipeline nor any water traffic. Since pipelines
and shipment by water are both competitors for railroads, these omis-
sions are stumbling blocks for those who argue that the Interstate Com-
merce Commission was intended to promote and strengthen railroad
cartels.

The commission had been in existence for only about three years
when the Sherman act became law. A question arose about the relations
between the two laws. The commission did nothing affecting cooper-
ation among the railroads notwithstanding the antipooling provision of
the ICCA. It seemed to await actions by the Justice Department and
the federal courts. Two major antitrust cases directly raising the issue
of cooperation among competing railroads eventually reached the Su-
preme Court, Trans-Missouri and Joint Traffic. In both cases the Court
found in favor of the government. It asserted that the Sherman act did
apply to railroads and that the ICCA did not exempt them from the
Sherman act. Congress saw otherwise and moved to remedy this. In
1903 it passed the Elkin Act, which legalized pooling and gave the
Interstate Commerce Commission the power to set railroad rates. Start-
ing with this act the government in the form of the commission was
to become an increasingly potent regulator of the railroads.

In the meantime many railroads took the merger route to cooperation
as a substitute for pooling. Railroad merger was an explicit issue in the
Northern Securities case decided by the Supreme Court in 1904. The
government won the case, and the merger in the form of a holding
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company was struck down. The railroads could not be sure of solving
their problems by merging.

It would be hard to decide which was the more common object of
criticism and attack by the antimonopolists - the oil trust or the rail-
roads. To the educated public of that time Henry Demarest Lloyd
(1894) and later Ida Tarbell (1904) were the best known critics. The
critic I propose to rescue from obscurity is a professor of economics,
C. J. Bullock, who wrote in his survey of the antitrust problem in the
Quarterly Journal of Economics (1901) as follows:
Partisans of the trusts follow generally one of two methods when presenting
statistics of prices. Sometimes they naively quote merely the prices of refined
oil from 1872 to the present, and claim for the trust the credit of the reduc-
tion. . . . In other cases, they exhibit tables showing the margin between the
prices of crude and refined oil from 1871 down to the time of writing, and claim
for the trust the credit of the decline. Here they carefully avoid comparing the
margin before the formation of the trust in 1882 with the margin since that
date. . . . Comment upon any of these performances is needless. (1901, p. 185)

In the text for which the preceding appears as a footnote, Bullock (1901)
asserts:
Therefore, we are not surprised to learn that the most reliable investigation
into prices shows that, in almost every case combinations have managed to
increase the margin between the cost of materials and the price of the finished
product for considerable periods of time.

In fact, an empirical investigation of the relation between the refined
and the crude price of oil better supports those who are the subject of
Bullock's scorn than his own position as we shall see.

Bullock's suggestion that there may be a difference in the price pat-
tern before and after the establishment of the oil trust is a good one.
There were several attempts to organize the oil industry before the for-
mation of the oil trust in January, 1882. Some of these are as follows:

May 6, 1871 South Improvement Company starts
Dec. 19, 1872 Agreement between Petroleum Producers'

Association and Petroleum Refiners' As-
sociation of which John D. Rockefeller
was president

Jan. 29, 1880 Standard Oil Co. and Petroleum Producers'
Union agreement

Jan. 2, 1882 Formation of the oil trust3

July 1, 1892 de jure dissolution of the oil trust but not its
de facto existence

3 The text of the oil trust is given by Tarbell (1904, vol. 2, pp. 364-73). Its official name
was the Standard Trust, but it is more popularly known as the oil trust. One must bear
in mind that this trust is an actual legal entity and not some sub rosa conspiracy. I
would regard it as a predecessor to a holding company.
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There was a fairly well-organized market for crude oil in Oil City,
Pennsylvania, the heart of the producing area at that time, and an active
market in refined oil at New York City. Derrick's Handbook of Pe-
troleum (1898) furnishes a reliable source of monthly prices covering
the period from 1874 to 1895. It gives the monthly high, low, and av-
erage crude oil price together with the monthly average refined oil
price. In view of the history of the several attempts to organize the
oil industry starting in 1871, it is reasonable to begin by studying the
behavior of monthly prices for the longest period for which this is
possible - January, 1874, to December, 1895. The following regression
relates the monthly average refined price in dollars per gallon (there
are 42 gallons per barrel) to the monthly average crude price in dollars
per barrel and two trend terms, denoted by T and T2:

1. RefAvgPrice = 0.067082+ 0.047308 CmAvgPrice
(f-ratios) 18.567 34.404

- 0.0027042J + 0.00000034727J2

15.491 5.743

R2 = 0.91525; S.E. = 6.65578 E-004;
n = 264; F-stat = 935.98

According to this regression, the refined price fell relative to the crude
price but at a decreasing rate. Therefore, over the whole 22-year period
there was a downward trend of the margin between the refined and the
crude price. Now we wish to see if the relation between the refined
and crude oil price is different before than after the formation of the
oil trust. Let D denote a dummy variable equal to 1 from January, 1874,
to December, 1881, the pretrust era, and equal to 0 from January, 1882,
to December, 1895, the trust era. The regression estimating the effect
of the oil trust on the monthly average refined price is as follows:

2. RefAvgPrice = 0.030956 + 0.030464 CruAvgPrice
(r-ratios) 11.273 34.724
+ 0.041215Z) + 0.00033187J - 0.0000013135-J2

30.988 37.752 31.857
+ D x (0.021621 CruAvgPrice - 0.0011746T

27.505 121.11
+ 0.000006468072)

80.730

R2 = 0.94076; S.E. = 5.60802E-004; F-stat = 580.77
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Regression 2 fits the data better than regression 1 judging by the R2.
The coefficients involving the dummy variable D that represent the
pretrust era give a collective partial r2 of 0.30. Note that in regression
2 all of the coefficients interacting with the dummy variable have high
statistical significance as meaured by the ^-ratios. Since the regression
includes the average crude price as an independent explanatory vari-
able, the coefficients of the various trend terms show how the refined
price behaves relative to the crude price over time, assuming the oil
trust did not affect the crude price itself. According to regression 2,
before the oil trust, dummy = 1, given the pattern of crude prices, the
refined price reached a minimum in October, 1880. That is, from Jan-
uary, 1874, to October, 1880, the refined price fell relative to the crude
price. It rose relative to the crude price from October, 1880, until De-
cember, 1881, the last month before the oil trust began. The regression
does show an upward jump in the refined price relative to the crude
price in January, 1882, when the oil trust officially started. During the
period of existence of the oil trust, the refined price attains its maximum
relative to the crude price between June and July of 1884. After July,
1884, until the end of the sample period, more than a decade later, the
refined price fell relative to the crude price and so continues falling
until December, 1895. Consequently, contrary to Professor Bullock,
the margin of the refined to crude price did not remain higher after the
formation of the oil trust.

There is another revealing way of looking at the regression results.
By setting the dummy equal to 1 in each month, we can compute what
the refined oil price would have been had there been no trust. Similarly,
by setting the value of the dummy variable equal to 0 in every month,
we can calculate what the refined price would have been had the oil
trust existed throughout the period. In this fashion we can compute
the incremental effect on the refined price in the hypothetical absence
and presence of the oil trust, assuming the actual pattern of the crude
price is the same in both cases. The numerical results for selected dates
are shown in Table 2.3.

Figure 2.1 shows the estimated monthly average refined prices pre-
dicted on the basis of the trend coefficients of regression 2. This graph
underlies the figures shown in the second column of Table 2.3. The
hypothesis maintained in Table 2.3 is that the historical pattern of the
crude oil prices is the same whether or not there is an oil trust. The
defense for this hypothesis is that the oil trust did not then engage in
crude production to any significant extent, and producers of crude
could and did sell their product in a competitive international market,
especially to European importers. Critics of the oil trust, aware of the
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Table 2.3. Incremental effect on the refined oil price in cents per
gallon predicted by the trend coefficients of regression (2), given the
actual pattern of crude oil prices

Date

Jan.
Nov.
Oct.
Dec.
Jan.
July
Dec.
July
Dec.

1874
1877

1880
1881

1882
1884
1885

1890
1895

Trust from
Jan, 1882

7.133
4.376
3.773
3.877
5.079
5.192
5.184
4.479
2.702

No trust
D = 1

7.133
4.376
3.773
3.877
3.892
4.797
5.184

10.980
20.894

Trust
D = 0

3.129
4.376
4.931
5.071
5.079
5.192
5.184
4.479
2.702

Comment

Common price
Minimum before trust
End of pretrust era
Trust begins
Maximum after trust begins
Common price
Sherman act
Sample end

Q_
•D

.E 2

, D--1

D = 1 No Trust

D=0 Trust

D=0

i I i i i i

1874 1880 1882 1884 1890 1894 1895
Year

Figure 2.1



40 2 Perceptions and reality

declining crude price, denied that the decline of the refined price was
the result of any actions taken by the trust and instead attributed it to
the effect of the crude price on the refined price. We are, therefore,
justified in focusing our attention on what the refined price would have
been with and without the trust given the actual time series of crude
oil prices. The second column in Table 2.3 shows the predicted incre-
mental effect on the monthly average refined price using the trend
coefficients and assuming the oil trust began on January, 1882, as it
did. Hence the figures in this column are the same as those in the third
column from January, 1874, to December, 1881. From January, 1882,
until December, 1895, the figures in the second column are the same
as those in the fourth column. In the third column the figures from
January, 1882, until the sample ends show what the refined price would
have been in the absence of the oil trust, assuming the crude prices
were the same as they actually were (but see below). The figures in
the fourth column show what the refined prices would have been in
the period before the oil trust between January, 1874, and December,
1881. Had there been no trust, these calculations show that the margin
would have been higher starting in December, 1885, while in the period
preceding the actual formation of the trust, the refined price would
have been higher from January, 1874, until November, 1877. Had the
trust begun in January, 1874, the refined prices would have been lower
than they were! Had there not been a trust, refined prices would have
been higher than they were from December, 1885, until the sample end
in December, 1895!

These calculations are actually upward-biased estimates of the effect
of the oil trust on the refined price because, as the regression shows,
the coefficient of the crude price is smaller during the trust period than
during the pretrust period. The coefficient of the average crude price
shows how much the average refined price changes per unit change in
the average crude price. This effect is bigger before than after the trust
began. Stated differently, the regression shows that a change in the
crude price had a smaller effect on the refined price after January,
1882, than it had before. Consequently, assuming the oil trust had no
effect on the crude price, it follows from these results that the refined
price predicted by the regression is lower following the formation of
the oil trust than is shown by the figures in Table 2.3 for the column
D = 0. (See Figure 2.1.) Hence the above results are biased in favor
of the critics of the oil trust and even so do not show that the trust
raised the refined price relative to the crude price or put an upward
trend in the refined price relative to the crude price after it came into
existence.
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These empirical results are not the implications of a hypothesis of
monopoly pricing by the oil trust. One important point must not be
overlooked: the yield of refined oil per barrel of crude. The margin
between the refined and the crude price depends on this yield. The
higher the yield, the lower the response of the refined price to a unit
change in the crude price. Obviously, the size of the margin itself de-
pends on the cost of refining crude oil. This depends not only on the
state of technology but also on the characteristics of the crude oil. That
the yield varied over time is plain from statistics showing total pro-
duction of refined oil and crude oil. Between 1873 and 1875 the yield
reached a maximum that it nearly attained again in the period from
1883 to 1885. Thereafter, the refined yield is lower and fluctuating.
Thus the margin between the refined and the crude price depends on
the cost of refining crude oil and not merely on the monopoly power
of the trust.

Since the trust did sell 90 percent of U.S. refined oil, the usual mo-
nopoly theory asserts it had the power to raise the refined oil price to
a monopoly level. I propose to turn the argument around. The oil trust
did not charge high prices because it had 90 percent of the market. It
got 90 percent of the refined oil market by charging low prices. This
is the way of competition, and it was hard on the rivals of the Standard
Oil Company (cf. McGee 1958).

Among the first cases brought by the government under the Sherman
act included that against the sugar trust (the E. C. Knight case in 1895),
two against railroad associations (the Trans-Missouri case in 1892 and
the Joint Traffic case in 1896), and a fourth against a cartel of some
producers of cast-iron pipe (the Addyston case in 1897). The issue
relevant for my analysis that might have arisen in the Knight case
concerns the structure of corporations.4

Corporations were evolving during the nineteenth century as it be-
came necessary to devise new ways of organizing business enterprises
to enable them to obtain large amounts of capital from investors who
sought to limit both their risk and their involvement in these enter-
prises. Because great potential for abuse and fraud was present, judging
from the lessons of past experience with corporations, legislation to
allow changes in their structure was enacted at long intervals. General
laws permitting a company to become a corporation by satisfying pre-
scribed conditions date from the 1840s in the United States. Corpo-
rations were made subject to many restrictions in order to protect both
investors and the public (Haney 1914).
4 Letwin (1965) and Bork (1978) contain excellent discussions of these and other major

antitrust cases.
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One law in particular prohibited a corporation from owning stock in
another corporation without the explicit permission in the form of spe-
cial legislation enacted by the legislature of the state in which it was
incorporated. This made it very difficult for corporations to form co-
operative ventures unless they actually merged into a single corpora-
tion. Under the existing laws and depending on the states in which a
company was incorporated and wished to carry on business, such merg-
ers might have created difficulties owing to the legal restrictions im-
posed by the various states. Economic reasons as well made a merger
a less attractive alternative than a cartel. As separate firms in a cartel
each individual company would have more incentive to maximize its
own profits than it would have as a part of a joint venture. The con-
solidated company determines a distribution of the total profit when it
decides on the proportion of the total shares of stock that goes to each
of the companies that combine in the merger. This creates a free-rider
problem because each dollar of profit generated by one company is
shared among them all in proportion to the stock that each owns. If
the profit were a certain and unambiguous residual, then, in principle,
it would be possible to solve the free-rider problems, but these qual-
ifications merely beg the question. It might be possible to solve these
problems by issuing distinct classes of stock for each component com-
pany of the merger, but this solution would require special legislation.
There is also the question of how much autonomy an individual com-
pany may have. A loose alliance gives each more independence than
a merger, where one person or a committee has the power to make
decisions. With separate and distinct companies the alliance has more
entrepreneurial talent than it would have in the single company formed
by merger.

The existing legal restrictions on the corporate structure were among
the chief reasons for the device of a trust. Mr. Dodd, the general coun-
sel of the Standard Oil Company of Ohio, invented the trust in 1879
as a possible solution that seemed to conform to the prevailing laws.
The trust was a well-known device used to manage estates on behalf
of the heirs. It would therefore seem possible to use it to form a legal
alliance among corporations that did not wish to consolidate into a
single corporation and yet wanted to cooperate in some areas of mutual
interest. However, as trusts came under increasing attack in many
states an alternative became necessary. The state of New Jersey sup-
plied one alternative when in 1888 it passed a law that allowed firms
incorporated in New Jersey to own stock and other assets in separate
corporations, a type of corporate structure called a holding company.
This act, amended in the following year, became known as the New
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Jersey Holding Company Act and several trusts took advantage of it.
These included the cottonseed oil trust, which became the American
Cotton Oil Company, incorporated in New Jersey, the lead trust, which
became the National Lead and Oil Company of New Jersey, and in
1891, the sugar trust, which became the American Sugar Refining
Company.

A corporation in the form of a holding company can more easily
solve a free-rider problem among its subsidiaries than one in the form
of a merger of the same constituent companies where the constituents
lose their separate existence. The holding company owns a controlling
interest in each of its subsidiaries, and they may still have outstanding
publicly traded stock. Those who own stock in the subsidiary may also
own stock in the holding company. A given company as part of a merger
may be discouraged from some undertaking because other companies
in the merger may reap where it has sown so that it cannot obtain the
full benefit of its efforts. As a subsidiary of a holding company this
need not be true. With the choice of an appropriate structure, the hold-
ing company can instill enough incentive and have enough entrepre-
neurial input among its subsidiaries as will secure an optimal combi-
nation of cooperation and competition.

The Supreme Court decided the E. C. Knight case in 1895. The main
point in its decision relevant for my analysis is that the American Sugar
Refining Company, the defendant in the case, was a holding company
incorporated under the New Jersey act. The issue of whether this state
act was in violation of the federal Sherman act did not arise in the case
and so the Court had to remain silent on it. Implicit in the silence was
a new avenue for forming alliances among firms. Until the consistency
between the New Jersey act and the Sherman act became an explicit
issue introduced in a case by a federal prosecutor, a lawful way now
existed for companies to make more or less loose alliances by forming
a holding company, which they were unable to do by forming a trust.
The issue of the legality of a corporation as a holding company is dis-
tinct from the question of which actions are lawful for the holding
company or its constituent companies. (The same is true for a part-
nership or any other joint venture.) The Sherman act declared that
separate companies may not collude by setting prices jointly. But if
separate companies were to merge into a single concern, a holding
company, then that concern could do what the Sherman act prevented
the original companies from doing as separate and independent entities.
It would appear that merger in the form of a holding company could
accomplish what was forbidden by the Sherman act.

The issues that arose in the two railroad cases and in the Addyston
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Pipe case directly concern competition. The courts had to wrestle with
the question of whether unrestricted competition was always neces-
sarily good and whether all forms of collusion were necessarily bad
under the Sherman Antitrust Act. The railroads argued that circum-
stances peculiar to their industry meant competition was not always
good and made some restraints on competition not always bad. The
decisions of the Supreme Court in these railroad cases rejected these
arguments although they were accepted by the lower courts. Among
other reasons the Supreme Court asserted its reluctance to become a
forum for deciding whether the prices that result from collusion among
the railroads are reasonable or not. A similar issue arose in the Ad-
dyston case. Many buyers of cast-iron pipe testified that they believed
they had paid reasonable prices, though it was clear from the descrip-
tion of the facts presented by the government that the prices paid were
not the outcome of a competitive process. These facts are of unusual
interest and it is instructive to examine them.

In the Addyston case the product was high-pressure cast-iron pipe
for water purchased by state and local governmental bodies in sealed
bid auctions, who announced their needs and solicited bids from the
manufacturers. The winner of the contract was the firm who submitted
the lowest bid. The cartel had six member firms including Addyston
Pipe. On an occasion when the cartel decided to submit a sealed bid,
a chairman called a meeting of the six firms and announced the price
that would be submitted. This price had to take into account compe-
tition from cast-iron pipe producers who were not members of the
Addyston cartel. Prior to the official sealed bid auction, the six firms
meeting together held an unofficial auction like an English auction. The
firm with the lowest bid won the right to submit the sealed bid as set
by the chairman to the subsequent official sealed bid auction. The other
five firms could submit higher sealed bids that would not, of course,
be successful. If the cartel member's sealed bid did win the contract,
then it would pay an amount into a fund equal to the difference between
its winning bid in the private meeting of the six firms and the price
chosen by the chairman. At periodic intervals the funds accumulated
in this way were divided among the six firms according to a formula
based on their capacities. It follows that in the private meeting of the
six firms where they were openly bidding for business each firm would
know how much of the difference between the chairman's price and
its bid price it could expect to receive should it win the governmental
contract in the later official sealed bid auction.

These are the essential facts in the Addyston case. It would seem
at first blush that the cartel must have raised the price of cast-iron pipe
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above the competitive level. Thus, if the six firms had not met privately
before the sealed bid auction, each would have submitted their sealed
bids independently to the municipality. The firm that had made the
lowest bid in the private meeting of the cartel would presumably have
been willing to submit the same bid sealed to the municipality. Does
it not then follow that the effect of the cartel must have been to raise
the price? The answer is no. In the private meeting the firms were
holding an auction that actually determined a two-part price: One part
was their bid for the contract, and the other part was in the form of
the rebate they would receive from the accumulated funds. The pro-
ceeds of the latter would defray overhead costs. Had there been no
cartel, the firms would not have submitted the same bids as they did
in the private meeting. They would have submitted higher bids in order
to cover their fixed costs. Indeed, the bids in the private auction reflect
the marginal costs of the orders to the firms, whereas the difference
between the chairman's price and these bids reflects overhead costs. A
firm might submit a bid in the prior auction that was below its marginal
cost owing to the fact that it would receive back a portion of the dif-
ference between its bid price and the cartel price as its share of the
proceeds from the pool. It was even possible for one firm to be the
lowest bidder in the prior unofficial private auction though its marginal
cost was above that of the other firms, provided its share of the pool
was high enough. It is safe to conclude that the procedure used by the
six firms in the cartel to determine which one would be its bidder in
the subsequent official auction was more conducive to an efficient out-
come than was the official sealed bid auction, given the nature of the
cost conditions for making cast-iron pipe. These cost conditions lead
to an empty core. Without some form of cooperation among the firms,
there would have been no equilibrium, and prices would have been
driven to ruinously low levels.5

The problems in these cases arose from the nature of the underlying
economic forces. The courts had to grapple with these problems on
the basis of the statutes and the precedents. The courts and the country
were learning the characteristics of a modern economy - a slow and
difficult process.

It is now useful to discuss these underlying economic issues. Com-
petition is a means to an end, not an end in itself. In my view a proper
end is an efficient equilibrium. In such an equilibrium changes are not
possible that would make someone better off without making at least
one other person worse off. Were this not true it would show that the

5 For a detailed analysis of the Addyston case, see Bittlingmayer (1981 and 1982).
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original situation was inefficient. Therefore, the problem is to learn
when competition can give an efficient equilibrium. A central thesis of
my argument is that competition does not always result in an equi-
librium. It can lead to chaos. The railroads claimed this but the Court
rejected their argument. Most of the contemporary economists sided
with the Court and against the railroads. Admittedly, the arguments of
the railroads are self-serving, and we are rightly skeptical of them. But
to conclude that self-serving arguments are necessarily wrong is an
error. To assess the validity of an argument requires examination of
its merits and not the credentials of those who advance it. There are
rigorous models that furnish a reasonably good approximation to the
cost conditions for industries like railroads and cast-iron pipe such that
a competitive equilibrium does not exist. I describe them in later chap-
ters. When conditions prevent the existence of a competitive equilib-
rium, people will modify the conditions so that not only can a stable
equilibrium emerge but it will also be an efficient one. Their self-interest
leads to these changes. When the Court uses language such as the rule
of reason or ancillary constraints (as in the Addyston case referring to
constraints that reduce competition but not as their primary purpose,
whatever that may mean), the Court implicitly recognizes the compli-
cated nature of the possible conflict between competition as an end in
itself and efficiency in a modern economy.

Decisions of the Supreme Court reflect a learning process as well as
interpretations of statutes and previous cases. Outright reversals of
previous decisions though rare do happen. It is illuminating to interpret
decisions as the result of then current understanding about the desir-
ability of various forms of competition. For instance, the 1904 decision
in the Northern Securities case did contain explicitly the issue of using
a holding company for a merger of railroads. In this case the Court
found in favor of the government. In the earlier Knight case the same
economic issue was actually present, but it was not explicitly raised
in the case so the Court could say nothing about it. Since the Court
found in favor of the government and against the railroads in Northern
Securities, it cast a chill on the merger movement that had been un-
derway for the preceding 7 years, a movement on a scale without prec-
edent then or since.

There is, of course, the valid argument that monopoly can and does
result in an inefficient equilibrium under some conditions. This happens
when competition would give an efficient equilibrium. When unre-
stricted competition can result in a stable equilibrium, it is also one
that is efficient. A departure from competition in the form of monopoly
then gives a stable but inefficient equilibrium. This is the classic ar-
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gument against monopoly. It raises two questions. First, under what
conditions can there be a stable competitive equilibrium? Second, given
such conditions, what explains the presence of monopoly? The analysis
given in the following chapters derives necessary conditions in terms
of the properties of the cost functions for the existence of a competitive
equilibrium.

After the decision by the Court of Appeals in February, 1898, in
favor of the government in the Addyston case, which was upheld by
the Supreme Court in November, 1899, a new firm was formed by
merger of the six defendants in the case together with five other cast-
iron pipe producers who were not defendants in that case. Soon after,
with the addition of another nondefendant firm, the result of all these
mergers was the U.S. Cast Iron Pipe and Foundry Company, which
had 68 percent of total U.S. melting capacity by 1900, which was 30
percentage points more than the capacity of the six original defendants
in 1900 (Bittlingmayer 1981, Table 3.5). As a result of this merger of
12 firms, the new company could do what the 12 separate firms could
not do, make joint decisions on prices.

A very large number of mergers then took place between 1897 and
1904 especially in the iron and steel industry. The timing and the con-
tent of the Supreme Court decisions in E. C. Knight, Addyston, and
Northern Security furnish strong circumstantial evidence that these
decisions were the motive for many of the mergers. Mergers swept
through the railroad industry as well as many others. Chandler (1977,
p. 172) points out that between July, 1899, and December, 1900, 25,000
miles of track, one-eighth of the total U.S. mileage, was brought in one
way or another under the control of other lines. Chandler attributes
the merger wave to these Supreme Court decisions. Bittlingmayer's
evidence (1985) supporting this hypothesis is much more convincing
than Nelson's earlier skeptical remarks on this explanation of the
merger wave (1959, p. 135). Hence the Sherman act and the decisions
in the cases I discussed led to many mergers. It is not possible to explain
them all as the result of the Court's rulings. Some mergers have intrinsic
reasons independent of the state of the law. These are especially im-
portant for firms that obtain new knowledge from their research. There-
fore, they become attractive acquisitions for other firms that wish to
embark on the new ventures opened up by this new knowledge. We
shall consider this important motive for merger in more detail in Chap-
ter 8 on rivalry via research and development.



CHAPTER 3

Competition, cooperation, and efficiency

1 Introduction

In a contest to name the words most often used by economists, supply,
demand, market, and competition would be among the leading con-
tenders. These words represent complex and subtle concepts. I choose
them intentionally because they are all intertwined. The relations
among them would interest few outside the circle of professional econ-
omists were it not that beginning in 1890 with the passage of the Sher-
man act, the policy of the United States seems to have embarked on
a course never before seen among nations. This course was to preserve
competition. It developed in a series of additional laws, prosecutions,
court decisions, opinions of the attorney general, orders of the Federal
Trade Commission, and so on. It has become a potent source of reg-
ulation over every part of the economy with many practical conse-
quences. Yet the protection and promotion of competition is not always
the motive or the effect of all this activity. Things are not what they
seem on the surface. It may be that the results of antitrust policy are
explained better by the forces affecting Congress than by economic
analysis confined to facts and theoretical reasoning. An example may
help clarify my point. Hardly any economist favors tariffs or import
quotas. Yet the United States has many of these. Similarly, it is the
exception not the rule when Congress makes antitrust legislation on
the basis of high principles of welfare economics. The influence of
constituents is more important. The congressional debaters may often
appeal to these high principles of welfare economics, but such appeals
are more often the cloak under which hides naked economic self-
interest.

Nevertheless, I shall present my analysis of the relations among co-
operation, competition, and efficiency using the tools of economics.
Even so the analysis may help explain the direction of antitrust policies.
As we shall see, competition may require some cooperation in order
to obtain efficiency. Some of my analysis stems from theories of very
distinguished economists including Edgeworth (1881), Bohm-Bawerk

48



2 Competition in pure exchange 49

(1889), Alfred Marshall (1890), F. H. Knight (1921), and J. M. Clark
(1923). I take the argument farther than they did partly because since
their time the economy has moved clearly in directions that support
the relevance of my theoretical analysis. These ideas are not fads or
idiosyncracies. They come from the mainstream of economic theory
and help us understand the modern economy.

It is important to recall some basic facts about economic history.
Until the coming of the railroad in the 1820s, all large-scale enterprise
was the creation of government. Yet it was only in time of war that
governments created large organizations. Large private enterprises are
a recent phenomenon. This is not to say that Adam Smith described
a simple economy in 1776. Raw materials came from the four corners
of the earth to his island. After many stages of processing, manufac-
turing, and distribution, the goods came to the hands of the final con-
sumers. Think of tea and coffee as examples. No private large-scale
enterprises were under the control of a single management. Railroads
marked the beginning of a new era. Building and running a railroad
created new problems an order of magnitude more difficult than any
ever seen before. Other industries, some old and some new, also posed
new problems of coordination and competition like those of the rail-
roads. By the late nineteenth century there were private companies
larger than some of the smallest nations in Europe and Latin America.
Some private firms borrowed larger sums than did some of these gov-
ernments. The legal forms of business enterprise changed in response
to the new technology. The corporation with its limited liability became
the leading form of private business enterprise. The past century and
a half saw these new events. These changes in the economy create
puzzles to challenge economic science. Among the puzzles is the nature
of competition in a modern economy.

2 Competition in pure exchange
Competition refers to the nature of the conditions under which indi-
viduals may trade property rights. It assumes a definition of these rights
and describes a trading process consistent with competition. A private
property right is one that an individual can trade at his own discretion
without the necessity of obtaining the consent of anyone else. The
nature of private property rights is far from simple. It depends on a
body of law, and it changes as the laws and court decisions change.
When Edgeworth and Marshall presented their theory of exchange
using nuts and apples as the objects of trade, they took a very simple
example. Brand name apples and California walnuts are less simple.
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Still less simple are the property rights conferred on inventors and
originators of other kinds of intellectual goods. A private property right
is analogous to a fence around a piece of land. It intends to prevent
encroachment and trespassing by others and to allow the owner to use
the land in lawful ways. The definition of property rights circumscribes
the extent of limitation. Again using the analogy of land, it determines
how closely one neighbor can approach another without that neighbor's
consent. Let a group of neighbors build a swimming pool. How and
when can they prevent others from using their pool? Property rights
define the extent of possible free-rider problems. A free rider is some-
one who gets a benefit from something without bearing the burden of
its cost. Free riding is costly to prevent. Individuals themselves try to
do this, and sometimes they can enlist the services of the state for this
purpose. Patents and copyrights are examples of the latter. Keeping
new knowledge secret illustrates the former. There are many other
ways to reduce the amount of free riding. Under some conditions resale
price maintenance is one of these (Telser 1960).

A competitive equilibrium is the outcome of a competitive process.
Its very existence may depend on the nature of the property rights.
Since a property right is one that can exclude and restrict, it can be
mistaken for a monopolistic restriction. Theoretical analyses of market
exchange sometimes overlook how much the results depend on the
nature of the definition and assignment of property rights. Some of the
pertinent issues emerge most clearly in the simplest situation - pure
exchange.

In this situation traders have initial endowments of commodities.
Each individual derives utility only from his own bundle of commod-
ities. The utility does not depend on the holdings of other individuals.
Each person treats his holdings as private property that he can trade
without requiring the consent of anyone else. He can make and accept
bids and offers on his own. He can reject the bids and offers of others
on his own initiative. The theory assumes that each individual seeks
to advance his own interest as well as he can. It follows that he will
not leave the market with a bundle of goods that he regards as inferior
to his initial holdings. Edgeworth's analysis of this situation, published
in 1881, hardly needs improvement. He invented the ingenious theo-
retical device of recontracting so that he could study the essential as-
pects of competition while sidestepping some extraneous problems
arising from the nature of the actual dynamic path leading to the final
outcome. Consider a subset of traders who make a tentative agreement
among themselves on a set of trades. It is a potential contract among
them. Each of the traders in this subset is at liberty to seek other traders
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who may be willing to offer better terms. The final outcome of all this
bargaining must be acceptable to each trader and each coalition of
traders. Hence it is not susceptible to improvement by any subset of
traders. As a result, the acceptable final allocations of goods belong
to what we now call the Edge worth contract surface. These are efficient
allocations. Efficiency means there are no unexploited opportunities
for improvement. Put differently, it is not possible to make anyone
better off by changing his final allocation without making at least one
other person worse off. The outcome of the trading process is a reas-
signment of the initial allocations of the goods among the traders so
that the final allocations place them in the hands of those who value
most what they get. The modern terminology calls the set of final as-
signments of goods acceptable to all traders and subsets of traders the
core of the market. In view of the nature of the process leading to
allocations in the core, I believe it represents the set of competitive
equilibria. I am confident that Edgeworth would share this view.

Several important conclusions follow from this analysis. First, the
competitive process gives an efficient equilibrium. The process is val-
uable because of this result and not for its own sake. Although the
precise details of how to organize a competitive market is an important
topic for economic analysis deserving much attention, it would not
command the interest of economists were it not that a competitive
market can attain an efficient equilibrium. Second, the theoretical re-
presentation of competition in the theory of the core seems to capture
the main features of competition. Therefore, it deserves serious atten-
tion as a tool of analysis. Third, when the theory of the core is applied
to the problems posed by classical economics, it gives the same answers
as the classical analysis. It thereby passes the first test of a new theory
that intends to operate in a new terrain where the old tools will fail. I
do not wish to give the impression that nothing really new emerges
from an application of the theory of the core to market exchange. A
central question is whether an equilibrium exists and under what con-
ditions. The most powerful approach for answering these questions
uses the core theory.

Despite the importance of Edgeworth's work and its wide accep-
tance, the new territory of economics he discovered attracted few ex-
plorers. Nor did a warmer reception greet the related work of Bohm-
Bawerk, an Austrian contemporary of Edgeworth. For more than 70
years this topic seems to have been regarded as closed and to be one
in which there was little more to be done. Revival of interest was to
spring from the theory of a market as presented by Bohm-Bawerk. His
treatise on capital theory gives a detailed account of market exchange.
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In this market each trader either wishes to buy or to sell one unit of a
commodity. The seller has a minimal acceptable price and the buyer
a maximal acceptable price. The market supply schedule ranks the
sellers from the most to the least eager so that the seller with the lowest
minimal acceptable price is the most eager and so on up to the one
with the highest acceptable price who is the least eager. Similarly, there
is a ranking of the buyers from the most eager, the one who is willing
to pay the highest price, down to the one with the lowest maximal
acceptable price. The upwardly sloping supply curve reflects the rank-
ing of sellers according to their eagerness to sell as measured by their
minimally acceptable prices; the downwardly sloping demand curve
likewise reflects the ranking of the buyers from the most to the least
eager as measured by their maximally acceptable prices. There is a
market clearing price such that each actual buyer pays and each actual
seller gets this price per unit. The result is a transfer of the goods from
some of the initial owners, the sellers, to some of the initial nonowners,
the buyers, such that the final owners all value the goods more than
those of the initial owners who sold it. Like Edgeworth's analysis,
Bohm-Bawerk's shows that the competitive process results in a final
allocation of the goods that is efficient.

Almost 50 years were to pass before this analysis came to life again
in a chapter of Neumann and Morgenstern's Theory of Games (1944).
Morgenstern, the Austrian economist, was the link between his pred-
ecessor, Bohm-Bawerk, and his collaborator, the mathematician Neu-
mann. Martin Shubik (1959), 15 years later, made the connection be-
tween the theory of the core and Edgeworth's theory of market
exchange.

For the sake of simplifying the exposition, my examples follow
Bohm-Bawerk instead of Edgeworth. This enables the use of simple
algebra and arithmetic instead of calculus. One feature of Bohm-Baw-
erk's approach relates closely to Marshall's theory. Think of the area
under the demand curve as a measure of the benefit that consumers
derive from the good. The demand price corresponds to the marginal
benefit. The area under the supply curve measures the total cost, and
the supply price is the marginal cost. At the equilibrium quantity traded,
the marginal benefit equals the marginal cost. The net benefit is the
total benefit minus the total cost. Marshall shows that if the marginal
net benefit is a decreasing function of the quantity, then the net benefit
is a maximum at the point where the marginal net benefit is zero.
Therefore, the market clearing price, which equilibrates the quantity
demanded to the quantity supplied, yields the maximal net benefit. The
marginal net benefit is a decreasing function of the quantity if the mar-
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ginal benefit decreases more rapidly than the marginal cost. Given a
negatively sloped demand curve so that more is demanded, the lower
the price, Marshall's theory can give the conclusion that the equilibrium
price maximizes the net benefit even for a downward-sloping supply
curve, provided the demand price is a more rapidly decreasing function
of the quantity than is the supply price. This conclusion together with
Marshall's well-known statement that a seller might not lower his price
"for fear of spoiling the market" is strong evidence of his sophisticated
comprehension of the nature of a competitive equilibrium.

The supply conditions being complications in their train. The theory
of the core, proven on the testing ground of pure exchange, is well
made for the study of these complications. The bulk of these compli-
cations arises from the fact that costs are lower if producers make com-
mitments in advance of the revenue they expect to receive. This is to
say that they choose inputs of capital equipment, finance these inputs,
hire labor, arrange the marketing of the outputs, decide what and how
much to produce, and many other things before the outputs are ready
for actual sale. Having done all of this, the producers have incurred
fixed costs and other kinds of costs that do not necessarily rise
smoothly and continuously with their actual rates of output. Marshall's
awareness of negatively sloped supply schedules and his analysis of
natural monopoly is one of the earliest recognitions in economic theory
of some of the implications of the new technology coming into existence
in the nineteenth century. By choosing production methods capable of
making complicated articles at low cost, provided the means of pro-
duction are ready before the appearance of the actual demand, pro-
ducers become hostages of the vagaries of uncertain future demand.
This may create opportunities for the buyers to drive hard bargains.
In this way the buyers can get short-term gains, but they may also
sacrifice the longer-term gains coming from the use of better methods
of production. Sellers will not willingly make long-term commitments
without some assurance of recouping the costs of their investments.
Both buyers and producers face the practical problem of devising mu-
tually satisfactory terms among themselves so that they can share the
gains from lower costs made possible by the new technology. I assume
that people seek to advance their own interests as well as they can.
Their actions form the subject of economic theory. Changes in their
environment resulting from new scientific and engineering knowledge
cause adaptations of economic institutions. These pose new challenges
to economic theory. The theory of the core can meet these challenges.

I propose to defend these assertions by working through an example.
It has the main features that explain the complicated nature of the
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supply response. Yet it is simple enough to avoid distracting technical
details.

3 Description of the example
Assume there are identical potential customers each of whom is willing
to pay at most an amount b per unit of the good. It means they derive
a benefit of at least b per unit of the good. The actual number of cus-
tomers who want to obtain the good at any instant behaves like a ran-
dom variable. We may think of a store where customers arrive by a
process like a sequence of independent random events. If the good is
available, then a custojmer can satisfy his demand without delay. Other-
wise, if the store is out of stock, the customer cannot obtain the good,
which imposes a loss on him of t per unit. As a result, the net benefit
to the customer is lower when the store is out of stock than when the
inventory is ample enough to satisfy the demand.

The store determines the size of its inventory before the customers
arrive. It must not only decide how much of the commodity to stock
but it must also determine in advance how much space to make avail-
able for storing the inventory. Say the good arrives at the store early
in the morning before it is open for business. It starts with an inventory
y and continues to satisfy the demand of the customers as they appear
until its inventory is exhausted. If the store decides to have no inven-
tory of the good at all, then it would incur no cost of inventory. If it
decides to have an inventory of the good, then it incurs an inventory
cost C(y), which depends on the size of its inventory. Because the
inventory cost is zero if y is zero and is C(y) > 0 if y > 0, the cost of
the inventory is an avoidable cost. The term avoidable reminds us that
the cost is avoidable if the inventory is zero. There may also be costs
of serving an individual customer. These costs vary with the number
of customers and with the actual sales of the store. Hence these are
the variable costs. Presumably, it would not pay to satisfy the demand
of an individual customer unless he were willing to pay at least the cost
of doing so. Even this simple point raises an interesting problem owing
to the possibility that the customer may wish information about the
product before deciding whether or not to buy it. In case the nature
of the information inclines the customer against buying the product,
the store may be unable to obtain remuneration from the customer in
compensation for the cost of the information it provides him (Telser
1960). For the sake of keeping the example simple, I shall assume each
customer is willing to buy the product if it is available at a price not
above b. There is no demand for information about the product from
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the seller by the customer because each already knows enough to have
decided on a purchase.

Since stores usually sell many different products, there is another
complication to consider. Some customers buy some of the products
but none buys all of them. Each product type imposes its own cost.
There are also costs common to all of the products. These raise the
question of how to divide the common costs among the customers. It
is usual to pose this question by asking how overhead costs are allo-
cated among the different products. Again in the interest of having a
simple example, I assume the store carries only one commodity. In a
more general theory this would be the first step. Thus, imagine initially
there are many stores each with only one product. The general theory
would describe conditions under which it would be advantageous for
which types of stores to merge.

Given that the store holds an inventory, there is the question of
whether its unsold stocks are subsequently available for sale. This
would mean that later sales are a substitute for current sales. Depending
on the nature of the costs of storing the good, the seller could convert
the avoidable cost into a variable cost. That is, he would have the
alternative of selling one unit now or selling it later. The incremental
cost of the latter would be the cost of storing the good. Including this
alternative would merely complicate the analysis without contributing
any essential new features to it. Therefore, I assume the good is avail-
able for sale in only one period. A daily newspaper is an example. If
the good is perishable, meaning it is prohibitively expensive to store
for more than some given period of time, then, under these conditions
as well, there would be no storage for more than one period.

On the basis of these assumptions we can derive the level of inven-
tories that would maximize the expected net benefit of the consumers.
Let x denote the quantity demanded per unit of time. It is a random
variable with a probability density function given by f(x). Let p denote
the benefit.

t(x - y) ifx>y.
If the quantity demanded, JC, does not exceed the inventory, y, then
the total benefit is bx. However, if the quantity demanded does exceed
the available supply, then the total benefit is lower by the excess de-
mand, x - y, multiplied by the positive constant t. Therefore, in case
the inventory is inadequate, the total benefit is lower by the loss from
the failure to satisfy the entire demand. The expected benefit, denote
it by £(P), is as follows:
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£(p) = P bxf(x) dx + r [by - t(x - y)]f(x) dx. (2)
JO Jy

The actual benefit is a random variable depending on the rate of demand
x, which is a random variable. Hence the expected value of the benefit
depends on the probabilities of the two events, a rate of demand below
the available stock and one above it.

The total cost of the inventory y is C(y). It does not depend on a
random event so it is deterministic. The expected net benefit of an
inventory level y is

£(P) - C(y). (3)
The inventory giving the maximal expected net benefit must satisfy the
equation as follows:

d_E(fi) = dC
dy dy

so that the marginal expected benefit of an inventory level y equals its
marginal cost. It is instructive to calculate the explicit form of the
marginal expected net benefit, which is as follows:

= (b + Oil - F(y)], (5)dy
where 1 - F(y) is the probability that the rate of demand exceeds the
inventory y, the stock-out probability, so that,

1 - F(y) = r f(x) dx.
Jy

(6)

It is natural to interpret the marginal expected net benefit as the ex
ante demand for the inventory y and the marginal cost of the inventory
as the ex ante supply of the inventory. The marginal expected benefit
is a decreasing function of y so that the larger the stock, the lower the
marginal expected benefit. Figure 3.1 illustrates the situation. The
curve DD' shows the ex ante demand for stocks, which is the marginal
expected benefit. When stocks are zero, F(0) = 0, because it is certain
that a positive quantity is demanded. Therefore, the ordinate of the
point D is b + t. The larger the inventory, the less likely is a rate of
demand in excess of the available stock. Hence 1 - F(y) is a decreasing
function of y, which approaches 0 as y increases. The curve SS' is the
ex ante supply of stocks. It shows the marginal cost of holding stocks.
The supply curve in Figure 3.1 assumes the marginal cost is an in-
creasing convex function of y. The optimal level of stocks, y0, is de-
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Figure 3.1

termined by the intersection of the ex ante supply and the ex ante
demand curves. Note that the ex ante demand is greater the larger are
b and t. It is also true that the expected quantity is less than y0 cor-
responding to the intersection of the ex ante supply and demand curves.
This means it is optimal to have more stocks on hand than are expected
to be sold. A proof is instructive. Let q denote the quantity sold, which
is a random variable.

<7 =
if x ^ y,
if x > y.

Hence the expected sales, E(q), is given by

E{q) = xf(x) dx + y f(x) dx.
JO Jy

E(q) - y = P (x - y)f(x) dx + (y - y) P /(x) dx
Jo Ĵ

= JJ (JC - y ) /W <& < 0,
as asserted.

Since the optimal level of inventories satisfies the equation
(b + OH - F(y0)] = C,(y0), (7)
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it follows that b + t exceeds the marginal cost of the optimal inventory.
Although this formulation gives the necessary condition for the optimal
inventory, it leaves open the question of what arrangements can attain
the optimum.

The point is this. There is no adversary relation between customers
and their suppliers. Instead there is a gain for them to share. The ex-
pected value of this gain is the difference between the expected benefit
and the cost. By choosing the value of that y that gives the maximal
net benefit, the suppliers and their customers obtain the greatest gain
they can share among themselves. It is as if the customers own the
stores and the managers of the stores were their agents. There would
still remain the problem of devising appropriate terms between the
customers and their agent-suppliers that would induce the latter to
choose the optimal inventory.

Reconsider the nature of the demand conditions. Since the customers
bear a loss of t per unit if the demand exceeds the available supply, it
follows that they would would be willing to pay up to b + / per unit
when x > y. It would therefore seem possible to have two prices, p\
and p2 such that

= [px if* ^ y, ( 8 )
[Pi + P2 ifx>y.

This scheme makes the price a random variable dependent on the state
of demand. The expected price, E(p), satisfies

E(p) = px + p2 r fix) dx
Jy (9)

= Pi + PiW ~ F(y)].

This expected price would equal the marginal expected benefit of the
stocks if

(b + t)[l - F(y)] = Pl + p2[\ -

Rearranging terms, this becomes

Pi = Kb + t) - p2][l - F(y)]. (10)

Any pair of prices, pi, p2, satisfying (10) would equate the expected
price to the expected marginal benefit of the stocks. Hence it passes
the first test necessary to induce holding the optimal inventory. A sec-
ond test requires examination of the revenue this scheme would
generate.
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Let r denote the revenue that is a random variable via the random
nature of the demand.

\(PI + Pi)y
Call £ ( r ) the expected value of the revenue.

Eif) = pixf(x) dx + (Pl + p 2 ) y / W <**
Jo Jy ( 1 2 )

Pi*/(x) rfx + (pi + P2>y[l - F(y)].

Assume the prices pXy p2 satisfy (10) so that they equate the expected
price to the marginal expected benefit of the optimal inventory, y0. It
is an implication of (7) and (10) that

(pi + /?2)[1 ~~ F(yo)] = Cy — piF(yo). (13)

where Cy = dC(yo)/dy. Substituting (13) into (12) gives the following
result:

ryo
E{r) - C(y0) = Pi JQ (X - yo)f(x) dx + y0C°y - C(y0).

(14)

This relation is important for seeing whether the pricing scheme can
generate enough receipts on average to cover the total cost of the
inventory.

Now x — y0 = 0 so the first term on the right-hand side of (14) is
nonpositive. Consider the second term. If the average cost of inven-
tories is always greater than the marginal cost owing to economies of
scale in the holding of inventories, then this term is always negative.
If so, the expected revenue would always be less than the total cost,
and the pricing scheme would fail to yield enough receipts to cover the
cost of the optimal inventory. Suppose, however, that the marginal
cost of holding inventories eventually rises above the average cost. At
some level, say y*, the average cost of holding inventories is a
minimum.

^ for a l l y ^ Q a n d Cy(y*) = c(y*)/y*.

(15)

If C(y)/y had a U-shape, then (15) would be true.
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*yoCy(yo) - C(y0) < 0 if y0 < y
yoCy(yo) - C(yo)>0 if yo>y*.

For the two-price system to work it is necessary that

E{r) - C(y0) ^ 0,

and this can be true only if the second inequality of (16) is true. The
latter in turn is true only if the optimal inventory is above the inventory
level giving the minimal average cost. Nothing in the situation assures
this. The value of y* giving the minimal average cost of holding in-
ventories depends solely on the cost conditions, whereas the optimal
inventory depends on both the demand and the cost conditions. It
would be a lucky coincidence if it were to turn out that the second
inequality of (16) is true.

Take the special case where the inventory cost is linearly propor-
tional to y so that

C(y) = cy. (17)

Now

yCy - C = 0 for all y. (18)

In this case it would be possible to satisfy the condition that expected
receipts equal total cost by setting p\ = 0. This creates a new problem,
fraud, or, as is fashionable to describe it nowadays, moral hazard.
Customers could receive the good for free if the total demand is below
the available supply and according to equation (10) would pay a price
equal to b + t, the maximum they are willing to pay, if there is excess
demand. Plainly, there would be nothing to stop customers from taking
as much as they want when there is excess supply, and the suppliers
would get a positive payment only when there is excess demand. With
this pricing scheme it is reasonable to suppose suppliers would always
hold less than the optimal stocks at the outset since only by so doing
would they obtain positive receipts.

As an alternative consider the proposal where suppliers pay a penalty
to customers when the quantity demanded is above the supply and
customers pay a positive amount to suppliers when the supply is ex-
cessive. It would seem at first blush to furnish suppliers with an ad-
equate incentive to begin with the optimal inventory. However, this
scheme is also subject to abuse. As soon as it were known that a sup-
plier is out of stock, some people posing as customers could appear
and demand payment in compensation for being unable to get the good.
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To prevent this, service could be confined to regular customers so that
casual passersby could receive no payment. A moral hazard problem
still remains. A regular customer could claim payment for a quantiy
larger than he had actually planned to buy, and it would be difficult to
verify his claim. To prevent this, suppliers might restrict the total pay-
ment to an upper bound and set a limit to the maximum number of
units they would sell to a regular customer. This proposal begins to
resemble a kind of insurance contract between the supplier and regular
customers.

A flexible price arrangement depending on the state of demand is
vulnerable to criticism since it requires knowledge about the demand
state before it can go into effect. That is, the price depends on the state
of demand, which may be costly to ascertain. There are in addition the
two criticisms that it may fail to generate enough revenue to cover total
cost and that it invites fraud, which would be costly to deter. A single
price needs no advance knowledge about the state of demand, and it
is less vulnerable to fraud so it is worth considering.

To satisfy the condition for an optimal inventory level, the single
price p must equal the marginal expected benefit so it must satisfy the
following equation:

p = (b + t) [1 - F(yo)l (19)

The revenue r that a single price would generate remains a random
variable.

= {
\
px if x < y,
py ifx^y.

The expected revenue E{r) is defined as follows:

E(r) = p \j* xf(x) dx + J°° yf(x) dx

which is equivalent to

E(r) = p J J xf(x) dx + py[l - F(y)]. (20)

\ ,

It is understood in these formulas that y equals the optimal value y0.
Since the price equals the marginal cost of the optimal inventory as
well as the marginal expected benefit, there is the implication that

E(r) - C(y)=pf\f(x)dx + yCy[l - F(y)] - C(y). (21)
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Nothing ensures that expected receipts will cover the total cost of the
optimal inventory. The special case where the inventory cost is linearly
proportional to the amount of inventories is again instructive. Now
C(y) = yCy and (21) becomes

E(r) - C(y) = p J J xf(x) dx - F(y)yCy

= Cy J J (x - y)f(x) dx < 0.

Thus with a constant marginal cost of inventory set equal to the price
as required by the condition for the optimal inventory level, expected
receipts would fall short of the total cost of the inventory. The single
price fails to yield enough receipts to cover the total cost. Moreover,
depending on the demand conditions and on the shape of the total cost
curve, a single price can give either profits or losses on average at the
optimal inventory level. If there were profits on average, it would cre-
ate incentives to hold more than the optimal amount of inventories. If
there were losses on average, it would create incentives to hold less
than the optimal inventory level. Although it is easy to calculate a single
price that would satisfy the necessary conditions for optimality,
namely, one that equates the marginal cost to the marginal expected
benefit, it is not easy to maintain the optimal level of inventories. Ex-
plicit agreement between suppliers and their customers on the inven-
tory level, the price per unit, and a provision for sharing the difference
between expected receipts and total cost in the form of long-term con-
tracts could give a mutually acceptable arrangement among all of the
parties that would be efficient.

4 Analysis of competition for the example

The model described in the preceding section focuses on the factors
determining the optimal level of inventories, which depend on the cost
and demand conditions. It gives no explicit treatment of competition.
The purpose of this section is to remedy this neglect. For the sake of
confining the analysis to arithmetic and algebra, in contrast to the pre-
ceding section where the demand is a continuous variable, which re-
quires using calculus, here the demand comes in discrete units, like
the theory of Bohm-Bawerk.

Assume four firms hold inventories and that their combined capacity
is at the optimal level as determined by the cost and demand conditions.
Let ki denote the capacity of firm A,-, i = 1, . . . , 4. Each firm incurs
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a cost when it is open for business that it can avoid by not opening.
Let cii denote this avoidable cost of A,. It depends on the capacity of
Ai but not on its actual sales. The following figures give the capacities
and avoidable costs of the four firms:

Firm

Al

A2

A3

A4

kt

1
2
4
8

Cli

5
8

12
16

Firm A2 has a capacity of 2 units and an avoidable cost of 8. It would
not open for business without getting receipts of at least 8. Note that
integer combinations of the four firms make it possible to satisfy any
rate of demand up to 15 units. This means the optimal level of inven-
tories is 15 and the expected rate of demand is below 15 units. The
actual value of the expected rate of demand does not enter this analysis
and so it does not concern us here. Also, in this example ajki, the
avoidable cost per unit of capacity, is a decreasing function of capacity.
It is plausible to assume this for several reasons. If the avoidable cost
were a linear or an increasing nonlinear function of capacity, then it
would be optimal to have many small firms, each, say, with a capacity
of one unit. The main consideration against this would be fixed costs.
The total fixed cost of many small firms may exceed the total fixed
cost of a few large ones. By explicitly assuming there are scale econ-
omies in terms of the avoidable cost, one can avoid implicit assump-
tions about fixed costs that do not directly affect the analysis of
competition.

As in the preceding section, assume all customers are identical so that
each is willing to pay the same maximal amount per unit. To be specific,
let this be five per unit. The difference between the maximal amount
a customer is willing to pay and the actual amount he does pay is his
gain. Since all customers are alike, the gain per unit must be the same
for each one. Let s denote this gain per unit. Each customer can refuse
to buy and thereby assure himself a gain of zero. Therefore, s must be
nonnegative. This corresponds to Edge worth's assumption that no
trader accepts a bundle of goods that would make him worse off than
he was initially. Here it is convenient, though it would not be necessary
for the validity of the analysis in a more general model, to assume each
customer wants at most one unit of the good.

Let rt denote the gain of firm A/. Since firms differ by virtue of their
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different capacities and avoidable costs, it is not generally true that
each firm gets the same gain. The subscript on rt indicates this. Each
firm has the alternative of remaining closed and selling nothing, thereby
assuring itself a gain of zero. It follows that rt must be nonnegative.

Let B denote a buyer so that mB denotes m buyers. A coalition of
m buyers and firm At can be certain of getting a combined net gain
equal to the maximum amount the buyers are willing to pay minus the
avoidable cost of the firm. This gain corresponds to Marshall's con-
sumer surplus. It turns out that the only types of coalitions it is nec-
essary to consider are those between a firm and the maximal number
of customers it can accommodate. The surpluses for these coalitions
of buyers and firms operating at their respective capacities are as
follows:

II(LB, At) = max{0, 5 - 5} = 0,

U(2B, A2) = max{0, 10 - 8} = 2,

U(4B, A3) = max{0, 20 - 12} = 8,

U(SB, A4) = max{0, 40 - 16} = 24.
For example, A4 has a capacity of 8 so it can sell 8 units to potential
buyers. The buyers are each willing to pay at most 5 per unit and the
avoidable cost of A4 is 16. Consequently, the consumer surplus for a
coalition of 8 buyers and A4 is 5 x 8 - 16 = 24.

Assume that individual firms and buyers may act on their own, each
seeking the best possible terms for themselves. Whatever is the gain
of the individual firms and buyers in the whole market, it must be at
least as large as that for any coalition composed of a firm and a group
of customers. Such a coalition can confine trade to its own members
and on the basis of a mutually acceptable bargain among its own mem-
bers, it can assure them a total gain equal to the maximal consumer
surplus of the coalition. To see this in more detail, assume there are
at least eight potential customers in the market. Any one of these can
make a tentative contract with Ai? any two can do so with A2, any
four with A3 and all eight can make a tentative contract with A4. As a
result of all these feasible contracts, the gains of individual buyers and
sellers must satisfy the following inequalities:

s + rx ^ TL(B, Ai) = 0,

2s + r2 ^ U(2B9 A2) = 2, ( 1 )

4s + r3 ^ U(4B, A3) = 8,

Ss + r4 i= II(8£, A4) = 24.
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Since s is the buyer's gain per unit, which is the maximum price less
the actual price, given that 5 is the maximum price per unit any buyer
is willing to pay, the actual price that would be capable of satisfying
the constraints imposed by the forces of competition is readily found
from the equation/? = 5 - s.

There are several points to note about this analysis. First, the in-
dividual buyers and the firms who make tentative agreements among
themselves do not consider the interest of those outside their own
group. Second, no coalition has the power to affect directly the bargains
that can be struck by mutual consent among traders who are outside
its own coalition. Third, the traders seek to advance their individual
interests as much as they can by forming coalitions. Individuals are
free to join any coalition they please and coalitions are at liberty to
attract anyone they please for membership. Inside the coalition is co-
operation and among the coalitions, competition. The formal analysis
represents this competition by means of inequalities that set lower
bounds on the gains of coalitions.

A constraint applies to the whole group. It gives the maximum con-
sumer surplus available for distribution among all of the traders. The
analysis of the preceding section finds the inventory level giving the
maximum gain as a function of the demand and cost conditions. That
analysis determines the optimal total capacity of the firms. Now there
is the problem of finding the optimal assignment of buyers to firms that
can attain this maximum consumer surplus. The main question is: Can
the forces of competition as represented by the constraints imposed
by the lower bounds attainable by the coalitions, the inequalities (1),
bring about an optimal assignment that can realize the globally maximal
consumer surplus? The separate coalitions seek to advance their local
interests. A competitive equilibrium can resolve the collisions among
the local interests and attain the global optimum under certain con-
ditions. What are these conditions?

The answers to these questions depend on the number of potential
customers in the market. Following the notation in the preceding sec-
tion, let x denote the number of units demanded. It is convenient to
assume x ^ 8 so that there are enough customers to enable each of the
four firms to operate at its capacity. For given x, solve the following
linear programming problem:

4

min z, where z = xs + 2 r*>
/ = i

with respect to s and rt nonnegative and subject to the inequalities (1)
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that represent the constraints imposed by the alternatives available to
the various coalitions. They show how competition constrains the out-
come. The value of z giving the solution shows the smallest sum of the
gains that would be acceptable to each of the x buyers and each of the
four firms.

For all x such that 8 ^ x < 13, the solution of these problems is as
follows:

s = 2, rx = r2 = r3 = 0, r4 = 8, z = 2x + 8.

It is instructive to see why this is the solution. First, assume x = 8.
Firm A4 could accommodate the whole demand and the consumer sur-
plus from a contract between A4 and the eight customers would be
U(SB, A4) = 24. However, A3 could make a deal with any four of these
customers. The largest gain that A3 could offer any set of four cus-
tomers would give each buyer s = 2. This would mean that A3 would
get a return of zero, r3 = 0, the least it would be willing to accept.
These terms would satisfy the third inequality of (1). However, A4 can
meet the price implicit in this offer by A3 (the price would be 3), and
A4 would then get a gain of 8 (r4 = 8). This would satisfy all the
constraints. Nor is this all. The global maximum of the consumer sur-
plus occurs by assigning the eight buyers to A4. Consequently, the
global maximum is 24. Therefore, with eight buyers the forces of com-
petition produce a price and returns to the sellers that are both locally
and globally optimal. There is an implication of a nonempty core. The
entries in the first row of Table 3.1 refer to this case.

Next assume a larger demand, say, x = 9. Clearly, it is still globally
optimal for A4 to satisfy the demand of eight out of the nine potential
buyers and not to satisfy one unit of demand. It is still true that A3
could accommodate any four out of the nine potential buyers and offer
each one of the four a gain of 2. This competing offer from A3 sets an
upper bound on the price equivalent to a lower bound on the gain of
any customer. The minimally acceptable total gain for the whole group
is (9 x 2) + 8, but this is above the globally maximal consumer surplus,
which is 24. It is therefore impossible to satisfy all of the constraints
within the bounds set by the maximal consumer surplus. It follows
there is an implication of an empty core. This means there is no equi-
librium if x = 9.

Next, assume the quantity demanded is 10. Now the global optimum
requires A2 and A4 to be active, and the maximal consumer surplus of
the whole group is 2 + 24. However, A3 offers a competitive alter-
native. Although A3 ought to remain idle according to the requirement
of the global optimum, it can still offer any four buyers terms that would
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Table 3.1. Quantity demanded, maximum consumer surplus,
minimal acceptable gains, and optimal supply response a
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Quantity demanded
X

8
9

10
11
12
13
14
15

Maximum consumer
surplus

24
24
26
27
32
32
34
34

Minimum acceptable
gains = z

24
26
28
30
32
33
34
34

Optimal
supply
response

A4

A4

A4,A2
A4,A3

A4,A3

A4,A3
A4, A3, A2

A4, A3, A2, A\

a For rates of demand between 8 and 12, s = 2, r4 = 8, rx = r2 = r3 = 0 is the solution
of the problem giving the minimally acceptable total gains. For a rate of demand equal
to 13, s = 1, r4 — 16, r3 = 4, r\ = r2 = 0. For rates of demand equal to 14 or 15, s =
0, so that buyers pay the maximal price, r4 = 24, r3 = 8, r2 = 2, and ri = 0.

allow them to obtain a gain of 8. This can force the price to an upper
bound of 3 so each customer would gain at least 2. The minimal ac-
ceptable gain of the whole group would be (10 x 2) + 8, which is
above 26, the global maximum of the consumer surplus. It is impossible
to satisfy the individual gains resulting from unfettered competition so
the core is empty. Observe that in contrast to the preceding case with
a rate of demand of 9, in the present case with x = 10, the optimal
assignment requires each customer to get 1 unit of the good so there
would be no demand unsatisfied. With x = 9 the optimal assignment
leaves one unit of demand unsatisfied. But the forces of competition
give to each customer a gain of 2. Therefore, the one customer who
does not get the good must instead receive in compensation a payment
of 2. In this fashion that customer gains as much as each of the eight
who do receive one unit of the good and pay a price of 3 per unit. For
a rate of demand equal to 9, it would be necessary for the supplier to
pay the one customer whose demand would not be satisfied the com-
pensatory amount of 2. It is impossible to do this because the total
consumer surplus under the optimal assignment is too small to satisfy
the requirements imposed by the minimal acceptable gains resulting
from unrestricted competition.

It is not globally optimal for A3 to become active until the rate of
demand reaches 11. Nevertheless, even at this rate of demand the core
is empty. Although the optimal assignment requires A3 to be active
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and to satisfy 3 units of demand, it can satisfy up to 4 units, which is
its capacity. Nothing can prevent A3 from offering a price low enough
to attract a fourth customer. The price goes down to 3 and the gain of
every buyer goes up to 2. As a result the minimally acceptable value
of z becomes ( 1 1 x 2 ) + 8, a figure above the value of the maximal
consumer surplus at x = 11. This surplus is 27, composed of 24 from
the coalition of A4 with 8 customers and 3 from A3 with 3 customers
[3 = (5 x 3) - 12].

At a level of demand equal to 13, the most efficient of the inactive
firms is A2. It can make mutually advantageous bargains with sets of
two buyers by offering each customer a price of at most 4 so each
buyer would gain 1. The resulting value of z equals 13 x 1 plus r3 = 4
plus r4 = 16, which sums to 33. However, the global maximum of the
consumer surplus is 32, and so there is an implication of an empty core.

At levels of demand equal to 14 or 15, competition among the buyers
drives the price up to the maximum each is willing to pay, and each
buyer gets a gain of zero (s = 0). For A2, r2 = 2, A3 gets 8 and A4
gets 24. This makes z = 34, which is also the value of the global max-
imum consumer surplus. Hence, at these levels of demand, the max-
imum consumer surplus is big enough to satisfy the requirements im-
posed by the minimal gain that would be acceptable to the buyers and
sellers as a result of the forces of competition.

Since by hypothesis the actual rate of demand behaves like a random
variable, any of the values of x can occur. Unrestricted competition
among buyers and sellers would not result in an equilibrium at each
rate of demand. It is only at some rates of demand that unrestricted
competition can give an equilibrium, and in these cases it is efficient.
To have an efficient supply response for arbitrary rates of demand
requires cooperation among the participants. In the general class of
cases where each firm has an avoidable cost depending on its capacity
but not on its actual rates of sales, there is a form of cooperation that
can give an efficient equilibrium. It is this. Let each firm get a sales
quota imposing an upper bound on the quantity it may sell. These upper
bounds depend on the total quantity demanded as well as on the cost
conditions of the individual firms - the capacities and the avoidable
costs. The assigned quotas may be below the actual firm capacities.
Subject only to these upper bounds on their rates of sale, let the firms
compete for buyers so there are no restrictions on prices. It can be
shown that there exists a set of output quotas, one for each firm, such
that subject to the constraint that no firm can sell more than its quota
allows, an efficient equilibrium exists that is compatible with the given
demand conditions.
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Chapter 5 contains a rigorous demonstration of these results. Here
using one of the above examples, it is possible to explain the main idea.
Recall that the solution of the linear programming problem gives the
gain to each person so that no trader or group of traders would be
worse off by accepting this outcome than with any of the feasible al-
ternatives. Each constraint of the linear programming problem sets a
lower bound on the sum of the gains that the members of the coalition,
corresponding to that constraint, are willing to accept. It is a lower
bound because the members of the given coalition can assure them-
selves a consumer surplus equal to this amount using only their own
resources. However, each coalition ignores the effects of its actions
on the other coalitions. Moreover, each coalition explicitly takes into
account only those factors that directly concern its own members.
Hence each seeks its own local optimum without regard to the global
one. The consequence is an infeasible set of required gains whenever
the global optimum cannot generate a big enough total surplus to satisfy
the gains required by each individual. These gains required by the
individuals are the result of the coalitions they can form. The following
example where the rate of demand is 10 well illustrates the nature of
the problem.

With x = 10, the maximum consumer surplus available to the group
as a whole is 26. The sum of the gains that would be minimally ac-
ceptable to the members of the whole group resulting from the forces
of competition is 28. In order to attain the global maximum, firms A2
and A4 should be active while A\ and A3 should be inactive. Since the
capacity of A2 is 2 and of A4 is 8, these two firms have just enough
capacity to satisfy the total demand. However, A3 with a capacity of
4 and an avoidable cost of 12 can generate a consumer surplus of 8 if
it can attract 4 customers. The total benefit of the 4 customers would
be 5 x 4, and the avoidable cost of satisfying their demand would be
12 so the consumer surplus would be 8. The lowest price A3 would be
willing to offer is 3, which would give each customer a gain of 2. Hence
if A3 is at liberty to compete freely for customers it could give each
one a gain of 2. Firm A4 can generate a consumer surplus of 24 and
by giving each of its 8 customers a gain of 2, the coalition formed by
A4 and 8 customers obtains 24, which is minimally acceptable to them.
But the total number of customers is 10, not 12 as would be required
in order that both A3 and A4 fully use their available capacities. The
competition for customers by these two independent firms results in a
value of z equal to 8 + (10 x 2). The global optimum does take into
account the fact that the total quantity demanded is 10 and that the
maximal global consumer surplus is 26. It is generally true that the



70 3 Competition, cooperation, and efficiency

sum of the minimally acceptable gains is never less than the globally
maximal consumer surplus. In order to get an efficient allocation in
this case with x = 10, the quantity that A3 is allowed to sell should be
lowered to 2. Giving a sales quota of 2 to A3, its avoidable cost re-
maining the same since this depends on its actual capacity but not on
its rate of sales, competition in the new situation results in a set of
gains that sum to the true globally maximal consumer surplus. To see
why this is so, consider the dual linear programming problem for x =
10.

The dual linear programming problem is defined as follows:

max(08i + 282 + 883 + 2484)

with respect to 8, ^ 0 subject to

8i + 282 + 483 + 884 ^ 10, (2)

and

8/S 1, 7 = 1 4. (3)

The coefficient of 8, in the objective function is U(kjB, Aj). The coef-
ficient of 8, in the demand constraint (2) is kj. The solution of this dual
linear programming problem is as follows:

8j = 82 = 0, 83 = J, 84 = 1.

Although constraint (2) expresses the fact that the total quantity of-
fered, shown on the left-hand side of the inequality, should not exceed
the total quantity demanded, 10, which is shown on the right-hand side
of the inequality, a difficulty appears. It is that 83 is a positive fraction.
It can be shown that there is an implication of a nonempty core if and
only if the solution of the dual linear programming problem gives values
of 8/ that are either 0 or 1. Equivalently, the core is empty if and only
if any 8, appearing as part of the solution of the dual problem is a
positive fraction (Proposition 2, Chapter 5). In case some 8, is a positive
fraction, then the sales quota of that firm Aj is

k} = (1 - 8,-)*,, (4)

Applying this result to A3 gives k'3 = (1 - 0.5) x 4 = 2. Corresponding
to the value of this sales quota is a new value of II(-) for A3:

UmB, A3) = max{0, 2 x 5 - 12} = 0.

Hence the following constraint (5) replaces the constraint for A3 given
by the third inequality of (1):
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2s + r3 ^ 0, (5)

which, in view of the nonnegativity constraints, is, of course, redun-
dant. It can be shown that with this replacement, the resulting solutions
of the primal and dual linear programming problems imply minimally
acceptable gains that are globally feasible because they sum to the
globally maximal consumer surplus.

It usually takes more than one but always a finite number of iterations
of the linear programming problems to find the sales quotas that yield
minimally acceptable gains that are globally optimal. The imposition
of sales quotas according to this procedure lowers the excess supply
in an optimal fashion. Cooperation among the firms with respect to
these reductions is necessary to attain an efficient equilibrium.

For the purpose of explaining the general principles without intro-
ducing distracting complications, these examples assume the firms
have avoidable but no variable costs. Variable costs depend on the
actual output rates of the firms. If there were also variable costs, then
the sales quotas would depend on these as well as on the avoidable
costs. Though it would complicate the analysis, the general conclusion
that properly chosen sales quotas can give an efficient equilibrium re-
mains true. It is owing to the presence of avoidable costs that efficiency
is attainable via upper bounds on rates of sale but not via lower bounds
on prices. Moreover, price floors could not yield an efficient allocation.
Given the proper sales quotas, a form of cooperation, firms may com-
pete and the result is an efficient equilibrium. For this reason there is
the conclusion that efficiency requires an optimal combination of co-
operation and competition.

Some may concede that sales quotas will accomplish this purpose
but only because of the two restrictive assumptions in this model: that
each firm has a definite capacity and an avoidable cost. This is incor-
rect. Chapter 5 studies much more general models and derives similar
results as those given here. Nor are the assumptions of this simple
model unduly restrictive. In the inventory example the capacity rep-
resents the stocks on hand that the firm must order in advance before
knowing its actual sales. The assumption of a definite firm capacity
approximates a more general situation where average variable cost
rises sharply at output rates that are high relative to the one at which
average variable cost is a minimum. Thus capacity represents the prac-
tical upper bound on the output rate. Avoidable cost also approximates
a more general case. Say the firm has an output rate below which it is
prohibitively expensive to operate. Therefore, it would become an ac-
tive producer only at output rates above this minimum. The avoidable
cost represents this situation.
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Together the two assumptions of an avoidable cost and a definite
capacity are a source of indivisibilities. This is to say that the optimal
supply response to changes in the rate of demand has jumps in total
cost as a result of changes in which firms are active. Indivisibilities are
important in industries where the capacities of the smallest yet efficient
firms are large relative to the total quantity demanded. When the min-
imally efficient sizes are small relative to the equilibrium quantity de-
manded, the supply response is nearly continuous and indivisibilities
have little practical effect. However, there are many circumstances
where indivisibilities are important because they enable use of the least-
cost methods of production. Auto production is a good example.

Despite the fact that annual auto production is millions of cars, in-
divisibilities are important. Underlying these indivisibilities are the fac-
tors that enable manufacture of this complicated machine at the lowest
cost possible. An assembly plant is the final stage of production. The
basic unit of output in an assembly plant is an assembly line. It operates
at a given rate, say, 60 cars per hour. It must be fed with enough
components at each point so that the line can move smoothly at the
planned rate. Bottlenecks and excessive stocks must be prevented. It
is very costly to change the hourly output rate of an assembly line so
this seldom happens. When it does, the change is within a very narrow
range. An assembly plant may have two assembly lines. Changes in
the output rate take the form of opening or closing one assembly line
for a five-day, eight-hour per day shift. Smaller adjustments take the
form of adding overtime in an eight-hour shift on Saturday. If the plant
has two assembly lines, it is usually cheaper to run them both simul-
taneously than to operate only one of them for two eight-hour shifts.
A plant may be opened or closed for one or more weeks. The shortest
time interval for this decision is one week. More than one plant may
make the same mix of car models. If so, the output response has ad-
ditional flexibility by taking various combinations of plants and their
component assembly lines. The result makes the output rate an integer
combination of assembly lines working weekly full eight-hour shifts.
Opening or closing an assembly line constitutes a substantial change
in the output rate relative to the demand for the mix of models assem-
bled on that line. It is also worth noting that auto firms attempt to work
for advance orders and do not usually make cars for inventory.

The auto industry is the leading example of indivisibilities, but it is
only one member of a numerous species. Indivisibilities are present
and important throughout manufacturing industries. Transportation,
gas pipelines, and more are other major examples of this phenomenon.
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5 Conclusion

Under the cost conditions described in the preceding section, there is
no equilibrium without an appropriate combination of cooperation and
competition. Cooperation takes the form of suitable upper bounds on
the quantities each firm may sell. Provided firms do not exceed their
sales quotas, each may compete freely for customers. Given the ap-
propriate sales quotas, buyers and sellers can reach an efficient equi-
librium as a result of the forces of competition.

To say that unrestricted competition can have no equilibrium at all
strikes against strongly held beliefs of some economists. Surely, say
these economists, a price must always exist that can clear the market.
It is not so. Existence of an equilibrium in a market depends on the
nature of the property rights that the participants are allowed to have.
Thus, if the sellers have avoidable costs, then, depending on the de-
mand conditions, a seller and some buyers can have a mutually ac-
ceptable agreement among themselves resulting in a price that destroys
the possibility of an equilibrium for the market as a whole. Only by
suitably restraining competition among the firms can there be an equi-
librium. The restraints on competition take the form of sales quotas.
If these are well chosen, the result is an efficient equilibrium. This
supplies part of the solution to the puzzle about the nature of com-
petition in a modern economy.



CHAPTER 4

Stable coalitions

PART 1. STABLE COALITIONS WHOSE
RETURNS ARE CONVEX FUNCTIONS

1 Introduction
In many important economic applications the return to a coalition is
given by a convex function. For this reason the theory given here has
two purposes. First, it explains which coalitions can form and survive
when the return to a coalition is a convex function of its size and
composition. Second, it describes the nature of the imputation of the
returns to the coalition.

The size and composition of a coalition are represented by a vector
in the nonnegative orthant of Rn. Let t denote such a vector. Its ith
coordinate shows how many members of type / belong to the coalition
represented by the vector t. Since the coordinates of t are nonnegative
numbers, tt measures the size of type i membership in t. Think of a
very large number of participants so that one individual is a very small
fraction of the total number like him. A subcoalition of / is a vector s
with 0 < s < t. Such a subcoalition will secede from t if it can get more
doing this than by remaining in the grand coalition. Let the function
f(s) denote the return to a subcoalition s so that f(t) represents the
return to the whole group. The latter can divide the total return among
its members so that each one of the same type i gets xt and together
all members of this type get jt,-f/. Thus, all members of the same type
divide their total imputation equally among themselves. The imputation
of the total return is given by a vector x in Rn whose fth coordinate,
Xi, shows how much goes to each member of type i. The total imputation
is subject to the constraint that it cannot exceed the maximum return
available to the whole group. Therefore, the imputation of the total
return, which is 2?=i xtUy must satisfy the inequality as follows:

£ xth ^ f(t). (1)

In order to simplify the notation, denote the sum X xtU by the scalar
74
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product xt. With this notation the imputation of the total return going
to the subcoalition s becomes the scalar product xs if it joins the grand
coalition t or it can obtain f(s) by remaining separate. It joins or not
depending on which alternative yields the larger return. Let TT(S) denote
the maximal return of the coalition s. Consequently,

-n(s) = max{xs, f(s)}. (2)
If there is an imputation x such that for all s with 0 ^ s ^ t, it is true
that

TT(S) = xs, s 7̂  t, and f(t) = xt, (3)
then call t a stable coalition. It is appropriate to describe t as a stable
coalition under these circumstances because the return to /, which is
given by f(t), is big enough to satisfy all legitimate demands of any
subcoalition. Therefore, t can survive. When (3) is true, no subcoalition
of t can do better on its own than as a member of the grand coalition.
Note that (3) applies to the grand coalition itself. For a stable grand
coalition (1) must hold with equality. Therefore, a necessary and suf-
ficient condition for the stability of t is the existence of an imputation
x satisfying (1) with equality such that for all s: 0 ^ s ^ t, s ^ t, x can
also satisfy

xs ^ f(s). (4)
This is to say that Ms a stable coalition if and only if the function /
admits a nonempty core.

Though it is important to study conditions implying a nonempty core,
it is at least as important to analyze situations for which the core is
empty. When the core is empty, the grand coalition is unstable thereby
raising the question of what is then likely to happen. We shall study
these problems on the hypothesis that f(t) is a convex function of t on
the whole nonnegative orthant of Rn. Interest in convex functions is
explained by the fact that in many significant economic applications,
the return to a coalition is a convex function of its size and composition.
A leading example follows.

Assume there are n types of participants such that the benefit each
type i person derives from a bundle of m goods is given by the concave
function, Bl(q), where q is a vector in Rm. Each member of the coalition
s gets the same quantity of each of the m goods. The goods are called
semiprivate if the coalition can prevent nonmembers from getting them.
If everyone can get the same quantities of the goods whether or not
they belong to the given coalition, then the goods are called public
goods. For now the important point is that each person gets the same



76 4 Stable coalitions

q. Let C{q) denote the total cost of q. Define the net benefit to a
coalition s as follows:

2 StBXq) - C(q) = sB(q) - C(q).
i

Assume the coalition s can choose q in order to maximize its net benefit.
This means the goods are semiprivate. If the goods were public, it
would raise questions about how the coalition can determine q without
consulting those outside the coalition who are affected by its choice
of q. These complications are absent for semiprivate goods. Even so
analysis of the simpler situation for semiprivate goods is very
rewarding.

f(s) = max [sB{q) - C(q)] (5)

defines the return to s. If C(q) is convex and strictly increasing, a
maximum exists that is unique if each B\q) is strictly concave. This
formulation makes q an implicit function of s. In Section 6 it is shown
that f(s) is a convex function of s. Assume the core is not empty for
this / . Let Xt denote the imputation of the total return going to a type
/ person. Write

so that

Xi = BXq) ~ OiC(q).
Consequently, the imputation xt determines the fraction of the total
cost, 0/, borne by a type / individual. According to this interpretation,
each person pays enough to cover the total cost of the bundle q that
is optimal for the grand coalition. Since the core is not empty by hy-
pothesis, each person and each coalition is at least as well off by re-
maining in the grand coalition as by leaving it.

There are other examples of semiprivate goods for which it is better
to define a somewhat different / . To be specific, consider a publication
such as a magazine that covers m related topics. An example is Sci-
entific American. Each issue contains articles on some of the topics it
covers regularly. Let qj denote the number of articles on topic j during
a year. Let B\q) define the benefit to a type / reader from the collection
of articles represented by the m-vector q. All readers have access to
the same articles so q does represent a semiprivate good. All readers
do not necessarily derive the same benefit from the articles on a given
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topic. The theory reflects this by putting the superscript i on individual
/'s benefit function. Even though there is a diversity of interest among
the readers, nevertheless all types can gain from a single publication
owing to the saving of common costs made possible by their implicit
cooperation. Let st denote the number of type / readers. The total cost
to a coalition depends on its size and composition as well as on the
number of articles published during a year. Let G{s) denote the cost
of printing and distributing the publication to the members of s and let
C(q) denote the cost of publishing the collection of articles q. The total
cost is the sum of these two components. Define the net benefit as
follows:

sB(q) - G(s) - C(q).
Assume a coalition s chooses that q which gives the maximal net
benefit.

f(s) = max [sB(q) - G(s) - C(q)]. (6)

The presence of the term G(s) affects the shape of / . In contrast to
(5), this / is not necessarily convex in s. It would be if G(s) were a
concave function of s. For instance, if G(s) were a linear function of
s because the cost of printing and distributing the publication were a
linear function of s, then / would be a convex function of s.

In this example a coalition may choose articles more closely related
to the interests of its members than would the grand coalition. Thus,
suppose the coalition s had much interest in astronomy. They would
prefer a magazine with articles closely related to astronomy. Another
coalition might prefer articles on botany. Together the two coalitions
would reduce the number of specialized articles in each category in
favor of less specialized articles on both topics.

Semiprivate goods fall between the two extremes of private and pub-
lic goods. A coalition of two or more persons can choose the common
quantities of semiprivate goods and prevent anyone from using them
without their consent. Some may wish to regard semiprivate goods as
a general category on a continuum that has private goods at one ex-
treme and public goods at the other. It is better to preserve explicit
distinctions among private, semiprivate, and public goods. A public
good must have two attributes; first, it is prohibitively expensive to
prevent anyone in the grand coalition from being affected by such a
good and, second, an increase in the consumption of the services of
such a good by any individual or group does not reduce the services
another can obtain from the same good. Semiprivate goods have the
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second attribute but do not have the first because a coalition can con-
fine the benefits from its semiprivate goods to its own members. If all
individuals can agree on the common quantities of semiprivate goods,
then these can become the universal choice and are thereby induced
to become public goods. This is in contrast to autonomous public goods
for which it is wholly impractical to prevent their effects on any given
individual or coalition of individuals. A swimming pool is a semiprivate
good. A public official is an autonomous public good. A magazine that
everyone reads is an example of an induced public good since it is a
semiprivate good that the grand coalition chooses. A loaf of bread is
a private good in most places. As is well known, one cannot both have
and eat a loaf of bread, and what one person eats becomes unavailable
for another. This may not be true of a magazine article if it does not
diminish the supply of the article when one person reads it.

Another factor distinguishes private from other goods: There are two
kinds of semiprivate and public goods. The first kind somewhat re-
sembles private goods. It is such that any individual or coalition can
choose independently the quantity of goods of this kind, and the total
quantity available to the grand coalition is the sum of these individual
amounts. Think of knowledge. Each person can add to total knowledge
so that the whole stock of knowledge is a semiprivate or public good
depending on the nature of the property rights that society allows for
intellectual goods. The second kind of semiprivate or public good is
sharply different from private goods. Individuals and subcoalitions can-
not make their own contributions to this kind. They must collectively
agree on the total. Certain governmental activities seem to fall in this
class such as defense and police powers. Some political process is used
to determine the quantities of the second kind of semiprivate and public
goods. For semiprivate goods the process is within the coalition while
for public goods it is for the grand coalition. For the purpose of studying
semiprivate goods, we may draw a veil over the political process be-
cause competition among coalitions is the dominating influence over
the decision. For public goods of the second kind politics is of the
essence. Since the analysis here refers to semiprivate goods, it becomes
unnecessary to distinguish between these two kinds.

2 Definitions and basic properties
We shall study a class of certain convex functions whose domain is
the nonnegative orthant of Rn, which is denoted by Cln. We shall need
in addition the closed, bounded convex set T(t) defined as follows:

7X0 = {s: s ^ t, t > 0 and s G £1"}. (1)
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The vector t is a fixed semipositive point in fln that represents the
grand coalition while s is a subcoalition. A function / is convex if

/[Or + (1 - 6)s] < 6/(r) + (1 - 6)/(s) (2)

is true for all 8 with 0 < 6 < 1 and for all r and s in the domain of / .
We shall confine our attention to the class of convex functions that
have finite subgradients. A subgradient of / at a point s is an ^-vector,
denote it /*(s), such that for all s and s + A s in the domain of / , it is
true that

/(s + As) - f(s) > /*(s) As. (3)

In fact, this property (3) can be used as an alternative definition of a
convex function since / is convex only if it satisfies (3). In case / has
first-order partial derivatives, the coordinates of /* are these deriva-
tives. Note that As need not be nonnegative. The definition of a subgra-
dient only requires that s + As be in the domain of / . Some or even
all of the coordinates of As may be negative.

Two coalitions can gain by joining together if the function describing
their returns is superadditive. A coalition can raise its return by ex-
panding its size without changing the relative composition of its mem-
bership if the function describing its return is superhomogeneous. For-
mally, the definitions of superadditivity and superhomogeneity are as
follows.

Definition: A function g(-) is superadditive if

g{r + s) > g(r) + g(s) (4)

is true for all points in the domain ofg. It is superhomogeneous
if for all a > 1,

g(as) > ag(s). (5)

In the analysis below it will be important to distinguish between convex
functions that are superadditive on the whole nonnegative orthant and
those that have this property on only some subset of fT. However,
for present purposes, this distinction is not necessary, and it suffices
to assume there is some subset of fT on which the function is
superadditive.

Lemma 1: Let f be convex and superadditive. Then for all r,
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f*(r + s)s > f(s). (6)

Proof: Using (3) and the hypothesis of superadditivity,

/*(r + s)s > / ( r + s) - / (r) >

Lemma 2: Let f be convex.

/(0) ^ 0; (7)
/(aj) => af(s) for all a => 1; (8)
f*(as)s > f(s) for all a > 1. (9)
Then (7) O (8) O (9).

Proof: (7) => (8). By convexity, 0 < 8 < 1,

f[9s + (1 - 6)0] < 6/(5) + (1 - 8)/(0) < 8/(5).

Take r = Qs so that 5 = ar with a = 1/6 > 1. Consequently,

f(r) < ( l /a) /(ar) => a/(r) < / (a r ) for all a => 1.

(8) ^> (9). Using (3) [or (6)] and (8),

f*(as)(oLS - s) > / ( O J ) - f(s) > a / ( j ) - / ( J )

=>(a - l) /*(aj) j > (a - 1 ) / ( J ) . (10)

Since a - 1 > 0, (9) is an implication of (10).

(9) => (7). Set s = 0 in (9). •

Corollary: If Urn f*(as)s exists as a -* 1+ and f(0) < 0,
/*(5)5^/(5). (11)

Proof: Immediate from (9). •

Lemma 2 gives three equivalent conditions for superhomogeneity of
a convex function. The next result shows that every superadditive con-
vex function must also be superhomogeneous. Hence superadditivity
is sufficient for superhomogeneity of a convex function and superhom-
ogeneity is necessary for superadditivity of a convex function.

Lemma 3: Let f satisfy the hypotheses of Lemma 1. Then f is
superhomogeneous.
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Proof: /(0 + s) > /(0) + /(s) 4> /(0) < 0 and the desired conclusion
follows from Lemma 2. •

Summarizing, every convex superadditive function must satisfy (6),
and every convex function satisfying (6) must also be superhomoge-
neous. Thus, (6) alone without the additional hypothesis of superad-
ditivity implies that a convex function must be superhomogeneous.
Although (6) is necessary for superadditivity of a convex function, it
is not sufficient. It is useful to study the relation between (6) and su-
peradditivity more generally. To this end consider Lemma 4.

Lemma 4: Let f be convex and satisfy (6). It follows that
f(r + s) > /(r) + f(s) (12)

provided that either s ^ r or that r ^ s.

Proof: /*(r + s)(r + s) - f(r) > f(r + s) - f(r) > f*(r)s > f(s) is
true if s ^ r. A similar argument applies if r ^ s. •

Given that / is convex and satisfies (6), this lemma shows there are
pairs for which (12) is true. Consequently, / is not superadditive only
if there is a pair r, s for which

f(r + s) = f(r) + f(s) (13)

and some other pair, say p and q, such that

Kp + q) < f(p) + /(<?)• (14)

Therefore, given s, the right side of (13) must rise more rapidly in some
direction rt than does the left side. This means that the /th coordinate
of /*(r + s) is less than the /th coordinate of /*(r). This remark com-
pletes the proof of:

Corollary 1: If f is convex and for all r, s E fln it is true that:
f*(r 4- s)(r + s) > f(r 4- s), f/ze/t / is not superadditive only
if there is a pair r, s such that f*(r + s) *£ f*(r).

In case / has second-order partial derivatives, Corollary 1 yields a
useful result in terms of a local condition involving these.

Corollary 2: In addition to the hypotheses of Corollary 1> as-
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sume f has second-order partial derivatives. It follows that f
is not superadditive only if there is a point in the domain off
at which

When the hypotheses of Corollary 2 are true, it means that adding
members of type j to a coalition t would lower the marginal return to
the type i members of that coalition.

There is an important reason for dwelling on whether the function
/ is superadditive. Only superadditive functions can have a nonempty
core. This assertion is true not only for convex functions but also more
generally for any function describing the return of a coalition. This
deserves a formal statement and proof given as follows.

Proposition 1: Let the function g with domain T(t) represent
the return to a coalition s E T. If g has a nonempty core on
T, then it must be superadditive on T.

Proof: By hypothesis, g admits a nonempty core on T so there is a
vector x giving the imputation of the total return to each type of par-
ticipant that can satisfy all constraints as follows:

xt = g(t) and xs > g(s) for all sET.

If g were not superadditive, then there would be a pair r, s E T such
that

g(r + s)<g{r) + g(s). (15)

Let y be an imputation such that

y(r + s) = g(r + s).

The core consists of all undominated imputations so that y cannot dom-
inate x. It follows that

yr>g(r) and ys>g(s).

Consequently,

g(r + s) = y(r + s) > g(r) 4- g(s) (16)

giving a contradiction of (15). •
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3 Extreme coalitions

This section shows how to simplify the analysis of the status of the
core when the return to a coalition is a convex function. A convex
function can admit a nonempty core if it can satisfy the demands of
certain extreme coalitions. These extreme coalitions correspond to the
verteces of the convex polyhedron, T(t) defined in (2.1), that represents
the set of all possible coalitions. Owing to this fact, it is unnecessary
to consider the demands of all of the coalitions represented by the
points in T{t). It suffices instead to consider the demands of a finite
number of them - those represented by the verteces of T(t). Of course,
this is a large number since T(t) has 2n verteces. Even so, there is
another advantage because the reduction to a finite number of alter-
natives given by the verteces of T(t) allows the use of linear program-
ming to study the status of the core.

Definition: The ith coordinate of a vertex ofTis either zero or
tt. An interior vector of T has no coordinate equal to zero or
ti. A semiextreme vector ofT has at least one coordinate be-
tween zero and ti and all of its remaining coordinates are either
zero or ti. Hence at least one and at most n — 1 coordinates
of a semiextreme vector ofT equal zero or ti.

A coalition corresponding to a vertex of T includes either none or all
of the individuals of a given type /. These are the coalitions whose
demands must be satisfied in order to have a nonempty core. If an
imputation is capable of doing so, then it can satisfy the demands of
all other coalitions in T.

Proposition 2: Let f be strictly convex and have a nonempty
core on T.
(i) No core constraint for an interior vector of T can be sat-

isfied with equality.
(ii) No core constraint for a semiextreme vector ofT can be

satisfied with equality.

Proof: (i) By contradiction. Let s be an interior vector of T and let x
be an imputation satisfying all of the core constraints. Suppose that

xs = f(s). (1)
There is an a > 1 such that as < t. Since / is strictly convex and has
a nonempty core, it must be superadditive by Proposition 1. This in
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turn implies it must be strictly superhomogeneous by Lemma 3. Hence
by Lemma 2, if a > 1, f(as) > af(s). Then it would follow from (1)
that

x(as) = af(s) < f(as). (2)

But as E T so that (2) would give a contradiction of the hypothesis
that x satisfies all core constraints. Hence there cannot be equality in
(1) for any x in the core and any interior s in T.

(ii) By contradiction. Suppose (1) were true for a coalition s that is
neither a vertex nor an interior point of T. This would mean that

S = \S\, 5"2, . . . , Sm, tm+ i , . . . , tn)

and at least one st > 0. Write

s = q + r (3)

where q is a vertex and r includes all positive coordinates of s that are
less than the corresponding coordinates of t. Since x is in the core by
hypothesis,

xq>f(q) and x(r + Ar + q) > / ( r 4- Ar 4- q).

There is no loss of generality by assuming st > 0 if / = 1, . . . , m so
that

q = (0,0,. . . ,0,fm + i, . . . ,tn),

r = (si,s2,. • •  ,sm,0,. . . ,0).

Observe that q and r are orthogonal so that qr = 0. There are Ar, with

0 < A r / < f / - rf, i = 1,. . . ,m, (4)

and 6 with 0 < 0 < 1 such that

Si = (1 - 6)(* 4- Ar,). (5)

This is to say that it is possible to choose Ar, to satisfy (4) and (5) and
find 9 inside the unit interval to satisfy (5). Consequently, 0 and Ar
satisfy

r = (1 - 0)(r + Ar). (6)

If/ is strictly convex,
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0/(<?) + (1 - 6)/(r + Ar + q)

>/(</ + ( l - 0 ) ( r + Ar)). (7)

Appealing to (6),

e/(<?) + (1 - 0)/(r + Ar + 4) > f(q + r) = /(*) . (8)

Since x is in the core,

xq>f(q) and jt(r + Ar + q) > / ( r + Ar + <?). (9)

It is an implication of (9) that

+ A r + <?). (10)

From (10) it would follow that

xs = f(s)>f(s),

which is a contradiction. •

In contrast with what has gone before, Proposition 2 assumes a
strictly convex / . Now a convex function is not strictly convex if and
only if it is piecewise linear or is homogeneous of degree 1. In the latter
case it is subadditive unless it is actually linear. Hence a nonlinear
convex function that is not strictly convex must have an empty core
because it would fail to satisfy a necessary condition for a nonempty
core, namely, superadditivity. A linear function always has a nonempty
core, but this is a trivial case since there is no incentive to form co-
alitions. We may conclude that the proposition fails to cover a super-
additive, piecewise linear convex function.

The reduction to consideration of extreme coalitions uses the fol-
lowing important result.

Lemma 5: Let f be strictly convex and have a nonempty core
on T. Let x be any imputation in the core. Then

x^f*(t), (11)

where f*(t) denotes a subgradient off at t.

Proof: Define the function

h{s) = f(s) - xs, (12)

which is strictly convex and superadditive because / has these attri-



86 4 Stable coalitions

butes. Moreover, since x is in the core, h(s) < 0 and h(t) = 0. Hence,
for all sET,

0>h(s)- h(t)>h*(t)(s- t) (13)

and s - t < 0. Consequently,

It follows from this result that in case / has a nonempty core, the
imputation of no participant can exceed the marginal contribution of
that type to the grand coalition.

With the aid of these results we can derive a finite number of linear
constraints such that any imputation of the total return capable of sat-
isfying these constraints is in the core. Define the imputation of a type
i participant as follows:

Xi = ft(TN) - ai/ti, (14)

where TN is the vertex of T that includes all participants of every type
and at > 0 gives the excess of the marginal contribution over the im-
putation for type / participants. According to (14), the excess is shared
equally among the participants of the same type. Let Ts denote a vertex
of T where S is the set of positive coordinates in the vertex. The im-
putation x is in the core if and only if it can satisfy the inequalities as
follows:

2 x,t, = 2 ft(TN)t, - S a , > f(Ts). (15)

In order to have a more concise notation, introduce the indicator func-
tion of a set 5, 4>(5'), so that <\>(S) is an /i-vector whose ith coordinate
is 1 if the ith coordinate of Ts is tt and is 0 if the ith coordinate of Ts

is 0. Using this convenient notation, we can write (15) in the shape as
follows:

= f*(TN)TN - <$>(N)a <= f(TN),

= f*(TN)Ts - <\>(S)a > f(Ts). (17)

Next, define F(S) so that for all S C N,

F(S) = f*(TN)Ts - f(Ts). (18)

The core is not empty if and only if there is an ^-vector a ^ 0 such
that



1.4 Super additive, strictly convex functions 87

<$>(N)a>F(N), (19)
<\>(S)a < F(S) for all S C N. (20)

As we shall see, a systematic study of the status of the core and its
properties can proceed by an analysis of the finite system of linear
inequalities in (19) and (20). This analysis relies on a crucial fact con-,
tained in the following result.

Lemma 6: Let f be strictly convex and super additive;

0<F(S)<F(N) (21)

is true for all S QN.

Proof: The hypotheses allow us to apply Lemma 1, and strict convexity
gives

f*{r + s)s>f(s).
Since Ts < TN for all S C N,

F(S) = f*(TN)Ts - f(Ts) > 0.

By strict convexity,

f*(TN)(TN - Ts) > f(TN) - f(Ts).
Rearranging terms,

F(N) = f*(TN)TN - f(TN) > f*(TN)Ts - f(Ts) = F(S). •

4 Properties of the imputations for a superadditive,
strictly convex function

A nonnegative solution of the system of linear inequalities (3.19 and
3.20) must be in the core. However, even when /(•) is superadditive
and strictly convex, it is not necessarily true that this system of linear
inequalities does have a nonnegative solution. A more general approach
is desirable - one that yields a point in the core when the core is not
empty and that yields a point as close as possible to satisfying the core
constraints when the core is empty.

At the outset consider the implications of an empty core. We require
that each type of participant gets an imputation that does not exceed
the marginal contribution of that type to the grand coalition. When the
core is empty, it means that for any a ^ 0 satisfying $(N)a = F(N),
there is at least one coalition S such that <$>(S)a > F(S). This in turn
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means that the coalition S would receive an imputation below the return
f(Ts) that it could receive on its own. It would, therefore, have an
objection to such an imputation and its objection is measured by the
size of the difference between f(Ts) and the imputation of the total
return that it would obtain from the grand coalition. Given an empty
core, for any a ^ 0 with $(N)a = F(N), there is at least one coalition
S with an objection to a.

We can imagine at least two ways of handling the situation arising
when the core is empty. One is to separate the participants into distinct
coalitions that will not affect each other. Sometimes this is possible by
an appropriate definition of property rights and the means of enforcing
these rights. The creation of semiprivate goods is sometimes such a
means. However, depending on the particular application, it may not
be possible to create such semiprivate goods because the nature of the
choices available to the grand coalition has unavoidable effects on in-
dividuals and subcoalitions of individuals. For example, it is hard to
imagine how someone can be deprived of the benefit of national de-
fense. A second alternative suggests itself as a consequence of the very
situation giving an empty core: Choose an imputation of the total return
that gives the minimum of the maximum difference between the return
of a coalition and its imputation of the total return from the grand
coalition. This procedure minimizes the maximum objection by any
coalition. Imputations with this property are solutions of a linear pro-
gramming problem that constitute the subject of this section.

Consider the following linear programming problem. (I shall use the
convention that lowercase Greek letters denote scalars.)

Primal: min (3 with respect to a ^ 0, (3 > 0

subject to

-<\>(N)a+F(N)<0, 8 ^ 0 , (1)

4>(5 ) f l -F (5 ) -p<0 , 85=2=0. (2)

Dual: max[bNF(N) - 2 §sF(S)]
with respect to bjv, §s — Q

subject to

1 - 2 &s ^ 0, p > 0, (3)

2 85<KS) - M>(A0 ^ 0, a i= 0. (4)

We first show the constraints are feasible. On the one hand, if the core



1.4 Super additive, strictly convex functions 89

is not empty, then the primal constraints have a solution with (3 = 0
and a ^ 0; on the other hand, if the core is empty, they have a solution
with a ^ 0 and £ positive and large enough. The dual constraints are
always feasible - take §N = bs = 0. Since both the dual and primal
constraints always have feasible solutions, the duality theorem of linear
programming applies, and we may conclude that

min p = max[8,vF(A0 - S 8*F(S)]. (5)
The core is not empty if and only if min (3 = 0. If / is strictly convex
and superadditive, then by Lemma 6,

F(N) > F(S) > 0.

Consequently, 2 §sF(S) > 0 so that

minp>0=>8,v>0=> -<fr(N)a + F(N) = 0.

This completes the proof of:

Lemma 7: Let f be strictly convex and superadditive. If the
core is empty so that min (3 > 0, then (1) must be satisfied with
equality.

Next we prove:

Lemma 8: §N — 1 •

Proof: Since 4>(£) is the indicator function of a proper subset of N, it
follows that <|>(5) ^ c|>(A0. This in turn implies that bs^>(S) <
Summing gives

(6)

But 2 $s ^ 1 from (3), and (6) in conjunction with (4) implies that

0 <

from which we have the desired conclusion. •

Lemma 9: If the core is not empty, then the solution of the
primal problem gives at > 0 for all i.

Proof: Assume a nonempty core so that min p = 0. Suppose that some
af = 0. Let S = {at: at > 0} so that 5 = N - S ^ 0 . It would follow
that
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F(S) < F(N) < <\>(N)a = <\>(S)a < F(S)

giving a contradiction. •

Summarizing, min p = 0 implies a > 0 and min p > 0 is consistent
with a > 0 so that one or more at may be zero. As we shall see, there
is a sharper result for an empty core. To get this result, we need the
following lemma.

Lemma 10: If the core is empty, then bN = 1.

Proof: In the proof of Lemma 7 we see that min p > 0 implies bN >
0. Dividing through by 8N > 0 in (5) gives

F(N) - 2 (8S/8AT)F(S) = p/8̂ v > P (7)

if bN < 1. Now 85/8AT satisfies the dual constraints (4) so that (7) would
imply

F(N) - 2 (bs/hN)F(S) > max[8^F(N) - 2 hsF(S)] = p,
which is impossible. •

The next result we shall prove is the converse of Lemma 9. To do
so let us recall some facts about solutions of linear programming prob-
lems. The solutions are on a convex polyhedron, a figure that has a
finite number of verteces. In the present application each vertex has
n + 1 coordinates, n for a, which is in Rn, and one for p, which is in
Rl. The n + 1 coordinates of a vertex are the unique solution of n +
1 linearly independent equations from among the constraints of the
primal problem, (1) and (2).

Lemma 11: a > 0 => p = 0.

Proof: By contradiction. Assume a > 0 and suppose that p > 0. It
would follow from Lemma 10 that 8^ = 1 on every vertex containing
the solutions so that the coordinates of a vertex would satisfy

+ p, 1= 1,. . . , / i .

Therefore,
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<\>(N - Sda = F(N) - F(Sd - P > 0

because a > 0 by hypothesis. Hence

P<F(AT>-F(S,),

and since 2 &s,- = 1 because we suppose p > 0, it would follow that

P = 2 85,P < 2 85,LF(JV) - F(S,)] = F(A0 - S B

But

is an implication of Lemma 10, so there is a contradiction.
Hence p = 0.

A summary of these results is as follows.

Proposition 3: a > 0 O p = 0.

Proof: By Lemma 9, p = 0 => a > 0. By Lemma 11,

We now have important information about the properties of the im-
putations. If the core is empty, then the imputation of at least one type
must equal its net marginal contribution to the grand coalition (its a(
= 0), and the imputations of the remaining types must be less than
their marginal contributions. Another way of describing this is in terms
of subsidies. Given an empty core, there are always present some types
who must subsidize those who receive an imputation equal to their
marginal contribution. In contrast, when the core is not empty each
participant receives an imputation that is less than its marginal con-
tribution to the grand coalition. This means each person pays some of
the cost of the common goods so that no one is a free loader. Still
another interpretation is in terms of pricing. Imputations in the core
resemble two-part prices - one part to cover the variable and the other
part to cover the fixed cost. A nonempty core requires a > 0 so that
everyone helps pay for the fixed cost and no one pays a price equal
solely to the marginal cost.

Proposition 3 has an interesting corollary. Assume the core is empty
so that p > 0. Define the set S as follows:

S = {ar.ciiX)}
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and the^complement of S, S = N — S. It is an implication of Proposition
3 that S ^ 0 when p > 0. Let R denote a subset of 5:

F(N) = <$>(N)a = $(R + S)a < F(R + 5) + p

so that

p>F(N)-F(/? + 5)

is true for all R. This proves:

Corollary: If the core is empty so that (3 > 0, then

p > max[F(A0 - F(R + 5)] (8)

for all i ? d .

NowF(A0 - F(/? + 5) is the incremental contribution of the coalition

JV- (S + R) = S -R.

Since /? is a subset of 5, 5 - R is the complement of/? with respect
to 5. The corollary asserts that p must be at least as great as the max-
imal incremental contribution of subsets of S to N. That is, p must
exceed the maximal incremental contribution to the grand coalition of
those participants who get an imputation equal to their marginal con-
tribution to the coalition of all types. This vividly shows the necessity
of subsidies when the core is empty.

Though the solution of the linear programming problem gives a
unique value of p, it does not necessarily give unique a^s. In case the
solution of a is not unique, it is desirable to study particular solutions
having certain attributes. Among these is one of special interest. It is
the one that minimizes a, the maximum departure from imputations
equal to the marginal net benefit. This leads to the following linear
programming problem.

Primal: min a with respect to a, a ^ 0

subject to

aN, (9)

0 , <*s, (10)

<2/<(X, |X,-, (11)

where p0 = min p determined by the solution of the linear programming
problem given by (l)-(4).
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Dual: m<ix[aNF{N) - 2 as(F(S) + p0)]

with respect to a^, a5 > 0

subject to

l - ^ ^ O , a, (12)

— aN<\)(N) + as<\>(S) + u^O, a, (13)

where w = (|Xi, . . . , |xw). The existence of solutions of the dual and
primal constraints is guaranteed by the choice of p0- Hence the duality
theorem of linear programming gives

min a - max[aNF(N) - 2 <*s(F(S) + Po)L (14)

Since F(N) > 0, it is an implication of (9) that

0

so that at least one at > 0. But then (11) implies a must be positive.
It therefore follows from (14) that a^ must be positive so the constraints
(9) and (12) must be satisfied as equalities. Therefore, at least one (X/
must be positive and at least one at, corresponding to this |x,, actually
equals a in (11). Summarizing, there is:

Lemma 12: a > 0, aN > 0, <$>(N)a = F(N), 2 H« = 1, and for
at least one i, at = a.

Corollary 1: a > F(N)/n.

Proof: F(N) = $(N)a < nv. •

A more general result along these lines is as follows.

Corollary 2: a > maxs [F(N) - F(S) - $o]l(n - Ms), where
Ms is the number of types in S so that Ms =

Proof: This is straightforward. We have

)a = F{N),

which together imply that
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(n - MS)(J s> cKN - 5)a > F(N) - F(5) - (30

from which the desired conclusion is immediate. •

The preceding two corollaries show that there is a tendency to make
the a/'s equal as a result of the desire to minimize the maximum de-
parture from imputations equal to the marginal net benefit. This be-
comes more visible from an examination of the n + 1 linearly inde-
pendent equations that a solution must satisfy given as follows:

+ Po, / = 1,. . . ,k<n,
at = a, f = t + 1,. . . ,n.

There are two extreme alternatives: 1°, k = n or 2°, k = 0. In the first
with k = n, the solution of this linear programming problem coincides
with a vertex of the solution of the linear programming problem that
determines p0. In this case a is the largest coordinate of the a that is
the solution of the p0 LP problem and the a is unique. Under the second
alternative all types get the same at = a > 0. Therefore, appealing to
Proposition 3, the core must not be empty. That is, one can have the
same at for all participants only if there is a nonempty core. It is in
this sense that a nonempty core is conducive to equal treatment of all
participants while an empty core is not.

5 Totally kind functions
The analysis in the preceding section applies to strictly convex func-
tions whether or not they admit a nonempty core. The analysis in this
section applies to a particular class of strictly convex functions that
admit a nonempty core for all t E ft". It is especially important to
distinguish between functions having a nonempty core for all t > 0 and
those that have a nonempty core for one or more t > 0. The class of
functions that can admit a nonempty core for all t E ft" is subject to
more restrictions than the one that can do so for only some / £ ( ! " .
Therefore, the former is a smaller class than the latter.

Definition
(i) A totally kind function has a nonempty core for all t E

(ii) A partly kind function has a nonempty core for at least
one t E ft".
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Since every totally kind function is partly kind, the latter is a bigger
class of functions. An immediate consequence of this definition by
Proposition 1 is that a totally kind function must be superadditive on
the whole nonnegative orthant while a partly kind function must be
superadditive only on T(t). A more important result applies to strictly
convex and totally kind function. For such functions not only is su-
peradditivity necessary for kindness but also it is sufficient. This is to
say that a strictly convex function has a nonempty core on the whole
nonnegative orthant (ln if and only if it is superadditive on ft". The
same may not be said for strictly convex and partly kind functions.
For these functions there are sufficient conditions for partial kindness
but no necessary and sufficient conditions are known.

We begin by recalling the definition of a strictly increasing function.

Definition: A function g is strictly increasing on £ln if for all s
and for all t ^ s, it is true that

g(s)<g(t). (1)

This definition deserves careful consideration. It imposes a strong con-
dition on the function g. By this definition (1) is true for any f E ft"
and for all s E ft" such that s < t. It would be possible to have a
function such that given an arbitrary s E ft", there exists at least one
t > s such that (1) is true, but (1) would not be true for all t > s and
arbitrary s E ft". That is, there are functions for which (1) would be
true for some t > s but not for all t > s. We require the latter and
stronger condition.

Lemma 13: Define the concave function g(s) as follows:

g(s) = f*(t)s - /(s), (2)

where f(s) is a convex function. Assume that g(s) is strictly
increasing. It follows that for arbitrary t E ft" and for all s <
t,

g*(*)>0, (3)

where g*(s) denotes the super gradient of the concave function
g-

Proof: By concavity,

g(t)-g(s)<g*(s)(t-s). (4)

By hypothesis, g(-) is a strictly increasing function so (1) is true. Hence
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0<g(t)-g(s)<g*(s)(t-s) (5)

is true for arbitrary t G fln and for all s < /. Therefore,

for all u — Si > 0, provided the latter inequality is strict for at least
one i. Take

(,- = sj if/ ^ i

so that g?(s)(ti - sd > 0. Hence £*O) > 0. •

Corollary

g*(s) = f*(t)-f*(s)>0. (6)

Proof: Immediate from (3). •

The inequality (4) is valid for any concave function that has a finite
supergradient. Since we assume that the convex / has a finite subgra-
dient, it follows that g does have a finite supergradient. Concavity alone
does not of course, imply g*(s) is positive. It would follow from con-
cavity that

[g*(t)-g*(s)](t-s)<0. (7)

On the basis of this foundation, the next result is immediate.

Lemma 14: Let f be strictly convex and super additive on iln.
It follows that g(s) defined in (2) is a strictly increasing concave
function so that inequality (6) is true for all t E Ctn and s < t.

Proof: The argument in Lemma 6 together with Lemma 1 now applies
almost word for word and yields

0<f*(t)s-f(s)<f*(t)t-f(t).

Hence g(s) is strictly increasing so that (3) is true by Lemma 13 and
(6) is true by the corollary. •

Condition (6) together with the assumption /(0) < 0 is sufficient for
superadditivity as the next result shows.

Lemma 15: Let f(0) < 0. Let f be convex and satisfy (6) for all
t G £ln and for all s < t. It follows that
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/(j + r)-/(j)</(f + r)-/(O (8)

is true for all r and t Eft" and for all s < t so f is super additive.

Proof: Define the sequence {57} so that

St+1 = Si + a(t - So), a = 1/ra, s0 = s,sm = t.

By virtue of the hypothesis of convexity,

f(si+1 + r) - / fo + r) => /*(*; + r)(j/+1 - *).

Appealing to (6), it follows that

f*(Si + r)(si+1 - Si)^f*(Si)[a(t - so)l

Therefore,

l + r) - / ( * + r)>/(jf-) - / ( J , - I ) . (9)

It is an implication of (9) that
ra — 1 An — 1

2 [/(**+! + »•) - /(*i + r)] s 2
t=0 /=0

which reduces to

f(sm + r) - / ( J m - i ) ^ / ( j o + r) - / ( J

Therefore,

/ ( j m + r) - f(sm) + f(sm) - f(sm-i)

By convexity,

f*(sm)(sm - sm-i)>f(sm) - f(sm-i),

and

r) - /(Jo)

Therefore

/(

Define 8™ SO

+ r ) -

that
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§m = U*(sm) - f*(s-0][a(t -

holds for all m. As m -> », 8m —> 0 and s_i = s0 + a(f - 5) —> s0,

/(* + 0 - f(t) > / ( J + r) - /(*) - 8m,

which implies the desired conclusion (8). Rearranging (8) yields

/ ( , + r )> / ( , ) + /(5 + r ) - / ( * ) . (10)

Let 5 = 0 and (10) gives the implication of superadditivity. •

The crucial step in the argument linking superadditivity to total kind-
ness of a strictly convex function is inequality (6), thanks to a funda-
mental result of Shapley (1971). Shapley studies the core of a convex
game. The present situation where the return of each coalition is given
by the strictly convex function / corresponds to what Shapley calls a
convex measure game with an ̂ -vector of measures given by the point
t in the nonnegative orthant of/?".

Definition: A convex measure game with a measure given by
t E ft" satisfies the condition as follows for all r, t E Cln and
s < t:

Kt + r)-f{t)^f(r + s)-f(s). (11)

Shapley's principal result is that a game with a characteristic function
satisfying (11) not only has a nonempty core but also that its core
coincides with the Neumann-Morgenstern stable set and includes the
Shapley value. On the basis of Lemmas 14, 15, and Shapley's theorem
there is a stronger conclusion given as follows.

Proposition 4: Let f be strictly convex on ft". The function f
is totally kind if and only if it is superadditive on fln.

Proof: Necessity. This is Proposition 1.
Sufficiency. Assume / is superadditive on Cln. It follows from

Lemma 14 that

f*(s)<f*(t) (12)

is true for all t E fln and for all s < t. Lemma 15 applies and asserts
that (8) is true. Hence Shapley's theorem gives the conclusion that /
has a nonempty core for all / E ft". •
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6 Application to semiprivate goods

Semiprivate goods are such that each member of a coalition gets the
same quantity of each of the m semiprivate goods, and individuals
outside the coalition neither bear the cost nor obtain the benefit of
these goods. Semiprivate goods resemble private goods insofar as both
the decision about how much to obtain and the cost of this decision
resides within the grasp of the coalition itself and is not affected by
outsiders. The relevant coalition is always an individual for a private
good while for a semiprivate good it is one or more individuals. In case
the coalition is one or more individuals, they must all agree on the
common quantities of the semiprivate goods to have. This introduces
a complication absent from the decision about private goods where
each individual can decide for himself how much to have, taking into
account his own cost and benefit of his own decision. Semiprivate
goods also differ from public goods. The latter affect all members of
the community, but semiprivate goods affect only the coalition that
chooses its own quantities of these goods.

Given a coalition t contemplating how much of each of m semiprivate
goods to have, it faces the problem of defection. Subcoalitions of t can
decide for themselves how much q to have. Hence the coalition t is
stable if and only if it can offer an imputation of the total return that
is at least as good as what is available to any subcoalition. Following
(1.5) the return to a coalition s is defined as follows:

f(s) = max (ZstBXq) - C(q)], (1)

where Bl(q) denotes the benefit to a participant of type / as a function
of the bundle of m semiprivate goods,

q = (qu . . . , qm), (2)

and C(q) is the cost of q to the coalition s. More concisely, write

f(s) = sB[q(s)] - C[q(s)], (3)

where q(s) denotes the optimal choice for the coalition s so that q is
an implicit function of s.

We must first verify that / is indeed a convex function of s given
the hypotheses about Bl{-) and C(-). Following the discussion in Section
1, assume that each B\-) is concave and C(-) is convex. Let fs denote
the gradient of / with respect to s, and, more generally, subscripts
denote the gradients:
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= B[q(s)]

by virtue of the fact that the first-order condition for a maximum net
return to a coalition s with respect to q is that q satisfies

sBq - Cq = 0 (5)

if the optimal q(s) > 0. For our purposes it is convenient and harmless
to assume the latter is true. It follows from (4) that

Use (5) to obtain dqlds.

Bq + sBqq — - Cqq — = 0.

Solve this for dqlds.

— = [sBqq — Cqq] { — Bq).

Substitute this expression for dqlds in (6).

fss = ~Bq[sBqq - CqqYxBq. (7)

The n x n matrix fss is positive definite if the m x m matrix sBqq -
Cqq is negative definite. The latter is true if Cqq is positive definite and
each Bqq is negative definite. This means that each Bl is a strongly
concave function of q and C is a strongly convex function of q. Under
these hypotheses the matrix

is negative definite and so is its inverse. This completes the proof of:

Lemma 16: Let each B\q) be strongly concave and let C(q) be
strongly convex. It follows that f is a convex function of s.

Given that / is a convex function of s, the theory developed above
is pertinent. Following the notation of the preceding sections, let xt
denote the imputation of the total return going to a type / person [cf.
(3.14)], so that
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ajtt = ff(t) - Xi
and

at = U {B![q(t)] - xt) > 0. (8)
This relies on (4) since

ff(t) = B\q{t)l (9)
Thus, at measures the excess of the benefit to a type / individual over
his imputation of the total return as established by the constraints im-
posed by the various coalitions. If 2**^ = /(0> then

£ at = C[q(t)l (10)

This means that just enough is collected from each member of the grand
coalition to cover the total cost of q(t), which is the optimal ra-vector
of semiprivate goods of this coalition. Moreover, if the core is empty,
then on the basis of Proposition 3, at least one of the a/s must be zero.
It follows from (8) and (10) that such an individual makes no contri-
bution to the total cost of q{t). Stated differently, there must be free
riders of semiprivate goods if the core is empty. Since an empty core
means an unstable grand coalition, the hallmark of instability is the
presence of free riders. On the other hand, everyone contributes to the
cost of q{t) when the core is not empty because in this case each at is
positive.

The core can be nonempty for all possible sizes of the grand coalition
if and only if/ is superadditive, provided / is strictly convex. This has
a simple interpretation. According to Lemmas 14 and 15 and Propo-
sition 4, there is total kindness if and only if f*(t) is a strictly increasing
function of t. In terms of our application this means that

B\q{s)] < B\q{t)l (11)
That is, there is total kindness when it is true that no matter what the
size of the grand coalition, each individual derives a larger benefit from
the optimal bundle for the grand coalition than he does from the optimal
bundle of m semiprivate goods for any subcoalition of the grand
coalition.

PART 2. STABLE COALITIONS WHOSE
RETURNS ARE CONCAVE FUNCTIONS

1 Introduction
Private goods are the leading example for which the return to a coalition
is a concave function of its size and composition. In contrast, this
function is convex for semiprivate goods.
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Assume there are m private goods. Let q0 denote the quantity of
commodity j going to each individual of type i. This individual obtains
a bundle of m goods represented by the ra-vector ql in flm, the non-
negative orthant of Rm. Thus,

The function BXq1) represents the maximal amount that each type i
individual would be willing to pay for the m goods ql. We may call B*
the benefit that such an individual derives from q\ Each person of the
same type would receive the same ql in an optimal allocation if Bl were
a strictly concave function of ql. (Strict concavity of Bl is consistent
with a convex preference set - a standard assumption of the theory of
demand.) Different individuals may obtain different quantities of the
private goods although they all belong to the same coalition. The pres-
ence of the superscript / on Bl indicates it is usually optimal for different
types to get different ql. In contrast, for semiprivate goods all members
of a coalition must obtain the same quantity of each of the semiprivate
goods, and so the vector representing the semiprivate goods would
have no superscript as is the case in Part 1. Private goods do not impose
the restriction that all members of a coalition must get the same quantity
of each good. Nevertheless individuals may gain by forming coalitions
in order to produce the private goods they want at a lower total cost.

Let z denote the total quantity of the m private goods produced for
the members of a coalition s. Since there are st individuals of type / in
the coalition s and each type i person gets q\ the total output of the
m goods for the coalition s is z. By definition, therefore,

z = 2 W- 0)
i = l

This z is an m-vector in flm. The coalition chooses the n vectors q* to
maximize its net benefit. Consequently, the return to s, the function
f(s), is defined as follows:

f(s) = max [ 2 SiBXtf) - C(z)l (2)

Given strict concavity of each B\ this function f(s) has a finite upper
bound for each s if the total cost is an increasing convex function of
the outputs z. A convex cost function is consistent with a convex set
of production possibilities. The m commodities may refer to more or
less aggregative categories. For instance, a commodity may refer to
all beverages or to a particular beverage such as Moosehead beer. It
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is convenient to assume the categories are broad so that the optimal
quantity of each of the m commodities is likely to be strictly positive.
This would mean that each person gets a positive amount of some
beverage. Assuming, therefore, that the optimal ql is positive for each
of its coordinates, a necessary condition for the maximal net benefit
of a coalition s requires ql to satisfy the following m equations:

- Cz ^ = s ^ - Czst = 0.
dq

This result uses the fact that dzldq1 = Si. If s( > 0 so that type i indi-
viduals actually belong to s, the necessary condition becomes

Bqi - Cz = 0. (3)

This is a familiar result. The^th coordinate of Cz is the marginal cost
of good j and the marginal benefit of good j to an individual of type i
is the 7th coordinate of Bqi. According to equation (3), the marginal
cost of goody equals the marginal benefit of this good to each individual
i at the optimum. The optimal vectors ql depend on the coalition. To
make this clear, write ql(s) and z{s) to denote the optimal vectors. Thus
different coalitions will furnish their members with different amounts
of the m goods.

The next step is to calculate the marginal contribution of a type i
person to the coalition s. It is

# 4 v n* d«k r dz

& + 2 C
It follows from (1) that

so that

- CMsWis) + X sk[Bk
qk - Cz] $ -

Here fSi denotes dfldst. By virtue of the first-order condition (3), this
expression reduces to

fst = VlqXs)} - Cz[z(s)]qXs). (4)

The marginal contribution of a type i individual to a coalition s has a
familiar interpretation. The term Czql shows the marginal cost multi-
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plied by the bundle of m goods going to the type i individual. The term
Bl[q\s)\ shows the maximal amount this individual would be willing
to pay for q\s). Therefore, the marginal contribution of a type i indi-
vidual to the coalition s is the excess of the total benefit over the
marginal cost of supplying that individual as a member of the coalition
s. If the individual must pay constant unit prices for the m private goods
equal to the marginal cost of these goods, then fSi would be regarded
as the consumer surplus of that individual. Since membership in a
coalition is voluntary and must be beneficial to both the coalition and
a potential member, the incremental contribution of each member to
the coalition must be positive. Consequently, f(s) must be an increas-
ing function of s because each fSi is positive.

The next step is to verify the initial claim that / is a concave function
of s. In order to simplify the notation for the present, let us assume
there are only two types of participants so that n = 2. However, the
proof is valid for arbitrary n.

From (4) for / = 1, it follows that
j dq1 dq1

 l dz
q ds\ z ds\ zz ds\

More generally, by the same argument,

fSiSk = -qlCzz^. (5)
dsk

F o r n — 2, the 2 x 2 matr ix [fSiSk] is given as follows:

~\ _ |V l r \dz *1J S\S\ JS\S2

JS2S1 JS2S2

Use the first-order conditions (3) to calculate

— Bqlgl Si -T— = Czz —, (7)

dq2 dz
T~ Lzz— . (5)

F r o m (1)
dz , dq1 dq2

— = ql + Si -j- + s2 -j- ,ds\ ds\ ds\
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use (7) and (8) to solve for the expression (dzldsi - q1). In detail, from
(7)

^-(I-BWVCJS + ,# + »¥) (9)
ds\ \S\ / \ as i as\)

and from (8)

s2
 q

Sum (9) and (10) and solve for Si dqllds\ + s2 dq2lds\. For brevity,
define the matrix B as follows:

This gives

[/ - BCZZ] (Sl 7 + v ) = BCzzql. (12)
\ ds\ ds\)

By precisely the same steps, we obtain,

XT P/^ ^ I a ™ _L c __2L I — J?/^ x72 (\ W

Substituting these formulas into (6), it follows that

+ [I - BCzz]~lB}Czz[ql q2]. (14)

Therefore, / is a concave function of s provided the matrix

C"1 + [I - BCzz]~lB

is positive definite. The following lemma establishes this fact.

Lemma 1: Let C be positive definite and B negative definite.
Write

M = C1 + [/ - BC]~lB. (15)

Therefore, M is a positive definite matrix.

Proof: First, observe that
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M = C 1 + [B(Bl - C)]~lB
= Cl + (B-1 - C)-\

Since C is positive definite and B is negative definite, a well-known
theorem on matrices applies (Bellman 1960, p. 58). There is a nonsin-
gular matrix P such that

C = P'P and Bl = P'DP,
where D is a diagonal matrix whose diagonal entries are the (negative)
eigenvalues of B~l. Therefore,

M = p- ip ' - i + (P'DP - P'P)~l

= P~l[I + (D - I)-x]P'-\

Now / + (D - I) ~ * is a diagonal matrix whose jth diagonal entry is

1 - [1/(1 + ^)] > 0,

where — |jLy is the^th eigenvalue of B~x so that \LJ > 0. Consequently,
/ + (D — I)~x is positive definite, which implies M is positive
definite. •

This argument for n = 2 and m private goods readily applies to any
finite number of types. As a result the following is true.

Proposition 1: Given m private goods and n types of individuals
such that each Bl is strictly concave and twice differentiate,
C is convex, each Bl

qiqt is negative definite, and Czz is positive
definite, then f(s) as defined in (2) is a concave function of s.

Note that if C is convex and homogeneous of degree 1, then Czz is a
singular matrix. Therefore, in this case the hypotheses of Proposition
1 would not be satisfied for the cost function. However, a direct ar-
gument shows that with constant returns to scale the core is not empty.

Proposition 2: Let each Bl be concave and let C be convex and
homogeneous of degree 1. Then f(s) defined in (2) has a non-
empty core.

Proof: Let

Xi = fit) (17)
so that as an implication of (4)
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Mt) = BiqV)] - Cz[z{t)]ql{t).

We must show this imputation satisfies all of the core constraints. First,

2 x,t, = f(t) (18)
i

since the hypothesis that C is homogeneous of degree 1 implies that

Cz[z(t)]z(t) = C[z(t)l

which gives (18). Next, we must show that for s < t

2 XiSi 2> f(s).
i

To prove this, observe that concavity of each B' implies

B'g> W(i)\W(i) - q\s)} < B'Wit)] - BWs)]. (19)

The first-order conditions are

#,. [<?'(>)] = Cz[z(0]

so that it follows from (17) and (19) that

x, s B'lq'W] ~ Cz[z(0]q'(s).

Multiply through by s, and sum to obtain

2 x,s, > 2 shifts)] - Cz[z(t)] 2 s/^s). (20)

Since

- Cz[z(t)]z(s) = f(s)

the desired conclusion will follow if it is true that

C[z(s)] - Cz[z(t)]z(s) > 0.

However, owing to the convexity of C and the fact that it is homo-
geneous of degree 1,

C[z(s)] - Cz[z(t)]z(s) > C[z(t)] - Cz[z(t)]z(t) = 0,

which gives the desired conclusion. •

Unfortunately, this simple argument does not work if C is convex
but not homogeneous of degree 1. The reason that xt in (17) can satisfy
all the core constraints depends crucially on C being homogeneous of
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degree 1 so that it is possible to cover the total cost of z by setting
prices equal to the marginal costs of the elements of z.

2 Some facts about concave characteristic functions
Before proceeding to analyze the status of the core for private goods
when the net benefit function is concave, we shall need some facts
about such functions.

Proposition 3: Let f be concave on iln.

(i) f*(s)s > f(s);
(ii) f(s + t) > f(s) + f(t);

(iii) f(Ps)>pf(s)foralip>l;
(iv) for each t there is an x depending on t such that xt =

f(t) and xs > f(s) for all s < t.

(i) o (U) & (Hi) o (iv) (Cf Telser 1978, Lemma 4.5, p. 141).

Proof: (i) => (ii). Let /* denote the supergradient of/.

f*(s + t)t < f(s + t) - f(s),

f*(s + t)s < f(s + 0 - f(t).

Summing we obtain

f*(s + t)(s + t) < 2/(5 + t) - f{s) - f{t).

By hypothesis,

0 < /*(* + t)is + t) - fis + 0 < / ( J + r) - /(J) - fit).

(ii) =̂> (iii). By hypothesis for all positive integers k,

fiks) > kfis).

Let t = aks 4- (1 - a)s\ By concavity,

fit) > afiks) + (1 - a)/(j) > [a* + (1 - a)]/(j).

Consequently,

/([a* + (1 - a)]s) > [a* + (1 - a)]fis).

Let p = a& + (1 - a). If k > 1, then p > 1. Therefore,

fi$s) > p/(j) for all p > 1.
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Figure 4.1

(iii) => (i). (p - l)/(j) < / ( P J ) - /($) < / * ( J ) [ J ( P - 1)]. Since p
- 1 > 0, the conclusion follows.

We have (i) O (ii) O (iii). We shall show (iii) => (iv) and (iv) => (ii).
(iii) => (iv). A glance at Figure 4.1 helps to follow the argument.

Define the convex set R as follows:

R = {r\ fir) > f(t)}.

It has a supporting hyperplane consisting of all points s such that xs
= f(t). That is,

H = {s\ xs = f(t)}.

For all s G H, f(s) < xs = fit). For all s < r, there is a p > 1 such
that p^ G /f. Consequently,

Therefore, /(^) < xs, the desired conclusion.
(iv) =̂> (ii). By hypothesis / has a nonempty core. By Proposition 1,

Part 1, / must be superadditive. •

Part 1 shows that a convex net benefit function reduces to a study
of extreme coalitions, those corresponding to the verteces of Tit). This
reduction is not possible for concave net benefit functions. To find the
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status of the core when / is concave, we must study all the coalitions
in T. This is the tack in the next two sections.

3 Status of the core for concave /
According to Proposition 3(i), if/ is a concave function on fl", it admits
a nonempty core if and only if for all t E fT, it is true that

f*(t)t > /( /) . (1)

Since

f*(t) = B'tfU)] - CMOWV), (2)
(1) is true if and only if

2 UBXqXt)} - Cz[z(t)]z(t) > 2 tiB'Wit)] - C[z(t)].

The latter inequality is equivalent to

C[z(t)] > Cz[z(t)]z(t). (3)

This completes the proof of:

Proposition 4: Let f(t) as defined in (1.2) be a concave function
oft on fT. It admits a nonempty core for all t in this domain
if and only if (3) is true for all z(t).

This means that given a concave net benefit function and a convex
total cost function, there cannot be a nonempty core unless there are
nondecreasing returns to scale. Take a closer look at the properties of
a cost function that satisfies (3).

Lemma 2: Let C be convex and subhomogeneous so that

C(az) < aC(z) for all a > 1. (4)

It follows that

C{z) s C*(z)z. (5)

Proof: aC(z) - C{z) s C(az) - C{z) s C*(z)z{a - 1) so that

(a - l)C(z) > C*(z)z(a - 1)

is true for all a > 1. •
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Lemma 3: Let C be convex and satisfy (5) for all z E Om. Then
C is subhomogeneous.

Proof: The convexity of C implies that

(a - l)C*(az)z > C(az) ~ C(z)
=> C(z) > C(az) - (a - l)C*(az)z

so that

C(z) ^ C(az) -
The hypothesis implies C(az) - C*(az)(az) > 0. We may conclude
that

C(z) ^ C*(az)z for all a > 1. (6)

Consider the function g(a) defined as follows:

g(a) = aC(z) - C(az).

It is an implication of (6) that

ga = C(z) - C*{az)z ^ 0,

so that g is a nondecreasing function of a. Hence

infg(a) = g{\) = 0,

and it follows that

aC(z) - C(az) > inf g(a) = 0. •

The third result we shall need is as follows.

Lemma 4: Let C be convex and subhomogeneous. Then for all
y and z in the convex domain of C,

C(y) - C*(z)y s 0.

Proof: By the convexity of C

C*(z){z - y) s C(z) - C(y). (7)

Rearranging terms in (7) gives

C(y) - C*(z) y ^ C{z) - C*(z)z. (8)
Lemma 2 asserts the expression on the right is nonnegative. •
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Finally, a subhomogeneous convex cost function must be subadditive.

Lemma 5: Let C be convex and subhomogeneous. Then it is
subadditive.

Proof: We must show that

C(y) + C(z) > C(y + z). (9)

By convexity,

i[C(y) + C(z)] > C[h(y + z)]

so that

C(y) + C(z) ^ 2C[h(y + z)l

Since C is subhomogeneous

2C[(y + z)/2] ^ C[2(y + z)/2] = C(y + z). •

All these conditions on the cost function extend to m commodities
that situation for one commodity in which marginal cost is below av-
erage cost so that there are nondecreasing returns to scale. The ine-
quality C*(z)z < C(z) is the m-dimensional analogue of marginal cost
below average cost, or more exactly, not above average cost. Subad-
ditivity of the total cost function means it is cheaper for a coalition to
produce its own requirements than to have this done by subcoalitions.
Similarly, an expansion of output of each of the m commodities that
maintains its relative composition also maintains constant the unit cost
of this bundle.

Owing to these interpretations of Lemmas 2-5, it is fair to describe
the situation in this way. Given that each type of person has a concave
benefit function and that the total cost function is convex so that the
net benefit is a concave function of the size and composition of the
coalition, a nonempty core exists if and only if there are nondecreasing
returns to scale. The formal statement of this result is given in the
following proposition.

Proposition 5: Let f be concave on fT. It is totally kind if and
only if C is subhomogeneous.

Proof: Sufficiency. This is Proposition 4. Thus, by Lemma 2, a sub-
homogeneous function satisfies (3) for all z so it surely does so for the
optimal z. Necessity. This is somewhat more subtle. Condition (3) must
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hold for the optimal z. However, any z can be optimal for some t so
(3) must be true for an arbitrary z in ft". Consequently, Lemmas 2 and
3 together require C to be subhomogeneous. •

Proposition 2 shows that the core is nonvoid if C is convex and
homogeneous of degree 1 so that there are constant returns to scale.
If C is strictly convex so that it cannot be homogeneous of degree 1,
then the maximal net benefit of a coalition is a concave function of s
by Proposition 1. For a nonempty core in this case, the cost function
must be strictly subhomogeneous. However, in contrast to the situation
with constant returns to scale, it would not be possible to obtain enough
revenue to cover total cost by setting the price of each product equal
to its marginal cost. In order to cover total cost, the imputations of the
participants must be below their incremental contributions to the grand
coalition. To be specific, write

xt = fKt) - ai9 (10)

where at > 0 and f*(t) is given in (2). Necessarily, it must be true that
n

2 x,t, = f(t) = 2 UfKt) - 2 a,tt.
i = 1 i i

Hence
(ty\ - Cz[z(t)W) - 2 ah

2 - c[z(t)i
i

Therefore,
2 a,tt = C[z(t)] - Cz[z(t)]z(t) > 0. (11)

i

According to this equation, 2 / atU equals the excess of the total cost
above those total receipts derived from setting unit prices of each com-
modity equal to its marginal cost. Equation (11) is equivalent to the
suggestive result as follows:

2 K " v % 7 C[z(t)] + Cz[z{t)W(t)}U = 0. (12)
2 W

Consider a( defined as follows.

at = ^ % - C[z(t)] - Cz[z(t)]qV\ (13)

with 6/ > 0. Since
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C[z(t)] > C[q\t)] and C[qV)] > Cz[z(t)]q%t)
where the latter inequality follows from Lemma 4, there always exists
large enough 9, to ensure nonnegative at as required.

We now prove that the core constraint
2 xiSi > f(s)

i

with xt given by (10) would be satisfied if
2 a,s, ̂  C[z(s)] - Cz[z(t)]z(s). (14)

The proof begins with the fact that since each B( is a concave function
of q\ it is true that

- q\s)] < BWit)] - B'lqXs)]. (15)
The first-order condition for the maximal net benefit of the grand co-
alition t requires for each / that

Bqi [qXt)] = Cz[z(t)l

Substituting this in (15) and rearranging terms, we obtain
W ( 0 1 ~ Cz[z{t)]qV) > Bl[q\s)\ - Cz[z{t)]q\s). (16)

Multiply through (16) by st and sum over /. The result is
2 StB^qXt)] - Cz[z(t)] 2 StqV) > 2 SiB\(f\

i i i

- C[z(s)l + C[z(s)l - Cz[z(t)] I
i

= f{s) + C[z(s)] - Cz[z(t)]z(s)
Now (17) is equivalent to

2 sifKt) > f(s) + C[z(s)] - Cz[z(t)]z(s).
i

Since x( = f*(t) — ait (14) would be true if

C[z(s)] - Cz[z(t)]z(s) s 2 a,s, s 0.
i

This directs us to see if at given by (13) can satisfy (14). Equivalently,
(14) would be true if

- Cz[z{t)]q\t)

< C[z(s)] - Cz[z(t)]z(s). (18)
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Since at > 0, the left-hand side of (18) is an increasing function of st.
Therefore, the left-hand side of (18) satisfies

i

< C[z(t)] - Cz[z(t)]z(t). (19)

Since it is true that

0 < C[z(t)] - Cz[z(t)]z(t) < C[z(s)] - Cz[z(t)]z(s), (20)

by virtue of inequality (8), making the substitutions y = z(s) and z =
z(t), it follows that (18) is true, which in turn implies that (14) is true
as claimed. This completes the proof of the following proposition.

Proposition 6: Let C be convex and strictly increasing. Let each
Bl be a concave function of its arguments so that each Bl

qiqi is
negative definite. Then the function f(s) describing the net ben-
efit of each coalition s is concave in s. This f is totally kind if
C is subhomogeneous and xt = f*(t) — at with at given by (13)
for appropriate 0/ > 0 to ensure that each at > 0.

This proposition does not assert that the fl/'s are unique. This is owing
to the lack of uniqueness of the 0,'s that are chosen to ensure non-
negative fl/'s. Therefore the grand coalition has many ways of allocating
that part of the overhead cost that is not covered by the receipts derived
from prices set equal to marginal costs of the m commodities furnished
to the members of the grand coalition. Although the imputation of the
net benefit depends on the total benefit of each participant, the allo-
cation of this overhead cost does not depend on the benefit. The de-
pendence is indirect insofar as the benefits determine the optimal out-
put rates of the m commodities for the grand coalition.

Reconsider the net benefit function f(s). It determines an optimal
allocation of the given total output z(s) among the members of the
coalition s. For a given allocation of q'(s), f(s) shows the least cost of
producing z(s) = 2 stfis). This means the theory implies a coalition
chooses the best technology for satisfying the demands of its members
as expressed by the total benefit function of the coalition, which is
2 SiBXq1). The results above assert that if the total cost function is con-
vex and each of the benefit functions is strongly concave so that the
net benefit function f(s) is concave, then the core is not empty if and
only if the cost function is subhomogeneous. This poses the problem
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of the nature of convex subhomogeneous cost functions consistent with
the best technology.

There is a sense in which it is unnatural to require a convex cost
function to be subhomogeneous. Thus, if C is convex on Hm,

Cz{z)z ^ C(z) - C(0) > Cz(0)z (21)
so that C is convex on the whole nonnegative orthant, including the
origin where the output rates are zero for the m commodities. Let C
represent the long-run cost so that the cost of producing nothing is
zero. It would then follow from the inequalities (21) that

Cz(z)z^C(z) and C(z) > Cz(0)z. (22)
The first inequality is consistent with a convex subhomogeneous cost
function if and only if there are constant returns to scale. To prove
this, observe that if the cost function were subhomogeneous then

C(z) ^ Cz(z)z > C(z)
so there must be equality straight through. This means constant returns
to scale. The second inequality of (22) asserts that the best technology
has a very large number of infinitesimally small plants so that the total
cost of the output z is linear and given by the (homogeneous) linear
function Cz(0)z. Therefore, a subhomogeneous cost function that is
convex on the entire nonnegative orthant requires either constant re-
turns to scale or, as a special case, a linear homogeneous function of
the output rates. This seems to eliminate increasing returns to scale
for a long-run convex total cost function. Such a conclusion would be
incorrect. Make the following change. Drop the assumption that C is
convex on the entire nonnegative orthant and replace it with the as-
sumption that C is convex only for positive output rates. Indeed, it
suffices to assume C is convex on the domain flm - {0} and that

lim C(z) = C(0 + ) > 0. (23)

To clarify this, it is helpful to define a strictly subhomogeneous convex
cost function as one that is continuous and convex on Clm - {0}, and
that satisfies Cz(z)z ^ C(z) for all z > 0. There are many examples of
increasing convex functions that can meet these conditions. A simple
one is as follows.

[0 if z = 0,
with z a scalar. There is no dearth of similar examples in Rm.
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4 Status of the core for plants of optimal size

For a subhomogeneous cost function, either the optimal plant size is
indeterminate as is the case for constant returns to scale or one plant
is optimal as is true when Czz < C for all z. In the former case a coalition
can choose any number of plants while in the latter case it would choose
one plant. These assertions are consequences of the hypothesis that a
coalition uses the technology giving it the least total cost of satisfying
the demands of its members. The nature of the technology does de-
termine the optimal number of plants if Czz = C for some but not for
all rates of output. An output rate that satisfies this equation when
plants make only one product is a rate that minimizes the unit cost of
the plant. By extension to multiproduct plants (m > 1), it is reasonable,
therefore, to call those plant sizes optimal for which Czz — C. In con-
trast to the situation for m = 1, however, for multiproduct plants there
is a set of output rates at which receipts obtained by setting prices
equal to marginal costs can cover the total cost. All these output rates
correspond to an optimal plant size by this definition of optimality. Let

Zo = {z\ Czz = C}. (1)
Any z E Zo comes from an optimal plant.

It is convenient to define the total cost function of a single plant as
follows:

K + G(z) if z ^ 0, K a positive scalar,
0 if z = 0,

where G{z) is convex on the whole nonnegative orthant flm and G(0)
= 0. This definition of the plant cost function implies it is convex on
Clm — {0}, but it is not convex on flm. The assumptions about G imply
that

Gzz ^ G for all z G fim. (2)

Output rates in Zo must satisfy the equation as follows:

Gzz - G = K > 0. (3)

Although (2) is a necessary condition for (3), it is not sufficient. To see
this, observe that if G were homogeneous of degree 1, it would satisfy
(2) with equality for all z but would have no solution for any K > 0.
Hence (2) is not a sufficient condition for (3). To get a sufficient con-
dition, define the function H(z) as follows:

H(z) = Gzz - G (4)
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so that

Hz = zGzz. (5)

If//were strictly increasing and unbounded from above, then (3) would
have solutions for arbitrary K > 0. Formally, this hypothesis implies

zGzz > u > 0 (6)

with u an m-vector of positive constants. Therefore, Zo is not empty.
Indeed, when (6) is true, there are many output rates in Zo. The locus

of plant output rates in Zo satisfies H(z) = K so that

Hz dz = 0. (7)

Since each coordinate of Hz is positive on this locus by hypothesis,
the larger the output rates of one commodity, the lower are the output
rates of the remaining commodities.

Define the set of coalitions So as follows:

So = {s\ f(s) = f*(s)s}.

Hence s E So if the optimal z for s is z E Zo. Since Zo is not empty,
the same is true of So.

For these cost functions the net return to a coalition s is given by

f(s) = max ( 2 StBXq1) - ^[G{z) + K]} (8)

where |x is the integer number of plants and z denotes the output rates
per plant so that

2 siqi = (JLZ = z. (9)

For the grand coalition f, the optimal output is z(t). Let |x(7) denote
the integer number of plants that can make the total output z(t) at the
least total cost. The minimum total cost of making z(t) requires each
of the JJL plants to have the same output rates for each of the m
commodities.

M5 = z(t) = 2 UqKt). (10)
i

Let y1 denote the optimal plant output rate for |x - 1 plants and y2 for
|x + 1 plants. Consequently,

vz = (p, - l)yl = (\L+ l)y2.

Since |x is the optimal number of plants for the grand coalition f,
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li[G(z) + K] < (M, - 1)[G(/) + K],
,x[G(z) + X] < (fi + 1)[G(/) 4- « .

Necessarily, therefore,
,xG(z) - (JUL + l)d(y2) < (^

By convexity of G, it follows that

with
z* = [fa + l)/2|x]y2 + [(JJL -

Therefore, z* = z as is required by the assumption that (x is the optimal
number of plants to produce z(t).

Under these cost conditions there is an empty core. This needs a
proof. Define the function g(s) as follows:

g(s) = f(s) - f*(s°)s (11)
with 5° G So- By hypothesis for all coalitions such that it is optimal to
satisfy their demands using a single plant, the cost function and the
benefit functions satisfy the conditions under which the conclusions of
Proposition 1 are true. Hence for these coalitions, g(s) is concave be-
cause f(s) is concave. For s = s°,

g(s°) = 0 and £*(s°) = f*(s°) - f*(s°) = 0
giving the conclusion that

g(s) < g(s°) = 0, (12)
for all coalitions s for which a single plant is optimal.

In fact, the same argument is valid for all coalitions for which it is
optimal to use a fixed number of plants. This holds because for fixed
[x, f(s) is concave in s.

The members of s0 can each obtain returns equal to their incremental
contributions to s°, an amount equal to f*(s°). Therefore, if the grand
coalition proposes an imputation of the gains given by x, then for a
nonempty core, it is necessary that

x > f*(s°) and xt = f(t).
But since

g(0 = fit) - f*is°)t < 0,
it is impossible to satisfy these necessary conditions for a nonempty
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core. Hence the core is empty. This completes the proof of the fol-
lowing proposition.

Proposition 7: Let the cost of producing an output z using a
single plant be given as follows:

G(z) + K i f z ^ O ,
0 if z = 0,

where K is a positive scalar and G is a convex function on Hm

that satisfies (2) and (6) so that H as given by (4) is a strictly
increasing unbounded function of z. Let each Bl be a concave
function of ql. It follows that the core is empty for almost all
large enough t.1

It is possible to obtain a set of imputations that can satisfy the core
constraints in a certain sense by using a device equivalent to a two-
part price. In this arrangement each person pays a lump-sum amount
independent of the quantity bought and another amount linearly pro-
portional to the quantities bought. In the present application this would
have the effect of lowering the net return of any coalition s, which is
f(s), by an amount that is a strictly increasing linear function of s. The
result changes the coalition's return from f(s) to f(s) - as, where a
is a nonnegative ^-vector giving the lump-sum charges. Let

x = f*(s°) - a (13)
and choose a to satisfy xt = f(t) so that
1 Let the cost function of a plant be given as follows:

fO if z = 0,
) flo ifO<z^ko,
\a0 + ax{z - k0) ifkQ<z^ku

Let a0 = aik0 so that unit cost is constant for outputs in the range k0 to k\. Baumol,
Panzar, and Willig (1982) call this a flat-bottomed unit cost curve. Now, if k\ ^ 2k0, then
it is easy to verify that the industry total cost curve giving the minimal total cost of
producing a prescribed total output q is as follows:

ifq = 0,
C(q) =

Note that the unit cost curve for the industry is constant for all output rates above k0
while for the plant it is constant only for plant output rates between k0 and k\. The cost
curve C{q) satisfies the hypotheses of Proposition 5 so there is an implication of a non-
empty core for an industry with this cost curve. It is not a counterexample to Proposition
7 because it violates one of the assumptions of that proposition, namely (6).
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at = f*(s°)t - f(t) = -g(t)>0. (14)

We must show that this JC can satisfy the following constraint:

xs > f(s) — as,

which is in turn equivalent to

f*(s°)s > f(s). (15)
The latter inequality is true by virtue of (12). Hence x given by (13)
can satisfy the core constraints under a regime of two-part prices. Nor
is this all. The receipts implied by JC just suffice to cover the total cost
of z(t), the optimal z of the grand coalition t.

It is useful to show a specific a that can do these things. Let

a,- =

With this at each person pays C[z(t)]/^ tt. The imputation of the total
return thereby does cover the total cost of z(t) as required. It is de-
sirable to express these terms in a more familiar form as a two-part
price. Write

P = Cz[z(t)]

as the vector whose coordinates give the constant unit prices and let
8 give the fixed charge where 8 is defined as follows:

8 =

It is an implication of the definition of C that

Gz(z) = Cz[z{t)l
Since there are many points in Zo, it is also true there are many

coalitions in So that may ask for an imputation of the total return an
amount equal to their incremental contribution to a coalition in So. As
we shall see, this means there is no unique two-part pricing device
associated with efficient equilibria. To see this in detail, take two dis-
tinct vectors in Zo, say y° and z°. Let r° G So have y° E. Zo for its
optimal choice while as above s° E 50 has z° E Zo for its optimal choice.
To satisfy the optimality conditions require

Gz(z°) = iW(s°)L
and
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Gz(y°) = B

Both coalitions r° and s° can cover the total cost of their optimal choices
of commodity bundles by setting prices equal to the respective marginal
costs of these bundles. Define the two functions g and h as follows:

g(s) = f(s) - f*(s°)s

and

h(s) = f(s) - /*(r°)s.
Hence g(s°) = 0, g*(s°) = 0, h(r°) = 0, and /z*(r°) = 0. This means
s° is a maximum for g and r° is a maximum for h. Hence there is no
unique point in the core constrained to use a two-part pricing device.
This is plain since either f*(s°) or / *(r°) can yield points in such a
constrained core.

It is worth repeating that this two-part pricing device imposes a lump-
sum payment on each member of the grand coalition together with
constant-unit prices that are the same for everyone. The resulting re-
ceipts can cover the total cost of the bundle optimal for the grand
coalition. Nevertheless, as the preceding paragraph shows, there is an
indeterminacy with respect to the lump-sum payment that this theory
does not resolve. Nor is this all. All members of the grand coalition
must agree to impose a cost of as on each coalition so that the return
of each s goes down from f(s) to f(s) — as. Cooperation to this extent
is enough for an efficient equilibrium.

PART 3. STABLE COALITIONS FOR PRIVATE
AND SEMIPRIVATE GOODS

1 Introduction

This combines the situations of the two preceding parts so that each
person derives benefit from both private and semiprivate goods. Thus,
in Part 2 there are only private goods giving rise to a concave function
representing the net return to a coalition; in Part 1 there are only semi-
private goods so that the return to a coalition is a convex function of
its size and composition. In the present case with both private and
semiprivate goods, it is not useful to analyze the shape of the function
representing the return to a coalition since it is neither convex nor
concave. Instead it is better to derive directly imputations that can
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satisfy the core constraints under suitable conditions on the cost and
benefit functions.

Since both private and semiprivate goods enter each person's benefit
function, let us adopt a notation that distinguishes between them, which
will remind us of the corresponding models in Parts 1 and 2. Let B\y, zl)
denote the benefit function for person i so that y is an m-vector of
semiprivate goods and zl is a p-vector of private goods. Assume that
B'(y, zO is a concave increasing function of its arguments. Hence the
marginal benefits of each of the private and semiprivate goods are
positive. Let

z(s) = 5 > * f (cf. 2.1.1). (1)

The total cost of z and y is represented by the function C(y, z). The
net return to a coalition s is given as follows:

f(s) = max [^ SiBXy, zl) - C(y, z)] (2)
to**} i

where y, T! ^ 0 and z satisfies (1). Assume this maximum problem has
an interior solution for each s ^ t, where, as usual, t denotes the grand
coalition. Hence the optimal choices of y and £ by the coalition s must
satisfy the following equations:

2 SiB'yiy, zl) - Cy(y, z) = 0, (3)

B'Ay, zl) - Cz(y, z) = 0. (4)

Let y{s) and z'{s) denote the optimal values of these vectors for the
coalition 5. With this notation,

/(*) = 2 SiB'lyis), z'(s)] - C[y(s), z(s)]. (5)
i

In less cumbersome notation simply write B\s) and C(s) in place of
) , zl(s)] and C[y(s), z(s)]. The concise version of (5) is

f(s) = 2 SiB'is) - C(s). (6)

It is not difficult to verify that

= B'(s) - CMz'is), (7)

a formula of exactly the same form as when only private goods enter
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the benefit and cost functions [see (2.1.4)]. The stage is set for the
principal result.

2 The principal result

Proposition 1: Let:

(i) C(y, z) be an increasing convex subhomogeneous function
ofy and z.

(ii) Each Bl(y, zl) be concave and strictly increasing in y and
zl. Then xt given as follows satisfies all the core
constraints:

(iii) xt = Bl(t) - By(t)y(t) - B^OzV) - ai} where

(iv) a, = ^ *JC(t) - Cy(t)y(t)] - Cz(t)z\t)

for Qi > 0 chosen so that at > 0.

Proof: First, it is necessary to show that

2 (i)
Using (iii),

2 x,ti = 2 tflU) - 2 UBl
y{t)y{t) - Cz{t)z{t) - 2 a,tit

i i i i

making the substitution from the first-order condition (1.4) repeated as
follows:

B&t) = Cz(t),

and recalling that 2 / Ut = z{t). Hence

2 XiU = f(t) + C(t) - Cy(t)y(t) - Cz(t)z(t) - 2 <*i*i, (2)
i i

using the other first-order condition (1.3) repeated as follows:

2 tiBUt) = Cy(t).

i

Since

2 a,t, = C(t) - Cy(t)y{t) - Cz(t)z(t),
i

(1) is true as required.
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Second, it is necessary to show that for all s < /,

2 xiSi > f(s). (3)

By concavity of B\

Bzit)[zl(t) - zXs)} + By(t)[y(t) - y(s)]<Bl(t) - Bl(s). (4)

Rearranging terms, (4) becomes

B\s) - Bl
zi(t)z\s) - By(t)y(s)

<B\t) - Bzit)z\t) - By(t)y(t) (5)

The right-hand side of (5) is xt + at. Consequently,

^ZxiSi^^SiB^s) - C(s) + C(s)
- Cz(t)z(s) - ^SiBl

y(t)y(s) - ^ciiSi.

This in turn is equivalent to

2*«*/^/(*)  + C(s) - Cz{t)z{s) - Cy(t)y(s)

+ Cy(t)y(s) - 2 SiBy(t)y(s) - 2 Wi. (6)

The terms

Cy(t)y(s) = 2) SiBly(t)y(s) = 2 (^ ~ ^O^̂ COyC )̂ —  0, (7)

since tt - Si > 0, each By{t) > 0 because 5 ' is a strictly increasing
function of y and z1, and y(s) > 0. Hence (3) would be true if

C(J) - Cz(t)z(s) - Cy(t)y(s) > 2 a.*/• (8)

Using the definition of at in (iv),

(9)

and the right-hand side is an increasing function of st since the terms
in curly brackets are nonegative as we shall verify below. Therefore,

Ss,fl^C(0 - Cy{t)y(t) - Cz(t)z{t). (10)

By hypothesis, C is subhomogeneous and convex so that Lemma 4,
Part 2, applies and yields the following inequality:

- Cy(t)y(t) - Cz(t)z(t)

< C(s) - Cy(t)y(s) - Cz(t)z(s). (11)
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This implies (8) is true, which, in turn, implies (3) is true. The proof
that xt satisfies all of the core constraints is nearly complete save for
one detail. Given that C is convex and subhomogeneous, does it follow
that at as defined by (iv) is nonnegative? The answer is yes owing to

C(t) - Cy(t)y(t) > Cz(t)z(t) > Cz(t)zV). (12)

Hence it is always possible to choose 6, > 0 and make at > 0. For
instance, let

0/ Cz{t)z\t)
Cz(t)z{t)

and it follows that at•> 0. •

Since many choices of 0,- can satisfy the preceding condition, there are
many imputations xt given by (iii) that can satisfy all the core con-
straints. This means that under the hypotheses of this proposition the
core is large. However, in one important special case the core reduces
to a single point. This occurs when C is homogeneous of degree 1 so
there are constant returns to scale.

Corollary: If(i) and (ii) are true and C(y, z) is homogeneous of
degree l> then xt as given by (iii) and at = 0 can satisfy all of
the core constraints.

Proof: Routine calculations not shown here suffice. •

Some additional results follow from Proposition 1 and the corollary.
First, since /(•) has a nonempty core, by virtue of Proposition 1, Part
1, it must be superadditive. Hence any two subcoalitions cannot lose
by merging. Second, no subcoalition of the grand coalition can gain by
seceding from it, so the grand coalition must be stable. In contrast to
the results in Parts 1 and 2, which analyze the shape of/, the present
conclusions follow directly by displaying imputations that satisfy all of
the core constraints.

By Proposition 1, f(s) as defined in (1.2) has a nonempty core if the
cost function is subhomogeneous. Together with the maintained hy-
potheses about the shapes of the cost and benefit functions, subhom-
ogeneity of the cost function is sufficient for a nonempty core. In a
certain limited sense it is also necessary. The next two lemmas make
this precise. To emphasize the general validity of these two lemmas,
which are true for any function representing the return to a coalition,
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not just for /(•) as given in (1.2), let g(-) now denote the return to a
coalition.

Lemma 1: Let g(-) be differentiate and admit a nonempty core.
Let x denote any imputation in the core. It follows that

x^g*(t), (13)

where g*(t) denotes the gradient of g at t.

Proof: Since x is in the core by hypothesis,

xt = g(t) and x(t - At)>g(t - At)

for all At > 0. Consequently,

-xAt>g(t - At) - g(t)~-g*(t)At

gives the implication that

xAt<g*(t)At forallAf>0,

which implies (13) is true. •

Lemma 2: Under the hypotheses of Lemma 1

g(t)<g*(t)t. (14)

Proof: From (13)

g(t) = xt < g*(t)t. M

With the aid of these two lemmas it is possible to prove:

Proposition 2: The function defined in (1.2) admits a nonempty
core only if

C(t)-Cz(t)z(t)>0. (15)

Proof: It follows from (1.7) that

^p- = Bk(t) - Cz(t)zk(t) (16)
dtk

so that
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= 2'*«*

Therefore,

- f(t) = C{t) - Cz(t)z{t). (18)

By Lemma 2, /(•) admits a nonempty core only if the expression on
the right of (18) is nonnegative. •

If the cost function C(y, z) is subhomogeneous, then

)^Cz{y,z)z + Cy(y,z)y (19)

is true for all outputs y and z and not only for the optimal ones, y{t)
and z(t). Moreover, if total cost is a strictly increasing function of these
outputs so that Cy > 0, it would follow from (19) that

C(y, z) - Cz{y, z)z > Cy(y, z)y > 0. (20)

Consequently, if total cost is subhomogeneous and an increasing func-
tion of the outputs of both private and semiprivate goods, then (15)
would be true. This does not quite say that given concave benefit func-
tions, a nonempty core must have subhomogeneous cost functions.
Nevertheless, the situation is very close to requiring this as a necessary
condition. The reasons are similar to those given in the proof of Prop-
osition 5, Part 2. Any set of outputs y and z can be optimal for some
t so (15) must hold for arbitrary y and z and not just for those y and z
that happen to be optimal for given t. Hence it is necessary that

C(y,z)-Cz(y,z)z>0 (21)

for all y and z. However, this condition is not equivalent to the assertion
that C(y, z) is a subhomogeneous function of both y and z. It is in the
limited sense of (21) that subhomogeneity of the cost function with
respect to private good is necessary for a nonempty core.

Turning from this formal analysis, it is useful to consider some pos-
sible institutional arrangements that might be capable of putting these
results into practice. The next section describes some market mech-
anisms that might do so. Here suppose individuals have votes they can
trade. A person joins a coalition by selling it his vote. Thus, the mem-
bers of a coalition vote for its program, which is the optimal bundle of
private and semiprivate goods it furnishes its members. That grand
coalition will form and carry out its program that will attract the most
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votes. Competition among coalitions for members is equivalent to com-
petition for votes. A nonempty core means that no subcoalition can
offer a greater gain to potential members than these members would
obtain by selling their votes to the grand coalition. It follows that the
grand coalition is stable, that is, the core is nonvoid, if and only if it
can obtain the unanimous consent of its members for the optimal bundle
of private and semiprivate goods it can furnish them. Each subcoalition
has an optimal bundle for its members. The point is that the gain is
greater for the bundle that the grand coalition can furnish than for the
bundles that any of the subcoalitions can offer its members. The im-
putation of the gain going to person /, which is xi9 is his return from
selling his vote, his consent, to the grand coalition.

3 The invisible-hand theorem
The theory of the core as described in the preceding sections uses two
primitive functions, B'(y, z'), the benefit an individual / derives from
the semiprivate goods y and the private goods z\ and C(y, z), the total
cost to a coalition of producing these goods. Competition among co-
alitions for members occurs via the imputations they offer to individuals
in return for joining the coalition. The grand coalition is stable so that
no coalition can gain by seceding from it if the imputations offered to
the members of the given coalition by the grand coalition can satisfy
all of the core constraints. Thus the theory of the core does represent
the effects of competition and the self-interest of the individuals.
Nevertheless it will be illuminating to show in greater detail how this
theory relates to the more familiar one that assumes each individual
chooses quantities of goods to maximize utility subject to a budget
constraint. This section describes the relations between the two the-
ories. I explain below the reasons for the section title.

The return to a coalition s is given by the function f(s) as defined
in (1.2). The coalition s chooses y and £ in order to solve a global
maximum problem as follows:

m a x [ 2 * * W " ) - C ( y , z ) ] . (1)

Assume this problem has a unique solution and denote it by y(s), zl(s).
Define the constant-unit prices at the solution as follows:

Py = ,
Sk

where py is the price of bundle y to type k and
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Pz = Cz(s). (3)

Assume that each individual i can buy any quantity of both the private
and the semiprivate goods that he wishes at these constant-unit prices.
To assume this for private goods is a standard practice but not for
semiprivate goods. For the latter it means each individual in the co-
alition s may choose the quantities of the semiprivate goods that are
best for him at the prices defined by (2). As we shall see, it is a condition
of equilibrium that there exists a set of personalized prices, py, such
that each person in the coalition s motivated solely by his self-interest
is led as if by an invisible hand to choose the same y, and this common
y is optimal both for the coalition and himself.

The individual actually spends the amount

PzZ1 + pyy

at the indicated constant-unit prices and would be willing to spend at
most B\y, zl) so that his surplus (= gain) is given by the function S\y, zl)
defined as follows:

S\y, zO = B\y, z() - pzzl - pyy. (4)

Let / ' denote the income of individual / so that

(5)
where ~z! and y are the initial quantities of the private and semiprivate
goods to which individual / has property rights. Note that these are
valued at the prices determined by the optimal quantities given by the
solutions of the global maximum problem. Let U'iy, z() denote the
utility function of individual i. The local maximum problem is defined
as follows:

max U\y, zl) with respect to y and zl

subject to pyy + pzz{ ^ /'. (6)

The Lagrangian for this problem is given by
L\y9 zO = U\y9 zl) + ^{V - pyy - pzi). (7)

The first-order necessary conditions are
U'y ~ \L% = 0, (8)

Ul
zi - v*pz = 0. (9)

The solution of (8) and (9) satisfying the constraint (6) jointly determines
y, z\ and |JL' as implicit functions of the given parameters, pl

y, pZf and
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/'. The Lagrangian multiplier, jx', in this problem is called the marginal
utility of income.

The solution of the local maximum problem also gives the solution
of the global maximum problem if

Ui(yfzi). (10)
In view of the definition of the surplus given by (4), it is evident that

1. (11)

Choosing y and £ to maximize the surplus gives the same solution as
the first-order conditions (8) and (9) since |x' is jointly determined to-
gether with y and zl as functions of the parameters /', py, and pz. Hence
\x! is most emphatically not a function of y and z'.

The revenue generated by the expenditures from each person's so-
lution of the local maximum problem is

Pz{t)zV)+py{t)y{t).

Let us see how much of the total cost of y(t) and z(t) this revenue can
cover. From the definitions of the prices given in (2) and (3) it follows
that

u -" (12)

Cz(t)=pz(t) (13)

so that these prices are determined by the optimal quantities for the
grand coalition t. The total receipts of the grand coalition at these prices
are

tiZ\t) + 2 UB'yVMt) (14)

= Cz(t)z(t) + Cy(t)y(t),

which uses the implication of (12) that py(t) = By(t). This revenue
covers the total cost if the cost function is homogeneous of degree 1
but not if it is strictly subhomogeneous. Therefore, the local and the
global maximum problems have the same solutions if it is true both
that the grand coalition chooses the prices given by (12) and (13) and
the cost function is homogeneous of degree 1.

The imputations in the core do provide for covering the total cost
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of the optimal quantities of the private and semiprivate goods of the
grand coalition. The imputation of person / as determined by the core
constraints is given by

Xi = B\t) - BUOyiO - BUOzV) - at. (15)

The term at gives the contribution to the overhead that suffices to cover
the total cost, and this at is determined by the competition among the
coalitions for members. Although the theory as given in Section 2 does
not imply the existence of a unique set of <Z/'s, it does impose conditions
that narrow the range of indeterminacy.

The correspondence between the benefit and utility functions given
by (10) is sufficient but not necessary for the validity of the theory. It
is only if you take the utility function to be the more primitive and
therefore more basic relation that you try to derive the benefit function
from the utility function. It is equally plausible in my view to take the
benefit function as the basic concept and omit any mention of the utility
function. Similarly, Cassel (1967) uses the demand function as one of
the fundamental concepts in his theory.

Even the utility function is a more complex idea than the preference
relation. Some economists begin with the latter as the foundation. The
chief advantage of starting from as elementary assumptions as possible
is their transparency, which promotes their acceptibility. It is often
easier to grasp the logic underlying preference relations that imply
utility or benefit functions than to accept the latter functions as basic
concepts in their own right. Preference relations can reduce the more
complicated properties embedded in the utility and benefit functions
to combinations of simpler concepts. Thus I assume the benefit func-
tion is an increasing concave function of the private and semiprivate
goods. Let us see in an informal fashion how these properties emerge
from the preference relations.

A major implication of a concave benefit or utility function is that
benefit or utility becomes measurable, that is, cardinal. The usual prac-
tice is to assume ordinal utility that denies that utility is measurable.
Ordinal utility means that an individual can say that he prefers A to B
and B to C but cannot say how much more he prefers A over B to B
over C. Transitivity is a separate property. If this individual has tran-
sitive preferences then he must prefer A over C.

If an individual can say how much more he prefers A over B to B
over C, then utility becomes measurable up to a linear transformation.
This was shown by Alt (1936) following earlier work by Lange (1934).
Moreover, Neumann and Morgenstern (1947) introduce an axiom sys-
tem that shows how to measure utility. For our present purposes their
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procedure is as follows. Present an individual with the following two
prospects:

Prospect 1 Prospect 2

A with probability p
C with probability \ —  p B for sure

For p = 1, the individual always prefers Prospect 1 to Prospect 2. For
p = 0, he always prefers Prospect 2 to Prospect 1. It is therefore
reasonable to postulate the existence of a p between 0 and 1 such that
the individual is indifferent between the two prospects. Consequently,
at this value of p,

(l-p)U(C)=U(B),

which gives the implication

p[U(A)-U(C)] = U(B)-U(C).
This equation implies that it is possible to measure the differences in
levels of utility so that utility becomes cardinal. If one accepts this
argument based on the Neumann-Morgenstern axioms, then utility is
measurable up to a linear transformation without imposing any addi-
tional conditions on the shape of the utility function such as concavity.
The assumption of a concave utility function also implies that utility
must be cardinal. The argument to prove this is different, however.
Note that cardinal utility does not mean interpersonal comparisons of
utility are necessarily meaningful.

Concavity applies under the following circumstances. Assume the
individual is indifferent between A and B so that either utility or benefit
from A and B is the same. If the individual prefers a mixture of A and
B to either A or B alone, then it follows that the utility or benefit function
is quasi-concave. If in addition marginal utility or marginal benefit is
a nonincreasing function of the quantity of each private and semiprivate
good, then there is the further implication of concavity. The cardinality
of utility makes it meaningful to measure marginal utility so that de-
termining whether the utility function is concave becomes operational.
Concavity has definite empirical implications, and the assumption of
concavity places definite restrictions on the utility or benefit functions.
For our purposes the most important implication of the assumption of
concavity is this. In conjunction with the assumption that the total cost
is an increasing strictly convex function of the quantities of private and
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semiprivate goods, it follows that for each coalition there exists at most
one optimal choice of private and semiprivate goods. Moreover, given
that the benefit is an increasing concave function of the quantities of
private and semiprivate goods for each person, a unique optimal choice
actually exists for each coalition that is a continuous function of the
size and composition of the coalition.

Finally, it remains to explain the reasons for the title of this section,
the invisible-hand theorem. Reconsider the local maximum problem.
Equations (12) and (13) show the prices at which individual i may buy
and sell any amount of the private and semiprivate goods. The prices
of the private goods equal their marginal costs evaluated at the quan-
tities of the private and semiprivate goods that are optimal for the grand
coalition. According to (12) the prices of the semiprivate goods to type
i individuals equal the marginal costs of these goods minus the weighted
sum of the marginal benefits to all members of the grand coalition other
than the type / members. Faced with the prices py and pz, individual
/ is led by self-interest to choose those quantities of z\t) and y{t) that
are compatible with the optimal choice for the grand coalition. These
prices impose on the individual the monetary costs of his choices on
the other members of the coalition. This creates a harmony of interest
and resolves possible conflict between the solutions of the local and
global maximum problems. It is this resolution of conflict and creation
of harmony that underlies the invisible-hand theorem. Thus,

B'y(t) = (1V)C/J = Pl
y, (16)

i WUiz? = Pz. (17)
Nor is this all. At these prices not only is individual / led to choose
these quantities out of self-interest but in addition it would defeat his
self-interest to reveal false demands for either the private or the semi-
private goods. This is because it is only by revealing his true demands
that he can solve his own maximum problem. Moreover, there exist
sets of prices of the semiprivate goods, one for each individual /, such
that the optimal y that each person / wants is the same for them all.
The budget constraint as follows:

shows that all individuals face the same prices of the private goods,
pz, and may choose possibly different quantities of these goods as is
shown by the presence of the superscript / on z\ However, they face
different prices of the semiprivate goods, py, as is indicated by the
superscript i onpl

y, and in equilibrium these prices induce each person
of every type to agree on the same quantities of the semiprivate goods.
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When there are constant returns to scale so that C(y, z) is homo-
geneous of degree 1, these prices convey all the information each one
needs in order to choose quantities of these goods that also solve the
global maximum problem. Hence the invisible-hand theorem is valid
under the hypotheses of the corollary of Proposition 1. These prices
alone do not convey enough information when the cost function is
strictly subhomogeneous because then, as the analysis of the core dem-
onstrates, there are additional terms in the imputation of each person
that cover the difference between the revenue obtained from marginal
cost pricing and the total cost of the optimal quantities of the private
and semiprivate goods.

4 Relations between the neoclassical and core theories

It is now possible to describe some of the relations between the neo-
classical theory and the theory of the core. This requires using the
theory of noncooperative equilibria for a brief excursion into the theory
of oligopoly. A more complete study of the theory of duopoly is in
Chapter 7.

The analysis of the preceding section assumes that each coalition
has access to the same cost conditions represented by the function
C(y, z) making the total cost depend on the outputs of semiprivate
goods y and private goods z, both taken as nonnegative quantities. Total
cost is a strictly increasing convex function of these outputs. Let any
two distinct coalitions supply their members with the same quantities
of semiprivate and private goods. Each coalition would then incur the
same total cost. This is owing to the assumption that each coalition
has access to the same technology and controls its own production
facilities.

In the standard (neoclassical) theory it is different. This theory as-
sumes there is a distinct entity, called a firm, apart from the customers
it serves and for whom it performs services, makes and sells things,
and so on. The theory takes firms as given and remains silent about
such questions as why firms are specialized, what purposes they serve,
what determines the number and sizes of the firms, and so on. In order
to focus on the differences between the standard theory and the theory
of the core, we may agree to omit the semiprivate goods because it is
the usual practice in the standard theory, and confine our attention to
the situation where there are only private goods as is the case in Part
2. Let there be m types of customers such that each type i customer
has a total benefit 2?'(zO that is an increasing strongly concave function



136 4 Stable coalitions
of his bundle of private goods. The total benefit of the grand coalition,
including all the customers of all the types, is given as follows:

It follows that this weighted sum is an increasing strongly concave
function of the z"s.

Assume along with the standard theory that there are n firms so that
the total cost to firm j of its output qj is given by CJ(qJ), which is an
increasing convex function of qj for all qJ > 0. If this function rep-
resents long-term costs, then CJ(0) = 0 so that a firm that makes nothing
incurs no costs. It incurs a positive cost only if it is active and produces
positive rates of output. If CJ(qJ) > 0 for all qJ > 0, then the total cost
function is neither continuous nor convex on the closed set qJ ^ 0.
These assumptions about the cost conditions closely resemble those
in Part 2, Section 4, except that the present case is slightly more general
since it allows firms to have different cost functions. The assumptions
about cost have the virtue of implying that a firm would not be active
unless its revenue can cover at least its total cost. However, the lack
of continuity of the cost function complicates the nature of the equi-
librium conditions, as we shall see below. Another source of compli-
cation is present for the theory of noncooperative equilibrium. Even
if the benefit functions are strongly concave, firm gross receipts are
generally not a concave function of the quantities it sells. The absence
of concavity may result in a nondeterministic (mixed) noncooperative
equilibrium.

A necessary condition for an equilibrium is that the total quantity
supplied equals the total quantity demanded. That is,

n m

2 QJ = 2 tit'- (2)

Both qj and zl are vectors so that (2) means equality between the cor-
responding coordinates of these vectors.

The allocation of the total output among the n firms is efficient if
and only if the following two conditions are both true.

1. It is impossible to lower the total cost of a given total output
by any rearrangement of outputs among the n firms.

2. It is impossible to lower total cost of a given total output by
shifting firms between the classes of active and inactive firms
so that neither entry nor exit can lower the total cost of the
given total output.
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In a noncooperative equilibrium these conditions often do not hold so
that it would be possible in such an equilibrium to reallocate a given
total set of output rates among the firms and thereby achieve a reduc-
tion in their total cost. This issue arises in Chapter 8, which discusses
rivalry via innovation. The standard theory of perfect competition pos-
tulates the existence of a constant-unit price vector/? at which the firms
can sell their outputs. In a noncooperative equilibrium, prices are not
exogenous so that changes in a firm's outputs may affect them. Let irJ

denote the total profit of firm j . Therefore,

irJ = pqj - CJ(qJ) (3)

is the profit available for distribution to the owners of firm j . (The term
pqJ means the scalar product of the two vectors.)

If the grand coalition includes everyone in the economy that contains
the n firms, then the owners of the firms are the same as the customers
of the firms. Firms are more specialized than their customers. This
does not contradict the assertion that in a closed economy every owner
of a firm is a customer but not every customer is an owner. In the
present actual economy where firms are corporations owned by indi-
viduals who have shares of stock in many different corporations, it is
even plausible to assume that many customers are also owners. In the
theory of the core as presented here, assume that the owners and the
customers are the same. Therefore, the net benefit of the members of
the grand coalition is given by

a = £ tiB'tf) ~ 2 Cj{qj). (4)
«=i j=i

Assume, as is only reasonable, that the objective of the grand coalition
is to obtain the maximal net benefit with respect to zl and qJ subject
to the constraint (2). The Lagrangian for this problem is

cr + X(2 qj ~ 2 **')'
j i

The optimal values of zl and qJ\ denote them by z* and qJ, must satisfy

ov + X < 0, (5)

and

ov - \tt < 0. (6)

Since aqj = —CJ
qj(qJ) and oy = tiBi

zi{~zi), these conditions become
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-CJ
qj + X < 0, (7)

Bl
zi - X < 0, (8)

assuming /, > 0 so it may be divided out of (6). The Lagrangian mul-
tiplier X is a vector with as many coordinates as there are commodities.
For goods that are actually produced and consumed, the corresponding
coordinates of X are both the marginal costs of the goods as shown by
(7) and the marginal benefits as shown by (8). Conditions (7) and (8)
must be satisfied by the optimal values of qj and z'.

The neoclassical theory defines a vector of constant-unit prices p
and calls

P = B'Az1) (9)

the (inverse) demand functions for the commodities by type i individ-
uals. If p = Bziiz') so that prices are set at the levels equal to the values
of the Lagrangian multipliers determined by conditions (7) and (8), then
some important conclusions follow. Let each firm decide how much
to produce in order to maximize its profits where its profits TT7 are given
by

TXJ = pqJ - C\qJ). (10)
Since the prices are given constants that do not vary in response to
the output rates of form j , it chooses qJ to satisfy the first-order nec-
essary conditions

—j = P - Q ( ^ ) < 0 . (11)

Consequently, the desire for maximal profits by each firm makes it
choose output rates that satisfy (11), and these output rates also satisfy
(7) and (8), which are the first-order necessary conditions for the max-
imal net benefit of the grand coalition. Here is yet another instance of
Adam Smith's invisible-hand theorem. The theorem is valid here not
only because prices are given constants to the firms so that their output
rates cannot affect these prices but also because the prices are set equal
to the correct levels, p = X.

There are complications when the firms do take into account how
changes in their rates of output affect the prices of the commodities.
The theory of noncooperative equilibrium tries to deal with these com-
plications. Let

ziJ = quantities sold by firm j to a type i person. (12)
Hence the total output of firm j satisfies the following equation:
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qJ = 2 *iz°. (13)

Similarly, there is an accounting identity for the purchases by type /
persons since these purchases must satisfy

z* = 2 z».  (I4)
j

Keep in mind that (13) and (14) are relations among vectors and apply
to each coordinate of these vectors. It is not necessary to assume that
each individual buys positive quantities from each firm and that each
firm makes positive quantities of each good. Some of the coordinates
of zij may be zero and some of the coordinates of qJ may be zero. If
so, it would change the equilibrium conditions from equalities to
inequalities.

Impose the condition that every individual pays the same price for
a good [cf. (9)]. As a result no firm can discriminate among its cus-
tomers by selling the same commodity at different prices to different
customers. The profits of firm j now satisfy

tf = pqJ - C\qj). (15)
This expression differs from (10) owing to the fact that in (15), p does
depend on qJ\ whereas in (10) prices do not depend on qj and are given
constants. To have an equilibrium it is still necessary that the total
quantity produced by all firms equals the total quantity demanded by
all customers so that qj and zl must satisfy (2).

In a noncooperative equilibrium each firm chooses qj and z° to max-
imize its profits without taking into account how its choices affect its
rivals. Each firm acts on its own and independently of the actions of
the others. However, the demand conditions given by (9) relate the
prices to the quantities bought by the individuals. Hence qJ does not
directly affect p, and it does so indirectly via the constraints (2), (13),
and (14). Although the firms can choose independently values of some
variables, these must be consistent with the accounting identities form-
ing the constraints (2), (13), and (14). Therefore, a noncooperative equi-
librium poses a constrained maximum problem for each of the n firms.
The necessary conditions are the inequalities that a noncooperative
equilibrium must satisfy. The constrained maximum problem is as
follows:

max TTJ with respect to qJ and ziJ

subject to (2) and (13).
The Lagrangian for this maximum problem is
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7tJ + p/qJ - S tiZu) + M S QJ ~ S tiZ1). (16)

The first-order conditions that a solution of this problem must satisfy,
which are the same as the conditions for a noncooperative equilibrium,
are as follows:

^-. + \LJ + X < 0, (17)

—: ~ M f ~ X/f. ^ 0. (18)

Make the substitutions dirJ/dqJ = p - Cj
qj and dtf/dz0' = Bzizqj so that

conditions (17) and (18) become more familiar as follows:

p - Cj
qJ + |x/ + X < 0, (19)

i - \tt - \LjU < 0. (20)

(The term qjBl
zizi shows the extent to which the output of firm j can

affect the prices p.)
Given the assumptions that all Bl{) are strongly concave and con-

tinuous for all zl ^ 0 and that the total cost function is convex and
positive for all qj > 0, while CJ(0) = 0, questions arise concerning the
number and nature of the equilibria. First, consider the receipts, pqJ.
These are implicit functions of ziJ. Whether the receipts are concave
functions of these variables depends on the third-order partials of Bl(zl).
Concavity of B\zl) yields no implications about these partials. Before
considering some consequences of this, let us turn to the cost
conditions.

In order to represent the cost conditions correctly, it is assumed that
Cj{-) is neither continuous nor convex on the closed convex set qj ^
0. This raises a difficult problem of giving sufficient conditions for the
existence of a noncooperative equilibrium because the pertinent func-
tions are not continuous on their whole domain and the most useful
tool, a fixed-point theorem, does not apply. This is not to say that a
noncooperative equilibrium may altogether fail to exist. However, it
does mean that no deterministic noncooperative equilibrium may exist.
Instead there may be a mixed noncooperative equilibrium. This alter-
native has even stronger credentials in light of the demand conditions.
If the demand functions imply gross receipts are nonconcave functions
of quantities sold, then this too can result in a mixed noncooperative
equilibrium even if the cost functions were continuous on their closed
domain. Taken together, the assumptions about the benefit and cost
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functions combine to lend considerable plausibility to the conclusion
that there may well be a mixed noncooperative equilibrium, even per-
haps more than one. (For a direct treatment of the implications of
similar cost conditions using the theory of the core, see the next
chapter.)

In the interest of avoiding these complications, for present purposes
assume that (19) and (20) have interior solutions so that they hold as
equalities. This is by no means an innocuous assumption. A more rig-
orous analysis would recognize the presence of the discontinuities and
the consequent absence of concavity for the firm profit functions. As-
suming (19) and (20) have interior solutions, it follows that

-WltdB^i = p - Cj
qJ. (21)

Under certain conditions (21) implies that when tt is large relative to
qJ, the left side of (21) is small so that prices are close to margina
costs. This would mean that the firm has little power to affect prices
by means of its output decisions. To see when this is true, observe
that qJ = ^k tkzkj implies that

Therefore, if tt is large relative to all other tk and if ziJ is small so that
firm j is small, then the left side of (21) is small and prices are close
to marginal cost. Under these conditions it is the case that for large
enough ti9 firms are small relative to the total size of the economy and
prices are close to marginal costs.

Equation (21), a relation among vectors, also shows that even though
the matrix Bl

zizi is negative definite owing to the strong concavity of B\
it does not follow that all prices exceed the corresponding marginal
costs. However, negative definiteness does imply

(-qJBWqj)IU = (p - Cj
qj)qj > 0.

This inequality means that the difference between prices and marginal
costs, multiplied by the quantities sold by firm,/, and summed over all
the goods it sells, is positive.

On the basis of these results it is possible to answer several inter-
esting questions. First, what contract terms between the firms and the
customers would enable the customers to enlist the self-interest of the
firms to serve the best interest of the customers? The customers wish
to devise terms such that the firms seeking maximum profits will pick
output rates that will satisfy (11), which are the necessary conditions
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for maximal net benefit as well as necessary for maximal firm profit.
Second, the customers want procedures that can discover the quan-
tities that will satisfy (11).

Think of the customers as the principals and the firms as their agents.
The agents serve the principals' interests best by selling to the prin-
cipals at prices equal to p. If the principals can impose these fixed
prices on the firms, then the firms will select output rates that satisfy
(11) because such rates maximize their profits. This raises two prob-
lems. First, there is the problem of discovering p and second the prob-
lem of enforcing these prices.

Assuming the optimal prices are initially unknown, there are market
mechanisms that can discover them under suitable conditions, con-
ditions that admittedly rely on the assumption that the necessary con-
ditions (19) and (20) do have a unique interior solution. Choose an
arbitrary initial set of prices at which firms must sell their goods. Let
the outputs they choose at these given prices then be sold for whatever
prices they can fetch that clear the markets. These market clearing
prices will usually differ from the arbitrarily chosen initial prices. A
mechanism for revising prices is needed. Let it be as follows. For any
commodity with an excess supply, the market clearing price is below
the initial price. Hence on the next round let the prices of such com-
modities be reduced by an amount proportional to their excess supply.
For any commodity with an excess demand at the initially set price,
the market clearing price will exceed that price. On the next round let
the prices at which the firms can sell these goods be raised. Under
suitable conditions there is convergence to p from an arbitrary initial
set of prices. In this fashion the standard theory explains the contract
terms between firms and their customers, and it describes a mechanism
capable of finding and maintaining the output rates compatible with
maximum profits for the firms and maximum net benefits for the cus-
tomers. These prices p equal marginal costs. There may be additional
problems of generating enough revenue to cover the total cost. There
is also the problem of enforcing the contract terms, which is discussed
below.

As we have seen, there is a nonempty core given these assumptions
about the shape of the benefit and cost functions if the aggregate cost
function has nondecreasing returns to scale. When there are constant
returns to scale, the number of firms is indeterminate both in the core
theory and in the neoclassical theory. When there are increasing returns
to scale for the aggregate total cost function, then the core theory and
the neoclassical theory both imply that a single firm would be best.
However, when efficiency in production requires a finite determinate
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number of firms as is the case, for instance, under the cost conditions
described in Part 2, section 4, then the core is empty unless appropriate
restrictions on the contracting terms are allowed. It is under these cost
conditions that both the neoclassical and the core theories encounter
similar difficulties.

These difficulties are present whether or not there is cooperation. If
firms cooperate among themselves and ignore the interests of their
customers, monopolistic restrictions can emerge inconsistent with the
maximal net benefit of the grand coalition. The cooperation among the
firms may even be self-enforcing so it can persist (see Chapter 6). Even
if the monopolistic cooperation is not self-enforcing, causing a rever-
sion to the noncooperative equilibrium as described above, the re-
sulting rates of output will not satisfy inequalities (11), and there is an
implication of inefficiency.

The issue is whether the customers can enforce the contract terms
that make prices equal p. Individual firms have an incentive to violate
these terms if they recognize that reductions in their output rates can
force prices above the prescribed level even without explicit collusion
among themselves. Given prices at /?, firms have no reason to attempt
to sell more at lower prices since this would lower their profits. Vio-
lating the contract terms takes the form of selling less than qJ at prices
above p. As we shall see in Chapter 6, a noncooperative equilibrium
is always self-enforcing. If it is more profitable to the firms than the
equilibrium with prices p and outputs qJ\ it follows that the efficient
equilibrium cannot survive without outside intervention. Therefore,
individuals who can reach an agreement with firms as their agents
would impose p as the maximum prices and would need third-party
enforcement.

Cheating by individual firms is different when they collude in a profit-
maximizing monopolistic cartel. A cartel sets a floor on prices and a
ceiling on output rates. A firm who wishes to cheat the cartel does so
by offering to sell more than its assigned quota at prices below those
set by the cartel. It is in sharp contrast to the preceding situation where
the customers set ceiling prices and floors on the corresponding
outputs.



CHAPTER 5

Equilibrium with decreasing average cost:
an application of the theory of the core
illustrated by production and exchange
among spatially separated markets

1 Introduction

Edgeworth invented the method of analysis now known as the theory
of the core in his study of exchange. This reminds us that neoclassical
economic theory is the source of this approach and that the theory of
the core owes its greatest achievements to refinements of the study of
exchange. A coalition of traders in the current usage corresponds to a
contract among them in Edgeworth's analysis. The process by which
traders seek the best possible terms for themselves is called recon-
tracting by Edgeworth. An allocation of the goods among the traders
gives an equilibrium when none can get better terms. Not only does
this mean that each leaves the market with a bundle of goods he does
not regard as inferior to his initial one but also that he cannot obtain
better terms from anyone. The theory attempts to answer the question
of when there is an equilibrium and if there is one whether it is the
only one. It is a major accomplishment of Edgeworth to answer these
questions. Nor is this all. He found the range of possible equilibria in
case there is only a finite number of traders and showed how the in-
determinacy shrinks as the number of traders of each type increases.
In the limit with an infinite number of traders of each type, only a single
equilibrium might be compatible with the competitive process. One
should keep in mind these roots of the theory of the core in considering
how it applies to other economic situations.

We shall consider a situation where there is production for sale in
spatially separated markets. The nature of the costs of production com-
plicates the analysis as we shall see. If a plant has decreasing average
costs and if there are plants with different costs and capacities, then
there may be no equilibrium if the buyers and sellers may deal with
whom they please without restriction. When this happens, the core is
empty.

Many theories are available for studying what might happen when
the core is empty. It is difficult to choose among them. This is because

144



1 Introduction 145

at the highly abstract level at which many of these theories operate all
have their merits. The solutions they propose are not designed with an
eye on particular applications in economics. In our present state of
knowledge a good way of learning more about what happens with an
empty core is to study an explicit economic problem. This approach
is better if it gives concrete insights that may be compared with actual
experience. We may then choose among the rival theories by seeing
which can predict things capable of verification with the aid of pertinent
and observable facts.

We shall study an economic model of production and exchange in
which the core is usually empty. We shall see in detail the cause of
the empty core. It turns out that it arises from the fact that active plants
operate where average unit costs are falling with output rates so that
for these plants marginal cost is below average cost. Acting on its own,
a plant can raise its return by increasing its output and lowering its
price. This is satisfactory to the customers it can attract. But the result
is an interference with the global optimum. Nor is this all. The attempt
of the individuals to form their local optima is doomed to failure be-
cause of the nature of the cost conditions. In order to have an equi-
librium, it is necessary and sufficient to impose upper bounds on the
output rates of some of the firms. Given these constraints the firms
can compete for any customers they please, and the buyers can deal
with whom they please. The resulting equilibrium is optimal and
emerges from as much competition as is compatible with the nature of
the cost conditions.

In the equilibrium of this theory, prices do not perform an allocational
function. Instead they guide the distribution of the net gains from pro-
duction and exchange. It is the choice of the upper bounds on the firm
output rates that determines the allocation of resources. This is almost
obvious in view of the fact that marginal cost is below average cost at
each plant and from the fact that each has an upper bound on its in-
stalled capacity.

One may view this problem in another way. Assume that all of the
plants are under a single control whose goal is to serve the interests
of the customers as well as possible. The control has the problem of
conveying the appropriate information to the plant managers for this
purpose. Given the cost conditions, instructions on what prices to
charge will fail. This is another way of saying that the core is empty.
Some other kinds of information are required to allocate resources
optimally. These will take the form of constraints on total output rates
of the plants while allowing the plant managers freedom to buy and
sell at whatever prices they please provided they do not violate the
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output constraints. It turns out the resulting prices are not equal to
marginal cost.

Under either interpretation the theory makes a prediction about
prices: Even if there is the optimal equilibrium and the consumers are
as well off as possible, there will not be marginal cost pricing. A nec-
essary condition for the validity of this theory is a departure from
marginal cost pricing. Actually, the theory makes more precise pre-
dictions than this. But to the extent that we do observe departures from
marginal cost pricing, there is a potential area in which this proposed
theory may advance our understanding of these phenomena.

The study of this economic model has another advantage. It shows
how to compute the equilibrium efficiently. With n participants the
number of constraints that must be satisfied by points in the core is at
least 2n. This is a number beyond the capability of the most powerful
computers for values of n as small as 30. Plainly, it is wholly impractical
to contemplate solutions by brute force of systems with even modest
values of n. It is necessary to be subtle. However, as we shall see, in
the economic problem one can compute the equilibrium by solving a
finite sequence of linear programming problems that involve far fewer
constraints, in fact, a number linearly proportional to n. Moreover, it
is easy to find the pertinent constraints. As a result, it is possible to
compute the equilibrium for economic models with large n. The se-
quence of linear programming problems exploits the special structure
of the economic model to give a solution of an important class of integer
programming problems. This is of interest by itself aside from its rele-
vance for positive economic theory.

2 Description of the economic model
A buyer at location j is willing to pay up to bj per unit and is willing
to buy at most one unit of the good. Let ttj denote the cost of shipping
one unit of the good from source i to destination,/. This means the total
cost of shipping q units from i toj is qtij, a linear function of the quantity
shipped. If the shipping cost does not depend on the direction of the
shipment, then ty = (/,-. However, it is not necessary to assume this.
The net benefit from shipping one unit of the good from source i to
destination j is

bj ~ Uj = Pij. (1)

The upper bound on the total quantity demanded by the buyers at
destination j is dj. This is the largest quantity that can be sold at this
destination at the maximum unit price, bj. Perhaps the quantity de-
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manded would be larger if the price were lower. But, as we shall see,
there is no loss of generality by confining our attention to the case
where the maximal acceptable price is given in order to see whether
an equilibrium can exist. Assume there are potential buyers at n lo-
cations so that j = 1, . . . , n.

There are m plants, one at each location i. Let A,- denote the label
of plant i so / = 1, . . . , m. The capacity of plant A,- is c,-. If it produces
any positive output, then it incurs a cost at independent of its actual
level of output. If it produces nothing, it can avoid incurring this cost,
at. For this reason call at the avoidable cost of A/. It is a quasi-fixed
cost because it does not depend on the actual output rate, though it
may depend on the capacity of the plant. We may interpret tu as the
variable cost per unit of output so that Uj represents the incremental
cost of producing the good for customers of type j who differ from
those of type i. This is to say that each plant can produce more cheaply
for sale to the customers in its home market than for those in more
distant markets. There is, consequently, another application of this
model to the problem of determining what variety of goods will be
made for customers of different tastes as represented by their location
in the product space. We shall not pursue this interpretation though it
is an interesting one.

The hypothesis that there is an avoidable cost is a simple approxi-
mation to a more general cost function often used in economic theory.
The total cost is a strictly increasing function of the rate of output. The
marginal cost is U-shaped and has a minimum at some positive output
rate. Hence the total cost function is initially concave and becomes
convex for large enough rates of output. A polynomial can represent
this explicitly. Write

+ ai(q/c) + a2(q/c)k,

where q denotes the rate of output of the plant and c denotes the plant
capacity, which is its maximum rate of output. As h and k become
large, this polynomial approaches the following limit:

fO
A(q) = < a0 + ax{qlc) if 0 < q < c,

The parameter a0 is the avoidable cost, ax is the unit variable cost, and
a2 is the incremental cost of operating at capacity. In the approximation
given at the outset, ax = a2 = 0.

The demand conditions also furnish a simple approximation to one
often used in economic theory. They imply that the demand at location
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j is perfectly elastic at a price bj up to the maximum quantity demanded
at this location, which is dj.

The assumptions impose certain constraints on the production de-
cisions of each plant. Let qtj denote the quantity shipped from plant
Ai at location / to destination j .

qu ^ dj and 2 qu < Ci. (2)
j

The first constraint means that A,- cannot ship more to destination j
than the maximum quantity that can be sold at that destination. The
second constraint asserts that A,- cannot produce a total output greater
than the capacity of its plant.

Let II, denote the net return of A,-. If A, produces nothing, it incurs
no cost and gets no revenue so its net return would be zero. If it pro-
duces some positive output, then the following equation can be
satisfied:

n,- = 2 PvVv ~ ai- (3)
j

Since shipping nothing from i to j is always feasible, it must be true
that

II; = max ( 0, 2 PvQv ~ au • (4)
\ j I

From this result we may conclude that a necessary but not a sufficient
condition for one unit of the good to go from A,- to destination j is that
Pij > 0. Thus, the shipments from a plant must generate enough revenue
after payment of the shipping cost as will contribute to defray the avoid-
able cost of the plant.

Definition 1: An efficient production schedule (EPS) of'A,- is a
nonnegative n-vector q( = (qn, qi2, . . . , <?,•„) such that

( 0 ^jPijQu ~ at>0;

(iii) qtj < dj.
According to this definition, an EPS does not necessarily yield a max-
imum net return to A,-. However, it must not impose a loss. It also
follows from this definition that a plant may have many EPSs. To
distinguish an EPS from other production schedules, it is sometimes
convenient to include the subscript h to denote EPS h for A,-.
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Definition 2: An extreme efficient production schedule is an
EPS that is not a convex combination of other EPSs.

This means there may be EPSs that are proper convex combinations
of extreme EPSs. This is true when

qht = 2 ^h'iqh'i, §h'i > 0 and 2 8*'< = 1
h' h'

provided at least one hh'i ^ 1- Since there is a finite number of desti-
nations, the number of extreme EPSs of each A,- is also finite.

Efficient production schedules have several properties that we shall
now derive. At the outset there is the question of existence. Only trivial
production schedules (all g's are zero) may exist. A necessary and
sufficient condition for the existence of a nontrivial EPS is the existence
of a nontrivial profit-maximizing EPS. Plainly, there may not exist
nonnegative g^ capable of satisfying all three conditions (i)-(iii), owing
to the necessity in particular of generating enough receipts to satisfy
(i). Fortunately, it is very easy to determine whether or not there exists
a nontrivial profit-maximizing EPS:

1. Arrange ptj in order of size from the biggest to the smallest and
plot the piecewise linear total revenue graph as shown in Figure
5.1.

2. Draw the line parallel to the x axis through the points (0, at)
and (c,-, a,-).

3. The most profitable EPS can be read off at a glance in Figure
5.1. If the area under the total revenue curve exceeds the avoid-
able cost, as is true for the point P2, then there exists a non-
trivial profit-maximizing EPS. If the total revenue is less than
the avoidable cost, as is true for the point Pl9 then producing
nothing is optimal so the only EPS is trivial.

Assuming a nontrivial profit-maximizing EPS does exist, all EPSs are
solutions of the inequalities (i)-(iii). Finding the solutions and their
properties is most readily done with the aid of linear programming. To
this end, rewrite the inequality constraints defining an EPS in the form
of equalities as follows:

v = dj9 hj, (7)
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quantity

Figure 5.1

with ui9 vi9 and wtj > 0. The variables to the right are the Lagrangian
multipliers of the dual problem. Note that

is the profit from the EPS (q^). Also observe that the three constraints
(5)-(7) are in different units, ut is in dollars while vt and wtj are in
physical units of the good. Owing to this difference in units, I define
the objective function as follows:

Z = i + + (8)

where pt is a deflator described more fully below. All EPSs satisfy (5)-
(7), and are in turn the solutions of the following linear programming
(LP) problem:

Primal min z

with respect to u(, vi9 qtj and wy ^ 0

subject to (5)-(7).

The Lagrangian for this problem is given by

Uilpi + v,- + 5) wy + &i(-ai 4- 2 QijPij ~ ui)
j j

Qu ~
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The necessary conditions that solutions of the primal problem must
satisfy are as follows:

\tpt - a, > 0, Ui, (9)

1 - M* ^ 0, vi9 (10)

1 - \u>0, Wij, (11)

(TiPij - |x,- - Kij > 0, qij. (12)

The dual problem is given by

Dual max JX/C, + ^ ^o4 ~
j

with respect to a,-, JUL/, X̂  (unrestricted signs),

subject to (9)-(12).
The Lagrangian for the dual problem is given by

It is easy to verify that the necessary conditions for solving the dual
problem derived from this Lagrangian coincide with (5)-(7).

While (9)-(ll) establish upper bounds on the multipliers, ov, JJL/9 and
kij, the lower bounds are not immediately apparent. In fact, these mul-
tipliers must be nonnegative. To prove this, use complementary slack-
ness, which implies that

- ad = 0 =̂> ml pi = mat > 0,
Vi(\ - [Li) = 0 => Vt = Vt\Li > 0,

Wij(l - hj) = 0 => wtj = Wijkij > 0.

Since m, vt, and Wy > 0, it follows from these inequalities that
a,, \Li9 hj > 0. (13)

These results lend special interest to (12), which shows relations among
the shadow prices in the various destinations.

It is also true that the EPSs that are the solutions of the LP problem
must be extreme EPSs. This follows from the fact that no solution of
the primal problem can have m, vi9 and wtj all positive. The proof is
by contradiction. Suppose m, vi9 and wtJ were all positive. This would
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enable at least one qtj to be larger so that at least one of the values
among the positive w,-, vi9 and wtj could be reduced in violation of the
maintained hypothesis that there is a minimum of z. As a corollary of
this result, it follows that if ut > 0, so that an EPS gives a positive
profit, then either vt = 0 or at least one wtj = 0. Hence either the
capacity constraint must be binding {vt = 0) or at least one demand
constraint must be binding {wtj = 0).

It is an implication of the duality theorem of linear programming that
uilPi + *>i + 2 WU ~ 0-

Useful definitions of the deflator, pi9 emerge from consideration of (14).
It is helpful to introduce a break-even factor 6Z defined as follows:

at = QipiCi (15)

so that 6/ is the fraction of total receipts generated by unit revenue pt
that just suffices to cover the avoidable cost, at. Rewrite the dual ob-
jective as follows:

(16)

(17)

(iX/C/ -

Consequently,

m -

But

ajpt -

Therefore, (17)

iXIpt ~

atlpi)

*dat

W, -

+ (1

+ 2
j

= (6,

becomes

o-,-)a,- + 2

hjdj a

- Dc,

My 3

T,-)a,- +

• (ajpi

+ (1 -

= 0 - 1-

y

i«)c/  + (6/ - l)c f .2 (18)
y

The left-hand side always has a nonnegative lower bound. The larger
is 6/, the break-even fraction, the higher is this lower bound. There is
the smallest lower bound ifpt is chosen such that

Pi = ajct and 9,- = 1. (19)

For this choice, p( is the unit avoidable cost when the plant operates
at its installed capacity and it breaks even with 9, = 1.

All solutions of the LP problem must give the same value of the
objective function

Z = Ui/pi + Vi + 2 WU-
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The most profitable EPS is one of the solutions, namely, the one for
which ut is the largest. For this solution either vt = 0 or at least one
Wfj = 0. But the most profitable EPS is not always the only solution
of the LP problem. In working through examples, we shall encounter
many cases where a plant has several extreme EPSs that yield profits
below the maximum and that appear in an equilibrium.

In concluding this discussion of the properties of the EPS, there
remains one final and important point. Every solution of the LP prob-
lem is an extreme EPS by virtue of the fact that in each solution at
least one of the variables ut, vt, and wtj must actually be zero.

Each plant At calculates its EPS without regard to the actions of the
other plants. To make this clear there is:

Definition 3: Shi is a simple coalition if it includes At together
with the buyers implied by an EPS qni-

The members of a simple coalition can make mutually advantageous
bargains among themselves without interference from any of the other
individuals. To show this formally, we shall write a certain inequality
that describes the feasibility of the bargain. Let rt denote the gain (or
revenue) of A, and let sj denote the gain per customer at destination j .
Acting on their own, the members of the coalition Shi obtain a net return
given as follows:

V(SM) = 2 QhijPij ~ at > 0. (20)
j

The result of an equilibrium for all of the plants and the customers
must be a set of returns, ru r2, • . . , rm to the A,-'s and gains to the
buyers at the n destinations, s\, s2, . . . , sn such that

n + qhis > V(Shi). (21)

(The term qhis represents the scalar product 2 ; QhijSj.) Inequality (21)
is one of the constraints that r and s must satisfy in order to have a
nonempty core.

There may be nonextreme EPSs. Plainly, however, if there are r and
s that can satisfy (21) for all extreme efficient production schedules,
then the same is true for all convex combinations of these extreme
EPSs. Hence without loss of generality we may confine our attention
to the extreme EPS in order to see if there are distributions capable
of satisfying (21).

Our first task is to see whether an equilibrium exists. To solve this
problem it is necessary to see if the sum of the gains to the A,-'s and
the buyers at the n destinations capable of satisfying the constraints
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imposed by the simple coalitions is feasible. This poses two problems.
First, we must determine the feasibility of a proposed imputation of
the gains. Second, we must compute the minimal gains acceptable to
all of the participants in the market. The solution of the first problem
is an exercise in integer programming. The solution of the second is
one in linear programming. The next section treats the linear program-
ming problem and the following section the integer programming prob-
lem. As we shall see, the two are closely related and we shall exploit
their close relation in order to study the existence of an equilibrium.

3 The linear programming problem
The preceding section defines a linear programming (LP) problem for
which the solutions are efficient production schedules and shadow
prices for each A,-. These shadow prices are specific for each plant A,-.
They do not correspond in an immediately apparent way to equilibrium
outputs and prices for all the plants and customers in all of the locations.
The purpose of the present section is to describe another LP problem
that gives the first approach to a determination of a global equilibrium.
The solutions of this problem give the distributions of the minimally
acceptable gains to the buyers and sellers. The equilibrium prices and
output rates are the result of an implementation of this distribution of
the gains as determined by the solutions of the linear and integer pro-
gramming problems.

The primal problem is defined as follows:
m n

min 2 ^ + 2 djSj (1)

with respect to r,- and sj subject to

n + 2 Qhijsj ^ V(SM), bhi, (2)
j

n ^ 0, a,, (3)

sj 2= 0, ft, (4)

V(Shd denotes the gain of a simple coalition Shi as defined in (2.20) so
that qhi is an efficient production schedule. Every EPS is included in
(2). The dual variables for these constraints are shown on the right of
the corresponding inequalities, and they are all nonnegative.

The dual problem is as follows:

max 2 8WV(5W) (5)
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with respect to 8W, a,, and p, nonnegative and subject to

2 8« + a, < 1, rt, (6)
h

2 ZuQw + ft/ ^ 4 , */• (7)

With the aid of the following relations of complementary slackness,

&W V(Shi) — Ti — 2 QhijSj = 0, (8)
L j J

a,[0 - r,] = 0, (9)

ft,[0 - sj] = 0, (10)

£ 8 « - a, | = 0, (11)/", [ 1 -

*/ 4' ~ 2 8W<7*</ - Py = 0, (12)

we can simplify the primal and dual problems by eliminating the dual
variables a* and (3,. Thus, it follows from (9) that (11) reduces to

r,, Tl - 2 8«1 = 0, (13)

and from (10) that (12) becomes

(14)*y \dj - 2 8W«W1 = 0.
L h,t J

Therefore,

r, > 0 => 1 - 2 8W = 0; (15)

1 - 2 8« > 0 ^> r, = 0. (16)
h

Also, the gains of the customers in market j must satisfy the following
relations:

*/ > 0 => dj - 2 8/^tf = 0; (17)

dj — 2 ^MQhij > 0 => Sj = 0. (18)
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Relations (15) and (16) refer to the sellers. According to (15), if A,
has a positive gain, then it fully uses its capacity. According to (16),
if A, uses only part of its capacity, then its gain is zero. Relations (17)
and (18) refer to the buyers. If the buyers at destination J have a positive
gain, which means they pay a price per unit below the maximum they
would be willing to pay, then the weighted sum of the shipments to
this destination j must equal the total quantity demanded. According
to (18), if the total quantity demanded in market j exceeds the weighted
sum of the shipments, then the gain of each buyer in market J must be
zero. The gain of the buyers may be zero for two different reasons.
First, though there are positive shipments to destination./, these are
too small to satisfy the whole demand. Consequently, the buyers must
pay their maximal acceptable price. Second, there may be no shipments
to market j so that the potential customers in this market obtain none
of the good and therefore have a zero gain.

A solution of the primal LP problem entails the solution of m + n
linearly independent equations. These come from the constraints for
the simple coalitions of which there are at least m, and from the m +
n constraints imposing nonnegativity on the gains of the buyers and
sellers.

Owing to complementary slackness, (9) and (10), it is unnecessary
to take explicit account of a, and (3,-, the dual variables for rt and Sj.
This means the LP problem reduces to the following:

m n

Primal min 2 r* + 2 dJsJ (19)

with respect to ri9 sj ^ 0 subject to
m

n + 2 iMjSj a V(Shi), 8« > 0. (20)
. 7 = 1

Dual max 2) 8«V(S«) (21)
h,i

with respect to hM > 0 subject to

2 8 W < 1 , r,=>0, (22)
h

2 ^tqhij ^ dj9 sj > 0. (23)

There is the legitimate question of how to relate the solutions of this
LP problem to the one described in Section 2 that gives the efficient
production schedules. A solution of the LP problem gives an equilib-



4 The optimal assignment 157

rium distribution of the gains

Y\, . . . , Vmi »̂ 1? • • • ? $n •

Since a buyer in market j is willing to pay up to bj per unit and his gain
is Sj per unit, the price he does pay must satisfy

Pj = bj - sj. (24)

Let
Pij = PJ ~ h (25)

so that p\j denotes the net revenue per unit after payment of unit ship-
ping costs that At obtains from a sale of one unit in market j . The total
profit of At is

rt = 2 PtjQij ~ at- (26)
j

Substitute pj from (24) into (25) and obtain

Pij = bj - Uj - sj = pa - Sj [cf. (2.1)].

Therefore, (26) can be rewritten as follows:

where {qtj) is an EPS, and

2 2 (27)
for a simple coalition S, and its corresponding EPS. Now At can use
p'ij in order to compute its internal shadow prices as the solution of the
LP problem for finding its EPS as described in Section 2. It follows
that since each At has its own avoidable cost and capacity, it will have
its own shadow prices that are related to the common market prices.
Everything now depends on whether the s/s and r/s do give an efficient
market equilibrium.

4 The optimal assignment

Given the nature of the cost and the demand conditions, there is a
corresponding optimal assignment of the customers in the spatially
separated markets to the plants as their sources of supply. This optimal
assignment gives the maximal total gain to all of the members of the
group. Finding this optimal assignment requires the solution of a certain
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integer programming problem. However, owing to its special structure,
its solution is closely related to the solution of the LP problem as
described in the preceding section.

Without loss of generality we may take bj = b for ally. The optimal
assignment is given by the solution of the following problem:

max 2) Qij(b ~ Uj) ~ 2 °"«fl« (1)
ij i

with respect to qtj > 0 and a, subject to
m

2 Qij ^ dj9 (2)

2 <?// ^ O-/C,-, (3)
7 = 1

a, = 0 o r l . (4)

Denote the value of the objective function in (1) by V(N). The first
term of V(N) shows the return to the members of the group net of the
shipping cost. The second term shows the avoidable costs. Since the
control variables 07 are restricted to 0 or 1, it follows that 07 = 0 means
At is an inactive plant. Hence it does not incur the avoidable cost at
as is apparent from (3), and it makes no shipments. The constraints (2)
represent the demand conditions. The total quantity sent to destination
j from all sources must not exceed the total demand in that destination,
which is dj. In contrast to the LP problem of the preceding section,
there is now an explicit constraint on the shipments from the various
plants to ensure the consistency of their choices. This point requires
additional explanation.

In the LP problem as described in the preceding section the indi-
vidual sources of supply, the A,'s, may compete independently for
customers. This competition is represented by the inequality con-
straints for the simple coalitions. The corresponding dual constraints
for the demand conditions in each of the n destinations is given by
(3.23). However, this constraint does not prevent the individual plants
from attempting to ship a larger quantity to a given destination than
can be sold there. We may put it this way. If the shipments from all
sources of supply satisfy the constraint (2), then surely they satisfy
(3.23). However, if the total shipments satisfy (3.23), then they do not
necessarily satisfy (2). Therefore, consistency in the form of (2) is more
restrictive than the demand constraints imposed by (3.23).

The supply constraint (3) also deserves a few remarks. It does not
follow from this constraint that a plant must operate up to its installed
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capacity c,-. The solution may require A, to be active so that a* = 1
and yet (3) allows 2 j= i Qu < c{ so that A,- may have some unused
capacity. In the LP problem of the preceding section it is also possible
to have some plant operating below its installed capacity. But this can
happen only as a result of the nature of the demand conditions. Perhaps
At cannot obtain enough customers in any of the destinations where it
can sell at a price not below its unit shipping cost that will enable
operation of its plant at its installed capacity. However, the globally
optimal assignment may require a plant to operate below its installed
capacity when its myopic self-interest inclines it to operate at a higher
rate and there is enough demand in its available markets to permit this.

There is an illuminating way to represent V(N). Let Ri denote a
subset of some simple coalition Sht. Formally, Rt C S^. The claim is
that

V(N) = 2 V(Rt) (5)

and
Rt H R/, = 0 for all / and /' # i. (6)

The coalition Ri can be a singleton containing A,- or it can be a subset
of customers who would be served under some efficient production
schedule, qhi. In case Rt contains A, alone, this would mean that A, is
inactive.

The validity of the representation given by (5) may be verified by
noting that the contribution to V(N) from any active At satisfies

2 9u(b ~ Uj) - at > 0.
j

The corresponding production schedule is either efficient or is domi-
nated by an EPS of A,-. Therefore, Rt C 5W. Owing to the demand
constraint given by (2), no customer belongs to more than one Rt.
Similarly, no A,- is a member of more than one R(. This shows that each
Ri is a subset of at most one simple coalition and that each A,- belongs
to at least one /?,-. Therefore, the /?,-'s do not overlap so (6) is true.
Owing to the linearity of V(/?,-) as shown by

V(Rd = 2 qtjib - Uj) - ah
j

we may conclude that

V(Rt U Rr) = V(Rd + V(Rr). (7)

Let ri(AT) denote the value of the objective function giving the so-
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lution of the LP problem defined in the preceding section. We shall
now prove the following:

Proposition 1: If the values of all the dual variables that solve
the LP problem are Vs or 0's, then
U(N) = V(N). (8)

Proof: We note first of all that always

U(N) > V(A0 (9)
because as the discussion of the demand constraints (2) shows, the
demand constraints (3.23) properly include (2) and similarly for the
capacity constraints (3.22), which properly include (3). Therefore,
since the hypothesis asserts the 8's giving the dual variables that solve
the LP problem are l's or 0's, it follows that the g's of the LP problem
also satisfy the constraints (2) and (3). This gives an implication of
equality in (9). •

Corollary: 7 / 2 * bhi = 0 or 1 for each i, then U(N) = V(N).

Proof: Let qt = ^h ^hi^ht so that qt is a convex combination of extreme
EPSs with weights given by the values of the dual variables. The hy-
pothesis asserts that for each i, the sum of these weights is 1. We may
therefore replace the set of extreme EPSs for At by the convex com-
bination q(. This does not change the value of the objective function
n(AT). With these replacements the solution of the dual problem gives
dual variables for each At that are either 1 or 0. Proposition 1 then
gives the desired conclusion. •

The remaining alternative is the subject of:

Proposition 2: If for some Aiy 2 * &/» is  a positive fraction in
the solution of the dual LP problem, then U(N) > V(N).

Proof: The hypothesis that ^h §hi < 1 and positive together with (3.16)
implies that rt = 0. Also by hypothesis at least one 8^ > 0 so there is
equality in the constraint for the simple coalition Shi giving

2 Qwsj = 2 qhij{b - ttJ) - at = V(Shd, (10)
J J

where the value of the right-hand side must be nonnegative. We may
assume without loss of generality it is actually positive since otherwise
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it could not contribute to the value of the objective function in the dual
problem. Hence at least one of the terms on the left-hand side of (10)
must be positive. Say it is the first so that

qMiSx > 0 . (11)

Consequently, both qhn and Si must be positive. This implies there
must be equality in the dual constraint (3.23) at7 = 1. Therefore,

2 2 ^hvqhvx = dx - 2 ^hiqhiu i' ^ *• (12)
/' h h

As in the proof of the corollary of Proposition 1, replace the efficient
production schedules on the left-hand side by qv. Since the hypothesis
asserts that 2 * &/» *s a positive fraction, it follows that

d\ - 2 Shiqhn > dx - 2 ^hiqhnl^, $/» (13)
h h h

giving the implication in conjunction with (12) that

2 qn + 2 8w?«i/2 8W > £/L (14)
/' h h

This says that in the solution of the LP problem the quantity shipped
to destination 1 exceeds the quantity demanded. Since there is strict
inequality, the solution of the dual LP problem must violate the demand
constraint (2) of the V(N) problem. It follows that II(A0 > V(N). •

Incidentally, as a theoretical curiosum, if U(N) = 0, then obviously,
it must equal V(N), and in this case it would be possible to have equality
although 2 A 8« *s a positive fraction. But then it would be true that
choosing all q's equal to 0 gives a solution.

5 Status of the core
The LP problem of Section 3 uses constraints for the simple coalitions
and nonnegativity of rt and sj. The former includes all extreme EPSs.
Let us now consider dominated production schedules and unions of
simple coalitions. This is for several reasons. First, although At can
obtain a larger net return from an efficient production schedule than
from one it dominates, the latter can still yield a positive gain. Second,
an optimal equilibrium may require some plant to use a dominated
production schedule. Third, the core allows formation of coalitions
among sellers and their customers so the analysis must take this into
account.
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Lemma 1: Let q denote an n-vector and let Aq > 0. Assume
that
n + qs = q{b - t) - at. (1)

(i) It follows that

Ti + (q - Aq)s > (q - Aq)(b - t) - at. (2)

(ii) The following inequality is true:

n + (q + Aq)s > (q + Aq)(b - t) - at (3)

if and only if

Aqu[sj - (b - Uj)} = 0. (4)

Proof: To show that (1) implies (2), it suffices to have
-s(Aq)>: - (b - t)Aq,

which is equivalent to
(b - t - s) Aq > 0. (5)

Because each coordinate of b - t - s is nonnegative, (5) is true so
(4) is true.

Turning to (ii), sufficiency is obvious. To prove necessity, observe
that if (3) is true and because (1) is true by hypothesis, it follows that

s(Aq) >{b - t) Aq,
which is equivalent to

[s - (b - t)] Aq > 0. (6)
Because each coordinate of s - (b - t) < 0 so that

[s - (b - t)] Aq < 0, (7)
(6) and (7) imply

[s - (b - t)] Aq = 0. (8)
Therefore, Aqtj > 0 implies Sj - (b - tij) = 0. This proves (4). •

The second part of the lemma has an interesting interpretation. If
both (1) and (3) are true, there is an efficient production schedule, q
+ Aq, dominating the production schedule q that satisfies (1). Hence
q is not an extreme EPS. Nevertheless, the constraint imposed by the
simple coalition in the shape of (3) is true because for any destination
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j for which source i gives Aqtj > 0, the gain to the customers at this
destination, namely sj9 just equals the maximum price they are willing
to pay less the unit shipping cost, b - ttj.

Using these results we can prove:

Proposition 3: For any simple coalition for which there is equal-
ity in the primal constraint of the LP problem, the core con-
straints are satisfied for all production schedules that they
dominate.

Proof: If qhi is an extreme EPS and Sht the corresponding simple co-
alition, the hypothesis asserts that

n + qhis = qhi(b - t) - a(. (9)

If qhi dominates q, then q < qhi. The core constraints for such domi-
nated q are given as follows:

rt + qs > q(b - t) - at.

Inequality (2) of Lemma 1 applies and gives the desired conclusion.

Proposition 3 applies to those simple coalitions for which the cor-
responding primal constraints hold as equalities. There are also primal
constraints holding as strict inequalities, and we must show that the
core constraints are satisfied for the production schedule dominated
by these simple coalitions. The next proposition covers this case.

Proposition 4: Let r and s denote solutions of the LP problem
defined in Section 3. For any simple coalition such that
rt + qs> q(b - t) - ai9 (10)

and for all Aq ^ 0, there is the implication
rt + (q - Aq)s >(q - Aq)(b - t) - at. (11)

Proof: It suffices to show that
-(Aq)s> -{Aq){b - t). (12)

Because s ^ (b — t), (12) is true. By hypothesis, (10) is true. Together
with (12) it follows that (11) is true. •

It remains to study the core constraints for unions of simple coali-
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tions. It suffices to consider pairs of simple coalitions. Let Si and SV
denote such a pair for distinct At and At>. Define C so that

C = 5,-n Si>. (13)

Hence there is a coalition S such that

5 = (5, U 5/0. (14)

Proposition 5: The solution of the LP problem of Section 3 sat-
isfies the core constraint for S.

Proof: In case C = 0 , the conclusion is obvious. Assume C ^ 0 .
Define Bt and Bv, so that Bt D Bv = 0 and

5/ = Bi U C, Sr = Bv U C. (15)

Using the same kind of argument that establishes (4.5) gives the result
that there is a partition of C given by C and d , such that

V(5) = V(£, U C,0 + VCB,-< U CO, (16)

where (£, U CO £ Si and (fir U CO C 5 r . Possibly C or d , but not
both, is empty. Also, the inclusion is proper for at least one of the two
coalitions, 5,-, 5,-'. The desired conclusion will follow if the solution of
the LP problem satisfies the core constraints for each of the two disjoint
dominated production schedules for B( U C and Bv U d . Propositions
3 and 4 assert this. •

Therefore, the solution of the LP problem does satisfy all of the
proper core constraints. If the solution is also globally feasible, then
the core is not empty. It is empty if and only if II(A0 > V(N). This is
true only if the constraints for the simple coalitions giving the solution
of the LP problem that hold as equalities do not constitute a partition
of N. This means there must be at least one pair of simple coalitions,
5,-, 5," that overlaps so that C ^ 0 , and for these coalitions the solution
of the LP problem gives

n + 2 WJ = V(Sd and rv + 2 qvjSj = V(5,0- (17)

It follows from (4.5) that

V(N) = 2 V(Rt) (18)
i

with each R( C 5«. The LP problem would give a solution consistent
with a nonempty core only if the constraints for R{ were satisfied as
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equalities. But for any Rt such that Ri C St, the solution of the LP
problem gives strict inequality for the core constraints corresponding
to Rt. That is, if/?,- C St and r?, sj are a solution of the LP problem,
then

r? + 2 9&^° > V(/?,). (19)

Because /?, C 5/, it is also true that the EPS for 5,- is given by q% +
Aqij with at least one Aq^ > 0. One can allow competition among the
A/'s and have a nonempty core by imposing additional constraints on
the simple coalitions so that

(b - ttj - Sj)Aqu = 0 (20)

for all efficient production schedules that dominate the ones determined
by the Rt. Permitting competition among the A,-'s is equivalent to solv-
ing an LP problem subject to the appropriate additional constraints,
the topic of the next section. In this event it is always true that

b - Uj - sj > 0. (21)

Therefore, it is necessary to impose production quotas on any A,- for
which (21) is true as a strict inequality.

Observe that (21) does not imply that price differentials in different
markets are bounded by the cost of shipping goods between them. This
is to say that although (21) is always true for the solutions of the LP
problem, it does not follow that

\PJ ~ Pf I ^ tjf, (22)
where pj9 py denote the prices at destinations j and / and are defined
as follows:

Pj = b - sy, pf = b - sf. (23)

Summarizing, given some destination,/with several sources of supply
and different shipping costs from them, there may be a source with a
nonbinding capacity constraint. From this source b - ttj > 0, and it
is the source for which the marginal shipping cost is a maximum. There
can be a nonempty core compatible with maximum competition among
the sellers by setting an upper bound on the total output from this
source of supply that is below its installed capacity. In this way it
becomes possible to satisfy all of the constraints consistent with this
upper bound that would furnish a nonempty core as if the installed
capacity of this source were equal to the upper bound imposed on its
total output.
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6 An algorithm for finding the optimal assignment

This section describes an algorithm to find the optimal equilibrium in
a number of steps proportional to the number of destinations and
origins. It does so by placing upper bounds on total shipments from
certain origins. The algorithm finds both the sources that will be subject
to these bounds as well as the size of the bounds. Consequently, for
given cost and demand conditions, there always exists a set of bounds
on the total output from each source that can give the optimal assign-
ment of customers to the sources. Given these bounds on total ship-
ments, the core becomes nonempty. As a result competition among
sellers for customers establishes an equilibrium that is optimal.

The algorithm is as follows. First, solve the primal and dual LP
problem as described by (3.19)-(3.23). If 2*8« = 1 or 0 for each A,-,
then the core is not empty by Proposition 1. In this case the algorithm
terminates since the solution of the LP problem gives the correct an-
swer. If ^h^hi is a positive fraction for at least one Ai9 then the core
is empty by Proposition 2 so that V(N) < U(N). Let xt denote the
excess supply. Rounding down to the nearest integer, if necessary, the
excess supply is

Xi = (1 " 2 *hi)Ci. (1)
h

This Xi shows how much to lower the total output of at least one of the
plants serving the same destination as does A,-. This reduction may
apply to Ai itself. Proceed as follows:

1. Take all destinations served by that A,- for which 2*&« *s a

positive fraction. Find all other sources for these destinations.
Choose from among these that source for which b - ty is least.
This chosen source has the highest shipping cost. Place an
upper bound on total production from this source so that its
permissible output goes down by xt. To be specific, say source
A,- has the lowest b — ttj. Lower the permissible output of A,-
so that, if k denotes the iteration number,

cv,k = cv>k-x - xi>ky (2)

where c,",* gives the permissible capacity of A," on iteration k.
Recalculate the extreme EPSs for A,- for the new values of the
permissible capacity given by (2) but with no change in the
avoidable cost, av. The avoidable cost stays the same for each
At for every iteration of the algorithm.

2. Calculate the solution of the primal and dual LP problem using
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the new values of V(Shr) for A,-, for which there is a lower
permissible output and the old values of V(-) for all simple
coalitions for which the c,'s are unchanged. If ^h^ht = 1 or 0
for each source, then Proposition 1 asserts the core is not
empty, and the value of the objective function of the solution
on this step is V(N). The iteration terminates and we have the
solution. If ^h§hi is a positive fraction, go to step 1 and repeat
that procedure.

The iterations continue until there is a solution of the LP problems for
which ^h§hi = 1 or 0 for each A,-. Because the permissible capacity
of some source goes down on each iteration, because the avoidable
costs remain the same throughout, and because the demands at each
destination stay the same, the algorithm reduces shipments to those
destinations where there would be excess supply. It does this by placing
upper bounds on the sources with the highest unit shipping cost.

This algorithm results in a binding constraint on the total output of
each active plant so that either the available demand or the upper bound
on its total shipments prevent an increase in its shipments. Conse-
quently, each active plant has an EPS on the final iteration. This is
true although the requirement of an optimal assignment may prevent
the plant from producing at a rate equal to its installed capacity.

It is easy to verify that when the demand at each market is not less
than the installed capacity of that plant for which the unit cost of ship-
ping to that market is least, then the core is not empty. Hence a nec-
essary condition for an empty core is that there is some market for
which the installed capacity of the plant with the lowest cost of shipping
to that market is greater than the demand. An empty core results either
because some plant must produce at a rate below its installed capacity
or because it must produce nothing at all, although it has an EPS that
would permit a positive net return. In the latter case the plant and its
customers could make agreements on mutually satisfactory terms so
that both could gain. However, these agreements would be incompat-
ible with the optimal assignment for the whole group of plants at all
sources and customers at all destinations.

As we shall see, the prices implied by a nonempty core depart from
marginal cost differentials. It is possible to have lower prices at des-
tinations than at their sources of supply, a phenomenon known as
dumping in international trade. It is also possible to have shipments
going from a source to some destination, although the price at the
destination minus the price at the source is below the unit cost of the
shipment. The numerical examples in the next section illustrate this.
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It is now convenient to consider some objections to the procedure
that converts an initial empty core to a final nonempty core by the
imposition of upper bounds on total shipments from certain sources of
supply. A plausible alternative works on prices instead. It would seem
possible to have a nonempty core by lowering prices in order to in-
crease demand by enough to remove the excess capacity that is the
cause of the empty core. There are several reasons why this will not
work.

First, changes in the demands at the destinations in response to
changes in b would also change the value of the optimal assignment,
V(N). It is not necessarily true that a nonempty core would result. The
cause of the empty core lies in the nature of the cost conditions. These
assume decreasing average cost at each plant up to its installed ca-
pacity. Different plants have different installed capacities. These create
indivisibilities explaining why the supply response comes in discrete
packages depending on which of the plants are active. More precisely,
changes in the identities of the active plants cause discrete changes in
the output rate while changes in the individual output rates of the active
plants may permit a continuous response to new demand conditions.
A nonempty core corresponds to an equilibrium for a given set of plants
corresponding to the given demand conditions. The presence of the
indivisibilities complicates the calculation of determining whether an
equilibrium exists but does not alter its basic logic. Nor is this all. For
any given b, there is a set of quantities demanded at each destination,
the d/s. As long as it is true that each dj is finite, there is the legitimate
question of whether an optimal equilibrium exists that can satisfy these
demands.

Second, the theory does include the forces of competition. Buyers
may bargain independently among competing sellers. Indeed, it is
owing to this very competition that there may be an empty core. This
competition may drive prices so low that some core constraints cannot
be satisfied simultaneously with a globally feasible outcome.

Third, upper bounds on the total output rates of some plants still
permit as much competition as is compatible with an optimal equilib-
rium. These bounds restrict none of the prices. Plants may still compete
with each other so the beneficial effect on individual incentive is a
maximum. Moreover, for any given set of demands corresponding to
the given b, there is a set of upper bounds on total plant output rates
with two virtues as follows:

1. The process of finding these bounds by iterations of the LP
problem results in the discovery of the value of V(N).
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2. An optimal assignment can always be obtained by choosing

appropriate upper bounds on the plants' total output rates.
Note that restrictions on prices cannot accomplish these goals.

The solution has two other important features. First, the optimal
equilibrium may not be unique. The next section gives an example of
this. Second, neither the distribution of the returns to the plants nor
the distribution of the gains to the buyers is necessarily unique. When
this is so, one must rely on other theories to predict the actual distri-
bution of the gains.

7 Some numerical examples for illustrating the theoretical
results

Figure 5.2 shows the locations of the plants and the customers for the
numerical examples. There are five points with a plant and customers
at each one. The only feasible routes are shown by the line segments
linking the nodes. Figure 5.2 also shows the capacities, avoidable costs,
and the quantities demanded at each of the nodes together with the
costs of shipping one unit of the good between adjacent nodes. It is
assumed that the maximal price a customer at any location is willing
to pay is 4 so that b = 4 in each location. To see how to calculate
efficient production schedules, consider A\. It has five EPSs shown in
Table 5.1. For convenience these are given as follows:

qu = (40, 60, 0, 0, 0), V(Sn) = 140,

q2l = (40, 10, 0, 0, 50), V(S2i) = 140,

q3l = ( 1 0 , 9 0 , 0 , 0 , 0 ) , V(53i) = HO,

q4l = ( 1 0 , 0 , 0 , 0 , 9 0 ) , V(54i) = HO,

q5l = <40, 0, 35, 25, 0), V(S5l) = 20.

The sum of the quantities shipped is 100, which is the capacity of A\.
In each EPS, demand in some market is a binding constraint. In the
first two EPSs, Ai produces 40 units for sale in its home market and
can get up to $4 each. In qu it ships 60 units to destination 2 and since
the shipping cost is $1, its net proceeds from these shipments is $3 per
unit. Hence

V(SU) = (4 x 40) + (3 x 60) - 200 = 140.

All the EPSs for all five plants are given in Table 5.1. The constraints
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b = 4

d1 = 40

= 75

= 180

do =35

c2 = 50

a2=145

d 2
= 90

Figure 5.2

for the primal problem are

n + X QhtjSj ^ V(Shi)- (1)

Each column in Table 5.1 represents such a constraint. Thus, for Sn
there is

^ 140. (2)

Table 5.1 shows the 8^'s giving the solutions and these happen to be
unique. However, there are no unique solutions giving the distributions
of the gains. Three solutions are given as follows:

Solution
Solution
Solution

1
2
3

r\

0
0

140

ri

0
5

55

r3

16.5
0
0

r*

0
0
0

2
5

35

0.1
2.0
0

1.1
1.0
0

1.1
1/7
1.0

0
2.0
0.8

1.1
1.0
0

(There are other solutions as well.) The value of the objective function,
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Table 5.1. Example 1 with a nonempty core and several solutions

r2
r3
r4
r5
S\
s2
S3
5 4

V(5)

1

40
60

140
0.6

1

40
10

50

140
0.4

1

10
90

110
0

1

10

90

110
0

1

40

35
25

20
0

1

40
10

15
0

1

50

55
1.0

1

35
25

55
1.0

1

25
35

30
0

1

25
50

20
0

1

35

40

5
0

1

35
25
15

55
0

1

15
35
25

40
0

1

15

35
25

40
0

1

15
25
35

35
0

1

30

35
1.0

1
30

5
0

1
1
1
1
1

40
90
35
25
50

H(N) is 285, and this is also the value of V(N). There is an implication
of a nonempty core. The plant at site 4 is idle. The whole demand at
each location is filled. The dual variables 8^ satisfy the conditions for
each i that ^h§hi = 0 or 1. The EPSs that implement the solutions of
this LP problem are given as follows:

A,
A2
A3
A4
A5
d-

40
0
0
0
0
40

40
50
0
0
0
90

0
0
35
0
0
35

0
0
25
0
0
25

20
0
0
0
30
50

The last row shows the demand in each of the markets. These are all
satisfied by the EPSs. The first production schedule for A\ is a convex
combination of its two EPSs given by columns 1 and 2 in Table 5.1
with weights as determined by 8n = 0.6 and 822 = 0.4. Implicit in the
gains of the customers is the unit price they pay.

P\ Pi P3 PA PS

Solution 1 3.9 2.9 2.9 4.0 2.9
Solution 2 2.0 3.0 3.857 2.0 3.0
Solution 3 4.0 4.0 3.0 3.2 4.0

Though the EPS calls for shipments from market 1 to market 2, note
that the price in market 2 does not necessarily exceed the price in
market 1 by the marginal shipping cost, which is 1.
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In the second example all of the data are the same as in the first
save that the demand in location 4 is lower by 1 unit. Thus, d4 becomes
24 instead of 25 as in the initial example. Table 5.2 shows the efficient
production schedules. Note that as a result of the lower demand in
location 4, there are now EPSs such that one unit is offered in markets
in which this did not occur before. In effect competition has become
keener. The result is an empty core. Some of the solutions are given
as follows:

f\ r2 r3 A*4 r5 Si s2 S3 54 Ss

Solution 1 0 0 17.5 0 2 1.85 1.1 0 1.475 1.1
Solution 2 0 0 0 0 2 1.85 1.1 1/14 2.1 1.1

The value of the objective function giving the solution of the LP prob-
lem, U(N), is 282.9 but V(N) is 282.0 so there is an implication of an
empty core. Table 5.2 shows the values of the dual variables, 8/», which
are uniquely determinate. For this example, in agreement with Prop-
osition 2, for one plant, namely A2, the value of its dual variable is a
positive fraction, 0.98, and its r2 = 0.

In order to get a nonempty core, the algorithm requires an upper
bound on the output rates of those plants serving the markets supplied
by A2. Three plants include market 2 in their EPS, A\, A2, and A3.
The one with the highest marginal shipping cost is A3. The algorithm
requires an upper bound on the total output of A3. Since 82 = 0.98, x2
= (1 - 0.98)50 and

c3,i = c3,0 - x2 = 60 - 1 = 59.

This requires recalculation of V(S/*3) for A3 using c3,i = 59. The new
constraints for A3 are as follows:

r3 + 35s3 + 2454 > 52 = V(513), 813,

r3 + 24s2 + 35s3 > 28 = V(523), 823,
as replacements for the original constraints of the simple coalitions of
A3. A solution of this LP problem is given by

0 0 5 2 1 8 / 7
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Table 5.2. Example 2 with an empty core and several solutions

rx 1 1 1 1 1 1 1
r2 1 1 1
r3 1 1 1
r4 1 1 1 1 1 1 1
r5 1 1 1
51 40 40 10 10 40 40 40 16 30 40
52 60 10 90 1 10 50 1 25 16 90
53 35 35 35 35 1 35 35 35 35 15 35
54 24 24 24 24 24 24 24 24 24
55 50 90 1 50 40 16 36 30 50

V(S) 140 140 110 110 22 22 15 55 54 30 19 5 53 37 37 33 35 5
hM 0.6 0.4 0 0 0 0 0 0.98 1.0 0 0 0 0 0 0 0 1.0 0

The values of the dual variables giving the solution are the same as
those in the bottom row of Table 5.2 with the exception of 8i2, which
is now equal to 1.0 instead of 0.98. The value of the objective function
is now U(N) = 282 and this is also V(N). Proposition 1 gives the
conclusion there is a nonempty core, and Proposition 2 verifies that
2/*&/» =  1 or 0 as required. The efficient production schedules are the
same as in Example 1 (Table 5.1) save for A3 for which it is

A3 0 0 35 24 0.

No demand is unsatisfied. The prices implied by the solution are

P\

2

Pi

3

P^

2.857

PA

2

Ps

3

Although A3 ships 24 units to market 4 where the price is 2, this is
below the price in the home market of A3 where it is 2f. The same is
true for one of the solutions in Example 1 (Table 5.1), for which there
is a nonempty core without the necessity of imposing upper bounds on
the outputs of any plant. The imposition of an upper bound on the
output of A3 required by the need to have an efficient equilibrium does
not necessarily have the effect of raising prices. Indeed under Solution
2, which corresponds most closely to the solution where the core is
not empty, the price in market 3 is actually lower.

One should not come away from these examples with the belief that
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b = 4
c3 =50

A 3

cU =30

c, =100 c 2 =50
a2 =150

d 2 =70

Figure 5.3

one iteration always suffices to get a nonempty core. A finite number
does suffice, but it can be a large number. These two examples have
another trait that is not generally true. A3 remains active at a lower
output rate. In general it is possible for a plant to become active on
the last iteration although it was inactive on the first and for a plant
inactive on the last iteration to have been active initially. Moreover,
in such a case it is true that the plant shut down on the last iteration
could have made bargains acceptable to its customers that would have
yielded a positive net gain to all. Nevertheless, allowing these mutually
acceptable bargains would give an empty core and would destroy the
global optimum. Finally, in these examples all the demand is satisfied
on the last iteration. This need not be true in general. One can have a
nonempty core with some demand unsatisfied although the total ca-
pacity exceeds the total demand. This can happen because the unsa-
tisfied customers would not be willing to pay enough to cover the total
cost of furnishing them with the goods. It is also possible to have some
demand unsatisfied in a given destination. In such a case, if the core
is not empty, it must be true that none of these demanders get a positive
gain. This requires a high enough price in that destination so that a
potential customer is indifferent between getting the good at this high
price or not getting it at all.

Figure 5.3 shows the third example that has two optimal assignments.
The optimal equilibrium is as a result not unique. Table 5.3 shows the
primal and dual LP problems and their solutions for iteration 1. Because
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Table 5.3. Primal and dual linear programming problem for
Example 3 with an empty core and two optimal equilibria

3
Primal min 2

with respect

r\

A-3

r3

Di

with respect

to /•/ and i

+ 905i +

+ 905i +

r2 +

4- 205i +

+ 2052 +

n + !

p,- subject to

1052-

1053 2

5052 2

3053 >

3053 ^

lal max 190(8

to hM ^ 0

= 190,

= 190,

= 50,

: 30,

= 30,
(ii +

i subject to

8n + 821 ^

505i + 7052 + 3053

8 l l

521

82

8 l 3

823

821) + 5082 + 30(8,3 4- 823)

: 1

813 + 823 ^ 1

90(8n + 821) + 20813 ^ 90

IO811 + 5082 + 20823 ^ 70

IO821 + 308n + 30823 ^ 30.

Solution: n = 130, r2 = 20, r3 = 0, si = s2 = s3 = 0.6;
II(A0 = 264, 8n =0.4, 821 = 0.6, 82 = 1, 813 = 0,
823 = 0.8

If C3 = 40 the optimal equilibrium satisfies

r3 = S2 = S3 = 0, n + 905i = 190, II(A0 = V(N) = 240

If c\ = 90 the optimal equilibrium satisfies II(A0 = V(N) = 240 and

ri + 905i = 160; r2 + 5052 = 50; r3 + 2052 + 3053 = 30

5i > 52 S> 0

the sum of the dual variables for A3 is the positive fraction 0.8, the
core is empty. More directly, U(N) = 264 while V(N) = 240 so the
core is empty. The excess supply according to (6.1) is 10 = 0.2 x 50.
A3 has all three markets in its efficient production schedules. It com-
petes with A1 in market 1, with A2 in market 2, and with A% in market
3. A3 is the higher cost supplier for destinations 1 and 2 while A\ is the
higher cost supplier in destination 3. However, in all three destinations
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the difference between the marginal shipping cost of the higher cost
and next lower cost supplier is the same, namely 1. As a result, the
value of the objective function is the same whether the output of A i is
lowered by 10 units, the output of A3 is lowered by 10 units, or any
combination of reductions adding up to 10 units is allocated to Ax and
A3. The two extreme solutions for the optimal assignments are given
in Table 5.3. Note there is no unique imputation of the gains for each
of these, a phenomenon visible in the first two examples as well. How-
ever, there would be a unique optimal assignment in Example 3 (Table
5.3) with a slight perturbation of the unit shipping cost that would
eliminate the indifference between imposition of the upper bound on
A\ or A3. For example, an arbitrarily small increase in the unit shipping
cost between source 1 and destination 3 removes the indeterminacy.

8 Prices paid and prices received

The algorithm described in Section 6 and illustrated with numerical
examples in Section 7 shows how to find upper bounds on the plant
output rates that can give an efficient equilibrium compatible with com-
petition among the plants for customers. In the absence of these upper
bounds the core would be empty and no equilibrium could exist. An-
other avenue of approaching this problem would seem to be via price
floors instead of output ceilings. One would think that price floors could
work just as well as output ceilings. The purpose of this section is to
show precisely how prices can have a role. The principal conclusions
are as follows. First, in order to have an efficient equilibrium, it is
necessary to allocate outputs among the plants. This must be done
explicitly because prices alone cannot convey the correct signals to
the plants. Second, for prices to have a role, it is sufficient to introduce
a set of taxes such that there is a gap between the price a customer
pays and the price a seller receives. The purpose of these taxes is to
redistribute the gains from production and trade among the market
participants in order to satisfy the core constraints.

We begin with a description of an LP problem that can generate the
tax rates capable of solving the problem. It is closely related to the
one defined in Section 3.

n

Primal min 2) djUj

with respect to a7, sj, and rt nonnegative and subject to

2 djsj + y n < V{N), A*,, (1)
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2 qhij(sj + o>) + Tt > V(SM), A«. (2)

max

with respect to AN, Ahi nonnegative and subject to

dj - 2 khtqhij ̂  0, ex,-, (3)

2 > 0, 5,-, (4)
hi

AN ~ 2 A*, a 0' '•'• (5)

Before explaining the relevance of this problem for the taxation
scheme, it is necessary to establish some properties of the solution.

Proposition 6: The core is nonempty if and only if the solution
of this problem gives dj = 0 for allj.

Proof: Sufficiency is trivial. Necessity is true by virtue of the duality
theorem of linear programming. •

Corollary 1: If the core is empty, then vj > 0 for at least one
j , and A AT ^ 1.

Proof: Proposition 6 shows that at least one a, must be positive. Since
a, > 0, it is an implication of (3) and (4) that

dj{\ - A AT) < 0.
hi

Corollary 2: The core is not empty if the LP problem has a
solution such that sj = 0 for allj.

Proof: It suffices to observe that the hypothesis implies that all o> are
zero so Proposition 6 gives the desired conclusion. •

Corollary 3: If the core is empty, then A^ ^ 1.

Proof: By Corollary 2, at least one sj must be positive if the core is
empty. Say sj > 0 and it follows from (3) and (4) that

ANdj = 2 ^hiqhij < dj 4> dj{\ - A*) > 0. •
hi
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Proposition 7: If the core is empty, then kN = 1.

Proof: Immediate from Corollaries 1 and 3. •

It is now possible to show how this relates to a taxation scheme.
Suppressing the information about the shipping costs, ttj, of sending a
unit of the good from source i to destination j , we may assume that a
customer in market j is willing to pay at most bj per unit. The gain to
a customer in destination j is the excess of the maximum price he is
willing to pay over the price he does pay, call the latter Pj,Pd- Thus,

SJ = ^ ~ PjtPd. (6)
The higher is sj9 the lower is the price he pays. Now define the price
received by a seller as follows:

Pj.rcd = bj - (Sj + <Tj). (7)

The difference between the price a seller receives and the price a buyer
pays is a,, which resembles a tax. The purpose of the tax is to redis-
tribute the net gains from production and trade; it is not to drain revenue
from the system to the outside. This is evident from the constraint (1).
Also note that all proper core constraints include the sum sj + a;. By
making X/^/°> as small as possible compatible with satisfying the con-
straint (1), two goals are met. First, the gains of the buyers are as large
as possible, and second, the discrepancy between the price paid and
the price received is as small as possible. Note that by Proposition 7,
if the core is empty, then AN = 1. It then follows there must be equality
in (1). Therefore, the gains of the customers and the returns of the
plants add up exactly to the maximal net benefit, which is V(N). Hence
the taxes do not drain revenue from the system.

The solution of the LP problem (l)-(5), call it the a-LP problem,
has several interesting features. It is first of all essentially the same as
the solution of the LP problem described in Section 3. Let rf, sf, and
v°hi denote a solution of the Section 3 LP problem.

sj + a, = s*}9 n = /?, and Aw = cr% (8)

furnish a solution of the a-LP problem. This has two implications.
First, in general there is no unique set of s/s giving a solution of the
a-LP problem although, of course, the value of the objective is unique.
Second, and more important, in order to generate enough surplus to
satisfy the constraint (1) with equality, it is necessary to use the optimal
assignment of active plants that is determined by the solution of the
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Table 5.4. An example to illustrate the algorithms for five plants in
one market

1
2
4

5
8

15

0
2
5

5
4
3.75

0
1
1.25

Plant a at V{St) ajd V(5i)/c,-

Ao

A2
A3 8 28 12 3.5 1.5
A4 16 52 28 3.25 1.75

integer programming problem. Neither the solution of the CT-LP prob-
lem nor the solution of the Section 3 LP problem gives the optimal
assignment. Indeed, the assignment of active plants and output rates
of these two LP problems cannot generate a large enough gain to satisfy
(1). It is, therefore, necessary to find the optimal assignment by using
the iterative algorithm given in Section 6. Consequently, it is generally
necessary to use the proceeds of the taxes to cover deficits incurred
by some of the active plants that do not receive enough revenue from
the customers to cover their total cost.

Numerical examples are helpful for illustrating these conclusions.
Table 5.4 contains the relevant data about cost and capacity for five
plants all in the same market. Assume all buyers are alike and that
each is willing to pay up to 5 and is willing to buy at most one unit of
the product. Table 5.5 shows the solutions for the optimal assignment
and the a-LP problems for rates of demand between 19 and 24 units.
The optimal supply response is given by the solution of the integer
programming problem that imposes optimal upper bounds on plant out-
put rates according to the algorithm described in Section 6. Note that
the optimal supply output rate rises as the quantity demanded rises,
but the equilibrium price is not a monotonically increasing function of
the optimal supply response. Table 5.5 also shows the prices received
by sellers and a for these rates of demand. Table 5.6 shows in detail
the constraints for the primal and dual problems of the CT-LP problem
if the quantity demanded is 19. For this case,

s + a = | , r4 = 4, A*, = A4 = 1, A3 = I, s = ff, a = <fe
and all other primal and dual variables are 0. The price received by
sellers is never above the optimal price consistent with maximal com-
petition and optimal output constraints as determined by the solution
of the integer programming problem. For Q = 19, if plants A3 and A4
were active, because it is for these two plants that the primal constraints
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Table 5.5. Summary of results for preceding example

Quantity

Demanded Supplied

19
20
21
22
23
24

18
20
20
22
22
24

Price

5.00
3.75
5.00
4.00
5.00
3.75

V(N)

30
33
33
35
35
40

Prcd

3.5
3.5
3.75
3.5
3.5
3.75

a

5/38
1/20
5/42
2/11
11/46
0

Optimal plant
assignment

AUA4

A2,A4

A2,A4

Ai, A2, A4
Ai, A2, A4
A3,A4

Table 5.6. Example to illustrate v-LP problem for quantity
demanded = 19

Primal min 19CT

r0 + (5

n + 2(5

r2 + 4(5

r3 + 8(5

r4 + 16(5

ro + rx + r2 + r3 + r4 -

Dual max OAo + 2Ai + 5A2 -

+

+

+

+

+

Ao + 2Ai + 4A2 + 8A3 -

Ao + 2Ai + 4A2

o r ) ^

or )>

a ) >

c r ) ^

195 <

12A3

f 16^

0,

2,

5,

12,

28,

30,

Ao

Ax

A2

A3

A4

AA.

+ 28A4 - 3C

u ~~

+ 8A3 +

A o -

Ai -

A2 -

A3 -

A 4 -

19A^<

16A4^

~ A AT —

~~ A J V —

— ..v ~

- A^<

0,

19,

0,

0,

0,

0,

0,

5

cr

ro

ri

r2

r3

r4

are valid as equalities, then the gain would only be 15 because the
benefit would be 19 x 5 and the total cost would be 52 + 28. With a
net surplus of 15 it would not be possible to satisfy (1) with equality
as is required by the solution of the cr-LP problem. Therefore it would
be necessary to direct which plants to operate and which to keep idle
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without using prices as a signal for this purpose. In contrast, by im-
posing upper bounds on output rates, no additional constraints are
necessary. Competition among the plants for customers can be relied
upon to generate enough revenue to satisfy all of the appropriate core
constraints. With the taxation scheme there are two additional com-
plications that this example illustrates. First, plant Ai ought to be active
under the optimal assignment. The price it receives is J = 5 - f, since
s + a = | . Since it sells 2 units, its revenue is 7, but its avoidable cost
is 8 so it would incur a loss of 1. In order to satisfy the core constraint
of the CT-LP problem, it must therefore receive a subsidy of 1. The
second complication arises from the fact that under the optimal as-
signment one unit of demand is not satisfied. However, each potential
customer must receive the same gain given by s = ff so a customer
unable to buy the product must get a compensation under this scheme
of taxation.

9 Conclusions
The assumptions about cost and demand conditions herein are ap-
proximations to the ones in the standard model of price theory. The
cost curves approximate U-shaped average cost with nondecreasing
marginal cost. The demand curves approximate a perfectly elastic de-
mand with an upper bound on the total quantity demanded. These cost
and demand conditions are present in Viner industries (Telser 1978,
Chapter 3). Viner industries have empty cores. This holds true in the
present case as well. An empty core means there is no equilibrium
compatible with independent actions of the buyers and sellers that can
be Pareto optimal. Therefore, the buyers and sellers have compelling
reasons to seek arrangements capable of giving a Pareto optimal equi-
librium. Such arrangements exist. They come in the form of upper
bounds on plant output rates that do not exceed the installed capacity
of the plants. Given these upper bounds, maximal competition among
the plants for customers is consistent with Pareto optimality deter-
mined by the optimal assignment of customers to plants. Because the
optimal assignment is a solution of an integer programming problem,
it is a difficult problem to solve. Trial-and-error procedures would be
prohibitively costly for problems of even moderate size. The analysis
given here furnishes an iterative procedure for finding the solution in
a finite number of iterations by solving a sequence of LP problems.
The algorithm is a systematic process for finding which plants should
be active, the maximum output they should produce, to which markets
they should ship their output, and which plants should be idle. Finding
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the optimal set of active plants is a combinatorial problem that has a
straightforward solution thanks to this algorithm.

There is an optimal amount of competition compatible with an op-
timal assignment. Too much competition can cause an empty core. Too
little imposes a loss of efficiency. The participants in the market have
the most to gain under those arrangements that result in an optimal
assignment between customers and plants. This equilibrium has several
interesting properties. No active plant operates at a loss. The equilib-
rium gives the maximum net gain to consumers. There generally is not
marginal cost pricing. Prices do not serve an allocative function.

This theory has some interesting implications about the effects of
fluctuations of aggregate demand. Given the array of plants with their
installed capacities and the associated costs, a drop in demand results
in excess capacity in some markets. Consequently, an empty core may
result. This has the symptom of driving prices down to levels at which
sellers cannot operate save at a loss. To obtain an equilibrium requires
constraints on total output rates of the individual plants. The upper
bounds depend on the circumstances in the individual markets. An
empty core is much less likely to arise when demand is high so there
is little or no idle capacity. One may argue against this that during
prosperous periods plant capacity might increase above the optimal
level, and this can result in an empty core. Still one must admit that
while individual firms can control their capacities, they cannot control
aggregate demand. Hence they are more vulnerable to the effects of a
decline in demand than to the effects of a rise in demand.

10 Appendix: multiproduct plants

This section extends the results to multiproduct plants. The extension
reveals some interesting relations between the integer programming
problem and a certain maximum problem that sheds more light on the
economic implications of the analysis.

Product i is described by n characteristics represented by an ^-vector
Ft = {/n, //2, • • • , fin}, / = 1, . . . , m, where fu denotes the amount
of characteristic j in one unit of product /. For example, suppose prod-
uct i is some type of cargo to be carried on a ship. If cargo has two
characteristics, volume and weight, n = 2. Plant h has n kinds of ca-
pacities installed to make products with these n characteristics. These
various capacities are given by the /i-vector Ch = {ch\, chi, . . . , chn},
where chJ denotes the capacity of plant h with respect to characteristic
j . As in Section 4 define the control variable dn so that
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_ [\ if plant h is act ive,
h ^ 0 if plant h is inactive.

qhi = output of product i from plant h.

The first constraint shows how much of the various products plant h
can make given its available capacity of characteristic j .

2 Qhifif — VhChj, K'h' 0)

Let dt denote the maximal demand for product /.

2 Qht ^ du Oi9 (2)
h

shows the demand constraint. Relax the constraint on 07, so that instead
of being restricted to 0 and 1, it may be any nonnegative real number
not above 1. Thus,

&h ^ 1, P/z. (3)
2 (4)

defines the net benefit from plant h where ah is the avoidable cost of
plant h and bt is the unit benefit from product /. The maximum problem
is defined as follows:

max 2 ^h with respect to qhi, vh > 0
h

subject to (l)-(3). The Lagrangian for this maximum problem is

S TT/, + 2 I hh(Vh Chj ~ 2 Qhifij) + E Pft(l " <?h) (5)
h h j i h

i h

The first-order necessary conditions for a maximum satisfy

-ah + 2 ChjKh ~ ?h ̂  0, dh, (6)
j

bt ~ 2 fuKh ~ Qi ^ 0, qhi. (7)
j

For future reference note that

p/i > 0 =̂> vh = 1 => 2 Chjhh = ah + ph> ah,

qhi > 0 => bt - Qi = 2 fijkjh.
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If the solution of this maximum problem gives <jh = 0 or 1 for all h,
then it is also a solution of the integer programming problem. However,
if the solution of this maximum problem gives a positive fraction for
some vh, then there is a procedure that will lead to a solution of the
integer programming problem that generalizes the one described in
Section 6. Say ov is a positive fraction. Impose an upper bound on
the operating capacity of plant h' such that

Vh'Ch'j = c'h>j for ally. (8)

Thus plant h' is required to lower its operating capacity by 1 - ov.
With the new capacities c'h'j rewrite the output constraints (1), which
become

2 Qh'iftj ^ Vh'c'h'j. (9)
i

Owing to this revision plant h' cannot produce as much as before.
Consequently, it may be unable to recover its avoidable cost so that
it may be forced to cease production altogether. Solve the maximum
problem for the new constraints. Note that the avoidable costs of the
plants remain the same throughout the iterations. Eventually there will
arrive a stage such that all of the ah are 0 or 1. At this stage there is
an implication of a nonempty core.

The economic implications readily follow from these results. Call/?/
the price of product /. Now 0,- is the gain per unit to buyers of product
/ while bt is the most they are willing to pay for it. Consequently, from
(7)

Pi = hi - e , ^ 2 fo-Xjh. do)
J

The Lagrangian multiplier \jh is the shadow cost of characteristic j for
plant h. It follows from (6) that

2 ChjKh ^ ah + PH> ' (11)
j

The term ph is the excess of the receipts of plant h over its avoidable
cost. Thus, in the notation of Section 3, ph corresponds to the return
to the owner of plant h. Similarly, 0/ corresponds to the consumer
surplus of the buyers of product i.

Before continuing the economic interpretation of these results, let
us note a few interesting aspects of this solution. First, it is always
necessary to recalculate the solution of the maximum problem when-
ever there is a positive fraction for some cr̂ . It is incorrect simply to
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reduce the permitted capacity utilizations for that plant where vh is a
positive fraction and claim that the remainder of the solution is unaf-
fected. Upper bounds on the capacity utilization rates of a plant usually
require a different optimal production schedule for all of the plants and
not just for the one directly affected. Second, there is the same pro-
portional reduction of capacity with respect to all of the product char-
acteristics for any plant for which it turns out that vh is a positive
fraction. Third, although (10) seems to put an upper bound on the
prices, it is not a meaningful one because it is ancillary to the upper
bounds on the operating rates needed for a nonempty core. Without
the latter, no equilibrium prices would exist.

It is now convenient to use a more concise notation for the remainder
of this analysis. Let

F = [fif] and p = b - 9 , (12)

so that F is an m x n matrix and p is an m x 1 vector. Corresponding
to (7), there is

Fkh^p, (13)
and to (6),

Ch\h ^ah + 9h. (14)

Similarly, for the constraints (1) and (2) we have
qhF tk Chvh, (15)

and
^qh^d. (16)
h

Keeping in mind the nonnegativity of the various controls, from (13)
it follows that

qhF\h > qhp,
and from (15)

qhF\h < Ch\h(jh.

Therefore,
qhp < qhF\h < Ch\h<Th < (ah + ?h)ah. (17)

At the solution there is equality straight through (17). If some plant h
is inactive, crh = 0, which implies qh = 0. If some plant h is active,
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then crh = 1. The imputed shadow cost equals the receipts at the prices
p, and these receipts can exceed the avoidable cost. If there are more
commodities than basic characteristics, m > n, and the rank of F <
n. The number of commodities it is optimal for any plant h to make is
at most equal to the rank of F. In the shipping application where a
product is a cargo with at most two characteristics, volume and weight,
it means a ship would carry at most two different kinds of cargo, and
these would differ with respect to density and, say, volume.

Since both F and p are the same for each plant, qh and Xh will differ
from one plant to another only if

(i) ah differs among the plants,
(ii) Ch differs among the plants.

Proposition 8: Imputed shadow costs are the same for any two
plants that produce the same products.

Proof: Immediate from (14). •

Proposition 9: Two plants will produce the same products if
they have the same avoidable costs and the same capacities
of basic characteristics.

Proof: It follows from (1) that if two plants are active and have the
same chj, then they must also have the same qh if their avoidable costs
are also the same. •

However, different plants may produce the same quantities even if they
have different capacities and avoidable costs because of offsetting dif-
ferences among the coordinates of Ch.



CHAPTER 6

A Theory of self-enforcing agreements

A prudent ruler ought not to keep faith when by so doing it would be against
his interest, and when the reasons which made him bind himself no longer
exist. If men were all good, this precept would not be a good one; but as they
are bad, and would not observe their faith with you, so you are not bound to
keep faith with them. Nor have legitimate grounds ever failed a prince who
wished to show colourable excuse for the nonfulfillment of his promise.
Niccolo Machiavelli, The Prince

1 Introduction

A self-enforcing agreement between two parties remains in force only
as long as each one believes himself to be better off by continuing the
agreement than he would be by ending it. It is left to the judgment of
the parties themselves to decide whether or not there has been a vio-
lation. If one party violates the terms, then the other party has as his
only recourse termination of the agreement after he discovers the vio-
lation. No third party intervenes to determine whether a violation has
taken place or to estimate the damages that may be attributed to such
a violation. No third party decides whether a violation has been "will-
ful" or "accidental." A party to a self-enforcing agreement calculates
whether the gain from violating the agreement is greater or less than
the loss of future net benefits from detection of the violation and the
consequent termination of the agreement by the other party. If the
violator believes he gains more than he loses from a violation, then he
will violate the agreement. Hence both parties continue to adhere to
an agreement if and only if each gains more from adherence to than
from violation of the terms.

Many economic transactions are self-enforcing agreements. Since it
is costly to rely on the intervention of third parties such as the courts
to enforce agreements and to assess damages of violations, the parties
to an agreement devise the terms to make it self-enforcing, if this can
be done cheaply enough. Thus, one of the strongest incentives for
honesty of a seller is the desire to obtain the continued patronage of
the buyer. In situations where a similar transaction between the two
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parties is unlikely to be repeated in the future so that the loss of future
business is an ineffectual penalty, substitutes for self-enforcing agree-
ments will appear. As an illustration consider a transaction between a
traveler and an airline and suppose it is unlikely that the traveler will
have another occasion to use that airline. The traveler is vulnerable to
being cheated by that airline. However, if the traveler has a travel agent
with whom he does business frequently and the travel agent in turn
does business frequently with the airline, then the circumstances for
a self-enforcing agreement between the traveler and the agent on one
side and the agent and the airline on the other are present. Employment
agencies furnish another example.

A prudent person avoids dealing with someone he suspects will be
unreliable. People seek information about the reliability of those with
whom they will deal. But reliability is not an inherent personality trait.
A person is reliable only if it is more advantageous to him than being
unreliable. It is information about someone's return from reliability
that is pertinent in judging the likelihood of his reliability. For example,
an itinerant is less likely to be reliable if it is more costly to impose
penalties on him.

A basic premise of this approach is that someone is honest only if
honesty or the appearance of honesty pays more than dishonesty.
Someone who thinks he can gain from dishonesty with impunity will
be dishonest. Several important results follow. If two parties are in a
sequence of transactions such that both know for sure which trans-
action will be the last, then each also knows that violating the agree-
ment on the last transaction cannot evoke a sacrifice of the net gains
thereafter. Consequently, each party would be under no compulsion
to abide by the terms of the agreement on the last transaction. Since
the same argument applies to the next to the last and so on to the first,
we seem driven to the conclusion that no finite sequence of transactions
can be self-enforcing if both parties are certain about which transaction
will be the last. Assuming that every sequence of transactions in the
real world is finite, a sequence of self-enforcing transactions must have
no last one. How can this be? A sequence has no last term if there is
always a positive probability of continuing. As long as this is true,
anyone who violates the terms at one time incurs the risk of future
loss. Therefore, there is no certainty of gain from a present violation
because there is always a chance of continuing to another transaction.
Owing to this, there is a positive probability that current violations are
punished later.

A theological argument helps illustrate the importance of a finite
uncertain horizon. Suppose that after a sinful life on earth, the pun-
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ishment after death is the torment of the soul in hell. Assume a sinner
can obtain forgiveness by doing various things before death: good
works, confession to a priest, and so on. If the time of death is un-
certain, then a would-be sinner faces the risk of being unable before
he dies to do the good works or the other appropriate things that can
avoid punishment in hell. If he were certain of the date of his death,
then he could allow some time before his death for those actions that
would remove the consequences of sinning that would follow his de-
mise. Even a nonbeliever in the existence of hell and punishment after
death can accept this argument provided he is willing to concede there
is a small positive probability that hell exists and that the disutility of
the torments of hell is unboundedly large. Given the uncertainty of the
date of death, although the short-term gain of sinning exceeds that from
a good life, one should be good all the time because the expected long-
term penalty of sinning is so large.

Consider now some formal aspects of this theory. Assume two par-
ties are contemplating whether or not to begin a sequence of trans-
actions that would be equivalent to a self-enforcing agreement. We
must calculate the expected gain to each party of such a sequence.

Let uj denote the net gain to a party during time period j if there is
a transaction at time j . The sequence terminates either because one
party stops it or because an event occurs that stops the sequence and
neither party has any control over this event. Thus there is a distinction
between stopping that is the result of an action taken by one of the
parties, which he induces, and stopping that is fortuitous. The latter
is autonomous stopping equivalent to the outcome of a random event.
We confine our attention at the outset to fortuitous stopping.

Let T denote the time of stopping, a random variable for that stopping
that is autonomous. Let pt denote the probability that T equals t so
that pt is the probability of a horizon of finite duration t. Since the
stopping time is autonomous, pt does not depend on current or past
gains. Assume the parties know the sequence of stopping probabilities.
It is certain that the process comes to a halt eventually so that

2 pt = i. (i)
/ = 0

Let qt denote the probability of a horizon lasting for more than t periods.
Hence

<?* = 2 Pj. (2)
t+\
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The expected duration of the horizon, denote it E(T), satisfies

oo oo

E(T) = 2 '/>« = 2 Qt- (3)
0 0

Notwithstanding (1) so that a finite horizon is certain, the expected
duration of the horizon can be infinite.

Given the possibility of stopping at time t, there is the question of
whether the gain at time j < t, namely uj9 ought to depend on t. It
should not. Since the horizon is a random variable, the return at an
earlier time cannot depend on the value of a random variable at a later
time.

Other possible complications deserve mention. One is whether for-
tuitous events that cause the process to stop for one or both of the
parties are independent of each other. Another is whether the proba-
bility of stopping depends on the age of the agreement. The present
formulation is commodious enough to embrace these factors.

Putting these complications aside for the moment, let us calculate
the expected return to one of the parties. Define st as follows:

7=0

so that st is the sum of the returns to a party for a sequence of t + 1
periods. This formulation permits discounting since uj has a time sub-
script./ and the present value of the returns can decrease as j increases.
The probability of st is pt+\ so that pt+\st is the contribution to the
expected value of the return for a horizon of length t. Summing over
horizons of all possible durations gives the expected value of the return,
denote it E(U), as follows:

oo

E(U) = ^ pt+ist. (5)
0

Alternatively, from (2) and (4) there is
oo

E(U) = 2 q,ut. (6)
0

It is now convenient to consider some possible complications. A self-
enforcing agreement refers to a sequence of transactions between at
least two parties. Fortuitous events can affect at least one of them,
bringing their relation to a halt. The relation can continue if and only
if no chance event stops the process for either one. Hence the length
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of the horizon, t, satisfies

t = min<fi, t2), (7)

where U is the time when some event would occur that would prevent
the continued participation of the ith party. Therefore, pt is the prob-
ability of T = t with t as defined by (7). Consequently, it does not
matter in this formulation whether the fortuitous events stopping the
participation of one or both of the parties to the transaction are in-
dependent or dependent.

The age of the relation between the two parties does not affect the
probability of ending their agreement if and only if the conditional
probability of stopping is the same through time. This requires in par-
ticular that the conditional probability of stopping at time t must be
the same as the probability of never starting, which is p0. This is true
if and only if

pt = pod - PoY (8)

(Feller 1957, vol. I, chap. XIII, sec. 9). For future reference note that
in this case

qt = (1 - p o ) ' + 1 . (9)

From (3) and (9) it follows that the expected horizon is

E(T) = (1 - po)/po (10)

The sequence of transactions may stop because one party believes
this would be profitable for him. Let Aut denote the increment on the
return to a party who stops the sequence at time t. This refers to induced
not autonomous stopping. Write the sequence A [/' so that

At/' = <0, . . . , 0, Aw,, -ut+u -«r+2, . . .).

With this notation, the sequence of gains to a party who takes an action
that stops the transactions starting in period t + 1 is given by U +
AC/' (the superscript shows when the relation stops). Therefore,

oo

E(U + At/0 = E(U) + q, AM, - £ qjuj. (11)
t+ 1

It is an implication of (11) that the return from continuing exceeds the
gain from stopping at time t if and only if for all t it is true that

E(U + AC/0 - E(U) = qt Aut - 2 WJ ^ 0- (12)
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In applications of this theory, the return ut depends on the terms of
the transaction at time t, and Aw, depends on how much the party can
gain from violating them at time t. Therefore, the problem of finding
terms that can give a self-enforcing agreement reduces to that of finding
a sequence {w,} that can satisfy (12) for all Aw,. If so, E(U) gives a
maximum with respect to all sequences U + A UK

At this point we should consider whether this theory captures the
main factors of the problem. If one party takes an action giving him a
net gain of A w, at time t that is an unfavorable surprise to the other
party and violates their agreement, then the theory assumes the victim
responds by terminating the agreement. This is the maximal penalty
the victim can impose on the violator of a self-enforcing agreement.
He cannot levy a fine because he cannot collect it without intervention
by a third party, which is ruled out by hypothesis. It is only with a
feasible action within his grasp that the victim can impose a penalty
on a violator of a self-enforcing agreement. If the maximal penalty
cannot deter a violation because E{U + AUf) — E(U) > 0, then no
smaller one will suffice. Hence inequality (12) is both a necessary and
a sufficient condition for a self-enforcing agreement.

The victim may not immediately discover the violation. If he finds
out after k periods, then the violator gains Aw,, Aw,+1, . . . , A ^ + f c - i .
Slowness in the detection of violations raises the profit to the violator.
For the sake of keeping the algebra simple, the preceding formulation
assumes detection of a violation with a minimal delay so that k = 1.
This does not affect the validity of the analysis in any important respect.

Third, the reader may object that the theory fails to allow for de-
viations from the expected return and seems to require rigid and con-
tinuously perfect obedience to the terms of the agreement. Here, too,
nothing essential is lost with this approach. To see why, consider how
to take deviations into account. Assume there is a band around the
expected return so that actual returns falling inside the band are con-
sistent with the terms of the agreement. Actual returns outside the band
indicate violations. The deviation between the actual and the expected
return should behave like a sequence of independent and identically
distributed random variables if the parties are in compliance with the
agreement. There is a violation either when the actual returns go out-
side the limits or stay too close to the boundaries for too long a time.
The parties to the agreement would therefore pay careful attention to
those returns that are close to the boundaries. Consequently, the
boundary lines themselves have a role in the analysis allowing for de-
viations just like w,.
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In this theory each party compares the current gain from cheating
the other party to the expected return from continuing the relation
honestly. The probability of continuing does not depend on the past
history of their transactions with each other. Some may wish to argue
that previous favorable experience raises whereas previous unfavor-
able experience lowers the probability of continuing. To examine the
validity of this argument we may proceed as follows. Assume a party
to an agreement accumulates a stock of goodwill toward the other
depending on the nature of past experience. Favorable past experience
raises and unfavorable past experience lowers this stock of goodwill.
The party terminates the relation when the stock of goodwill diminishes
to zero.

The argument claiming there is a stock of goodwill based on past
experience faces a fatal objection because it is inconsistent with rational
behavior. To see why, suppose that a buyer, for instance, accumulates
goodwill toward a seller based on the excess of his favorable over his
unfavorable experiences with that seller. Each past favorable experi-
ence raises and each past unfavorable experience lowers the buyer's
goodwill. A seller aware of this has many tempting ways of cheating
the buyer. With a new customer the seller would deliberately act hon-
estly at first to obtain the buyer's confidence so as to cheat the buyer
more profitably later on. Moreover, the seller need only maintain the
stock of goodwill of old customers at a level just high enough to obtain
their continued patronage. In so doing, he can cheat them, but not too
often. The accumulation of a fund of goodwill of a buyer toward a seller
that depends on past experience stands as a temptation to the seller to
cheat the buyers and turn their goodwill into ready cash. It is the pros-
pect of the loss of future gain that deters and the existence of past
goodwill that invites cheating. Therefore, rational behavior by the buy-
ers to an agreement with a seller demands that the probability of con-
tinuing their relation does not depend on their past experience with
each other. This condition is simply another version for an efficient
market of rational traders.

2 Long-term versus short-term contracts
The leading example that raises most of the pertinent issues in a self-
enforcing agreement is the choice between a long-term or forward con-
tract and a short-term or spot contract. The parties to a forward con-
tract agree in advance on the quantities and prices at which their trades
will occur over a stipulated length of time. A long-term contract also
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includes numerous other provisions that are important but are not of
present concern. Each party to a forward contract has the alternative
of buying or selling in the spot market at the spot price that can and
does vary from one trade to the next. Should the current spot price
exceed the forward price, it is the forward seller who faces the temp-
tation to breach; should the spot price fall below the forward price,
then the temptation to breach rests on the forward buyer. Consider the
case where the spot price lies above the forward price. The forward
seller can get a temporary gain by selling at the spot price, not at the
agreed-upon forward price. This gain is at the expense of breaching
the long-term arrangement with his customer. Suppose the forward
price equals the expected spot price, which is the mean of all spot
prices. It is nearly certain that any spot price will differ from the for-
ward price so that at each instant of time either the buyer or the seller
has a temporary gain by trading at the spot price instead of at the
agreed-upon forward price. Here is the problem. Is it possible to find
a forward price mutually agreeable to the buyer and the seller such
that it is in the interest of each to adhere to the forward price and never
succumb to the temptation of the temporary gain offered by a trade at
the spot price instead?

Implicit in this question is the assumption that the parties to a long-
term agreement have no recourse to a third party who can enforce the
terms of their contract. It means the terms must be self-enforcing. For
this to be true, both parties must believe it in the interest of each to
adhere to the forward contract and not to breach it. Begin with the
situation from the seller's point of view.

Assume the forward contract specifies the same quantity sold at each
transaction at a forward price denoted/?*. Alternatively, the seller can
sell this quantity at the prevailing spot prices, and the expected receipts
per unit would be the mean of the spot prices. The forward contract
is said to be breached when the seller refuses to sell at the forward
price agreed upon and instead sells at the current spot price. If the
seller trades at the spot price p2 thereby breaching the forward contract,
he can expect the return

U(p2) + V (1)

whereas if he remains faithful to the forward contract and always sells
at the forward price /?*, then his return is

U(p*) + U(p*). (2)
The term U denotes the expected return from a strategy of selling at
the prevailing spot price. Thus, assume the price is a random variable
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P, and for the sake of simplicity, it can have only two values, px and
Pi with p\ < p2 so that

• { •
Pi with probability a
Pi with probability 1 - a.

Consequently, the expected return from sales on the spot market is

V = aU(Pl) + (1 - a)U(p2). (3)

Evidently, the seller has an incentive to breach and sell at the spot
price only if it happens to be high and equal to p2. Having breached,
the expected return to the seller would be U thereafter. On the other
hand, should the seller remain faithful to the forward contract, then he
would get [/(/?*) now and thereafter, so his return is given by (2).
Neither (1) nor (2) has a discount factor to apply to the future. Below
we shall see how the presence of a discount factor changes the analysis.
Assume that U is a concave function of P. If it is strictly concave, it
represents risk aversion, whereas if it is linear, the seller has risk neu-
trality. In both cases,

V < U(P), (4)

where

P = aPl + (1 - a)p2, (5)

is the expected price. I also assume the buyer and the seller both know
a so they agree on the nature of the probability distribution that gen-
erates the price as a random variable. Assume as well that given the
spot price is observed to be either px or p2, then the buyer or the seller
can trade at this price. A highly liquid market is a close approximation
to this assumption.

The seller gets a higher return from faithfulness to the forward con-
tract if and only if

U(p*) > [U(p2) + U]/2. (6)

There is a critical forward price, call it /?*, defined so that

U(p*a) = [U(pi) + U]/2. (7)

At this critical price the seller is indifferent between breaching and
faithfulness to the forward contract. A major concern of this analysis
is the relation between the critical forward price of the seller and the
expected spot price. The easiest and perhaps most important case is
a linear function that represents risk neutrality.
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Proposition 1: For a linear U given by
U(P) = b0 + btP, bx > 0, (8)
it follows that pa > P so that the critical forward price of the
seller exceeds the expected spot price.

Proof: Linearity implies that U = U(P). Therefore,

U(p*) = i[U(p2) + U] = i[U(p2) + U(P)] = U[i(p2 + P)]

so that

Pa = i(Pi + P) since p2 > P. •

The analysis for strictly concave U is not much more complicated
though it is more difficult to describe the results. Consider Figure 6.1.
It has a graph of the strictly concave U(P) passing through the points
A3 and A4. The claimjs that for any strictly concave U there is some
expected spot price P that equals the seller's critical forward price
p*. It is easy to find the P possessing this property. It is given by the
P coordinate of that point A5 that lies on the_midpoint of the segment
AiA2. The U coordinate of the point A\ is U. According to (7), p*_is
that price for which the utility equals the midpoint of U(p2) and U,
namely A5. Whenever the price coordinate of thisjnidpoint is the same
as the expected spot price, it follows that p* = P, which is the result
desired. The fact that there exists an expected spot price that equals
the seller's critical forward price is important in the subsequent analysis
concerning the existence of a self-enforcing long-term contract.

It is also desirable to see whether there are simple relations between
the critical forward price and the expected spot price. Unfortunately,
this does not seem to be the case. In order to appreciate the source of
the complexity, start from the point A\ in Figure_6.1 and consider a
small increase in P to P_+ AP. This raises U to U + A U so that the
distance from U(p2) to U decreases by an amount equal to the slope
of the line segment A3A4 x A P.

Slope of A3A4 = [U(p2) - U(pi)]Kp2 - Pi).

AV = slope of A3A4 x AP.

AU(p* + Ap*) = ^ ^ AP* = j At/,
dp

It follows that

A ^ ; = (h)[U(P2) - U{pi)V(P2 - PI)
AP dU{p*a)ldp (9)
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Figure 6.1

Formula (9) shows it is not possible to draw general conclusions about
the relation between Ap* and AP even when starting from a point where
Pa = P. The new p* = /?* + A/?* can be higher, lower, or the same
as the new P depending on the size of the ratio given on the right side
of (9). It is even possible for the new p* to be the same as the new P
so that there can be intervals where the two are equal. By drawing U
of different shapes we can see a variety of alternatives. For instance,
if U is very sharply curved so that the seller has extreme risk aversion,
then there will be a wide range where the acceptable forward price is
below the expected spot price.

Before going on to the analysis from the buyer's point of view, it
remains to consider the effect of discounting. Let p = 1/(1 + p), where
p is the discount rate so that p, the discount factor, is a positive number
less than one.

If _the seller stops the forward contract, he expects to get U(p2)
+ pi/.

If the seller sticks to the forward contract, he gets U(p*) + pi/(/?*).
He is better off by adhering to the forward contract if and only if

U(p*) > [U(p2) p). (10)

It is instructive to compare this inequality to (6). In (6) the current
return and the expected return get equal weight whereas in (10), as one
would expect, the current gain gets relatively more weight than the
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expected gain. Thus, a bird in the hand is worth more than two in the
bush. The critical forward price, call it p* as above, now satisfies

U{p*a) = [U(p2) + pZ7]/(l + p). (11)

It would be both tedious and unnecessary to repeat the preceding an-
alysis in order to derive the consequences of discounting. A diagram
like Figure 6.1 reveals all it is necessary to know. Since the presence
of p has the effect of giving relatively less weight to the expected spot
price because it applies to the future, it raises the value of the forward
price that would be minimally acceptable to the seller. Discounting
makes a violation of the forward contract more tempting so the forward
price must be higher in compensation in order to lower the temptation
for the forward seller to breach the forward contract.

Having considered the situation in detail from the point of view of
the seller, the corresponding analysis for the buyer can be brief. For
the buyer the return is higher, the lower the price he pays. Let V(P)
denote the return to the buyer as a function of the price he pays. Hence
V variesjnversely with P. Assume that V is a concave function of P
so that V ^ V(P) is true as it is in (4). To keep the analysis simple,
assume the discount rate is zero so that p = 1. Faithfulness of the
buyer to the forward contract is the more profitable strategy if and only
if

V(p*) > l[V(pi) + V], (12)

where the term in brackets shows that the buyer would breach when
the spot price is low, px, so that he could buy the good more cheaply
than at the forward price, /?*. There is a critical forward price for the
buyer, denote it by pt, such that

V(pt) = i[V(Pl) + V]. (13)

Proposition 2: For linear V so that
V(P) = Co- c,P, d > 0, (14)
it follows that P > pt.

Proof: It is the same as for Proposition 1. •

The buyer and the seller can have a self-enforcing long-term contract
only if the highest acceptable forward price that the buyer is willing
to pay exceeds the lowest acceptable forward price that the seller is
willing to take. Therefore, the following is true.
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Proposition 3: To have a self-enforcing forward contract it is
necessary that

pt>P*a. (15)
From this result there follows an important conclusion:

Corollary 1: No self-enforcing forward contract exists if both
U and V are linear so that both the buyer and the seller are
risk neutral.

Proof: The hypothesis together with Propositions 1 and 2 give the result

P*<P<P* (16)
so by Proposition 3 there is a violation of the necessary condition for
the existence of a self-enforcing forward contract. •

It follows from this corollary that nonlinearity of U or V is a nec-
essary condition for a self-enforcing forward contract. Such nonline-
arity is compatible with risk neutrality if the return is a strictly concave
function of the price owing to the nature of the costs of the traders. A
good illustration is in the copper industry where for many years copper
mining companies in the United States sold copper at stable prices on
forward contracts sometimes below the spot copper price. It may be
that the producers of copper could lower their cost of production by
having the steady demand attracted by stable forward prices. Hence
the sellers may be regarded as having a strictly concave function of
the price such that the return rose with the price but less rapidly.

There is a simple sufficient condition for the existence of a self-
enforcing forward contract that is an immediate implication of (15).

Corollary 2: pt > P and P > p* are sufficient for the existence
of a self-enforcing forward contract.

According to this corollary, a self-enforcing forward contract is pos-
sible if the mean spot price is below the buyer's critical forward price
and above the seller's critical forward price. This gives them both room
for a mutually satisfactory bargain.

3 A principal-agent problem: Prizzi's honor
The theory of self-enforcing agreements may also apply to the principal-
agent problem. Having a concrete instance in mind is helpful. Say that
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the agent operates a gambling casino owned by the principal. The agent
may cheat the principal by skimming some of the casino receipts for
himself and not pay the principal the total amount due him. In order
to deter cheating, the principal may inspect his agent continuously or
intermittently. If the principal discovers that he has been cheated by
the agent, then he has several penalties available that he can impose
on the agent. The principal may simply terminate the relation with the
agent. The principal may attempt to recover what the agent has taken
from him plus an additional amount. The agent may be required to post
a bond so that in case of malfeasance he forfeits the bond. Still more
severe penalties are available - the agent may be severely injured or
iced. The roles of agent and principal are asymmetrical. The agent is
subject to a risk of false accusation. Presumably, the compensation of
the agent must be higher to the extent that the principal may falsely
accuse the agent of malfeasance solely in order to collect the penalty.
I assume there are no false accusations and that inspection is com-
pletely reliable so that it can flawlessly discover whether or not cheat-
ing has occurred. Under these assumptions the principal-agent problem
is readily analyzed in terms of a two-person non-zero-sum noncoop-
erative game.

Let us summarize the relevant data. If the agent does not cheat and
the principal does not inspect, then the return of each is zero. Thus,
without loss of generality zero is the base amount. If the agent does
not cheat and the principal does inspect, then the return to the agent
is zero, but since the principal incurs the cost of inspection, his return
falls to —81.  The agent can cheat the principal successfully if the prin-
cipal fails to inspect. If so, the gain to the agent, which is 82, is the
same as the loss to the principal. In the remaining alternative the agent
cheats and is caught. Assume that the agent must repay what he has
stolen and pay a penalty in addition. Hence the agent pays 83, the
penalty, and the principal's return is 83 minus the cost of inspection,
81.

Table 6.1 shows the payoff matrix of the agent and the principal. An
agent's strategy is a choice of row and a principal's strategy is a choice
of column. For a sensible problem one must assume that

83 - 81 > - 8 2 & 82 + 83 > 81. (1)

If (1) were false, then, evidently, it would never pay for the principal
to inspect and it would always pay for the agent to cheat. No reasonable
person would become a principal under these circumstances. Stated
differently, if (1) were false, then operators of gambling casinos must
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Table 6.1. Principal-agent problem

Principal

Agent Don't inspect Inspect

Don't cheat 0, 0 0, -8 i
Cheat 8 2 , - 8 2 -83, 83 - 81

also own them. Hence assume (1) is true so there is a sensible principal-
agent problem.

Let a,- denote the probability the agent chooses row 1 and (3,- the
probability the principal chooses column./. Let X be the expected return
of the agent and (JL be the expected return of the principal. A non-
cooperative equilibrium is a set {a, p, X, JUL} that satisfies the inequalities
as follows:

= op! + op2 ^ x,
E(r2) = 52Pi - 8 3 p 2 ^ X,

Pi + P2 = 1,

£(c i ) = Octi — 82a2 = M-,

E(c2) = — 8icti + (83 — 8i)(*2 = JUL,

a i + a 2 = 1,
E(n) denotes the expected return to the agent from his choice of row
1 and E(cj) the expected return to the principal from his choice of col-
umn j . Hence

<*2,

Py^

P.,
P2,

a,- §

0.

0.

(2)

(3)

(4)

(5)

(6)

(7)

X = aiJEfo) + a2E(r2), (8)
4- p2£(c2). (9)

In a noncooperative equilibrium, the agent chooses a, giving him the
maximal expected return for the best choice of p by the principal.
Likewise, the best (3 for the principal yields him the maximal expected
return given the optimal a's chosen by the agent. The a's and p's
satisfying (2)-(7) furnish both the solution of these maximum problems
and the noncooperative equilibrium. By examining the properties of
the solution of (2)-(7), we learn those of the noncooperative
equilibrium.
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The first important result is that there is no pure, that is, deterministic
noncooperative equilibrium. The only noncooperative equilibrium is
mixed, that is, nondeterministic. In the equilibrium it is always true
that the agent cheats with some positive probability, and he will get
away with it with some positive probability. Certain inspection by the
principal is never optimal. The probabilities of cheating and of being
caught are equilibrium values determined by the model, not numbers
arbitrarily imposed from outside. The lower is the cost of inspection,
81, the lower the agent's equilibrium cheat probability. The higher is
the sum 82 + 83, the lower the probability of the agent cheating. The
equilibrium probability of principal inspection does not depend on its
cost; it depends only on the size of the loss, 82, and the size of the
penalty, 83. To verify these assertions requires examination of the equi-
librium conditions.

It follows from (2) that the expected return of the agent, which is
given by X, must be nonnegative. It also follows that pi must be pos-
itive. The proof is by contradiction. Suppose Pi were zero, which would
require p2 equal to one, meaning that the principal always inspects. It
would follow from (2) and (3) that

X > max{0, -83} = 0.

Equality in (3) would not be possible as a consequence so that a2 would
be zero and X = 0. It would then follow from (5) and (6) that

ix > max{0, -81} = 0.

But p2 = 1 would imply equality in (6) and with a2 = 0, |x would have
to equal -81 < 0, thereby giving a contradiction. Therefore, as we set
out to show, (3i must be positive. Next suppose pi were equal to one.
We shall prove this is impossible. If pi were equal to one so that p2
were necessarily equal to 0, then it would follow from (2) and (3) that

X = 82 and cti = 0.

But cti = 0 would require a2 = 1. According to (1),

ix = (83 - 81) > - 8 2

so that pi = 0 giving a contradiction as claimed. We may conclude
that pi is positive and between zero and one. This means inspection
by the principal is not certain; it is a random event by design.

Since both P's are positive, there is an implication of equality in both
(5) and (6) and

ix = - 8 2 a 2 . (10)
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Solving (5)-(7) for a2 gives

a2 = 81/(82 + S3), (11)

which is between zero and one by virtue of (1). Hence there must also
be equality in (2) and (3). Therefore,

X = 0 (12)
and

(32 = 82/(82 4- 83). (13)

Substitute the value of a2 from (11) into (10) and obtain
|x = -5xP2. (14)

This says that the expected return of the principal is the probability of
inspection multiplied by the cost of inspection. As (14) shows, it is
always negative, and according to (12) the expected return of the agent
is zero. Hence the expected return of the principal (the owner of the
gambling casino) is always below the expected return of the agent, who
operates it.

According to (13), the equilibrium probability of inspection does not
depend on its cost, whereas the probability of cheating does depend
on the cost of inspection. In fact, the probability of cheating is lower,
the lower the cost of inspection. It is also lower, the greater the penalty
for cheating, 83. If 83 can become unboundedly large, say that the
penalty for cheating is that the agent is iced, then the equilibrium prob-
ability of cheating approaches zero. Moreover, the probability of cheat-
ing decreases as the sum 82 + 83 increases. Consequently, in equilib-
rium the larger is the amount that can be stolen and the larger the
penalty for stealing, the smaller is the probability of theft. The prob-
ability of inspection actually depends on the ratio 83/82. The larger is
the penalty relative to the principal's loss, the lower is the equilibrium
inspection probability.

This model can also answer the interesting question as to which is
more effective as a deterrent against cheating, an increase in the pen-
alty, 83, or a reduction in the inspection cost, 81. We seek a combination
of 81 and 83 capable of maintaining a constant value for the equilibrium
cheating probability. From (11) it follows that

Aa2 = (83 + 82) A81 - 8!(A83 + A82) = 0
if and only if

A81 A82 + A83

81 82 + 83 (15)
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Assume the principal cannot control the size of his loss, which is 82
so it is a given that implies that A82 = 0. It follows from (15) that in
this case

A5! = a2 A83. (16)

It is clear from (16) that a change in the cost of inspection is a more
effective deterrent than a change in the size of the penalty. For ex-
ample, suppose that a2 = 0.05 so that in equilibrium there is only a 5
percent chance that the agent would cheat the principal. A $1 increase
in the cost of inspection could offset the effect of a $20 increase in the
size of the penalty.

Reconsider the payoff matrix in Table 6.1. The sum of the entries
in each cell shows the joint return to the principal and agent. In the
column labeled "Don't Inspect" the joint return is zero while in the
column "Inspect" it is - 8 1 , the cost of inspection. The highest joint
return is when the agent does not cheat and the principal does not
inspect. However, under the noncooperative equilibrium the agent's
expected return is zero and the principal's is -8 ip 2 . This seems to
give room for a mutually advantageous bargain between the two such
that the agent does not cheat and the principal does not inspect. A
cautious principal calculates that his best result in the worst case is
— 81  while the agent's best return in the worst case is zero. So a pes-
simistic and conservative principal, a minimaxer, would always inspect
and a minimaxing agent would never cheat. But this is not an
equilibrium.

What are the prospects for a self-enforcing agreement? The agent
would get zero if he abides by the agreement or under the mixed non-
cooperative equilibrium. If he cheats and the principal fails to inspect,
he gets 82. The principal gets zero under the cooperative agreement,
—  82 if the agent violates the agreement (because the principal does not
inspect if there is a cooperative agreement), and under the noncoop-
erative equilibrium the principal can expect to receive — 81  p2. These
facts make plain the conclusion that there is no chance of a self-en-
forcing agreement. The principal can hope to keep the agent in line
only if he inspects at least some of the time, and he must also have
the capability of punishing the agent whenever he detects cheating.

The same conclusion applies to a general situation where an em-
ployee occupies a position of trust for the employer. A self-enforcing
agreement between the two is not possible. The employer, who is the
principal, must have the capability of imposing and collecting a penalty
whenever he detects cheating by his employee.
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4 Research and development: a free-loader problem

Begin with the assumption that two firms produce and sell a product
that their customers regard as equivalent so that each firm's product
is a perfect substitute for the other's. In the initial equilibrium each
firm has the same cost conditions, produces and sells the same quantity
at the same price, and gets the same profit. By assuming the profit is
zero, it becomes the benchmark for measuring the gains of the alter-
natives available to the firms. Each firm can lower its cost of production
as a result of successful research. Assume that by allocating resources
to research and development a firm can successfully learn how to lower
its cost of production. However, it is unable to prevent other firms
from copying its discovery and cannot stop them from using the results
of its own research. Hence a firm doing none of the research itself can
nevertheless reap the result of the research done by the other firm.
Assume it costs less to copy the results of others than to discover new
knowledge yourself. That firm not doing its own research but copying
its rival's results is a free-loader. Therefore, a firm that does its own
research and incurs the cost of finding new knowledge gets a lower
return than its rival that does no research and copies its results. The
situation is symmetric because by hypothesis either firm can do the
research while the other free-loads.

Table 6.2 shows the payoff matrix. If neither firm does research,
then the return of each is zero. If one firm does research and the other
copies, then the return to the research firm is 8i and is 8i + 82 to the
free-loader. If both firms do the research, the return of each is 8i.
Though a firm doing its own research is better off than by not doing
it, it is still better off if it can copy the research results of its competitor.
Several interesting conclusions follow from the model shown in Table
6.2.

The efficient arrangement is plain; only one firm should do the re-
search. There is wasteful duplication if both firms do research. How-
ever, a cautious firm would do its own research and not rely on the
chance that the other would. Formally, this is the minimax solution
where both firms do research. To verify this, note that firm 1 has the
worst outcome in row 1 if firm 2 does no research, and firm l's worst
outcome in row 2 is where it does its own research. Hence for firm 1
the best of these worst cases is always to do its own research. Since
the same is true for firm 2, in the minimax solution both firms pay for
and do their own research.

As we shall see, there are three noncooperative equilibria. Let E(rt)
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Table 6.2. Research and development: the free-
loader problem

Firm 1: R&D

Zero
Positive

outlay

Firm

Zero

0,0
Si, 8i +

2: R&D outlay

Positive

8i + 82, 8i
82 &i, 8i

denote the expected return to firm 1 (the row player) and E(cj) the
expected return to firm 2 (the column player). A noncooperative equi-
librium must satisfy the following conditions:

E(ri) = OPi
E(r2)

E(ct) = Oa,

E(c2)

+ (8,
= 8,p

+ (8,
= 8i<x

+

Pi
+

i +

a i

82)p2 s k,

8^2 < k,

I o tT p2 —  1 ,

8 2 )a 2 s JUL,

8ia2 S (x,

+ «2 = 1,

a i ,

a2 ,

P,^
Pi,

P2,
a . >

0.

0.

(1)

(2)

(3)

(4)

(5)

(6)

The probability that the row player chooses row / is a, and that the
column player chooses column j is p7. Although the situation is sym-
metric and there is a symmetric mixed equilibrium, there are also two
asymmetric pure equilibria. Thus a symmetric situation can have asym-
metric equilibria. In one of these, firm 1 does the research so that a2
= 1, and firm 2 does none, Pi = 0. In the other the roles are reversed
so that ai = 1 and (32 = 1.

If a2 = 1 and Pi = 1, then X = 8i and |x = 8i + 82.

If a! = 1 and p2 = 1, then X = §i + 82 and |x = &i.

Plainly, these give two distinct solutions of (l)-(6) so that each one is
a pure noncooperative equilibrium. The theory of noncooperative equi-
libria is silent on the choice between these two distinct solutions. More-
over, it is important to recognize that each of these pure noncooperative
equilibria is efficient whereas, as we shall see, the symmetric mixed
noncooperative equilibrium is inefficient.

The third noncooperative equilibrium, nondeterministic and sym-
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metric, is as follows:

on = P2 = 81/(81 + 82), (7)
and

X = li = 81. (8)

In this equilibrium all four outcomes have a positive probability of
occurring, including the two that are inefficient. The outcomes are
inefficient a proportion of the time given as follows:

+ a2p2 = (8? + 8i)/(8i + 82)2. (9)

In the absence of a unique noncooperative equilibrium, firms do not
know what to expect. Theorists have no basis for predicting the out-
come. It is an unsatisfactory situation.

Since the knowledge resulting from the research of one firm is val-
uable to both, and it would be wasteful for them both to do the re-
search, they would seem to have an incentive for an agreement. The
nature and terms of an agreement would depend on whether the sit-
uation will occur only once or is likely to recur.

First, assume the situation will occur once. In one type of agreement
one firm does the research and the other pays half the total cost. One
way of arranging this is for the potential free-loader to pay half the cost
in advance to the other firm who will do the actual research. The paying
firm bears the risk that the other will take the payment but fail to do
the research as agreed. Alternatively, the paying firm may promise to
pay the researching firm but only after the research is done. In this
case the researching firm incurs the risk of not being paid its share of
the research cost.

A description of the agreement in its extensive form enables a full
step-by-step analysis. The size of the research outlay must be related
to the gain to the free-loader since it is the expense the free-loader
avoids by copying the rival's results. Therefore, the research outlay
must equal 82, the gain of free-loading. Figure 6.2 shows the alterna-
tives. The top panel assumes firm 2 pays half the research cost in
advance to firm 1 who agrees to do the actual research. P means firm
2 pays and P means it reneges on its promise to pay. R means firm 1
does the research and R that it reneges. We wish to see whether this
agreement can be self-enforcing so that it is in the self-interest of each
to live up to its promise. It is clear from Figure 6.2 that firm 2 has no
reason to abide by its promise since no matter what it does, firm 1
will do the research not out of altruism but out of self-interest. The
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6 -j, 6-j • 6 2

0,0

Firm 2 <v l Firm 1 J

6 2 /2 , -5 2 /2

Firm 1 v. j Firm 2 i

Figure 6.2

61 * 62 /2 ,

61, 61

NIL

0,0

case where firm 2 puts up all the funds for research in advance and
gets half of it back from firm 1 after the research is done is an open
invitation from firm 2 to firm 1 to keep all the money. Rational parties
would never consent to this arrangement so it needs no further
consideration.

The bottom panel of Figure 6.2 shows another possible agreement.
This time it is firm 1 that does the research and expects payment from
firm 2 for half the cost. It is again plain that firm 2 would have no
incentive to fulfill its part of the bargain while it is always in the self-
interest of firm 1 to do the research.
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Because the situation is completely symmetric, any firm that agrees
to do the research in a once-and-for-all setting like this could not expect
the other firm to fulfill its part of the agreement. Yet it is always in the
selfish interest of the firm promising to do the research actually to do
it. Hence no self-enforcing agreement exists in this case. Any agree-
ment between the two firms would seem to require enforcement by a
third party.

Next assume the situation is recurrent. In each period there is a
research project that created new knowledge on how to lower costs.
The projects are independent over time so that the results of the later
periods do not depend on the results of the preceding ones. It is the
purpose of these assumptions to ensure that each firm can in fact do
one of the research projects on its own in each period independently
of what came before or will come after. Finally, assume this situation
is equivalent to an infinite horizon because the stopping date is un-
certain, though it will occur eventually. Under these hypotheses it is
plausible that the firms would agree to alternate their research so that
one firm does the research in one period and the other in the next. In
this fashion each firm would expect to be the researcher half the time
and the beneficiary of the other firm's research half the time. Ignoring
discounting, consider the sequence of returns to a firm under two al-
ternatives, faithfulness to the cooperative agreement and cheating. Re-
call that in the once-and-for-all situation, a firm that has promised to
do the research is always better off by adhering to its promise. Is this
also true in the recurrent case?

Period
Cooperate

Cheat

1
8,

0

2
8i -

8. -

h 82

h 82

3
8,

0

4 .
8i

8,

+ 82

+ 82

Assume the firm has agreed to do the research in the odd-numbered
periods and obtain the results of the other firm's research in the even-
numbered periods. Therefore, under the cooperative agreement, it
would get the same return as a free-loader in the even-numbered pe-
riods, 81 + 82, whereas in the odd-numbered periods it would receive
81, the same as a firm doing and paying for its own research. It would
have no incentive to cheat in those periods when it obtains the research
results from the other firm. If it fails to do the research during the odd-
numbered periods as it had promised, then, evidently, it is worse off
because its return is zero in these periods. Consequently, the sequence
of returns under the cooperative agreement is never less than the se-
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quence from cheating. It follows that recurrence with an uncertain
stopping time implies the existence of a self-enforcing agreement.

This model of a free-loader problem assumes that the optimal re-
search outlay does not depend on the number of firms. Thus, one firm
can have the optimal program and the second firm would not contribute
to it. Hence the scale of the total research effort does not rise with the
number of firms. In practice this is unlikely. Cooperation between the
two firms would result in a larger total research program than for one.
The theory of the core is a more useful tool for studying this situation.
The allocation of resources designed to expand the stock of knowledge
creates a semiprivate or public good depending on whether the co-
operating firms can or cannot prevent the noncontributors from getting
the research results. If free-loading cannot be stopped, knowledge be-
comes a public good. If free-loading can be stopped, then knowledge
is a semiprivate good. Analyzing the creation of new knowledge as a
noncooperative equilibrium reveals little about the substantive issues
raised by the creation of that knowledge, which is semiprivate or public.
Chapter 8 continues the analysis of these problems.

5 The Prisoners' Dilemma
No simple two-person game is better known than the Prisoners' Di-
lemma. As applied in economic theory it goes as follows. Two firms
are considering whether or not to collude. They each make the same
product under the same cost conditions and sell it at the same unit
price. If the two firms collude, say each one gets a profit of 8i. Table
6.3 shows the returns for the various alternatives. If the firms collude,
the returns are in the cell labeled "honest" to indicate that the firms
are faithful to their agreement. If one of the firms, the column player,
produces and sells the output assigned him by the terms of the cartel
agreement while the other firm, the row player, cheats, then the cheater
gets the net return 8i 4- 83 while the victim loses 82 (all 8's in Table
6.3 are positive). If both firms cheat, then the net return of each is
zero.

Several facts about this situation are important. First, a victim of
cheating is worse off than he would have been in the absence of a
collusive agreement. Collusion exposes the parties to the risk of getting
less than they would receive without collusion under the noncooper-
ative equilibrium. In the noncooperative equilibrium for this case, both
firms cheat simultaneously and each would then obtain a net return of
zero. However, the honest victim of cheating by the other firm would
get a return of - 8 2 < 0. Therefore, cooperation exposes each firm to
the prospect of being made worse off. Moreover, the sum of the returns



5 The Prisoners' Dilemma 211

Table 6.3. Payoff matrix for the Prisoners'
Dilemma

Row player

Honest
Cheats

Honest

Si
8i + 83

Column

, 5i
, - 8 2

player

Cheats

- 8 2 , 81 + 83
0,0

under a collusive agreement is larger than the sum if one firm cheats
and the other honestly abides by the terms of the agreement. Formally,

28i > 81 + 83 —  82

so that
81 > 83 - 82.

It is the latter condition that poses the dilemma. There is a conflict
between the collective interest of the two firms and the self-interest of
each one. Suppose the row player is honest. Then the column player
maximizes his net return by cheating the row player. But then if he
does cheat, the row player too maximizes his return if he cheats. Given
cheating by the row player, the best response of the column player is
to cheat. Hence cheating or, equivalently, noncooperation becomes
the equilibrium strategy for both. The larger joint return, which is the
fruit of cooperation, lies tantalizingly beyond the reach of each selfish
firm. All this is familiar. Less familiar are several other properties of
the Prisoners' Dilemma.

In this case the noncooperative equilibrium is also a saddle point.
Let atj be the return to the row player for row /, column 7, and btj be
the return to the column player from row 1, column j . A necessary and
sufficient condition for a pure (deterministic) saddle value is that

max min [a^] - min max [a^] (3)
j i i j

and

max min [by] = min max [by]. (4)
* J j i

Now
min[ay] = min{-82,0} = 0 and max{-82,0} = 0.

j i

max [a(j] = max {81 4- 83,0} = 0 and min {81 + 83,0} = 0.
i j
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Therefore, (3) is true for the row player and row 2, column 2, is his
saddle value. By symmetry exactly the same argument is valid for the
column player and his matrix [by] so we may conclude that (4) is true
for the column player. Consequently, the noncooperative equilibrium
is also the deterministic saddle value in the Prisoners' Dilemma. This
means that noncooperation is the best conservative strategy.

In a malevolent equilibrium each player chooses the strategy that
minimizes the net return of his adversary. This resembles the non-
cooperative equilibrium turned on its head. In a noncooperative equi-
librium each player attempts to maximize his return given the strategy
of the other player. In a malevolent equilibrium each player tries to
minimize the return of the other by a suitable choice of his strategy
given the strategy of his adversary. It is not difficult to verify that row
2, column 2, is the unique malevolent equilibrium in the Prisoners'
Dilemma. Hence the noncooperative equilibrium is also the best pun-
ishing strategy as well as the safest. The conjunction of these three
strategies distinguishes the Prisoners' Dilemma from all other finite
two-person non-constant-sum games.

Proposition 4. In a symmetric Prisoners' Dilemma, the deter-
ministic saddle value, the noncooperative equilibrium, and the
malevolent equilibrium are unique and coincide.

If both players know they are in the situation described by the Pris-
oners' Dilemma for precisely one occasion, then although cooperation
is efficient because it maximizes the sum of their returns, it is not
individually rational. The selfish interest defeats the common interest.

It may seem that the equilibrium should depend on whether the sit-
uation described by the Prisoners' Dilemma recurs or is known to hap-
pen only once. In fact, recurrence for a known finite number of times
does not change the equilibrium, which remains noncooperation every
time. To show this, it suffices to take the case where the game will be
played exactly twice for sure. One way to prove this, discussed more
fully below, is by backward induction using the argument given by
Luce and Raiffa (1957, pp. 94-102). Another way proceeds as follows.
Table 6.4 shows the payoff matrix. The matrix has 16 entries, one for
each of the 16 possible outcomes. An outcome requires a choice of
two elements, each from two alternatives by the two players. The row
player chooses which row to pick in the first and second period from
the matrix given in Table 6.3. The column player similarly chooses
columns for each period. In each period the players choose simul-
taneously so neither player knows the choice of the other in advance



Table 6.4. Payoff matrix for two times repeated Prisoners' Dilemma

Row player

1,

1,

2,

2,

1

2

1

2

1, 1

28i,

28!

28i

2(8i

28!

+ 83,

+ 83,

+ 83)

81 - 82

81 - 82

, - 2 8 2

1,

8!

81

81

81

2

-

, 8 !

+

+

82,

83

83,

28i + 83

- 82, 81 + 83

- 8 2

Column player

2, 1

81 -

81 +

- 82 81, 8,

81 +

82,

83

i

83,

28! 4

- 82,

- 82

- 83

81 + 83 - 82

2 , 2

- 2 8 2 ,

- 8 2 ,

- 8 2 ,

0,

2(8!

81 +

81 +

0

+ 83)

83

83
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of his own. For instance, in Table 6.4 take row (1,2) and column (1,1).
This means that in period one the row player picks row 1 and the column
player picks column 1 from the payoff matrix of Table 6.3. In the second
period, the row player takes row 2 and the column player column 1.
In the first period the row player gets 8i and in the second period he
gets 8i + 83, summing to 28i + 83 for both periods as shown in Table
6.4. For the column player, the first period return is 81 and owing to
his being cheated in the second period his loss is then 82. Hence Table
6.4 shows the return of the column player is 81 - 82.

The unique noncooperative equilibrium for the payoff matrix in Table
6.4 is row 4, column 4. To check this, note that when the game is
repeated exactly twice, a strategy for the row player is a choice of one
of the four rows of Table 6.4, and for the column player it is one of
the four columns of Table 6.4. Therefore, the unique equilibrium giving
each player the maximum return for a given strategy of the other is to
cheat in each period, the cheating strategy of Table 6.3. This result is
remarkable. One would think that the magnitudes of the parameters
should enter the picture but they do not.

Consider, for instance, choosing row 3 in Table 6.4 so that the row
player cheats in the first period but not in the second. He may suppose
that the column player uses a tit-for-tat strategy such that the column
player is not the first to defect and punishes cheating by the row player
in a period by his own defection in the next period (Axelrod 1984). The
row player would come out ahead if 81 + 83 - 82 were positive. How-
ever, if the row player chooses row 3, then the best choice for the
column player would not be column 2, the tit-for-tat strategy, but would
be column 4. Given that column 4 is the best response to the row
player's choice of row 3, now the row player's best reply is row 4.
Hence row 4 is the best reply to column 4 and column 4 is the best
reply to row 4. We may conclude that row 4, column 4, is the non-
cooperative equilibrium. The conclusion does not depend on the size
of 81 + 83 - 82.

The conclusion remains valid no matter how many times the players
repeat the situation described by the Prisoners' Dilemma if the number
of times is known for sure in advance by both players. In case this
number is n, the payoff matrix has an unwieldy number of rows, 2n.
In the noncooperative equilibrium each player cheats in each of the n
repetitions.

Something seems missing from this analysis. The missing element is
found by looking at the repeated Prisoners' Dilemma in another way
following a proposal of Luce and Raiffa (1957). To pave the way, let
us now consider the argument using backward induction. Assume both
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players know their situation will recur n times for sure. Also assume
there exists an optimal strategy. It determines the choices for each of
the n periods. In the last period, having made the best choices for each
of the preceding n — 1 periods, the row player can argue that his best
choice for the last, that is the nth period, cannot depend on anything
that happens in the future since by hypothesis he is certain this is the
last occasion for play. Therefore, he can determine the best strategy
for the nth period with precisely the same reasoning as if he were in
the Prisoners' Dilemma for exactly one period. In this case he knows
the answer given by the analysis above. Namely, it is to cheat. Having
determined this optimal choice for the nth period, move back one pe-
riod to period n — 1 and again the optimal choice is to cheat in period
n — 1. Continuing the backward induction to the first period gives the
same conclusion as above, which is to cheat in each period. However,
the analysis brings to light the important point that the backward in-
duction relies on the certainty that the game is repeated for precisely
n periods for sure so that there is a last period for sure. This assumption
gives the result that the optimal strategy for the nth period is the same
as for a one-period Prisoners' Dilemma. What if there were no last
period? This means there is a positive probability that the situation can
continue. Since each player must reckon with the possibility that he
can become subject to punishment later on for a current defection, the
preceding argument based on backward induction does not apply. The
cost of the punishment weighs against the gain from defection and may
be heavy enough to deter him from dishonesty.

It is not difficult to modify the analysis to cover the probability of
continuing. Let p denote the probability that the game is played on
trial / and let 1 — p = q denote the probability that play stops forever
on trial /. The probability of playing and stopping in a given period
does not depend on the previous history. Once the game has stopped,
it cannot resume. Continuing and stopping are autonomous events be-
yond the control of the players. We may interpret continuing to mean
that the present circumstances will continue. Let rt denote the return
to a player in period /. The probability that play continues for exactly
n periods is pnq. The expected return from play for n periods is (ri +
r2 + ••• + rn)pnq so that the expected return for all /i-period horizons
is

oo n °°

2 2 r,pnq = 2 up1. (5)
n = l i = l i = l

Thus, in this formula the probability of continuing plays the role of a
discount factor.
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We may use formula (5) to calculate the expected return to a player

who is loyal to the agreement for the first t periods, cheats in period
t + 1, and is punished relentlessly thereafter. The point is that if re-
lentless punishment cannot deter cheating, then a fortiori lighter pun-
ishment cannot do so either. Hence to see if loyalty promises the high-
est expected return, there is no loss of generality from confining the
investigation to the deterrent effect of relentless punishment. The dif-
ference between the expected return from this strategy and that from
continuous loyalty is as follows:

(8! + 83)/?r+1 - 8 l P ' + 1 - 8i S Pl = 83p'+1 - SlP
t+2/(l - p).

t + 2

Dishonesty is more lucrative than honesty if this expression is positive.
Dividing out the term/?'+1, it follows that dishonesty is more profitable
if

83 - 8^/(1 - p) > 0. (6)

Given the values of 83 and 81, there is an upper bound on p, the prob-
ability of continuing such that for all values of/? below this upper bound,
(6) is true so that dishonesty is the more profitable strategy. This says
that the less likely is continuing, the greater the expected return from
cheating. Under these conditions the noncooperative equilibrium im-
plies the absence of collusion. Plainly, (6) is also necessary for dis-
honesty to yield a higher return than loyalty to an agreement, assuming
a victim allows himself to be cheated only once. The punishment for
cheating is refusal to cooperate thereafter.

This analysis has direct application to a cartel. It asserts that no
cartel beset by repeated violations of its rules can survive. The firms
loyal to the cartel are made worse off as victims of the disloyal firms
than they would be without a cartel. Therefore, if there is a cartel,
inequality (6) must be false so that loyalty to the cartel gives a higher
expected profit to each of its members than disloyalty, and cheating
does not occur.

This argument must answer the objection that cheating may still
allow the victim a higher expected return than he would get in the
absence of a cartel provided the cheating is not too frequent. Thus,
suppose the row player's cheating occurs as a random event with the
frequency I — a. Assume that the column player is always loyal to
the cartel so that his expected return is given as follows:

E(c) = ab! - (1 - a)h2.
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This exceeds his return under the noncooperative equilibrium if E(c)
> 0, which sets a lower bound on the frequency of loyalty of the row
player given as follows:

a > 82/(5i + 82).

It would seem, therefore, that the column player is better off in the
cartel even if he is cheated by the row player provided the row player
does not cheat him too often. However, this argument suffers from
some obvious flaws. First, it begs the question of who is the cheater
and who is the victim. This is owing to the fact that the cheater always
gains more than the victim. Thus, the row player, by hypothesis the
cheating member of the cartel, has the expected return as follows:

E(r) = abi + (l-fl)(8i + 83)

and E{r) > E(c) as we may readily verify. Second, if the same person
is always the victim, why does he accept the less profitable situation.
It is a symmetric game. A dishonest player can expect a greater return
than an honest one. Consequently, each player faces the tempting pros-
pect of occasional cheating. Once this is admitted, then it becomes a
problem of how to exploit the situation. We are led back to the theory
of the noncooperative equilibrium, which is a consistent explanation
of how to pursue self-interest. The excursion into an objection to the
theory of cartels given here strengthens the conclusion that either the
cartel persists and there is no cheating or there is no cartel. In the latter
case there is a noncooperative equilibrium. Occasional cheating as a
theory cannot withstand critical scrutiny.

This argument implies that each player finds continuous cooperation
best serves his selfish profit-maximizing goal if and only if

83/8! ^ p/(l - p). (7)
Several conclusions follow from this. First, given p, (7) is true when
the gain from cheating, 83, is small enough relative to the return from
cooperation, 81. Second, given the 8's, (7) is true when the uncertainty
of continuing, measured by p, is high enough so that p is close enough
to one. This is a satisfying result. It means that when the two players
expect their current circumstances to last long enough and do not know
for sure when these will change, they are more likely to cooperate
because it is the most profitable policy for each one.

This argument implies the members of a cartel do not cheat because
the loss it would invoke as the punishment for cheating is a sufficient
incentive to assure loyalty to the cartel. It follows there would be no
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secret price cutting. Now if the threat to impose penalties deters and
the occasion to carry out the threat never occurs, what makes the threat
credible? The answer begins by observing that price cutting as retal-
iation is feasible. If the present value of the loss imposed by a relentless
penalty, which means stopping the collusion forever, cannot deter
cheating, plainly there can be no cartel at the outset. This is owing to
the greater loss loyal members would sustain as victims of the cheating
members than they would obtain in the absence of a cartel. If relentless
punishment suffices to make loyalty the more profitable alternative for
each cartel member, then there is the question of what is the lightest
punishment that suffices. The smaller the loss incurred by the one who
punishes, the more credible is the threat of punishment. Hence the
deterrent effect is greater, the smaller is the cost of the punishment
because a potential violator can compute his expected return and con-
clude that he will not gain from a violation. He also knows that the
potential victim loses more by punishing than by not doing so. There-
fore, either there is a cartel and there is no cheating or, if we observe
"cheating," it means there is no cartel.

6 Summary

This chapter studies four different situations using the theory of self-
enforcing agreements. This theory seeks conditions such that two or
more persons who can obtain a mutual benefit from cooperation will
actually do so, taking into account the possible gains each may obtain
from violations of their cooperative agreement. The theory predicts
the emergence of a self-enforcing cooperative agreement if and only if
it is in the selfish interest of each party who calculates not only the
returns from faithful adherence to the agreement but also the returns
from violations of it, taking into account the losses and penalties such
violations can provoke. Only the parties to a self-enforcing agreement
can themselves impose penalties whenever they please, and they do
not rely on outsiders for its enforcement. A violator of a self-enforcing
agreement, knowing there will be retaliatory responses, chooses his
subsequent strategies accordingly. The penalty for violation of a self-
enforcing agreement may be a noncooperative equilibrium. It is, there-
fore, the breakdown of the cooperative agreement.

In Section 2 the theory of self-enforcing agreements applies to the
choice between a forward and a spot contract. The parties to a forward
contract agree on the terms, notably the forward price, and know that
each may breach the contract by trading in the spot market in order
to take advantage of a temporary opportunity present there. Necessary
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for a self-enforcing agreement in this application is that either the return
to the seller or to the buyer is a concave, nonlinear function of the spot
price, taken as a random variable. One may interpret this necessary
condition to mean that one or both parties to the agreement is risk
averse. For a self-enforcing agreement it is sufficient that the actuarial
expectation of the spot price satisfies a particular inequality. Conse-
quently, in this situation a self-enforcing agreement does not always
exist.

The second application of the theory is to a principal-agent problem,
Prizzi's honor. The principal owns a gambling casino that the agent
manages. This application focuses on violations of the agreement -
when the agent will cheat and how the principal can deter this. It is
shown that a unique mixed noncooperative equilibrium exists that de-
termines the probability of cheating by the agent and discovery by the
principal. Thus, neither cheating nor discovery is certain. There is no
self-enforcing agreement in this situation. More prosaic applications
are the relations between an employer and employee. Given that the
employee can cheat the employer who has various ways of detecting
and deterring violations of the terms of employment, it follows that
since a self-enforcing agreement does not exist, third-party enforce-
ment in some form becomes necessary.

In the third application two firms contemplate whether they can co-
operate on research and development that will lower their cost of pro-
duction. It is cheaper to copy the research results than to discover
them for yourself so there is a free-loader problem. The situation is
symmetric for the two firms, but there are three distinct noncooperative
equilibria: the symmetric one is mixed and gives an inefficient outcome
while the two asymmetric equilibria are both efficient and determin-
istic. Incidentally, this illustrates the point that a noncooperative equi-
librium can be efficient. Cooperation between the two firms would also
be efficient by saving the cost of duplicated research. However, co-
operation is not self-enforcing. Therefore, in this application, like the
principal-agent problem, there is no self-enforcing agreement.

The fourth application, best known as the Prisoners' Dilemma, treats
collusion between two firms as a possible self-enforcing agreement.
Here the unique noncooperative equilibrium was found by Cournot in
1838. The next chapter analyzes in detail the Cournot problem. How-
ever, contrary to Cournot, cooperation is a possible outcome in this
case, even though each firm seeks to maximize only its own profit. A
self-enforcing agreement can exist if the horizon is finite, uncertain,
and expected to last long enough.



CHAPTER 7

Some new results on duopoly applied
to theories of Cournot, Bertrand,
and Edgeworth

1 Introduction

With the aid of clear and explicit assumptions about the nature of the
cost and demand conditions, one can expose the inner structure of the
mechanism underlying the theories of duopoly proposed by Cournot
in 1838, Bertrand (1883), and Edgeworth (1925). These theories have
been the subject of continuous analysis by many economists over a
long period of time and remain the starting point of all contributions
to this subject. Despite this, their theories are ambiguous because they
lack clear descriptions of the economic reality they purport to explain.
The standard these theories ought to satisfy is this. It should be possible
to state the rules for the situations they describe with enough clarity
so that treated as a game, in the sense that poker is a game, the par-
ticipants would know precisely what they can do under the various
circumstances that can occur. The models I shall describe intend to
meet this criterion.

The difference between Cournot's theory and the Bertrand-Edge-
worth theories are the topic of the next section. Briefly, the Cournot
model assumes the duopolists choose output and allow the demand
conditions to determine the price at which the total output can be sold.
The Bertrand-Edgeworth models allow the duopolists to choose their
prices. Consequently, there is the question of what happens if a firm
is unable to fill the demand forthcoming at this price or if the demand
is below the firm's expectation. All of these theories assume the buyers
regard the products of the firms as perfect substitutes, and this raises
some problems. Section 2 considers some of these.

Some interesting new results in my model correspond to the Ber-
trand-Edgeworth setup. An immense number of mixed noncooperative
equilibria share the property that for every one of these the expected
net return of each firm is zero. Each mixed noncooperative equilibrium
has a probability distribution of prices and output rates across the firms.
The Cournot model also has many equilibria both mixed and pure, but
the firms do not have the same expected net return nor are the ex-
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pected net returns equal to zero. One of the noncooperative equilibria
in the Cournot model I believe deserves special consideration as the
most plausible outcome under assumptions appropriate to the model.

The Bertrand-Edgeworth model allows the firms to post different
prices. The Cournot model rules this out by hypothesis. It is, therefore,
necessary to describe fully the conditions of sale and production con-
sistent with the assumptions of these models, the task of the next
section.

2 Assumptions of the model
Start with the demand conditions. All buyers are alike in the sense that
each is willing to pay at most b per unit of the good and is willing to
buy at most one unit. The number of customers coming to the market
who plan to buy the good depends on the price they expect to pay.
Assume m potential customers come to the market. This number m
depends on b. Assume the good is prohibitively expensive to store so
that neither producers nor consumers hold inventories. There are no
forward transactions. This means no customer arranges terms of sale
in advance with a seller that will result in actual delivery of the good
later on. There are no order backlogs. If a buyer cannot obtain the
good now, then he cannot arrange with the seller to fill his order later
on. The buyers regard all units of the good as perfect substitutes. As-
sume it is costless for them to obtain a price quotation from a seller.
Because the assumption that buyers consider the identity of the sellers
as irrelevant implies that price is the decisive consideration for them,
a buyer will purchase the good from the seller who asks the lower
price. In case the sellers all ask the same price, the situation is a bit
more complicated and needs the more detailed explanation given
below.

Next consider the supply side. There are two sellers. Each has the
same cost of production and can make the good at the same constant
unit cost c. There are no avoidable or setup costs. There are no fixed
costs. Assume the sellers know the demand conditions, namely b and
m and also know each other's unit costs, c. No firm can sell more than
its current output. The sellers make no transactions with each other.
They act independently and simultaneously so that neither knows in
advance what the other will do. Let qt be the quantity sold by firm /,
and xt be the quantity produced by firm /. Firm / can control its output,
but if it quotes a price at which it is ready to sell, then it cannot control
how much buyers will take at this price. These assumptions imply that

0 < qt < xt and qx + q2 ^ m. (1)
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The production decision determines the maximum quantity the firm
can sell during the period, and it cannot change its output until the
beginning of the next period. Price as a strategic variable poses some
difficult issues. There are two useful alternative assumptions about
prices. First, assume a seller posts a price that remains in force during
the whole period. This makes the choice of a price like that of an output
rate. Even if the seller has some unsold output, he does not lower the
price. There is also the question of whether the sellers post the same
price. If they do, then each is equally likely to attract a potential buyer.
If the sellers do not post the same price, the buyers know this because
by hypothesis it is costless for the buyers to get price quotations from
the sellers. In this case the seller asking the lower price can sell an
amount equal to the smaller of the two numbers, m and his output, x.
If his output is below m, then the other seller who has posted the higher
price can sell only to the remaining customers. Second, we may assume
the sellers put their output on the market for whatever price it can
fetch. Both sellers must then get the same price. Since the output is
the only strategic variable, the second case corresponds to the Cournot
model. The latter is formally described as follows.

Assumption 1 (Cournot): The two sellers place their output for
sale in a single store where it is sold under a common label at
the same price.

This assumption ensures that buyers cannot distinguish between the
two sellers' outputs. Provided the price does not exceed the maximal
price that the buyers are willing to pay, each seller must get the same
revenue per unit sold.

Proposition 1: Under Assumption 1,
if JCI + x2 ^ m then qt = mwt where wt = Xil(x\ + x2)\

if x\ + x2 < m then qt = xt.

Proof: In the first case wt gives the probability a buyer chooses the
product made by firm /. This probability is the same as firm fs share
of the total stock in the store. In the second case there is excess demand
so each seller is sure of selling his entire output. •

The purpose of Assumption 2 is to describe a situation allowing the
two firms to quote different prices.
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Assumption 2 (Bertrand-Edgeworth): Buyers can distinguish be-
tween the products of the two firms and at equal prices regard
the two products as perfect substitutes. At different prices buy-
ers prefer the lower priced product. Say that the products of
the two sellers are sold in adjacent shops and not in the same
shop.

1. If the posted prices of the two products are the same, then
each buyer is equally likely to enter either store provided
the posted prices do not exceed the buyer's maximally ac-
ceptable price. If the good is available in the store, the
buyer will purchase it.

1. If the sellers post different prices, then all buyers first enter
the store displaying the lower price, and this store can sell
all that it has in stock up to a maximuum of m, which is
the total number of buyers in the market. The store quoting
the higher price can make sales only if its competitor is
out of stock and there is unsatisfied demand.

Proposition 2: Under Assumption 2.1 where the sellers post the
same price,
if JCI + x2 < m then qt = Xi\

if Xi + x2> m then;

if x\ < x2 then q\ = min{m/2, Xi} and q2 = m - q\\

if x\ > x2 then q2 = min{ra/2, x2} and qx = m — q2.

Proof: The proof of the first assertion is obvious. To prove the second
assertion, observe that the expected number of customers entering a
store for the first time is mil. If, say, firm 1 produces x\ < mil, then
it can expect to sell its entire output. On the other hand, if it produces
x\ > mil, then, because on average half of all customers will have
made their initial visit to its rival, it can expect to sell mil units.

What happens to quantity sold of each firm if they post different
prices is clear. Less obvious is the nature of the equilibrium in this
case, the topic of the next section.

Both propositions ignore the random variability of firm sales implicit
in the description of the models. Under Assumption 1 (Cournot), the
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value of qt when x\ + x2 ^ m is the expected, but not the actual, sales.
The latter are a random variable from a hypergeometric distribution.
This distribution arises in random sampling without replacement from
a finite population. Let Qt denote actual sales by firm /, which is a
random variable, and let qt denote the realization of Qt. The probability
that Q\ = qx and Q2 = q2 is given as follows:

Xi\(X2

assuming that x\ < x2 so that q2 = m - q\. Feller (1957, p. 218) shows
that

E(qi) = [xi/(xi + x2)]m,

which is the same as it would be for a binomial distribution for random
sampling with replacement. The higher-order moments are different,
however.

Under Assumption 2 (Bertrand-Edgeworth) both firms posting the
same price and x\ + x2 > ra, qt is interpreted as the expected, not the
actual, sales. Here actual sales have a binomial distribution but in con-
trast to the situation in the Cournot model (Assumption 1); under As-
sumption 2 the probability a buyer chooses product 1 is i. For large
enough ra, the error from substituting expected for actual sales is small.
From now on, I shall make this substitution and ignore the random
variability resulting from the sampling process.

3 Noncooperative equilibria under Assumption 2,
Bertrand-Edgeworth

In this case a pure strategy for each seller is a pair consisting of a price
and an output rate. The price component is defined as follows:

p = c + s. (1)
A firm seeking to maximize its net return would never choose a price
below its marginal cost. This implies s is nonnegative. The output rate
of the firm's strategy pair is

x = mil + t. (2)
This formulation distinguishes mil since a firm can expect to sell this
much if it posts the same price as its competitor. However, both firms
must post their prices simultaneously so neither has advance infor-
mation about the other's choice. A pure strategy for firm / is a pair
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(pt, xt) or the equivalent pair (si9 tt), Si > 0 and -mil < tt < mil. The
lower bound on tt follows from the nonnegativity of the sales rate; the
upper bound is a consequence of the fact that because each firm knows
the total quantity demanded is m, neither would wish to produce more
than this amount. The definition of the net revenue of firm / is

n = Ptqi - cxt, (3)

where piqt is the revenue from selling qt units at a price pt and cxt is
the total cost of producing the output x(. The principal result under
Assumption 2 is the absence of a unique deterministic noncooperative
equilibrium and the presence of many mixed noncooperative equilibria.

The situation under Assumption 2 resembles the one Bertrand uses
in his criticism of Cournot, and it is in turn like Edgeworth's model in
his criticism of Bertrand. However, unlike Edgeworth's setup, As-
sumption 2 allows each firm to satisfy the entire demand, if it wishes,
so that the firm asking the higher price cannot rely on selling to the
customers left unsatisfied by the firm charging the lower price. For
this situation Bertrand asserts there is only one equilibrium given by
p = c and x = mil. Provided one admits mixed noncooperative equi-
libria, this assertion is false. Out of fairness to Bertrand, however,
recall that it was much later, in 1928, that the concept of a mixed
equilibrium was invented by Neumann in the first article he published
on game theory.

Turning to the analysis of the implications of Assumption 2, plainly
no firm would produce more than the maximum quantity it can expect
to sell, which is m:

0 < x < m. (4)

Because each firm seeks the largest possible net return for itself, neither
would choose a price below c. By hypothesis, no buyer would pay
more than b. Hence

c < p < b. (5)

Because the firms are alike in every respect and each acts on its
own, whatever strategy pair one chooses is also a feasible choice for
the other. Both firms have access to precisely the same pairs. There
is no reason why one firm would have a different set of strategies than
the other. Indeed, one firm would possibly have an advantage if it had
different strategies than the other and this would contradict the as-
sumptions about these firms. Neither firm can have an advantage if
their strategy sets are the same. Although the sets are the same, the
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outcomes from a mixed noncooperative equilibrium may differ. There
is ex ante symmetry but ex post asymmetry.

In order to find the equilibria, start with the special case where each
seller chooses among three pure strategies. This is the smallest number
that allows a mixed noncooperative equilibrium because one of the
pure strategies must always be the pair (c, mil).

Lemma 1: Each set of mixed noncooperative equilibria contains
the pair (c, m/2). At p = c, x = m/2 is the largest output
consistent with the demand conditions and a symmetric strat-
egy set.

Proof: By contradiction. Suppose the set of pure strategies composing
a mixed noncooperative equilibrium had a lowest price for one of the
firms, say firm 1, above the marginal cost c. Knowing this, firm 2 could
choose a slightly lower price for sure, produce enough to satisfy the
whole demand, m, and the first firm would incur a loss for sure equal
to c times its output rate. Therefore, the supposed price choice of the
first firm could not be an equilibrium contrary to the hypothesis.

The set of pure strategies in the mixed equilibrium must contain one
pair with p = c as its price component. A firm choosing a price equal
to c can be sure of selling the smaller of the two quantities, mil and
its rate of output. By producing more than m/2, it runs the risk of a
loss whenever the other firm happens to set its price equal to c, and
this event has a positive probability as shown above. The given firm
can expect to sell more than mil only when the rival firm happens to
set a price above c. Even so, the given firm would gain no advan-
tage because at a price of c, its net return per unit sold is zero. For
p = c the largest output consistent with symmetric strategy pairs is
x = mil. M

The three elements in the set of pure strategies are as follows:
(c, m/2)

(c + su mil + fi) su ti > 0

(c + si + s2, mil + fi + t2) s2, t2 > 0.
(Although tj < 0 is possible, it is convenient to defer consideration of
this case in order to simplify the present analysis.) The entries in Table
7.1 show the return of firm 1 for the nine possible combinations of
strategy pairs of the two firms. For instance, consider the entry in row
2, column 1. Firm 1 chooses p\ = c + s\ and x\ = mil + t\ while
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Table 7.1. Net returns of firm 1 under Assumption 2 (Bertrand-
Edgeworth) with three pairs of pure strategies
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Firm 1

Firm 2

c,mll c + si, mil +
c + 5i
m/2 + i

• * 2 ,
+ t2

c, m/2
C + 5i
m/2 +
C + 5i
m/2 + 1- h

0

5i(m/2) — c/i

5i(m/2) — c/i
+ [52(m/2) - cf2]

0

5i(m/2) - <

+ [52(m/2)
+ c)h

0

5i[(m/2) + t{\

(si + 52)(m/2)
- c(ti + /2)

firm 2 chooses p2 = c and x2 = m/2. Because firm 2 has a lower price
than firm 1, firm 2 can sell its entire output of m/2 while firm 1 has
unsold output equal to t\. The net revenue of firm 1 according to equa-
tion (3) is

ri = (c + Si)ml2 - c[(m/2) + ti]

= S\{ml2) — ct\

as shown in row 2, column 1, of Table 7.1.
Table 7.1 shows that firm 1 can be certain of a net return equal to

zero, no matter what firm 2 does, by setting p\ = c and xx = m/2 so
that firm 1 chooses row 1. It follows that firm 1 cannot have a negative
expected return in any mixed noncooperative equilibrium. By sym-
metry the same is true for firm 2. This completes the proof of the
following lemma.

Lemma 2: Under Assumption 2, the Bertrand-Edgeworth
model, Er(-) > 0, where Er(-) denotes the expected return of
a firm.

By Lemma 1 (c, m/2) always appears in the set of active strategies of
any mixed noncooperative equilibrium. The net return of a firm choos-
ing this pure strategy is zero no matter what its rival does. Therefore,
the expected net return of every active strategy must be zero because
each active strategy yields the same expected net return in a mixed
noncooperative equilibrium. This result is summarized in the following
corollary.

Corollary: Under Assumption 2, Er(-) = 0.
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Consider Figure 7.1. The line segment A0An shows the locus of pairs
(p, x) such that r = 0.

A0An = {(/?, x)\r = p(m/2) - ex, p < b and r = 0}. (6)

Thus, the point Ao with coordinates (c, mil) belongs to the set. At p
= 1c, x = m, and this pair belongs to the line segment only if b > 2c.

A necessary condition for a mixed noncooperative equilibrium is that
the rows of Table 7.1 do not dominate each other. Because each entry
in row 1 is zero, there must be at least one positive and one negative
entry in each row. The case where all the entries in row 2 or 3 are zero
cannot occur owing to the presence of a strictly positive entry in row
2, column 3, which results when firm 1 has a price below firm 2 and
thereby obtains a positive profit. This positive entry implies that the
other two (equal) entries in row 2 must be negative because the
weighted sum of the three entries must be zero. In row 3 the entries
in columns 1 and 3 are equal and exceed the entry in column 2. If the
entries in columns 1 and 3 of row 3 were negative then all the entries
in this row would be negative, and row 1 would dominate row 3 contrary
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to the hypothesis. Therefore, the entries in columns 1 and 3 of row 3
must be positive. It also follows that the entry in column 2, row 3,
must be negative in order to satisfy the requirement that the weighted
sum of the three entries be zero. In column 3 both entries in rows 2
and 3 must be positive. In addition, the entry in row 2 must exceed
the entry in row 3 so that

Sl[(m/2) + h] > [sx(ml2) - ct{\ + [s2(m/2) - ct2]. (7)

The proof is by contradiction. If (7) were false, then it would follow
that row 3, column 3, would furnish a pure strategy equilibrium as is
easily verified. But then each firm would get a positive profit giving a
contradiction. Hence (7) must hold.

It is also interesting to observe that it is impossible to have row 1,
column 1, as a pure equilibrium Suppose not. Then if firm 1 chooses
the strategy given by row 1, firm 2 would obtain a higher net return
by choosing column 3. But row 1 is not firm l's best response to firm
2's choice of column 3. Consequently, row 1, column 1, cannot be a
pure strategy equilibrium. Indeed, in this version of the Bertrand-
Edgeworth model, there is no pure strategy equilibrium.

This type of analysis shows why a mixed noncooperative equilibrium
must have at least three pure strategies because one of these must be
row 1. In Figure 7.1, points below A0An give firm 1 a negative net
return, and points above this line segment yield a positive net return.
Thus, the net return for the pair (pi, xi) must lie below A0An, and the
net return for the pair (p2, x2) must lie above the line segment.

Before describing the general situation, it is well to furnish a nu-
merical example showing there does exist a set of numbers consistent
with the theory that can realize a mixed noncooperative equilibrium.
For the following triplet of pure strategies, m = 100, and b > 13:

Pl = io, xi = 50;

p2 = 11, x2 = 60;

p3 = 13, x3 = 64.

Table 7.2 shows the net returns of the two firms for the nine possible
combinations of pure strategy pairs. The mixed noncooperative equi-
librium is as follows:

^ = Pi = £&, a2 = p2 = A, a3 = p3 = rr.

Each firm chooses its first pure strategy 47 percent of the time, its
second 8 percent of the time, and its third 45 percent of the time.
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Table 7.2. Example showing a realization of Table 7.1

\
Firm 1 ^

10,50
11,60
13, 64

Firm 2

v 10, 50

0 ,0
-50 ,0

10,0

11,60

0, -50
-50, -50

-120, 60

13,64

0, 10
60, -120
10, 10

Pl = C = 10, xi = mil = 50

Pi = c + si = 11, x2 = mil + fi = 60 so si = 1 and ri = 10

/?3 = c + si + 52 = 13, JC3 = m/2 + ti + t2 = 64 so 52 = 2 and t2 = 4

Figure 7.1 shows the nature of the general solution. Take any con-
tinuous curve passing through the three points Ao, Au and A2 whose
coordinates are the pure strategies as given in Table 7.1. Because Ax
lies below the line segment A0An, the net return of the firm is negative
at this point. Because A2 lies above A0An, the net return is positive at
this point. Any curve starting from Ao and winding above and below
the line segment A0An has points whose coordinates are pure strategy
pairs in a mixed noncooperative equilibrium. Each noncooperative
equilibrium must give a positive probability to the pair (c, mil), the
point Ao, and the expected net return of each firm is zero for each
mixed noncooperative equilibrium. Since there are many continuous
curves with the required property, and there is a large number of points
on each curve that can give the coordinates of pure strategy pairs for
a mixed noncooperative equilibrium, it follows that the number of
mixed noncooperative equilibria is truly immense. As Figure 7.1
shows, it is even possible to have curves that go to the left of the point
Ao provided the price coordinate does not dip below c. The extension
A _ iA0 illustrates this possibility. Points on this arc would give the firm
a positive net return so they must be offset by points below AoA,,. For
points on this arc, the output rate would be less than ra/2, and this is
compatible with a mixed noncooperative equilibrium.

For each mixed noncooperative equilibrium, there is a positive prob-
ability that both firms post different prices as well as a positive prob-
ability they both post the same price. In contrast to Edge worth's model,
in no mixed noncooperative equilibrium is there a regular oscillation
between the highest and the lowest prices among the pairs of elements
of pure strategies. The observed sequence of pairs constitutes indepen-
dent random events with probabilities as determined by the noncoop-
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erative equilibrium. Thus, the theory shows how to calculate these
probabilities. The following proposition is a summary of these results.

Proposition 3: Under Assumption 2 (Bertrand-Edgeworth), a
noncooperative equilibrium is given by a mixture of a suitably
chosen finite number of strategy pairs (pif xt) on any curve
winding around the line segment A0An such that Ao is a mem-
ber of each noncooperative equilibrium and occurs with a pos-
itive probability. The expected net return of each firm is zero
in every noncooperative equilibrium. There is no pure non-
cooperative equilibrium in this model.

Given so many noncooperative equilibria under Assumption 2, it is
fair to ask whether any empirical evidence can refute the theory, as-
suming the validity of the assumptions about the cost and the demand
conditions. First, the theory asserts that each firm gets the same av-
erage net return, zero. Second, it asserts that the observed price-output
pairs forming the pure strategies that enter a mixed noncooperative
equilibrium are a sequence of independent random events with prob-
abilities as determined by the theory itself. Third, from the observed
pairs one can discover whether there is agreement between the theo-
retical and the observed frequencies. Fourth, the theory predicts a
distribution of prices among the firms even though it is costless to
obtain price quotations. That is, although information about prices is
free, there is an equilibrium price distribution that can persist. This
price distribution is the hallmark of a mixed noncooperative equilib-
rium. According to this theory, therefore, it is not necessary to assume
there is a positive cost of search in order to explain why a price dis-
tribution among competing firms can persist. Fifth, because the ex-
pected return of each firm is zero, there is no incentive for entry or
exit. The firms can remain indefinitely in their present situation,

4 Noncooperative equilibria under Assumption 1, Cournot
In this case the two sellers place their output for sale under a common
label in one place at the same price. The buyers regard their products
as perfect substitutes and cannot distinguish between them by hy-
pothesis so this arrangement makes the hypothesis operational. The
two sellers must accept whatever price their combined output can fetch
under the given demand conditions. Because the total sales cannot
exceed m and no buyer is willing to pay more than b per unit, the
following conclusions hold:
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1. When the total quantity offered is below ra, the equilibrium

price is b.
2. When the total quantity offered is above m, the equilibrium

price is 0.
3. When the quantity offered is ra, the price p satisfies 0 < p <

b.
Assumption 1 corresponds to the situation as described by Cournot.
Each seller independently chooses his own output rate. Given the sum
of the output rates of the two sellers, the demand conditions determine
the market clearing price. Cournot's assumptions about the demand
differ slightly from mine. In my model the number of buyers who
appear in the market is given and known to both sellers. Each buyer
is willing to buy at most one unit provided the price asked does not
exceed b. A lower price does not attract more buyers nor does it stim-
ulate any buyer who is present in the market to purchase more. The
quantity demanded, m, and the maximal acceptable price, b, can be
interpreted as the coordinates of a point on a more general demand
curve. Cournot allows the quantity demanded to vary inversely with
the price.

This model has two principal results. First, there are many pure
noncooperative equilibria. Second, there are many mixtures of non-
cooperative equilibria and each of these is also a noncooperative equi-
librium. Despite the indeterminacy, one particular pure noncooperative
equilibrium seems the best candidate.

Begin with a description of the net revenue of firm /.

{ (b - c)qt if X\ + x2 < m,
(p - c)qt if Xi + x2 = m, (1)

—  cxt if X\ + X2> m.
Because each firm can sell its entire output if x\ + x2 < m, we may
substitute xt for qt in (1). Given b - c > 0, net revenue is an increasing
function of the firm's rate of output if JCI + x2 < m. It is a decreasing
function of output if JCI + x2 > m. The claim is that xx = x2 = mil is
a noncooperative equilibrium. To prove this, it suffices to show that
xi = mil gives the maximum of ri if JC2 = mil and that x2 = mil
maximizes r2 if xx = mil. Checking this for rx will suffice. Let x2 =
mil. Hence r\ is an increasing function of x\ for X\ < mil and a de-
creasing function of x\ for x\ > mil. There is the complication, how-
ever, that ri is continuous from the left if p = b while rx is discontinuous
at xi = mil if p < b. Figure 7.2 shows this. For xx < mil, points on
the ray OA contain rx while for x\ > mil, line BC contains rx. At xx
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m/2

Figure 7.2

= m/2, rx equals the coordinate of point A if and only if/? = b. This
means that ifp<b, then rx has a least upper bound (supremum) given
by (b — c)(m/2) but has no maximum. For a maximum it is necessary
and sufficient that p = b when x\ + x2 = m. This completes the proof
of the following.

Proposition 4: Under Assumption 1 (Cournot), there is a pure
noncooperative equilibrium given by X\ = x2 = m/2 and

Our next task is to derive the other noncooperative equilibria. By
examining these, we can convince ourselves that the noncooperative
equilibrium as described in this proposition has the most satisfactory
properties.

Considering the proof of Proposition 4, it is evident that any pair of
output rates such that Xi + x2 = m together with p = b furnishes a
pure noncooperative equilibrium. There is nothing special about the
pair (m/2, m/2). Take any x\ < m and x2 = m — x\ and exactly the
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same argument establishes this as a pure noncooperative equilibrium.
Record this result as follows.

Corollary: Any pair of nonnegative output rates (xi, x2) fur-
nishes a pure noncooperative equilibrium if X\ + x2 = m and

Nor is this all. There are also many mixed noncooperative equilibria.
In order to study the general situation, it is convenient to begin with
the special case as described in Table 7.3. Table 7.3 assumes each firm
chooses one of three output rates: m/4, mil, and 3ra/4. The entries in
Table 7.3 show the net revenues of the two firms for all possible com-
binations of these output rates. It is easy to verify that, in accord with
the preceding corollary, there are three pure noncooperative equilibria
as follows:

row 3, column 1; row 2, column 2; row 1, column 3.
Let a, denote the probability that firm 1 chooses row i, and let p, give
the probability that firm 2 chooses column./. Let |x denote the expected
return of firm 1, and let X denote the expected return of firm 2. Solutions
of the following inequalities are noncooperative equilibria.

( 6 - c ) m / 4 < p , Pi,

{b - c)(m/2)ai + (b - c)(m/2)a2 - c(m/2)a3 ^ \x p2, (2)

(b - c)(3m/4)ai - c(3m/4)a2 - c(3m/4)a3 < |x p3,

(b - c)m/4<X ai ,

(b - c)(m/2)P! + (b - c)(m/2)p2 - c(m/2)p3 ^ X a2, (3)

(b - c)(3m/4)p! - c(3m/4)p2 - c(3m/4)p3 < X a3.

Proposition 5: There is a noncooperative equilibrium given by
a mixture of all three pure strategies.

Proof: Such an equilibrium must satisfy (2) and (3) as equalities and
give nonnegative values of a, and p, such that 2 / <*/ = 1 and 2 / P7 =
1. It is easy to verify that the following meet these requirements.

ai = pi = i + (2c/36),

a2 = p2 = h[(b -

a3 = p3 = l[(b -

X = |x = (b - c)(m/4).
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Table 7.3. Net returns of the firms under Assumption 1 (Cournot)
for three pure strategies

\
Firm 1

m/4

mil

3m/4

Firm 2

\ . m/4

(b - c)m/4,
(b - c)m/4
(b - c)m/2,
(b - c)m/4
(b - c)3m/4,
(b - c)ml4

mil

ib -
(b -
(b -
(b -
— c

Output rates

- c)m/4,
- c)m/2
- c)m/2,
- c)m/2
3m/4, -cm/2

3m/4

(b - c)m/4,
(b - c)3m/4
— cm/2, —c

-clm/4, -

3m/4

c 3m/4

Even for as simple a situation as the one in Table 7.3, there are still
other mixed noncooperative equilibria composed of appropriate pairs
of pure strategies. The next proposition describes them all.

Proposition 6: There are noncooperative equilibria given by
mixtures of

(i) rows 1 and 3, columns 1 and 3, so that
X = \i = (b - c)(m/4);

(ii) rows 2 and 3, columns 1 and 2, so that
X = (b - c)(m/2), |x = (b - c)(m/4);

(iii) rows 1 and 2, columns 2 and 3, so that
X = (b - c)(m/4), |x = (b - c)(m/2).

Proof: (i) This requires a nonnegative solution of
ai + a3 = 1,

(b - c)(3m/4)ai - c(3m/4)a3 = (b - c)(m/4) = |x,
The solution is given by

a3 = i[l - (c/b)l ax = i + %{clb).

By symmetry, Pi = ai and p3 = a3.
(ii) This requires a nonnegative solution of

a2 + a3 = 1,

(b - c)(m/2)a2 - c(m/2)a3 = (b - c)(m/4) = |x,

Pi + P2 = 1,

(b - c)(m/2)Pi + (b - c)(m/2)p2 = X,

(b - c)(3m/4)Pi - c(3m/4)p2 = X.
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The solutions are as follows:

a3 = J[l - (c/b)], a2 = i[l + (c/b)],

p2 = i[l - (c/b)], px = § + \(clb),

X = (b - c)(m/2).

(iii) Exchange a's for p's, and |x for X and this is the same as case
(ii).

It is easy to verify that these solutions also satisfy the inequalities
as required by (2) and (3). •

There are a plethora of noncooperative equilibria both mixed and
pure. Even so, I believe the symmetric one with pure strategies given
by the pair (mil, mil) deserves special consideration. To see why,
consider an asymmetric alternative, the pure noncooperative equilib-
rium given by the pair (mlA, 3mlA). Let the first firm choose the output
rate ml A + 8 with 8 small and positive. It incurs a loss of -c[(m/4) +
8] and forces its rival to lose -c(3m/4), an amount nearly three times
its own loss. In general the firm with the larger net return in any of
the asymmetric pure noncooperative equilibria is quite vulnerable to
such consequences should its rival depart ever so slightly from its non-
cooperative strategy by a small increase of its output. The symmetric
noncooperative equilibrium has the property that each firm loses more
itself than does its rival by any departure from the symmetric equilib-
rium. As the last point in favor of the symmetric equilibrium, observe
that each firm gets the same net positive return (b - c)(mll). This fact
is important in judging arguments for the mixed noncooperative
equilibria.

In any of the mixed noncooperative equilibria for the Cournot model,
a firm can expect at most a net return equal to (b - c)(m/2) on average.
But if each firm chooses the output m/2, then each can get a net return
equal to (b - c)(m/2) every time. It seems to me this is a decisive
argument against all the mixed noncooperative equilibria in the Cournot
model. The situation in the Bertrand-Edgeworth model is different.
There all of the noncooperative equilibria have the same expected re-
turn, zero. No sure-thing principle discriminates among them as is true
in the Cournot model.

Another point should be mentioned. In contrast to the predictions
of the Bertrand-Edgeworth model, where each firm can expect a zero
net return no matter how many competitors it may have, the non-
cooperative equilibrium singled out in Proposition 4 implies each firm
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can expect a positive net return. Also, as is well known, depending on
the shape of the demand function, the Cournot model predicts an in-
verse relation between profits per firm and the number of firms, a
prediction that seems in closer agreement with some empirical evidence
than that of the Bertrand-Edgeworth model. However, in the Cournot
model all the firms always charge the same price so there is no price
distribution across firms while in the Bertrand-Edgeworth model as is
shown in the preceding section, there is a price distribution across firms
even if the cost of search is zero. With respect to these predictions
about the price distributions, the evidence favors the Bertrand-
Edgeworth model over the Cournot model. Moreover, the Cournot
model faces the problem of explaining why there is no entry despite
the fact that in all the equilibria the firms get positive profits. In con-
trast, expected profits are zero in the Bertrand-Edgeworth model so
there is no incentive for entry or exit, and two firms can remain in-
definitely in their present situation.

This is an appropriate place for a few remarks on the generality of
these results. Many of the results remain valid for more general demand
conditions where the quantity demanded varies inversely with the
price. It can be shown that the mixed noncooperative equilibrium under
the Bertrand-Edgeworth model as given in Table 7.1 is essentially the
same for more general demand functions. However, under the Cournot
assumption there may be a unique pure noncooperative equilibrium
depending on the precise shape of the demand function. The preceding
conclusions are quite sensitive to the assumptions about the cost of
holding inventories. The models in this chapter assume no inventories
are held because it is prohibitively expensive to store the good. If on
the contrary the firms do hold inventories, then not only are the al-
ternative strategies more complicated but in addition an element of
uncertainty is introduced by virtue of the fact that a firm may not be
able to calculate how much its rival has sold even if both firms know
the demand function. This complicates the analysis under both as-
sumptions, Cournot as well as Bertrand-Edgeworth.

5 Additional tests of the rival theories
Some interesting tests of the rival theories of Bertrand-Edgeworth
versus Cournot are suggested by some conceptual experiments under
alternative assumptions about the cost conditions. Recall the assump-
tions about cost have two elements. First, both firms have the same
unit costs and, second, each firm knows this. Hence each firm knows
both its own and its rival's cost of production. We can drop the first
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and retain the second assumption, and we can drop both assumptions.
Though this may be a surprise, it is definitely worthwhile to derive the
implications of the case where the two firms have different costs and
know each other's costs. Start with this case.

According to the version of the Bertrand-Edgeworth model as given
here, a pure strategy is a pair (/?,-, xi) for each firm, and the firms can
choose different prices. Say that firm 1 has the lower cost, c — Ac.
Because it also knows that the unit cost of its rival, firm 2, is c, it can
set a price equal to c - 8, 8 > 0 and arbitrarily small. The second firm
can meet this price only by accepting a loss. Hence the first firm can
have the field to itself with the strategy (c - 8, ra) and its profit is
(Ac - 8)ra for sure. Compare this situation to the Cournot model
that requires each firm to choose its output and sell it for whatever
price competition among the buyers can fetch. Though the two firms
have different costs and know this, it remains true there are many
pure noncooperative equilibria just as described by the corollary of
Proposition 4. Still this case does present a new feature owing to the
difference in cost. The noncooperative equilibrium given by the pair
(ra/2, ra/2) is vulnerable. Let firm 1 choose an output larger than ra/2
while firm 2 adheres to ra/2. As a result, firm 2 suffers a larger loss than
firm 1, which has the lower unit cost. That is, the pair (ra/2, ra/2) permits
firm 1 to impose a bigger loss on its rival than on itself by a slight
increase in its rate of output. This suggests an argument for a particular
noncooperative equilibrium pair in the Cournot model when the firms
have different unit costs and each knows the other's cost. Take the
pair (x\, x2) such that

Xi + x2 = ra, Xt ^ 0, (1)
and

(c - Ac)*! = cx2. (2)

A departure from this equilibrium by firm 1 that raises its output by a
small positive amount 8 would inflict a greater loss on itself than on
its rival. Under the equilibrium (1) and (2), it is also true that the firm
with the lower cost gets a proportionately larger share of the market.

Summarizing, if the firms have different unit costs and know each
other's costs, then under the Bertrand-Edgeworth model, there will
be a pure noncooperative equilibrium with the price equal to c - 8,8
> 0 and arbitrarily small. The firm with the lower unit cost supplies
the whole demand ra and gets a positive profit equal to (Ac - 8)ra.
Under Assumption 1, which is the Cournot model,

rx = (b - c + Ac)*i, r2 = {b - c)x2, (3)
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and JCI , x2 satisfy (1) and (2). Both firms are active in the Cournot model
though this is socially wasteful, while only the firm able to produce at
the lower unit cost is active in the Bertrand-Edgeworth model. Hence
the equilibrium in the latter model is socially optimal.

Next consider the different implications of these two models if the
firms are ignorant of each other's costs. Because the strategy pair under
the Bertrand-Edge worth model includes the choice of a price and an
output rate, the price conveys information to both firms. Because nei-
ther firm knows which has the lower cost, neither can be sure of selling
its entire output initially even at a price equal to its unit cost. There
are three questions. What can a firm deduce about its rival's cost from
its rival's posted price? Would a profit-maximizing firm post a price
below its unit cost? What is the nature of the equilibrium?

As argued above, the firm that discovers it is the one with the lower
cost has a superb strategy, namely, set/? = c - 8, x = m, with 8 small
and positive. Its rival cannot survive in the industry unless it will accept
perpetual losses. However, by hypothesis, neither firm knows its ri-
val's cost so it does not know if it is the one with the lower cost. In
particular, firm 1 does not know it is the lower cost firm. Each firm
gets some clues by observing its rival's prices. Suppose each firm uses
the following strategy. It will match the lowest price it has observed
up to now if this price is not above its unit cost and it will post a slightly
lower price if this least price is above its unit cost. Thus, a firm with
losses at the current price is not the one to cut the price. This strategy
is close to that proposed by Bertrand himself. Eventually, the lower
cost firm must prevail and have the field to itself. There is also the
question of finding the initial prices. In particular, would either firm
commence by setting a price below its unit cost? Plainly, the answer
is no for any but a suicidal firm. Therefore, we may conclude that given
cost differences between the firms, this policy must inevitably lead to
the same pure equilibrium as would occur if the firms did know each
other's cost in the Bertrand-Edgeworth model. Nor is this all. In case
the firms had the same cost, they would ultimately discover this fact,
and the noncooperative equilibria would be the same as given in Section
3.

It may seem that another outcome is more plausible. Suppose the
firms do choose initial prices above their unit costs. It is most likely
that these are different prices. Say that the firms do embrace the strat-
egy of meeting the lowest price that has previously been observed.
Knowing this, both firms will also know that in the next period the
price will equal the lower of the two current prices. If this lower price
exceeds the unit cost of the firm with the higher cost, then both firms



240 7 New results on duopoly

get a positive profit, and this situation can persist. By hypothesis, nei-
ther firm knows the other's cost. It must balance the hope of greater
profit should it be the lower cost firm against the fear of loss should
it be the higher cost firm. This may suffice to deter both firms from
price cutting. Hence it would seem that in the Bertrand-Edgeworth
model, where firms do not know each other's cost, the equilibrium may
be at some common price above c with equal market shares.

A slightly more formal analysis sheds more light on this case. Not
knowing each other's cost resembles a situation where a firm does not
know which firm it is, whether it is firm 1 or firm 2. In order to explore
the consequences of this, consider the payoff matrix given in Table
7.4. The entries in Table 7.4 show the expected profits of each firm.
Thus, if both firms had the same cost equal to c, then the expected
profit of each would be zero as is shown by the entry in row 1, column
1. The term - K shows the loss to the firm with the higher cost that
is eventually forced out of the industry. My profits in row 2 dominate
those in row 1, and similarly your profits in column 2 dominate those
in column 1. This means that in a noncooperative equilibrium the firms
would pursue the aggressive strategies as described at the outset and
would eventually discover which is the lower cost firm that would
remain as the sole sufvivor in the industry.

In the Cournot model, where the firms do not know each other's
unit costs, a new feature enters the scene. Let each firm choose the
output rate mil. If the firms do know each other's cost, the Cournot
model implies market shares do depend on costs while the equilibrium
price does not. For the reasons given above, knowing each other's cost
implies equilibrium outputs that satisfy (2). In case there is ignorance
of costs, the lower cost firm lacks a convincing way of forcing its higher
cost rival to accept a lower market share according to formula (2).
Given mutual ignorance about costs, neither firm may be willing to run
the risk of discovering it is the higher cost firm. Each may be content
with a market share of mil since both firms would get a positive profit
and the lower cost firm would obtain more profit than its rival by an
amount equal to (Ac)(m/2).

Accepting this reasoning leads to the conclusion that under the Cour-
not model, where the firms have different unit costs and do not know
each other's unit costs, there would be no relation between market
share and profit. This is in contrast to the situation where they do know
each other's cost. In that situation the firm with the lower cost gets
the larger market share and the greater profit. Unlike the Bertrand-
Edgeworth model, lower unit cost does not result in a lower price in
the Cournot model whether or not the firms do know each other's unit
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Table 7.4. Payoff matrix

If my cost is

c
c - Ac

c

0,
(Ac)m,

If your

0
-K

cost is

c —

-K,
0,

Ac

(Ac)m
0

cost. In the Cournot model the main difference between knowing and
not knowing each other's unit cost is an implication with respect to
the relation between profits and market share. If the firms do know
each other's unit cost, then there is a positive association between
profits and market share; but if they do not know these costs, then
there is no relation between profits and market share.



CHAPTER 8

Rivalry by means of innovation

PART 1. SOME EMPIRICAL RESULTS

1 Introduction

Innovation is the term coined and disseminated by Schumpeter to de-
scribe the application by entrepreneurs of that new knowledge that
raises real per capita income. This happens in two ways. First, firms
introduce new products or improve existing ones. These directly ben-
efit their customers. Second, firms learn how to lower their costs of
making and distributing existing products. The economy benefits from
these changes as well. However, this distinction, better or new prod-
ucts and better or new ways of making them, is more useful as a theo-
retical device than as an exact description of reality. The fuzzy bound-
ary is illustrated by the use of new products in order to lower production
costs.

Actual innovations fall between two extremes. At one extreme, the
knowledge of the innovator is secret. No one can learn what he knows
or imitate what he does without his consent. It is prohibitively costly
for anyone to obtain or copy the new knowledge of the innovator. At
the other extreme, anyone who desires can obtain at little or no expense
the newly found knowledge of the innovator. The first extreme implies
the innovation is a private good and the second that it is a public good.
It is hardly novel to remark that valuable new knowledge, costly to
discover but costless to copy, poses a free-rider problem. It is perhaps
slightly less banal to remark that innovators may still have incentives
to incur the expense of the quest for new knowledge even if others can
use the result without contributing to the cost of searching for it.

Analysis of innovation by private firms who cannot keep their find-
ings exclusively for themselves gives some interesting results described
in Chapter 6, Section 4. Assume the firms are alike, do not cooperate,
and pursue their own independent policies. These assumptions imply
there exist several possible noncooperative equilibria ranging from a
symmetric nondeterministic one, which is inefficient, to asymmetric
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deterministic noncooperative equilibria where only one firm under-
takes the expense of the research and its rivals copy its results. Al-
though the latter equilibria are all efficient, the theory does not dis-
criminate among them and predict which will occur. Also, none of these
equilibria are self-enforcing. This situation raises two questions. First,
under what conditions is it likely that the quest for knowledge gives
results in the form of a public good? When there is a free-rider prob-
blem, private firms have an incentive to devise collective solutions so
that noncooperation is an implausible assumption. This leads to the
second question, namely, what arrangements would the firms make to
encourage innovation when free-loading is a problem? The analysis
seeks solutions by private firms. There are other kinds of solutions
under circumstances giving rise to difficult free-rider problems. In these
the government intervenes either directly by organizing, financing, and
arranging the research itself or by financing research that is undertaken
by certain private organizations such as research institutes, universi-
ties, and so on. The list of research activities that governments have
sponsored is impressive. For the United States, it includes, for ex-
ample, several important developments in computing, starting with the
work leading to the invention of punch cards and tabulating equipment
for the 1890 census by Hollerith following a suggestion by Billings and
going on to the work sponsored by the Bureau of Ordnance in both
world wars, which in World War II led directly to electronic digital
computers (Goldstine 1972). It is outside the scope of my present an-
alysis to study the nature of the factors that might determine the al-
location of research areas between the private and the public sectors.

A model of innovations faces another central question at the outset.
Let all firms initially have the same cost conditions and the same access
to the same prospects. What mechanisms lead to differences among
them so that in the final equilibrium they will not have the same costs?
The model referred to in the preceding paragraph can explain differ-
ences among the firms with respect to their rates of return because
those who bear the cost of the innovation get a lower return than the
free-loaders, but it predicts that aside from this, the firms would have
the same costs of production. A model capable of explaining how firms
can emerge with different costs of production in equilibrium, though
starting from the same costs and from the same opportunities, assumes
that research results can be kept private. Outlays on research yield the
firm new knowledge so that it learns how to lower its costs of pro-
duction. The firms do not know in advance what they will discover
and research has unpredictable consequences that may be treated as
random variables. Some firms become more successful than their ri-
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vals. In this way innovation can create differences among firms who
are initially alike. These differences should not persist, however, owing
to the gains to the firms from eliminating them. In a noncooperative
equilibrium where firms have different costs, the allocation of output
among the firms is not efficient. This is true because each firm chooses
its output rate where its marginal cost equals its marginal revenue.
Even if the buyers regard the firms' products as being perfect substi-
tutes so that all firms get the same unit price for their output, in a
noncooperative equilibrium the marginal revenue of each firm is below
the price by an amount that varies inversely with its market share.
Therefore, the marginal costs at the equilibrium output rates of the
firms are different. It follows that in a noncooperative equilibrium
where the firms have different costs owing to the private knowledge
they acquire from their research the allocation of output among them
is not efficient.

Firms can remove this inefficiency by selling each other information
about their methods of production, say in the form of licensing the use
of their patents. Even if they do not do this, they could produce the
total industry output at a lower cost by reaching an agreement on out-
puts such that the smaller firms produce more and the larger ones less.
To obtain even bigger cost reductions, the firms would have to share
their knowledge about methods of production. One way of judging the
importance of the sale of technical information among firms is from
the figures on royalties. These figures show how much revenue firms
obtain in return for allowing others to use their patents. In fact, royalty
receipts are a very small fraction both of total revenue and total outlays
on research even in those industries that have large outlays on research
and development such as the chemical, scientific instrument, and ma-
chinery industries.1

Firms have another avenue of cooperation to secure the gains from
innovation by combining the knowledge discovered by each of the firms
that otherwise would be kept secret from each other. This avenue is
merger. Mergers inspired by the desire to obtain new knowledge have
several advantages over transactions confined to the purchase of the
information alone. It is first necessary to admit that the information
may be enormously detailed so that it is very costly to transmit it all
from one firm to another. Often the cheapest way is for one firm to
buy the whole firm that is the source and creator of the new infor-
mation. The acquiring firm can then learn from all those who were
1 Machlup (1962) has an elaborate discussion of inventing, patenting, and the quest for

knowledge. Yet nowhere in the book does he mention royalties. The relatively small
size of royalties is a major empirical finding.
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responsible for the discovery and development of the new technology.
Consequently, the employees of the acquiring firm, like apprentices,
can learn the new technology from those who have created it in the
acquired firm. It is interesting to see a new way being developed in-
tended to reduce the cost of transmitting new knowledge. It is the
"expert systems" developed by pioneers in artificial intelligence (AI).
This is a formal scheme of eliciting information from experts by asking
them an elaborate set of questions and of organizing their responses
so that their knowledge can become available to others who are less
expert. For these purposes it is a more effective technique than deriving
the information from textbooks written by the experts even if the ex-
perts were assumed capable of writing good enough texts. The knowl-
edge extracted from the experts is stored in a computer memory so as
to be easily accessible to users who ask and answer a series of questions
interactively with the computer. As yet expert systems are very costly
and require elaborate preparation. Their future is bright for the purpose
of communicating specific and specialized new technology from its
creators to others.

The theory that assumes research results are private predicts there
is a positive association between merger activity and measures of tech-
nical change. Empirical evidence for the period from 1879 to 1930 sup-
ports this prediction. The correlation between a measure of merger
activity and industry growth is nearly 0.69 for 18 two-digit SIC man-
ufacturing industries. Additional support for this theory comes from
some findings in an important article by Gort (1969).

2 Innovation when research results are private

Research results are private when it is prohibitively costly for one firm
to obtain the results of the research of another firm without its consent.
Consequently, no firm can get a free ride at the expense of the originator
of the new knowledge. Each firm can learn how to lower its own cost
only by its own efforts.

There are two ways of making research results into a private good.
First, the state can allow property rights for that knowledge it defines
to be a private good. It does this when it decides what kinds of dis-
coveries can obtain a patent. Second, the individual firm can keep its
knowledge secret. This, too, requires legal protection in the form of
defining what can be regarded as proprietary knowledge. The first way
makes the knowledge public and enlists the powers of the state to stop
others from using it, while the second way keeps the knowledge secret
and thus prevents its use by others. There are good reasons for be-
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lieving that the second way deserves considerable attention as a work-
ing hypothesis for understanding and explaining innovation.

Secrecy as a way of making knowledge into a private good is a plau-
sible hypothesis owing to the distinction between basic and applied
research. This distinction is useful not because of an invidious com-
parison between the two but instead because of the difference in the
costs of disseminating these two types of knowledge. Basic research
refers to general principles with wide application and these are more
easily communicated than is applied research.2 Perhaps "specific" is
a better adjective than "applied." The former refers to specific prob-
lems that require solutions of many detailed subproblems. A useful
analogy to see the distinction between basic and specific research
comes from computer languages and computer programs. A computer
language such as FORTRAN or Pascal corresponds to basic research.
These languages may be described concisely and are easy to learn just
as it is easy to learn the rules of chess. There are many good books
for teaching the reader these languages. A specific computer program
written in one of these languages does a specific task such as calculating
a regression equation to fit a given body of data. Such a program is
very elaborate and has many steps. These include reading in the data,
storing it in an appropriate form, allowing the user to correct or change
the data, manipulating and transforming the data, calculating the re-
sults, storing them, and writing them on a console or printing them as
hard copy. The particular computer program has many features specific
to the hardware on which it runs, the nature of the input devices -
disks or tapes - the output devices, the operating system of the com-
puter, and so on. An actual program is far more detailed and specific
than the manual describing the language in which the program is writ-
ten. A program in an assembly language is still more detailed and spe-
cific than one in a higher level language. A program often has a narrow
range of applications, whereas the computer language has an enor-
mously wide range. Sometimes even if one has the actual program and
is a skillful programmer in the language in which it is written, it is still
very costly to determine how the specific program actually works.
Having read and understood a manual describing a high-level computer
language is necessary but not sufficient for becoming a competent pro-
grammer in that language. One must learn many tricks as well. There
are many other examples of this phenomenon. An automobile engine
is a good one. The basic principles of an automobile engine are much
2 For an interesting discussion of the relation between science and technology, see Sahal

(1981) and especially Chapter 2.
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more easily described than is the sequence of engineering problems
that must be solved in order to manufacture an engine. All of these
considerations make it plausible to assume a firm can keep secret at
least some of the results of the research it undertakes in order to lower
its costs of production.

Granting this, we can deduce some implications. Assume that all of
the firms in an industry begin with the same knowledge so that all have
the same costs. We can regard the outcome of research efforts as anal-
ogous to a random event like a horse race. Some firms are more suc-
cessful than others just as some horses run faster than others. At the
outset one may assume that each horse has the same chance of winning
just as one may assume that initially all firms have the same chance
of lowering their production cost if each spends the same amount on
this task. Eventually differences emerge among the firms. The more
successful firms discover how to make the product at a lower cost than
the less successful ones. Under these conditions there is a noncoop-
erative equilibrium such that each firm produces at that output rate
where its net revenue is a maximum. It is not the output rate where
its marginal cost equals the price owing to the nature of a noncoop-
erative equilibrium. At the noncooperative equilibrium output rates,
marginal cost equals marginal revenue, which is below the price. This
noncooperative equilibrium marginal revenue is closer to the price than
is the marginal revenue of a profit-maximizing monopoly. The excess
of the price over marginal revenue is bigger for the firms with the bigger
market shares. This is true although by hypothesis all buyers regard
the products of the firms as perfect substitutes for each other. There-
fore, in this noncooperative equilibrium the allocation of the output
rates among the firms is inefficient if their cost curves are not the same.
It follows that the total cost of all firms would be lower for a given
total output rate if they would cooperate to the extent of an appropriate
reallocation of output among themselves. Doing so would require the
firms with the higher cost curves to produce more and those with the
lower cost curves to produce less than they would under the non-
cooperative equilibrium (the details are in Part 2). To obtain these cost
reductions, the firms need not exchange information about their meth-
ods of production. However, even bigger cost savings are available to
the firms if they could adopt the method of production of that firm with
the most successful research program. With such more complete co-
operation, all firms would have the same technology and would produce
the same equilibrium output rate at the same cost. With less complete
cooperation extending only to an agreement on rates of output without
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an exchange of information about methods of production, there is a
smaller cost saving and a partial approach to equality of market shares.

Firms can cooperate in order to lower their costs in at least three
different ways. First, they can agree on rates of output and refuse to
reveal to each other their private knowledge about methods of pro-
duction. Second, they can sell each other some or all of this private
knowledge. Third, they can merge. The first is an inferior alternative.
Without knowledge about production costs, there is no basis for a real-
location of output rates. The firms would lack the information needed
to determine an optimal assignment of output rates.

The second approach assumes the firms sell knowledge to each other.
The figures in the Statistics of Income for Corporation Tax Returns
shed some light on the actual importance of this. The receipts of cor-
porations from the sale of licenses under their patents is an item that
they must report separately on their tax returns as royalties. Some
corporations also report these figures in the annual reports to share-
holders. As a rule income received as royalties is less than 1 percent
of total revenue. In 1981, royalties were 0.35 percent of the total rev-
enue of all manufacturing corporations whereas it was 0.07 percent in
1946. From a very low level in 1946, royalties as a percentage of total
corporate receipts have risen steadily over the past 35 years but never-
theless are still exceedingly small. In 1946, royalties were 0.14 percent
of total revenue for corporations manufacturing chemicals, and this
figure had risen to 0.56 percent by 1981. For corporations manufac-
turing electrical machinery, the figures are 0.12 percent and 0.40 per-
cent in these two years. In the scientific instruments category the 1948
figure (the earliest available) is 0.10 percent, and it had risen to 0.45
percent by 1981. The industry showing the most dramatic change is
nonelectrical machinery. In 1963 royalty income was only 0.24 percent
of total revenue; it had risen to 1.35 percent of total revenue by 1980,
second only to the category with the highest figure, amusement and
entertainment, for which it was 1.68 percent in 1980. There are some
corporations for which royalties are relatively substantial. These tend
to be young corporations in the early stages of innovation that are not
producing or selling actual commodities. Instead they derive much in-
come in the form of royalty fees from others who are developing ap-
plications of the new technology. As a general rule, it is safe to conclude
that royalty income is below 10 percent of research outlays even for
firms with very big research programs such as Dow Chemical and
DuPont.

Finding that royalty income is so small surprises me. It does not
follow that patents are unimportant. Nor does it follow that the number
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of licensing agreements is small. Nevertheless, it does seem that the
value of the marginal product of a patent license agreement is relatively
small according to these figures. Why is this?

One possible explanation begins with the preceding analysis. The
information that can be conveyed under the terms of a license agree-
ment often must necessarily lack the details needed to use it success-
fully. In many cases the licensee must discover for himself a large
portion of the knowledge that will create a profitable application of the
patent. The knowledge in the patent itself is complementary with that
discovered by the patent user who is licensed by the patent owner.
Nevertheless, the patent owner has a monopoly over the knowledge
in the patent so it would seem possible for him to collect all of the rent
from the patent user. Yet the rent he does collect is relatively small.
Because the licensee must make a substantial investment of his own
in order to use the patent successfully in his own application, and
because the outcome is uncertain, a prudent potential licensee would
agree only to those terms in advance that would prevent the patent
owner from holding him hostage in case his use of the patent turns out
to be highly profitable. The situation resembles one between the owner
of property where there may be oil, who corresponds to the patent
owner, and the firm who will attempt to produce oil from the property,
who corresponds to the licensee. Is it not plausible that the return on
average to each is commensurate to each of their respective invest-
ments? Hence those who make the lion's share of the capital outlay
obtain a return in proportion.

Still one may ask why the patent owner does not convey more of
the needed knowledge to a potential patent user and collect a larger
royalty income. An inventor who wishes to obtain a patent must reveal
enough information in the patent application to persuade the govern-
ment agency that a patent is warranted. Sometimes this information is
sufficiently complete so that anyone who reads the patent gets enough
information to duplicate the knowledge of the patent owner. In this
case the patent is particularly valuable both to the owner and to a
potential licensee. Pharmaceuticals may be like this. In other cases the
description of the patent itself, while sufficient to convince the au-
thorities they should grant a patent, does not reveal enough to enable
another firm to use it successfully even with additional information
from the patent owner. Moreover, the person applying for a patent has
no incentive to conceal information relevant for using it. It is only by
revealing all the pertinent general information that he can establish
well-defined property rights to his invention and thereby protect him-
self against infringement. Whatever information is lacking from the
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patent description and is needed for using it must be knowledge that
would be specific to a potential user of the patent. Otherwise, the patent
owner would surely include it in the patent description out of self-
interest. Therefore, it is the existence of this knowledge specific to the
patent user and its cost relative to the total cost of exploiting the patent
that explains why royalty income is a relatively small source of income
to patent owners on average.

3 Some empirical results relating merger intensities to growth
rates, 1895-1930, and merger rates to measures of innovation,
1951-9

There are incentives for cooperation when the research results can be
kept secret so that the knowledge is a private good. The argument in
the preceding section directs attention to the relation between research
programs and mergers.

Since some mergers arise from a desire to pay less taxes, it is de-
sirable to confine the empirical analysis to a time when these motives
are weak. For this reason in the first set of empirical results the sample
period ends in 1930. A sample unit is a two-digit SIC manufacturing
industry as described in the notes of Table 8.1. Figures on mergers by
two-digit industry for selected time periods are available thanks to
Ralph Nelson (1959) and his student, C. Eis (1969), who uses the same
method.

A word about the nature of the merger figures is necessary. There
are two kinds of mergers, consolidations and acquisitions. A consol-
idation combines firms into a single new firm, and the original firms
all disappear as separate entities. Consolidations were common from
1895 to 1904. An acquisition is a purchase of one firm by another. The
acquired firm disappears as a separate entity, and the acquiring firm
remains. The figures giving the total merger capital measures the book
value of the firms that disappear either by consolidation or by acqui-
sition. It does not measure the new capital of the firms that result from
merger. There is another complication. Since the measure of merger
activity spans several years, there is both the possibility and the reality
of double counting. Two firms, for instance, may consolidate to form
a new firm. This new firm may subsequently join with another firm.
Each consolidation counts as a disappearance of capital by merger and
thereby increases the measured amount of capital disappearing through
merger. The variable, merger intensity, in Table 8.1 shows the impor-
tance of this. Merger intensity is the ratio of the capital disappearing
by merger over the time period to the book value of the capital in the



Table 8.1. Merger intensity and the annual rate of growth of book
value of capital, 18 two-digit SIC manufacturing industries

Industry

Food
Tobacco
Textiles
Apparel
Lumber
Furniture
Paper
Printing
Chemicals
Petroleum

refining
Rubber
Leather
Stone, clay,

glass
Iron, steel
Metal

products
Machinery

(nonelectric)
Electric

machinery
Transportation

1895-1904

0.9376
3.2042
0.2325
0.0036
0.0519
0.0521
1.3527
0.0512
1.0172

0.9480
2.1669
0.1442

0.6231
6.2751

1.6169

0.6896

4.1242
5.1520

Merger intensity0

1905-14

0.1450
0.2353
0.0780
0.0261
0.0350
0.01037
0.0251
0.03384
0.1265

0.4842
0.5610
0.0689

0.0223
0.3441

0.1723

0.1505

0.1574
0.8820

1915-20

0.0527
0.0957
0.0439
0.0032
0.0027
0.0071
0.0403
0.0144
0.5151

2.7605
0.1000
0.0140

0.0636
0.2351

0.1993

0.05070

0.0878
0.6067

1919-29

0.2683
0.1273
0.0665
0.0140
0.0439
0.1042
0.2037
0.0756
0.4146

1.8904
0.1248
0.0507

0.2953
0.5833

0.3674

0.1477

0.2895
0.3468

Mean

0.3509
0.9156
0.1052
0.0117
0.0334
0.0434
0.4054
0.0438
0.5183

1.5208
0.7382
0.0695

0.2511
1.8594

0.5890

0.2596

1.1647
1.7469

Growth

Current
dollars

0.05815
0.06406
0.05114
0.05291
0.04662
0.04191
0.07323
0.06447
0.06819

0.09856
0.09747
0.04470

0.06547
0.06183

0.06953

0.05924

0.13131
0.11559

rate*

1929
dollars

0.04695
0.05309
0.04127
0.04399
0.03034
0.02472
0.06622
0.05379
0.06010

0.09096
0.09427
0.02768

0.05602
0.05486

0.06260

0.04842

0.12226
0.10067

a Merger disappearances in the four periods are divided by book value on the dates as
follows: 1889, 1905, 1914, 1919. This approximates book value of capital in the year
preceding the period of merger disappearances.
b Book value of capital comes from Historical Statistics of the United States, Series
P3O-133 for the years 1879, 1889, 1899, 1904, 1909, 1919, and 1929.

The estimated annual rate of growth of the book value of capital is the regression
coefficient of t in the regression as follows:

log BV,, = aoi + ant + residual,

where BV,, is the book value of the capital in industry /, year t. Thus, an, is a least-
squares estimate of the annual growth rate of capital in industry i. The R2 of the 18
regressions are all very high. The figures giving the book value of capital are available
at either 5- or 10-year intervals. Since / is the actual year at one-year intervals starting
in 1879, the varying intervals for the available sample have the proper effect on the
estimate in the regression.

The last column of the table gives estimates of the growth rates in 1929 dollars. Al-
though such growth rates are lower than for those using current prices, the two sets of
growth rates are highly correlated.
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industry at the beginning of the period. A ratio above 1 shows the likely
occurrence of multiple counts of mergers. The iron and steel industry
from 1895 to 1904 is the best example. The fleeting appearance of new
firms during a period of merger activity surely overstates the pertinent
aspects of mergers. In the regression below the R2 would have been
bigger had the merger figures excluded multiple counts. It would also
have been desirable to measure how much the book value of the firms
after merger exceeds their book value before the merger. This would
supply an estimate of the increment of the book value owing to the
merger. The last complication refers to the classification of mergers
by industry. If both the acquiring and acquired firms are in the same
industry or all the firms being consolidated are in the same industry,
then the industry class of the merger is unambiguous. At the two-digit
level this is usually true. If, however, the two firms are in different
industries, there is the question of which to take as governing. The
general rule in the data sources is to take the industry of the surviving
firm. However, Gort (1969) classifies the merger according to the in-
dustry of the acquired firm.

The proxy for technical progress in an industry is an estimate of its
annual growth rate. Unfortunately, no figures are available giving out-
put growth rates by two-digit manufacturing industries for the sample
period. (However, see the pertinent results from Gort's study described
below.) There is instead the book value of the capital in these industries
for selected years (see the notes of Table 8.1). This measures one in-
dustry input, the book value of tangible capital. Merger could raise the
book value if after consolidation it exceeds the sum of the book values
of the firms being consolidated. Acquisition could also raise the book
value of the acquiring firm by more than the initial book value of the
acquired firm if the buyer pays more than the book value of the firm
it acquires. Mergers are not the only reason for an increase in book
value. In a growing industry another reason is that gross investment
exceeds depreciation allowances.

There is a more cogent point about the relation between mergers and
book value. According to the theoretical model, cost reduction is an
incentive for merger. The lower cost owing to merger has two sources.
First, there is the closer approach to an efficient allocation of output
among the firms that merge. Second, the merging firms exchange in-
formation about production methods that enable them all to lower their
costs to the level of the most efficient producer. For both of these
reasons the value of the surviving enterprise may be bigger than the
sum of the values of the original firms. Hence the theory predicts that
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mergers have a positive effect on the book value of the new or surviving
firm.

This argument ignores the possible effect merger may have as an
avenue toward monopoly. It is doubtful on theoretical grounds that
merger alone without barriers to entry can create a monopoly except
temporarily. Aside from this theoretical objection, there are also em-
pirical difficulties. A common measure of monopoly is the relative sizes
of the firms in an industry, usually the concentration ratio. The present
empirical study does not consider this aspect. Partly it is because rela-
tive firm size is inappropriate and partly it is because there is no theo-
retical relation between merger intensity and concentration. It would
be consistent with the theory to find that concentration is higher or
lower as a result of merger. For example, mergers among the smallest
firms in an industry is consistent with the theory; such mergers would
lower the concentration ratio. Acquisitions of the smallest by the larg-
est firms in the industry are also consistent with the theory; such merg-
ers would raise concentration. Obviously, as a matter of simple arith-
metic, the Herfindahl index always increases as a result of merger, but
this fact has no clear economic significance. Because any relation be-
tween concentration and merger intensity is consistent with the theory
and would not test it, it is pointless to relate merger intensity to
concentration.

For the 18 two-digit SIC manufacturing industries in the sample, the
regression relating merger intensity, y, to the annual rate of growth of
the book value of capital, x, is as follows:

y = -0.6015 + 16.9685*
(-1.815) (3.801) (1)

Ri = 0.4746

where the numbers in parentheses are ^-ratios.
This empirical relation may help explain an old puzzle. Nelson finds

a positive correlation of nearly 0.47 (R not R2) between the cyclical
component of merger disappearances and the cyclical component of
industrial stock prices using quarterly time series for the period from
1895 to 1920 (Nelson 1959, Table 60). He gives no theoretical expla-
nation of his finding. The theoretical model I describe above together
with regression 1 suggests a possible reason for Nelson's empirical
finding. The positive relation may reflect the presence of a common
factor moving both series. This common factor is the effect of tech-
nological change, which waxes and wanes procyclically.

Gort's results (1969) gives additional empirical support for my the-
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ory. Using FTC data for manufacturing companies aggregated to 46
three-digit SIC industries, the most pertinent of his regressions for my
purposes is as follows:

Xx = -4.8314 4- 0.0481*2 + 0.1780Z3 + 0.0271X*,
(-0.41) (4.45) (1.64) (0.84)

R2 = 0.590; (2)
where Zi = merger rate from January, 1951, to June, 1959, as measured
by the ratio of the number of companies acquired to the total number
of companies in the industry in 1954; X2 = technical personnel ratio,
1950 with respect to total number of employees; X3 = productivity
change, 1947-54, per employee; X4 = growth of output from 1947 to
1954; X5 = concentration ratio, 1954. The most important fact in this
regression for my theory is the highly significant positive association
between merger intensity and the technical personnel ratio. Nor is this
all. The highest simple correlation between merger intensity and the
four explanatory variables is for the technical personnel ratio. This is
also the outstanding variable in a regression that has the concentration
ratio as an explanatory variable of the merger rate. The regression is
as follows:

Xx = 4.0795 + 0.0505Z2 + 0.4134Z5,
(1.05) (6.47) (4.05)

R2 = 0.669. (3)
The collinearity among the explanatory variables in regression 2 may
explain the lower f-ratio of X2 in regression 2 as compared to regression
3. The causal status of the concentration ratio X5 in regression 3 is
doubtful since it is measured around the middle of the sample period
so it may reflect the effect of mergers.

4 Empirical evidence from cross sections of manufacturing
industries over time, 1947-72

Rivalry among firms resulting in lower costs and better products leaves
its traces in the figures collected and compiled by the Census of Man-
ufactures. By comparing changes in the values of pertinent and avail-
able variables from one census to the next, we can obtain valuable
quantitative clues about the effects of innovations.

The census has made major revisions of its industry definitions twice
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since 1947: in 1957 when half of all industries were affected and again
in 1972. In the latter census year, 130 four-digit industries, 29 percent,
have no comparable historical data. The census revises industries when
old products disappear, new products appear, and production methods
change. The principal hypothesis is that most of the effects of research
and development occur in the industries that are revised and much less
in the others. The four-digit SIC manufacturing industries in the 1967
census present in the same form in the 1947, 1972, and 1963 censuses
are the unrevised industries. The sample contains 111 such industries.
There are 207 industries present in the 1963 and 1967 censuses that are
absent from either 1947 or 1972. These are called the revised industries
in my analysis. Some industries that satisfy these criteria nevertheless
do not appear in my sample owing to the fact that some data are missing
for them. In many instances the data are missing because the Census
Bureau refuses to publish these figures on the ground they could reveal
information about individual companies. In other cases the Census
Bureau does not publish certain data for some industries because it
doubts the accuracy of these figures. In the remaining cases the in-
dustries had to be omitted simply because the data for them are missing
for reasons unknown to me.

Before continuing, it is necessary to describe briefly some facts about
manufacturing and about the census definitions of industries. A plant
may manufacture more than one four-digit product. The total shipments
of a plant are divided into two categories, called primary and secondary
products. It is the former that determines to which four-digit industry
the Census Bureau assigns the plant. This means the bureau places
each manufacturing plant into one four-digit industry although plants
sometimes make some products in different four-digit categories. The
total shipments of the plants assigned to a given four-digit class there-
fore include shipments of secondary as well as of primary products.
The ratio of the shipments of the primary product to total shipments
is called the primary specialization ratio (specialization ratio, for brev-
ity). This ratio measures the degree to which the plants assigned to a
given four-digit industry specialize in making that four-digit product.
Consequently, some shipments of a given product come from plants
that are outside that given product class. Total shipments of a given
product come from two places, plants in the industry and plants outside
the industry. The coverage ratio is the ratio of product shipments from
plants inside the industry to the total shipments of the product. It mea-
sures how much of the total product shipments are covered by the
plants in that product class.
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Table 8.2 provides evidence to support the view there is more in-
novation among the revised than among the unrevised industries. Two
variables distinguish the sample of the 207 revised from the 111 un-
revised industries; the increase in the value of shipments and the rise
of coverage. During the period 1963-7, shipments grew at a signifi-
cantly more rapid pace for the revised than for the unrevised industries.
The difference between the rates of increase of coverage between the
two samples is even more remarkable. This greater rise of coverage
for the sample of revised industries means that a larger fraction of total
shipments of the products comes from plants in the revised industries
than is true of the unrevised industries. The explanation is not that the
census revised the industry categories to bring this about: recall that
the major revisions did not occur in these years but in 1957 and 1972.
The bigger rise of coverage for the revised industries is consistent with
there having been more entry of firms into the revised than into the
unrevised industries. Note that over the longer time period, 1947-72,
both the coverage and the specialization ratios actually declined for
the 111 unrevised industries. Plants in these industries were reducing
shipments of their primary products relative to shipments of their sec-
ondary products. This means they were becoming less specialized pro-
ducers of their primary products. Simultaneously, coverage was going
down. Hence a larger share of total shipments of the products primary
to the unrevised industries was coming from plants outside the indus-
try. Therefore, products made in the unrevised industries were be-
coming increasingly the secondary products of other industries. Con-
tinuation of these trends would lead to the eventual disappearance of
the 111 unrevised industries who would eventually join the buggy whip
industry.

According to the model, a firm that successfully lowers the level of
its cost as a result of its research program obtains a larger equilibrium
output rate. Rival firms with unsuccessful research results will have
smaller equilibrium output rates and thus their total costs of producing
at these rates will be lower. Because total industry output is larger in
equilibrium, those firms with successful research obtain higher equi-
librium market shares. Therefore, the theory predicts a positive as-
sociation between the change in the value of shipments and the change
in the four-firm concentration ratio. If there were more innovation
among the revised than among the unrevised industries, then there
would be a larger positive association between Dlog VS (the change
in the log of the value of shipments) and Dlog V-4 (the change in the
log of the four-firm concentration ratio) for the sample of revised than
for the sample of unrevised industries.



Table 8.2. Comparisons among the differences between the means of selected variables for four-digit
manufacturing industries

Variable

Dlog V-4
Dlog VS
Dlog NO
Dlog Covg
Dlog Spec

1963-7

207 revised
industries

M-i

0.03145
0.29715

-0.01522
0.02430
0.00392

0.18820
0.18510
0.17260
0.10362
0.04134

111 unrevised
industries

0.02076
0.25798

-0.00503
0.00541
0.00206

a2

0.12014
0.18064
0.19104
0.05000
0.03354

Differences

CT

0.01735
0.02144
0.02174
0.00863
0.00429

r-ratio

0.616
1.827

-0.469
2.189
0.434

1947-72

111 unrevised
industries

1̂ 3 (73

0.04710 0.39909
1.24065 0.70435
0.03310 0.62812

-0.01170 0.09574
-0.00145 0.06867

Mean rates of change

1963-7
4'207"

0.00786
0.07429

-0.00381
0.00608
0.00098

"111"

0.00519
0.06450

-0.00126
0.00135
0.00052

per year

1947-72

"111"

0.00188
0.04963
0.00132

-0.00047
-0.00006

Dlog means the first differences of the logarithms between the two years; V-4, share of four-digit industry sales by the four leading companies;
four-firm concentration ratio; VS, value of shipments by four-digit industry; NO, number of companies in the 4-digit industry; Covg, coverage:
fraction of total product shipments coming from plants assigned to four-digit industry; Spec, primary product specialization: proportion of
total plant shipments in a four-digit industry in that four-digit industry.
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Table 8.3 contains the results. The partial correlation between Dlog

V-4 and Dlog VS is 0.2055 for the revised industries, and it is only
0.0576 for the unrevised industries over the period 1963-7. Even for
the longer time period, 1947-72, the partial correlation between Dlog
V-4 and Dlog VS is only 0.1025 for the sample of 111 unrevised in-
dustries. For the sample of revised industries, a one percent increase
in the four-firm concentration ratio accompanies a 0.2 percent rise in
the growth rate of the value of shipments, the /-ratio is nearly 3, while
for the unrevised industries the corresponding number is only 0.08
percent with a /-ratio of 0.6. This is consistent with larger cost reduc-
tions for the revised than for the unrevised industries. For 1947-72,
the slope of Dlog V-4 is only 0.15 and the /-ratio is 1.1 in the regression
for which Dlog VS is the dependent variable. The sample of unrevised
industry thus shows evidence of fewer cost reductions over the longer
period as well as over the shorter one.

Consider an alternative explanation of these results. Suppose they
were due to shifts in demand instead of supply. To explain lower unit
costs would then require assuming that firms have economies of scale.
This alternative hypothesis encounters at least two difficulties in ex-
plaining the empirical results. First, why is there such a weak relation
between sales and concentration for the sample of unrevised industries
and a much stronger one for the sample of revised industries To rec-
oncile these findings, one must assume there are larger economies of
scale for the revised than for the unrevised industries. This would
merely beg the question of why the two are different. Second, there
is a more direct objection to the hypothesis of increasing returns. It is
finding a positive association between Dlog VS and Dlog NO (the per-
centage change in the number of firms in the industry). The /-ratio for
the regression coefficients of these variables is 6.14 for the sample of
revised and is 3.57 for the sample of unrevised industries. This means
there is a positive relation between the percentage change in sales and
the percentage change in the number of firms for both sets of industries,
revised as well as unrevised. But if there were economies of scale at
the firm level, then one ought not observe a rise in the percentage
change of the number of companies accompanied by a rise in the per-
centage change of total industry sales. It is therefore plausible to con-
clude that the pattern for Dlog VS, Dlog V-4, and Dlog NO is explained
better by supply shifts coming from innovations than by the combi-
nation of the two hypotheses, demand shifts, and firm economies of
scale.

The second set of interesting results refers to changes in the coverage
and specialization ratios. For the sample of revised industries, coverage
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Table 8.3. Selected statistics for regression equations relating Dlog V-4, Dlog VS, Dlog NO,
Dlog Covg, and Dlog Spec

207 revised industries, 1963-7

Dlog V-4 = -0.04123 + 0.2116 Dlog VS -0.4352 Dlog NO + 0.2193 Dlog Covg - 0.5545 Dlog Spec
(-1.71) (2.98) (-5.88) (1.84) (-1.91)

F = 11.69, R2 = 0.1880, S.E. = 0.1713

Dlog VS = 0.2885 + 0.1996 Dlog V-4 + 0.4385 Dlog NO + 0.3630 Dlog Covg + 0.05021 Dlog Spec
(23.91) (2.98) (6.14) (3.18) (0.18)

F = 13.30, R2 = 0.2085, S.E. = 0.1663

Dlog NO = -0.1083 - 0.3360 Dlog V-4 + 0.3590 Dlog VS - 0.06756 Dlog Covg - 0.3607 Dlog Spec
(-5.42) (-5.88) (6.14) (-0.64) (-1.41)

F = 17.27, R2 = 0.2548, S.E. = 0.1505

Dlog Covg = -0.01683 + 0.07475 Dlog V-4 + 0.1312 Dlog VS - 0.02983 Dlog NO - 0.1667 Dlog Spec
(-1.19) (1.84) (3.18) (-0.64) (-0.98)

F = 4.82, R2 = 0.08715, S.E. = 0.09998

Dlog Spec = 0.004291 - 0.031% Dlog V-4 + 0.003069 Dlog VS - 0.02693 Dlog NO - 0.02836 Dlog Covg
(0.74) (-1.91) (0.18) (-1.41) (-0.98)

F = 1.58, R2 = 0.0325, S.E. = 0.04111
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Table 8.3. (cont.)

Ill unrevised industries, 1963-7

Dlog V-4 = 0.01095 + 0.04297 Dlog VS - 0.09131 Dlog NO - 0.2437 Dlog Covg - 0.2020 Dlog Spec
(0.51) (0.59) (-1.41) (-0.95) (-0.57)

F = 0.97, R2 = 0.03543, S.E. = 0.1202

Dlog VS = 0.2514 + 0.07719 Dlog V-4 + 0.2955 Dlog NO + 1.109 Dlog Covg + 0.2141 Dlog Spec
(16.05) (0.59) (3.57) (3.40) (0.45)

F = 8.07, R2 = 0.2334, S.E. = 0.1611

Dlog NO = -0.09541 - 0.2014 Dlog V-4 + 0.3628 Dlog VS + 0.2779 Dlog Covg - 0.2586 Dlog Spec
(-3.10) (-1.41) (3.57) (0.73) (-0.49)

F = 4.99, R2 = 0.1585, S.E. = 0.1785

Dlog Covg = -0.01728 - 0.03498 Dlog V-4 + 0.08855 Dlog VS + 0.01808 Dlog NO + 0.3177 Dlog Spec
(-2.15) (-0.95) (3.40) (0.73) (2.43)

F = 6.63, R2 = 0.2001, S.E. = 0.04553

Dlog Spec = -0.00086 -0.01513 Dlog V-4 + 0.008926 Dlog VS - 0.008777 Dlog NO + 0.1658 Dlog Covg
(-0.15) (-0.57) (0.45) (-0.49) (2.43)

F = 2.10, R2 = 0.07347, S.E. = 0.03289

111 unrevised industries, 1947-72

Dlog V-4 = -0.02920 + 0.07154 Dlog VS - 0.2804 Dlog NO + 0.4124 Dlog Covg -1.144 Dlog Spec
(-0.32) (1.06) (-3.98) (0.96) (-2.09)

F = 5.80, R2 = 0.1796, S.E. = 0.3682
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111 unrevised industries, 1947-72

Dlog VS = 1.238 + 0.1468 Dlog V-4 + 0.6194 Dlog NO + 2.119 Dlog Covg + 0.2883 Dlog Spec
(24.13) (1.06) (6.89) (3.62) (0.36)

F = 22.54, R2 = 0.4596, S.E. = 0.5275

Dlog NO = -0.5631 -0.4641 Dlog V-4 + 0.4997 Dlog VS + 0.2044 Dlog Covg - 0.3196 Dlog Spec
(-5.42) (-3.98) (6.89) (0.37) (-0.45)

F = 21.84, R2 = 0.4518, S.E. = 0.4738

Dlog Covg = -0.07687 + 0.02078 Dlog V-4 + 0.05204 Dlog VS + 0.006222 Dlog NO + 0.4019 Dlog Spec
(-4.03) (0.96) (3.62) (0.37) (3.38)

F = 10.39, R2 = 0.2817, S.E. = 0.08266

Dlog Spec = -0.002083' -0.03471 Dlog V-4 + 0.004264 Dlog VS - 0.005859 Dlog NO + 0.2420 Dlog Covg
(-0.13) (-2.09) (0.36) (-0.45) (3.38)

F = 5.02, R2 = 0.1592, S.E. = 0.06415

Numbers in parentheses are the r-ratios.
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is an increasing function of the growth rate of shipments and of the
growth rate of the four-firm concentration ratio but is almost unrelated
to changes of the specialization ratio. Interpreting a rise in concentra-
tion as correlated with a fall in costs, it follows that for the sample of
revised industries, lower costs result in a larger share of total shipments
coming from the industries where costs have gone down. But the firms
with the lower costs do not become more specialized in their primary
industries. For the sample of unrevised industries there is a different
picture. Here changes in coverage are negatively related to changes in
concentration, albeit not significantly so, while coverage and special-
ization move together. Although coverage rises with rising growth rates
as in the sample of revised industries, in contrast to that sample, among
the unrevised industries changes in coverage are not positively related
to changes in concentration (save to a slight degree from 1947 to 1972).

PART 2. A THEORY OF INNOVATION AND ITS
EFFECTS

1 Introduction

Competition in a modern economy is not the impersonal kind popular
in many textbooks. There is instead keen rivalry among firms to find
better products and cheaper ways of making them. The winners of these
contests may obtain large profits, and this stimulates their research.
Theories that take technology as a given are useful only as a first ap-
proximation toward a theory of innovation and its effects if our goal
is better understanding of an actual economy.

We shall consider a theory of innovation similar to that of the eco-
nomics of information. In particular, the theory of optimal sequential
search by traders in a market inspires this theory of innovation and its
consequences. A firm must incur the expense of research in order to
obtain new knowledge that may enable it to lower its costs. Although
research outlays are necessary to obtain new knowledge, there is no
certainty that this new knowledge will reduce costs. The firm uses its
new knowledge only if this does lower its costs.

A theory of innovation can be constructed more easily using two
simpler components. The next section studies one of these. Sequential
research and the nature of production costs permit only one firm at a
time to be an active producer of the commodity. Section 3 studies the
second major component of the theory. Here n firms seek knowledge
to enable them to produce a given product at the least cost. This search
occurs simultaneously, like a horse race where the fastest horse is the
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only one to win a prize. Section 4 is a synthesis of these two models
that assumes there is sequential research by n firms in each period.
Each of the firms has research outlays to discover how to lower its
costs. All make the identical product and must sell it at the same price.
However, unlike the theory of the two preceding sections, in Section
4 the cost conditions permit the survival of more than one active pro-
ducer in the industry. The active firms have different cost functions
and obtain different profits. During the research era of the industry,
firms have research outlays, prices tend to fall, and industry output
rises at a decreasing rate. Eventually, given a constant demand func-
tion, it no longer pays for anyone to continue research, and the industry
is mature. Entry and exit occur during the research but not during the
mature era. Section 5 describes a number of testable predictions of the
theory. An appendix contains more technical propositions and related
material.

All of these models assume each firm can keep secret the knowledge
that results from its research outlays. Equivalently, it is cheaper for a
firm to learn by its own efforts than by copying others. Whether this
is true is a factual not a theoretical question. In practice firms can and
do keep secret their knowledge about their operations. It is somewhat
naive to believe there is a single fact that is crucial to a product or
process innovation. I assume the firm can keep its secrets and shall
study the consequences of this assumption. It is equivalent to the as-
sumption that firms obtain property rights in their knowledge, which,
therefore, they can protect and defend.

This theory also assumes the output of a firm is a large enough part
of the industry output so that it has a perceptible effect on the price.
The rivalry among the firms to seek ways of lowering their costs yield
benefits to their customers even though no firm takes the price as given.

Among the more interesting results are these. In an industry where
cost conditions permit the survival of more than one firm, sequential
research results in a level of cost at the end of the research era and
the beginning of the mature era that is lower the smaller is the number
of firms then in the industry. There will be a positive association be-
tween a firm's market share and its rate of return. The larger is a firm's
market share, the more stable over time it is likely to be.

The theory of innovation given here owes much to Schumpeter.3 By
3 Innovation as the main form of rivalry in a capitalist system is most forcefully argued

in Capitalism, Socialism and Democracy (1954). Nelson and Winter (1982) follows
this theme in their work. Still lacking is more development of the theory to the point
where we can obtain detailed empirical verification. Whether a capitalist system fur-
nishes the socially optimal amount of research outlays is a theme of Dasgupta and
Stiglitz (1980). Kamien and Schwartz (1975) give an excellent survey of this and related
topics.
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presenting a formal theory using his ideas, we may open promising
avenues of research in industrial organization.

2 Optimal sequential research from a known distribution

The simplest model that contains the main features of the situation is
as follows. A single firm can make and sell the given product at a
constant unit cost c. All customers may buy this product at the same
unit price p. They are willing to buy more, the lower the price. Their
demand is represented by the continuous function as follows:

P = b(q). (1)
At a high enough price, pM, they are unwilling to buy anything and
even at a zero price they are unwilling to take more than a finite max-
imum quantity qM> Hence the pairs (pM, 0) and (0, qM) both satisfy
(1). The net revenue of the firm, call it r, is a function of q and c defined
as follows:

r = R(q, c) = [b(q) - c]q. (2)
By virtue of these assumptions, r is a continuous bounded function of
q for all q such that 0 < q < qM- Therefore, for each c there is a q
giving the maximum net return.

The firm need not remain content with the unit cost c. By spending
x dollars on research, it hopes to discover how to reduce c. The out-
come of its research is uncertain, so we represent it by a random vari-
able Y that we regard as a drawing from a cumulative density function
(cdf) F(y, x) where y denotes the realization of Y.

Prob (Y < y) = F(y, x) = JQ f(z, x) dz, (3)

and /(•) denotes the probability density function (pdf). It is convenient
to define y = lie so that the unit cost is lower, the higher the y. By
spending xt at the beginning of period t, the firm can draw a value of
the random variable Ffrom the cdf F(yt-1, xt) where yt-1 denotes the
value of y at the beginning of period t. If the realization of Y in period
t, denoted by yt, satisfies yt ^ yt-\, then the firm continues to use its
present method of production represented by yt-i. Ifyt > yt-i, then
it can have a lower cost by using the technology represented by the
higher level of y, namely yt. Thus F(yt-i, xt) is the probability of the
failure to obtain a realization of Ygreater than the one in hand. Assume
that the drawings of Fare independent over time. Therefore, the prob-
ability of a failure to surpass the y in hand is an increasing function of
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y. Consequently, decreasing returns with respect to the research out-
lays take hold eventually. This is because large values of y are in the
right-hand tail of the distribution, and the bigger is y, the less probable
that it can be surpassed. These are consequences of the independence
assumption. One could assume instead that the y in hand enters the
pdf /(•) as a parameter directly so that /(•) would depend on yt-\ and
xt. It would then follow that the probability of surpassing yt-i, which
is the y in hand at the beginning of period t would become

r
Jyt

f(z, yt-u xt) dz.

The presence of yt-1 as a parameter in the pdf implies a less restrictive
representation of the effects of the accumulation of knowledge than
does the assumption of independence.

The independence assumption has several advantages. First, it does
allow for the accumulation of knowledge via the effect of xt on the pdf
and by this route to the realizations of increasing y. Now decreasing
returns with respect to y must be present to ensure the existence of
an equilibrium. The independence assumption does this easily. Finally,
the alternative that puts yt~ 1 as a parameter in /(•) is more complicated
because it would require suitable restrictions on how yt-x affects /(•)
in order to have decreasing returns as required for an equilibrium.

The larger is the research outlay, x, the lower the probability of
failure.

Fx(yt x) = JJ fx(z, x) dz < 0. (4)
It follows that the probability of success is an increasing function of x
given

Jy
fx(z,x)dz = -Fx(y,x)>0. (5)

Only the current, not past research outlays, enters F(-). The effect of
past research outlays appears via yt-i because yt-\ is likely to be
larger, the greater were the past research outlays. The current research
outlay, xt, determines the cdf from which Fis drawn, but it does not
determine the actual realization of the random variable, which is y.

The assumption that the average cost of the firm is independent of
its output rate, an assumption that applies to this and the next section
only, has some important consequences. Under these cost conditions,
the firm with the least average cost can profitably satisfy the whole
market demand and offer its customers more favorable terms than any-
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one else can. No firm with an average cost above the least-cost pro-
ducer can survive in the industry without its sufferance. Possibly, sev-
eral firms can have an average cost equal to the minimum, but this is
highly improbable by virtue of the assumption that the level of the
average cost is determined by independent random draws from a con-
tinuous cdf. The presence of higher cost competitors can set upper
bounds on the terms the most efficient firm can get from its customers,
but, plainly, it can always offer them terms more favorable than any
rival save one willing to absorb losses. Therefore, we may conclude
that only one firm at a time can be an active producer if average cost
is constant. However, the incumbent firm, the one currently active in
the industry, can be replaced by any other able to produce at a lower
average cost.

Write the profit function as follows:

rt = R(qt, yt). (6)

Having obtained a realization of Y, the firm chooses its output rate to
maximize its profit. This makes the optimal qt depend on yt because
it is the solution of

max R(qt, yt) with respect to qt.

Substituting the optimal q as a function of y allows the suppression of
q in the function /?(•), and we may write

r = R(y) = mdixR(q,y). (7)

Assume this function is a bounded, continuous increasing and asymp-
totically concave function of y.

Let the firm choose its research outlays during a sequence of time
periods in order to obtain the maximum expected present value of its
net return. At the start of each period it has in hand the largest real-
ization of Yresulting from its research during all the preceding periods.
It can either accept this outcome and stop further research or it can
continue its research hoping to obtain a still larger realization of Y. It
does whichever it expects will be most profitable. It proceeds sequen-
tially until it gets a y so big it does not believe profitable an attempt
to surpass it.

To represent this formally, we may proceed as follows. Define the
function

v = V(y, x), (8)
which is the expected present value of the returns if the initial value
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of Y = y and x is the research outlay at the beginning of the period.
Define V*(y) so that

V*(y) = max V(y, x). (9)
X

Let p denote the discount factor so that p = 1/(1 + a) where a is the
discount rate and p the present value of one dollar. We wish to write
the basic sequential relation. If there is a positive research outlay,
which is necessary for an opportunity to draw a realization of Y from
the cdf F(y, x), then there are two mutually exclusive alternatives.
Either the realization of Y, call it z, does not exceed the current value
of y or it does.

z ^ y implies r = R(y) and v = V*(y) with probability
F(y, x);
z > y implies r = R(z) and v = V*(z) with probability 1 -
F{y, x).

Therefore, the expected present value satisfies the fundamental se-
quential relation given as follows4:

V(y, x) = p |[/?(y) + V*(y)]F(y, JC)

\ -[R(z) + V*(z)]/(z, x) dz\ - x. (10)

The optimal x gives the maximum of V(y, x) with respect to x. This
relation (10) applies at the beginning of each period t with the substi-
tutions y = y,_i and x = xt.

The expected return in a period depends on the y in hand at the
beginning of the period and on the research outlay, JC, during that pe-
riod. Define the expected return E(r), as follows:

E(r) = R(y)F(y, x) + f°° R(z)f(z, x) dz. (11)
Jy

Propositions A.I and A.2 in the appendix assert that the research era
stops as soon as there is a realization of Y such that

max [E(r) - ax] < R(y). (12)
X

4 The analysis would remain essentially the same with the substitution of a concave
utility function in place of the monetary return. This is owing to the assumption that
the monetary return is a strongly concave function of the controls. For a discussion
of strong convexity (equivalent to strong concavity), see Telser and Graves (1972).
A strongly convex function has a unique minimum on any closed convex set, not
necessarily bounded. A strictly convex function is not necessarily strongly convex.
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This has an appealing interpretation. The left side of (12) gives the
maximum expected return for the period if x is spent on research at
an interest cost given by ax. The right side gives the return if the firm
accepts y as final and stops further research. The first time that (12)
is true is a random variable marking the end of the research era and
the beginning of the mature era for the given product.

Depending on the properties of the revenue function R(y) and the
cdf F(y, x), there is a minimally acceptable level of y, call it y*, such
that (12) holds as an equality. (Proposition A.3 gives the details.) The
following happens. The smaller is y, the larger is the left side of (12)
and the smaller is the right side. It then pays to spend money on re-
search. The optimal amount maximizes the expected present value,
V(y, x). As research continues, the left side of (12) goes down and the
right side goes up. The critical value of y at which the two sides are
equal is y*. It marks the lower bound of acceptable levels of y. The
research era is when the research results are as yet unacceptable be-
cause its pays to continue. The mature era starts as soon as a research
result falls in the acceptance region.

The sequential decision-making procedure has an upper bound for
the expected duration of the research era. According to the optimal
sequential decision rule, the firm stops research the first time a real-
ization of Y exceeds y*. Each period t of the research era has an optimal
research outlay, xf, depending on the previous period's research result,
yt-\. This x? is found from the solution of the necessary condition for
maximizing the expected present value of the net return. The proba-
bility of stopping at the end of period T is the same as the probability
of the event that each realization of Y, namely yt, is below y* for the
first T — 1 periods and yt ^ y* occurs for the first time on trial T when
t = T. Keeping in mind that the drawings of yt are mutually independent
over time, the probability of stopping at the end of period T is given
as follows:

F(y*9 xf)F(y*9 x$) - F(y*9 4_ i ) [ l - F(y*9 4 ) ] .

Proposition 1: E(T) < ll[l — F(y*, x*)], where x* is the max-
imizing value from the left side of (12).

Proof: We use the following two facts. First, because the firm never
uses a realization of Y below the one in hand, we may say that {yt} is
a nondecreasing sequence. Second, x? varies inversely with yt-i. (See
the remarks after the proof of Proposition A.3.) Therefore, the xf's
form a nonincreasing sequence and by virtue of (4),

F(y*9 x?) < F(y*9 *J). (13)
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Given that x* = x% because T is the last period of the research era by
hypothesis, the upper bound for the probability of stopping on trial T
is given by

F(y*,x*)T-l[l - F(y*,x*)].
With this bound and a standard result in probability theory (Feller 1957,
Vol. I, Chapter XI, Section 1), we obtain the desired conclusion.

This result furnishes another interesting interpretation of the nec-
essary and sufficient condition for stopping the research in a finite time.
The condition that determines the critical y* is as follows:

R(y*) = R(y*)F(y*, x*) + r R(z)f(z, x*) dz - OJC*. (14)
Jy*

The expected return per period conditional on realizing Y > y* is

E(r: Y => y*) = f°° R(z)f(z, x) dz / f°° /(z, JC) dz. (15)

Define E(T*) as follows5:
£(J*) = 1/[1 - F(y*, x*)] (16)

so that it is the upper bound on the expected duration of the research
era. With this definition and (15), (14) reduces to

R(y*) = E(r: Y > y*) - ax*£(r*). (17)
Let a firm start with y = 0 and spend x* on research in every period
until it obtains a y > y*. Its total expected outlay would be x*E(T*)
and an interest cost of ax*E(T*) per period. The expected net return
to such an entrant starting from scratch would be given by the right
side of (17), while the return to a firm that had attained its goal and is
now active in the industry, the incumbent firm, would be given by the
left side of (17).
5 Let p = F(y*) and q = 1 - F(y*) so that q is the probability of stopping. Define the

generating function $(s) as follows:

<KJ) = qs + pqs2 + P2qs3 + -

= qs(\ + ps + p2s2 + •••)

= qsl{\ - ps).

It follows from this generating function that
1

E(T*) = ds
which is (2.16).

= 4>'(D = -
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These results suggest a few comments. One may say that because
the incumbent firm has the knowledge represented by the current value
of yt, entry by a new firm would be wasteful because it would have to
spend enough to learn what the incumbent already knows, this cost is
x*E(r*),6 and more besides in order to displace it. The latter contrib-
utes to total knowledge while the former does not. Yet without the
protection of secrecy, the incumbent firm might not have spent the
funds to acquire the knowledge enabling it to produce at the cost cor-
responding to yt. Though secrecy may cause duplication, it also fur-
nishes an incentive to innovate.

Also of some interest are the effects of a, an exogenous variable in
this theory, on E(T*), the upper bound for the expected duration of
the research era. Because E(r*) depends on y* and JC*, we must first
consider how these depend on a. First, j * varies inversely with a. This
means the firm sets a lower goal on the minimally acceptable research
result, the higher is the discount rate. Second, if there are decreasing
returns to success as measured by how JC* affects the cdf F(-), then x*
varies inversely with a. Therefore, a change in a gives rise to opposing
effects on E{T*). Specifically, let the discount rate be higher. The firm
sets its sights lower on y* and this lowers E(T*) because it does not
take as long on average to attain a less demanding goal. However, at
a higher discount rate, less is spent on research, and this delays at-
taining an acceptable outcome. Hence the net effect on E{T*) of a
change in a is indeterminate. (See the appendix for additional details.)

3 N Simultaneous independent research programs
A useful analogy for this analysis is a horse race.7 An optimal sequential
research program corresponds to a race in which the owners enter their
horses one at a time after having observed how long it took the pre-
ceding horses to run the course. One horse at a time runs against the
clock. The time it takes a horse to run the course behaves like a random

6 An upper bound on the expected cost of entering the industry is x*E(T*), and Bain
(1956) might call this a barrier to new competition. Equation (2.17) is an equilibrium
condition.

7 The analogy between research and a horse race is an old idea (Hirshleifer 1971).
Hirshleifer argues that more is spent on a horse race than is socially optimal, assuming
we wish to know which is the fastest horse. This makes an implicit judgment about
the utility that individuals may derive from entering their horses in a race and that
others may derive from betting on the horses and observing the outcome. Such judg-
ments are outside the ordinary province of economics. McGee (1971) uses the analogy
of a sporting contest in his study of competition in a manner congenial to the theory
herein.
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drawing from a given distribution (cdf). It is as if each owner draws a
random number from the same distribution when he pays the fee in
order to enter his horse in the race. He does so only if he believes it
can run faster than all of its predecessors. As soon as a horse's speed
exceeds a prescribed number corresponding to y* in Section 2, it no
longer pays for an owner to enter his horse because his cost would
exceed his expected return. Although a sequential horse race can attain
the objective of finding the winning horse with fewer horses than the
more familiar horse race in which all horses start simultaneously, in
contrast to the common horse race, a sequential horse race takes longer
to determine the winner. We now study the situation analogous to the
ordinary horse race where n horses start running simultaneously, and
there is only one prize going to the fastest horse. If time is of the
essence, the ordinary horse race is better than a sequential horse race.

For research, perhaps unlike a horse race, the cdf of the outcome
depends on the research outlay, and there may be no prescribed cost
of entry. It is useful to consider two different situations. In the first a
single firm chooses the number of its n independent research labora-
tories and their research outlays. In the second situation each of n
independent firms has a research laboratory. The n depends on how
much profit each expects. The expected profit is a decreasing function
of the number of firms doing the research. The equilibrium number is
such that the expected profit is zero. The winning firm, the one which
finds the cheapest way of making the good, becomes the sole producer
and chooses the output rate for which its net return is a maximum.

We now proceed to the formal analysis starting with the first situation
where one firm decides the number and level of support for its inde-
pendent research laboratories. The prize is the function

R(y) = max R(q, y) < max R(q, oo) = /?(«), (1)
q q

an inequality valid for all finite y. The probability that the largest num-
ber in a simple random sample of size n does not exceed y is F(y, x)n

so that the probability density function (pdf) is given by

dF(y, x)n = nF{y, x)n-'f(y, x) dy (2)

(Cramer 1946, Section 28.6). Therefore the winner can expect the prize
to be

E(R) = K(xf n) = Jo°° R(y) dF{yy x)n. (3)
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Integrating by parts

K(x, n) = #(oo) - J J Ry{y)F(y, x)n dy. (4)

Treating n a s a continuous variable, there are8

Kn(x, n) = - J J RyFn log F dy > 0, (5)

Knn{x, n) = - Jo RyFn(\og F)2 dy < 0. (6)

This completes the proof of:

Lemma 1: For each research outlay x, the expected prize,
K(x, n) is an increasing, bounded, concave function of n.

The optimal n and x furnish the solution of the following maximum
problem:

max [K(x, n) - nx] with respect to n and x.
The first-order necessary conditions are

Kn - x = 0 and Kx - n = 0. (7)

These two equations can have a solution only if both expected marginal
returns, Kn and Kx, are positive. The former is positive by (5). To
verify that the expected marginal return with respect to the research
outlay, Kx, is positive, we have

Kx = - r RynF"-lFx dy>0

because Fx(-) < 0 [see (2.4)].
In the second situation there are n independent contestants who all

enter the race at the same time. The winner can expect a prize of E(R)
shown in (3). Since all firms are equally able ex ante because each
draws his y from the same cdf, each has the same chance of winning,
l/n, if each spends the same amount on research. Assume each con-
testant is willing to enter only if he expects a positive return. Therefore,
the equilibrium number satisfies the condition that the expected net
return is zero. This is true when

(l/n)E(R) - x = 0 O E(R) - nx = 0. (8)
8 Although n is an integer, taking derivatives with respect to n in order to approximate

the first and second differences is a standard device in analysis and has a rigorous
justification.
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Given the number of contestants who enter the race simultaneously,
each chooses x to maximize E{R)ln — x so x must satisfy

Kx(x, n) - n = 0. (9)

Therefore, the equilibrium x and n satisfy (8) and (9) when entry is
unrestricted, and the equilibrium x and n satisfy (7) when a single firm
controls them in order to maximize E(R) - nx. To ensure the existence
of a maximum, let the expected net return be a strongly concave func-
tion of both x and n. Hence the matrix

[ Knn Knx — 1

Kxn - 1 Kxx \
is negative definite.

With these results in hand, we now compare the two equilibria. Let
(jt0, n0) denote the equilibrium pair when a single firm controls entry,
and (JCI, n\) the equilibrium pair when entry is unrestricted. Thus,
(jc0, Aio) satisfies (7) while (JCI, n\) satisfies (8) and (9). In either case
one firm emerges as the sole producer of the commodity - the one that
obtains the largest y, which means it has the lowest unit cost. The
principal result is that for large enough n, the unit cost and the price
of the commodity are lowest when a single firm controls entry than
when there is unrestricted entry, if the equilibrium n0 is large enough
because there is an inverse relation between n and the research outlay
per firm. First, we prove:

Lemma 2: The equilibrium number of research laboratories is
smaller when a single firm controls this number and the re-
search outlay per laboratory than when there is unrestricted
entry and independence among the laboratories. Thus, n0 <
nx.

Proof: Call the expected net return H(x, n) = K(x, n) - xn. It is a
strongly concave function of x and n by hypothesis. Let Hi denote
dH/dx at (JCI, Ati) and H\ denote dH/dn at (*i, n\). Concavity implies
that

Hx{xx - x0) + Hl
n(m - n0) ^ H(xu /ii) - H(x0, n0) < 0. (10)

From (9), Hx = 0 and from (8), H(xu m) = 0 so (10) implies

Hl
n(m - no)< -H(xo,no)<0. (11)

Appealing again to concavity, write

tfJOc, - 0) + Hl
n(m - 0) < H{xu /i,) - //(0, 0). (12)
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Given H(xu nx) = 0 from (8) and Hl

x = 0 from (9), (12) implies that

H\nx < -H(0, 0) = 0.

Since nx > 0, H\ < 0 and (11) gives the desired conclusion. •

This result asserts that more firms compete for first prize when entry
is unrestricted than when n and x give the maximum expected net
return. We now proceed with the analysis of which equilibrium gives
the lower production cost. We start with Figure 8.1, which shows the
cdf F(y, x). The intersection of the horizontal line 1 - (l/n) with the
cdf shows the characteristic extreme, which is the largest observation
in a simple random sample of size n (Gumbel 1958, Section 3.1.4). The
characteristic extreme is an increasing function of n. Let ye denote this
characteristic extreme.9 It satisfies

1 - (l/n) = F(ye, x) = £ f(y, x) dy. (13)

It follows from (13) that

Fy{ye, x) dye = (l/n2) dn - Fx(ye, x) dx. (14)

Consequently, the slope of the characteristic extreme with respect to
n is

df_ = [(l/n2) - Fx(y*, x)(dx/dn)]
dn Fy(y',x) '

For n large enough, the first term in the brackets is small and the sign
of dye I dn depends on the sign of dxldn. Given Fx < 0, dyeldn is negative
if the research outlay per firm varies inversely with n so that dxldn is
negative [Fy(ye, x) = f(ye, x) > 0]. The pair (JC, n) is endogenous and
depends on which is the equilibrium, control of x and n to maximize
the expected net return or unrestricted entry. In either case the re-
search outlay per firm satisfies Hx(x, n) = 0 so that the expected net
marginal return with respect to the research outlay per firm is zero.
Therefore, we may use this result to find the relation between dx and
dn from dHx = 0. We obtain

dHx = Kxx dx + (Kxn - 1) dn = 0 (16)

9 Gumbel calls these "the characteristic extremes." In addition to their intuitive appeal,
they are far more tractable than the expected value of the extremes, which often do
not exist, or other statistics of the distribution of extreme values.
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FCy, x)

Figure 8.1

giving the implication

dx = _ Kxn -
dn Kx

(17)

Recalling that Kxx < 0 because the expected net return is strongly
concave, the sign of dxldn is negative if and only if Kxn - 1 < 0.
Therefore, to see how research outlays per firm vary with the number
of firms, we must see how the expected marginal return to research
varies with n.

Lemma 3: For all large enough n, Kxn - 1 < 0 so that the
larger is n, the lower is the expected marginal return to re-
search outlays.

Proof: It is an implication of (2) that

1 = r dFn = r nFn'lfdy.Jo Jo

Together with the following expression for Kxn,

Kxn = - J J RyFnXFx{n log F + 1) dy,
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we obtain

Kxn - 1 = - r [RyFn~lFx + nFn-\RyFx log F + /)] dy. (18)

For all large enough n, the second term on the right dominates the first
term so that although the first term has a negative sign and the second
a positive sign, the integral has a positive sign for all large enough n.

Proposition 2: For all large enough n, dyeldn < 0 so that the
cost of production is lower with a single firm choosing n and
x to maximize its expected net return than with unrestricted
entry.

Proof: For large enough n, Lemma 3 implies Kxn — 1 < 0 so (17) gives
dxldn < 0. The desired conclusion is now immediate from (15). •

This result is important. It means that when the equilibrium number
of firms, n0, is large enough, the level of the cost of production is higher
and the price of the commodity is higher if n firms can decide inde-
pendently how much to spend on research in order to lower their pro-
duction costs than if a single firm can choose the optimal combination
of x and n giving it the maximum expected profit. In the latter case it
is still true that each of the n research laboratories pursues an inde-
pendent research program. The single firm chooses the number of lab-
oratories and the research budget of each in order to maximize its
expected profit from all.

To emphasize the role of AX, we have the following:

Corollary: The sign of dyeldn is indeterminate ifn is not large.

Proof: Plainly, (18) implies that Kxn - 1 can be positive if n is not
large, and then the ratio (Kxn — \)IKXX would be negative, which would
imply that dxldn would be positive, and so dyeldn would be positive.
But even with a small n, Kxn - 1 could be negative, and then we would
have both dxldn and dyeldn negative. •

This theory also illuminates the nature of the returns to scale with
respect to research outlays. Call the total research outlay X = nx.
Assume the size of a research activity has no positive lower bound so
that a trial corresponds to a dollar's worth of resources allocated to
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research. This is equivalent to the hypothesis of constant returns to
scale such that

Prob [max (yd < y; X] = F(y)x. (19)

E(R) = K(X) = r R(y) dF(y)x and H(X) = K(X) - X.Jo
A contestant expects a net return given by K(X)ln - x. For given n
he chooses x to maximize this expression. Therefore, x must satisfy

Kxln - l = 0 = > X j r - l = 0 (20)

because Kx = Kx(dX/dx) = nKx. The first-order condition for x is the
same as the first-order condition for X that maximizes H(X). These
have a unique solution if Kxx is negative. But

Kxx = - Jo°° Ry (log F)2FX dy < 0,

so the necessary conditions do have a unique solution. However, not
surprisingly, n is indeterminate whether there is free entry or a single
firm controls entry. Only the total X is determinate and not how it is
divided among n if there are constant returns to scale with respect to
research outlays. Also, if K(X) - X happens to be positive, then no
finite n can attain an equilibrium if there is free entry.

4 The unified theory
This section contains a unified theory of sequential search by n com-
peting firms using the components described in the two preceding sec-
tions. Above, the hypothesis of innovation to find the optimal cost
curve among the class of constant-unit-cost curves implies that only
one firm at a time is an active producer of the good. This section
assumes more general cost conditions that imply more than one firm
at a time can profitably make and sell the good. Let

c = C(q) (1)
denote the basic cost function of a firm. Assume that C(0) = 0 and for
all positive rates of output Cq(q) > 0 and Cqq(q) > 0. Hence marginal
cost exceeds average cost, which is a monotonically increasing function
of the output rate. Average cost is a minimum at the zero output rate.
Consequently, there is no positive minimal optimal size of a firm.

A fruitful hypothesis about innovation is this. By spending xt dollars
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on research, firm / can draw a random variable Y from the cdf F(y, Xi).
As a result, it can obtain the cost function given by

c = C(q)/y. (2)
The larger is the realization of the random variable Y, that is, the larger
is y, the lower is the total cost function for all output rates. Although
each firm has access to the same cdf, F(y, x), as we shall see, it does
not follow that each spends the same amount on research. This is be-
cause the outlay also depends on the value of y in hand.

The net revenue of firm /, call it r,, is defined as follows:

n = R(qi9 yi9 Q) = b(Q)qi - C(qt)lyi9 (3)

where Q denotes the output rate of all the active firms so that

Q = i <?/• (4)

Customers regard the firms' outputs as perfect substitutes so there is
a common price, p, and a demand function p = b(Q). It is important
to observe that the form of the net revenue function is the same for
all firms, and differences among the firms are represented by the values
of the variable yt. Also, F(y, xt) depends only on the research outlays
of firm / and not on the outlays of the other firms. This is owing to the
hypothesis that firms keep secret knowledge about their methods of
production. Nor is this all. The uncertainty surrounding the outcome
of the research of each firm implies that a self-enforcing collusive agree-
ment with respect to output rates would promise each firm a lower
expected return than would independent actions designed to maximize
its own net return. For this reason we shall use the Cournot-Nash
theory of the noncooperative equilibrium as the appropriate one in this
setting (cf. Chapter 6, Section 4).10

In period t the firms having seen the results of their research, choose
their output rates to maximize their net returns, rit. Hence, conditional
on yit the ex post equilibrium is given by the solution of

f - = b(Q,) + qitbQ - ^ = 0. (5)
oQu yit

10 Briefly, a noncooperative equilibrium, despite its inefficiency, is plausible during the
research era because efficiency would require cooperation among the firms. Such
cooperation is vulnerable to cheating by one of them. The penalty for cheating is a
suspension of the agreement and the consequent loss of the future gains of cooperation.
But the research era has a finite expected life that may be short so the deterrence of
the penalty may be insufficient to outweigh the gain from cheating. The flux of events
during the research era works against attempts to reach agreement.
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The marginal revenue facing each firm, which is b(Qt) + qitbQ, de-
pends on the industry output rate. The existence of a deterministic
Cournot-Nash equilibrium can be assured for all realizations yit if the
marginal revenue facing each firm is a decreasing function of the in-
dustry output rate. Because this condition is both plausible and useful,
assume that

— (b + qibQ) = bQ + qibQQ < 0. (6)

It is apparent from (5) that there is no implication of efficiency be-
cause the firms have different marginal costs at their equilibrium output
rates. The n firms could produce the total output implied by the Cour-
not-Nash equilibrium at a lower total cost if they did not act inde-
pendently. Even so, the firms with the lower costs do produce the larger
outputs. To prove this, sum (5) across the n active firms and obtain

= — — DQ +
n n

In conjunction with (5), it follows that

n) Q yg n

Since bQ < 0, it is an implication of (7) that firms with below-average
marginal cost produce at above-average output rates, and firms with
above-average marginal cost produce at below-average output rates.

According tq (5), the term - qibQ(Q) gives the gap between the equi-
librium price b(Q) and the marginal cost at the equilibrium output rate
of firm /, which is Cq(qi)lyi. Therefore, the excess of the price over
firm i"s marginal cost is an increasing function of its equilibrium output
rate. In contrast to the collusive equilibrium, the Cournot-Nash equi-
librium implies that the firms with the largest output rates also have
the largest excess of the price over marginal cost evaluated at equilib-
rium output rates.

The present case, an industry with several competing firms, is more
complicated than the predecessors. We begin by studying the ex post
equilibrium after the firms know the results of their research activities.
We wish to see how changes in the y's, the research results, affect the
ex post equilibrium. To be specific, let yx change while all other y's
stay the same. We expect qx and Q to change in the same direction as
yx, and the other g's to change in the opposite direction. Put differently,
lower cost of firm 1 owing to an increase of yx causes a larger equilib-
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rium output rate for the industry but by a smaller amount than the
increase in firm l's output because the competing firms will lower their
equilibrium output rates. Hence firm l's market share goes up if its
costs go down. For a proof, differentiate the equilibrium conditions (5)
with respect to y\ and obtain

(bQ + qibQQ) — + ( bQ — j —i = 0, / > 2. (9)

Define

°V = bQ + qibQQ, \Lt = bQ - Cqq/yi9 8i = -C 9 (^ i ) /y i .

Now, |x,- < 0 and (6) asserts af < 0. It readily follows from (8) and (9)
that

so that the industry equilibrium output changes in the same direction
as yx\

%L= _ ^ ^ < 0 i f / ^ 2 , (11)
dyi ^i dyx

so that output rates of the competitors of firm 1 change in the opposite
direction as y\\

dy\ dyx 2 dyx

so firm Vs output rate changes in the same direction as y\.
These results for the ex post equilibrium are essential for deriving

the properties of the ex ante equilibrium, the result of the research
outlays of the firms. A firm planning its research program calculates the
possible outcomes by taking into account not only the effect of its own
research but also the effects of competitors' researches. Since n firms
are in the industry, it may seem the given firm has the complicated
problem of determining how the research results of each of its n — 1
competitors will affect it. However, the hypothesis that the products
of the firms are perfect substitutes enables all of the competitive forces
impinging on one of them to be collapsed into one variable, the equi-
librium industry output rate. Consequently, the given firm can sum-
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marize the factors relevant for its ex ante decision on research in period
t in two variables that describe the initial conditions, yt,t-i and Qt-\.
It can summarize the factors entering the /-period cdf by calculating
the joint distribution of the two random variables yt and Qt. To see
why this is so, consider the effect on the /-period net revenue of firm
/, rit, of various possible research outcomes in period t.

First, assume that yit < yu-\ so that the firm's research would not
enable a lower production cost in period t. One might think that it could
still have the same net revenue in period t as in period t - 1 because
it could use the same methods of production in both periods. Though
this is true, it does not follow that its net revenue would be the same
in both periods. This depends on what happened to its competitors.
There is only one circumstance under which yit < yu-i implies that
firm / can have the same net return in both periods t and t — 1 so that
rit = riit-\. This is when every firm in the industry obtains yt,t-\ ^
yi>t. Let vit denote the present value of the net return of firm /. We
have the following result:

yit < yitt-\ for all i implies rit = Vi,t-\
and vit = Vi,t-i for all /.

Second, assume that for at least one firm /, yit > yU-1. The analysis
of the ex post equilibrium summarized by (10)—(12) implies the net
returns and present values differ in periods t and t - 1. From (5),
giving the marginal revenue and marginal cost of firm i, we see that
only Qt and yit determine qit. Although the effects of changes of yt on
qj are complicated, dQldyit is unambiguously positive (and incidentally
dptldy^ is unambiguously negative). Because the ex post industry equi-
librium output rate depends on the realizations of the random variables
yit that represent the research results, Qt is itself a random variable,
which has a cdf depending on the research outlays of the firms, xit,
which are their control variables. Call this cdf G(Q, xu, . . . , xnt).
According to this argument,

(i) yit < yitt-\ for all i implies Qt = Qt-u
(ii) yit > yi,t-\ for at least one / implies Qt > Qt-\>

We may now conclude that

Prob(Q, > Qt-x) = 1 - Prob(yl7 ^ yi>t-i for all /).

For the sake of brevity, define the vector of research outlays as follows:
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The cdf relevant for firm / is

t, yit9 Xt) = JJ f g(Q9 yi9 Xt) dQ dyt. (13)

Also, define the function R(Qt, yu) as in (2.7) so that
max R(q£t9 Qt9 yit) = R(Qt, yit), (14)

and qit becomes an implicit function of Qt and yit. Both Qt and yit are
random variables drawn from the cdf G(). The equilibrium Z, depends
on ft_i as a state variable and on the equations implied by the
Cournot-Nash equilibrium. Firm / expects a return in period / defined
as follows:

E(rit) = Q u Q

P [y""1 R(Q9yi,t-i)g(Q9zi9Xi)dzidQ (15)
Qt - I JO

Qt-i
r R(Q,z,)g{Q,Zi,X,)dz,dQ.

Jyi,t-\

The first term represents the event yit < yi,t-1 for all i, which is equiv-
alent to Qt = Qt-\- The second term represents the event yi>t < yt,t-\
and yjt > yj,t-i for at least one firm j ^ i so that Qt > Qt-\. In the
latter event the net revenue of firm / is rit = R(Qn yi,t-\) because it
can still use the methods of production given by yiyt- x > yi>t. The third
term represents the event yiit > yiyt-1, which in itself implies Qt> Qt-i
by virtue of (10). There is a similar expression for the expected value
of vit, the present value of the net return, which may be obtained by
replacing rit by vit in (15).

Despite the greater complexity of this case as compared with the
one in Section 2, it has important features in common with the model
that assumes a constant marginal cost of production and only one firm
active in the industry in each period. In particular, although now more
than one firm at a time can be active in the industry, there is still a
research era and a mature era. The research era ends when continuing
outlays on research are no longer expected to be profitable. The con-
dition corresponding to the stopping rule (2.11) is as follows:

max [E(rit) - axit\ < R(Qt-U yu-i). (16)
Xit

Firm / stops its research as soon as (16) is true. The time when this
happens, call it T as above, is a random variable. Because E(rit) de-
pends on Qt-i and }>,-,/-1, this makes the xit9 the solution of the max-
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imum problem posed by the left side of (16), an implicit function of
Qt-1 and yi>t-i. It is important to realize that Qt- x appears not because
firm / expects the same industry output in period t as in period t —  \
but because Qt-\ is the pertinent state variable for optimal decision
making at the beginning of period t. Once having decided to stop re-
search in period J, it will not be profitable for the firm to resume
research at some later period. This is for two reasons. First, by hy-
pothesis, the total demand function is constant over time. Were the
demand to rise over time, continuing research outlays might be prof-
itable indefinitely. Second, the firm's net revenue after it decides to
stop its research cannot increase subsequently owing to competitive
pressures from other firms for whom continuing research may be prof-
itable for a while because their current costs of production are high.
As the dynamic process unfolds, not all firms will find it optimal to
stop their research at the same time because of differences among their
production costs, although, of course, all face the same Qt-\.

Study of the implications of (16) as an equality yields some important
results. Write

max [E(n) - ax{] = R(Q, yd. (17)
Xi

To convince ourselves that it is possible to satisfy the necessary
conditions for the maximum called for by the left side of (17), there is:

Lemma 4: Ifthe probability of success is an increasing function
of the research outlays in the sense of (A.30) and (A.31), then
the marginal expected return with respect to research outlays
is positive so that dE(ri)/dXi > 0.

(See the appendix for a proof.) Together with the hypothesis that the
marginal expected return is a decreasing function of JC*, it follows that
the necessary condition dEir^/dxi —  a = 0 has a solution.

Reconsider (17). The JC, that maximizes the left side of (17) is an
implicit function of yt and Q. Call this function ((>(•) and write

xt = 4>(yi9 0 -

Substitute this function in place of x( in (17) and solve the resulting
expression for yt as a function of Q. Call the solution y*. Because it
depends on Q, it must be the same for all /, recalling that all firms have
functions of the same form and that differences among firms are rep-
resented by the values of certain parameters. This common y* is the
stopping value for y, and it depends on g*, the industry equilibrium
output. The latter in turn depends on how many firms are in the in-



284 8 Rivalry by means of innovation
dustry. To close the theory requires a statement about the equilibrium
number of firms in the industry given that the Cournot-Nash theory
is silent on this point.

Assumption: The characteristic equilibrium number of firms in
the industry is such that it is almost certain that y > y* for
the least efficient firm able to remain active in the industry . n

The results we shall obtain from the following analysis have a simple
explanation. In this model the demand function remains constant by
hypothesis, and changes in the equilibrium come from successful re-
search that lowers the cost and generates a sequence of points along
the given demand curve. Because the research results behave like ran-
dom drawings, it is as if they are exogenous variables to which price
and quantity respond.

Each yt is a random drawing from the same cdf F(yt, xt), independent
of the drawings of competing firms. Moreover, in terms of the theory
of the equilibrium given above, x* is also the same for each firm. Fol-
lowing Gumbel (1958, Section 3.1.4), the characteristic smallest num-
ber satisfies

l//i = F(y*, x*) (18)
so that

dn = (~n2)[Fy dy* + Fx dx*]. (19)

Since x* satisfies the necessary condition, dE(ri)/dXi — a = 0, taking
the differential of this expression we obtain

E(n)xx dx* + E(n)Qx dQ* + E(n)xy dy* = 0. (20)

Solve (20) for dx* and substitute the result in (19) thereby obtaining

dn = {-n2)[Fy - FxE(r)xy/E(r)xx] dy*

- [FxE(r)Qx/E(r)xx] dQ*. (21)

We know that Fx < 0 because the probability of failure is a decreasing
function of the research outlay; E(r)xx < 0 because there is decreasing
marginal expected returns to research outlays, E(r)xy < 0 because the
higher is y, the lower the marginal expected return to research outlays;
11 The term almost certain refers to convergence in probability. Think of many repe-

titions of the dynamic stochastic process. It must always be true that the firm with
the highest cost just able to survive in the industry has a level of y > y*. The assumption
refers to the number of firms for which the probability of this event is nearly certain.
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and E(r)Qx < 0 because the larger is the equilibrium industry output,
the lower the marginal expected return to research outlays. We may
now prove:

Proposition 3: dn/dy* < 0 and dn/dQ* < 0 so that the charac-
teristic equilibrium number of firms varies inversely with the
minimally acceptable level of cost and the industry equilibrium
output.

Proof: dn/dy* is the coefficient of dy* in (21) and dn/dQ* is the coef-
ficient of dQ*. For the reasons given just before Proposition 3, these
coefficients are negative. •

On the basis of this result we may say that the smaller is the char-
acteristic equilibrium number of firms in the industry at the end of its
research era, the lower is the level of costs in that industry and the
larger is the equilibrium industry output, Q*. Recall that there are no
economies of scale. Nevertheless, the theory predicts that industries
with a smaller number of firms at the start of their mature era are more
likely to have lower costs and prices than are those that then have a
larger number of firms.

5 Predictions
Choose the firm indexes so that yt > yi+i. Consequently, firm 1 has
the lowest cost, firm 2 the second lowest cost, and so on. Call rt the
net return of firm / and st its market share. The theory predicts a positive
association between rt and st. Empirical studies showing a positive
correlation between the four-firm concentration ratios and industry net
returns support this prediction. Also, according to the Cournot-Nash
noncooperative equilibrium, price relative to marginal cost evaluated
at the firm's equilibrium output rate should be an increasing function
of its market share. During the research era there is a tendency for the
market shares of the leading firms in the industry to fall. This tendency
is weaker, the larger is the firm's market share. Consequently, the
leading firm should have the most stable market share over time, the
second firm the next most stable share, and so on. This is because a
firm's market share depends on the level of its cost function, which in
turn depends on y. The leading firm has the biggest y that may be
regarded as the largest number in a random sample of size n from the
cdf F(y, x). The bigger is yx, the less likely that another firm can surpass
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it. This theory also implies that si+1 - st< st - s{-1 so that differences
between adjacent market shares increase with firm rank in the industry.

The theory also has interesting implications about the pattern of in-
novations over time. Following Schumpeter (1954), assume that in-
vention is an unpredictable random event. Innovation is the adaptation
of invention in order to lower cost, and it occurs during the research
era. It continues for a finite and unpredictable time and is followed by
the mature era. Invention marks the end of a mature era and the be-
ginning of a research era and may also occur during a research era.
This theory predicts alternating eras of research and maturity of ran-
dom durations.

The industry price tends to fall as long as there are positive research
outlays. The price declines occur at a decreasing rate during the re-
search era, and prices are constant during the mature era. Industry
output moves inversely to prices along the demand function. During
the research era industry output grows at a decreasing rate. There is
no growth in the mature era. In the Cournot-Nash equilibrium, the
allocation of the industry equilibrium output among the active firms in
the industry is inefficient. Mergers among firms can increase efficiency
so that the same output can be produced at a lower total cost. Such
mergers are most likely to occur during the mature eras. During mature
eras, self-enforcing agreements on the allocation of outputs among the
firms are more likely to be profitable and furnish an alternative to
merger as a means of obtaining an efficient allocation of output among
the firms. The random outcomes of the research outlays during the
research era increase the expected return to those who would cheat
on an agreement with respect to the assignment of outputs and makes
it more difficult to agree on merger terms.

Once a firm stops its research it will not resume later unless there
is invention. This is because the sequence of its expected returns, while
it was out of the race, cannot have been increasing. Therefore, if it did
not pay to stay in the race at an earlier time, then surely it would not
pay at a later time. A potential entrant calculates whether he can sur-
pass the least efficient active firms in the industry. Once the latter firm
stops its research, the theory predicts entry will not occur. Nor is this
all. Once the marginal firm terminates its research program, the other
firms in the industry whose costs are even lower will have terminated
their research programs as well. During the mature era all active firms
in the industry obtain a positive return, that is, positive profits, even
the highest cost firm still active in the industry. The number of active
firms during the mature era is a random variable. Proposition 3 de-
scribes the relation between this number and the level of costs in the
industry. It predicts an inverse relation between the two.
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A growth in demand can stimulate resumption of research during the

mature era. More generally, research eras are likely to last longer for
products with growing demand.12

Although the theory makes research outlays necessary for cost re-
ductions, the relation between the two is not deterministic. Empirical
analysis of the relation between research outlays ought to take this
explicitly into account. The expected cost reduction is an increasing
function of the research outlay and not the actual cost reduction, which
is a random variable. Econometric analysis of innovation and its effects
on costs is more likely to give useful results if it relies on an explicit
theory of the process.

Some open questions arise. What is the relation between the distri-
bution of output rates among the firms and the distribution of the y's
that determine the levels of their cost functions? The active firms in
an industry represent those with the lowest costs and therefore come
from the right hand tail of the cdf F(y, x). How does the distribution
of survivors depend on their number? Is it true, for example, that an
industry with a smaller number of firms in equilibrium will display
greater differences among their cost functions and returns? This seems
likely and requires a theoretical analysis. The theory focuses on cost
reductions. What sort of theory would give insight into product in-
novation? A promising way of approaching this problem would retain
the emphasis on cost and would assume a general demand curve for
basic goods. These basic goods are analogous to chemical elements,
and commodities are analogous to chemical compounds. Product in-
novation occurs when there is new knowledge that lowers the cost of
making certain elements. Much would depend on a clever choice of
elements in order for this approach to be useful.

6 Technical appendix

This section begins with proofs of the following four propositions:

Proposition Al: A necessary condition for stopping in a finite

12 For an example of a study finding a positive relation between the industry return and
the four-firm concentration ratio that takes into account several other pertinent vari-
ables see Telser (1972, Chapter 8). Gort (1963) gives evidence showing that the stability
of market share increases with the four-firm concentration ratio. Demsetz (1973) and
McGee (1971) were among the first to explain the positive association between rates
of return and four-firm concentration as the result of relatively lower costs of the firms
with larger market shares. For elaborate tests of these ideas, see Peltzman (1977).
Arthur F. Burns (1934) has evidence supporting the prediction of my theory that
growth rates of a given set of industries tend to decline and prices to fall at a decreasing
rate.
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time T is the existence of a finite y* such that for all y > y*,
max [E(r) - OJC] < R(y). (1)

X

Proposition A2: Inequality (1) is also sufficient for a finite stop-
ping time.

Propostion A3: Assume that the following three conditions are
true:

(i) d2E(r)/dydx < 0;
(ii) d2E(r)/dx2 < 0;

(iii) There is a finite y such that for all y ^ y, dE(r)/dx \x = 0
has a finite upper bound and has no positive lower bound.
Then there is a finite y* such that for ally > y*

dE(r)/dx \x = 0 ^ a. (2)

Remark: The y * referred to in Proposition A3 satisfies y* > y* because
it is generally optimal to stop research before y is so large that the
expected marginal return to research is less than a.

Proposition A4: The uniform continuity of

d"7(y, zi ,

implies the uniform continuity of all partial derivatives of lower
orders.

Proof of Proposition Al: If xt > 0 then y < y,_i implies rt = R{yt-\)
with probability F(yt-1, xt), and y > y,_ i implies rt = R{y) with prob-
ability 1 -

E{rt) = UO^OFto-i, xt) + R(z)f(z, xt) dz. (3)
Jyt-i

The sequence of expected returns if research stops at the end of period
Tis

E(ri), E(r2), . . . , E(rT), E(rT), (I)

If research stops at the end of period T - 1, the sequence of expected
returns would be

,£(r2) , . . . ,R{yT-i),R(yT-i), (H)
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Call the present value of the first sequence V\ and the second sequence
Vn. Research outlays are made at the beginning of each period so the
present value of xT is fiT~1xT and revenue is received at the end of
each period. The present value of the difference between the two pol-
icies is as follows:

Vi ~ Vn - $T-xxT = £T[E(rT) - xr/p - R(yT-i)]

(jr-i)] + -

~ axT-R(yT-l)l
recalling that p = 1/(1 + a) so that a = (1 -

max[Vi - Vn - ^T~lxT]
XT

= pr/(l - p) {max [E(rT) - axT] - /?(yr_,)} (4)
XT

because yr-i does not depend on xT (although the optimal xT does
depend on yr-i)- If the expression in (4) were positive, it would not
be optimal to stop in period T —  1. That is,

max [E{rT) - axT] > R(yT-i) (5)
XT

for each pair T, T - 1 implies it is not optimal to stop in period
T - 1. Therefore, as claimed, a necessary condition for stopping in
some finite period T —  1 is that (5) is false for some y*. Given
{yT} is a nondecreasing sequence, this is to say that (1) is true for

Proof of Proposition A2: The present value of the sequence of revenue
{rt} at the beginning of the initial period, call it Vo = 2 7 prr, because
the r-period revenue is received at the end of the period. Hence Vo =
P( Vi + ri). This explains the form of (2.10) that we now rewrite slightly
differently as follows

V(y, x) = ${[R(y) + V*(y)]F(y, x) - ax

[R(z) + V*U)]/(z, x) dz - x} (6)
y

where V*(y) = max* V(y, x). It is an implication of (1), which is true
by hypothesis, and the relation between stocks and flows that

V*(zmz,x)dz-x]<R(y)/a. (7)
y
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It follows from (6) that

V*(y) < p {max [E(r) - ax] + max [E(v) - x]}, (8)

E(v) = V*(y)F(y9 x) + f°° V*(z)/(z, x) <fe.
Jy

where

Jy

Since stopping is always a feasible strategy, necessarily,

V*(y) > /?(y)/a. (9)
From (8) and (9) we may conclude that

[(1 + a)/a]R(y) < max [E(r) - ax] + max [E(v) - x]. (10)
X X

From (1) and (7),
max [£(/•) - ax] + max[£(u) - *] < [1 + (l/a)]i?(y). (11)

A: x

Together (10) and (11) give equality straight through, and we have
V*(y) < R(y)/a (12)

so (9) and (12) imply there is equality. This means that for y > y*,
stopping is the optimal strategy. •
Proof of Proposition A3: This proposition establishes sufficient con-
ditions for the existence of a unique solution of the necessary condition
for a maximum of E{r) - ax with respect to x. Because a is positive,
we begin by showing that if R(y) is an increasing function of y, then
dE(r)/dx > 0.

^ P = R(y)Fx(y, x) + f R(z)fx(z, x) dz. (13)
OX Jy

Because F(y, x) + Jy f(z, x) dz = 1 is an identity, it follows that

Fx(y, x) = - I fx(z, x) dz.
Jy

Substituting this in (13) gives

^ - = r [R(z) - R(y)]fx(z, x)dz>0 (14)
OX Jy

because R(z) - R(y) > 0 if z > y and Jy /,(•) dz > 0.
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Continuing with the proof, (i) asserts that dE(r)/dx is a decreasing

function of y and (ii) that dE(r)/dx is a decreasing function of x. There-
fore, for each y the necessary condition has at most one solution. Con-
dition (iii) studies the behavior of dE(r)/dx evaluated at x = 0 as a
function of y. It implies that for all large enough y, dE(r)/dx eventually
becomes less than any prescribed positive value of a. Therefore, even-
tually y becomes large enough so that the optimal x that would satisfy
the necessary condition is zero. •

Remarks: By differentiating dE(r)/dx - a = 0 with respect to y, we
find

dx d2E(r)/dx2
 < Q

dy d2E(r)/dx dy

so that x varies inversely with y. Second, at time T when it is optimal
to stop research, the x giving the maximum of E(rT) - axT will usually
be positive. However, the optimal x given by the solution of the dy-
namic programming problem will then be zero.
Proof of Proposition A4: This is an application of a standard result in
the theory of functions of a real variable. It follows from a result given
by Graves (1946, Chapter VII, Section 2, Theorem 8). Uniform con-
tinuity of a higher-order partial derivative implies uniform continuity
of all lower-order partials. •

In order to apply Proposition A3 in empirical work, the cdf F(y, x)
must satisfy certain conditions. A generally useful one is as follows:

F(y, x) is uniformly lower semicontinuous for all y.
This means there is a cdf H{y) that does not depend on x, which gives
a lower bound on the probability of failure. Because H{y) is itself a
cdf, it is almost certain that failure will occur if y is large enough no
matter how much is spent on research. Formally, for any e > 0,

F(y, x) - H(y) > € (15)
for all y ^ y0 for some finite y0 and for all x ^ 0.

Next we study how a affects E(T*), the upper bound on the expected
duration of the research era, defined by (2.16).

Rewrite (2.14) in the following shape:

[R(z) ~ R(y*)]f(z, x) dz- ax* = 0. (16)
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Since JC* gives the maximum of E(r) - ax for y = y*, x* must satisfy
the first-order necessary condition, dE(r)/dx - a = 0. The latter is
equivalent to

[R(z) - R(y*)]fAz, JC) dz - a = 0. (17)
y*

For brevity, call the integral in (16), /(JC, y), and replace (16) and (17)
with the following more concise expressions:

/(**, y*) - OJC* = 0, (18)

Jx(x*, y*) - a = 0. (19)

Because JC* gives the maximum of E(r) - ax for y = y*, it follows
that JC* is an implicit function of y* and a. Equation (18) defines y* as
an implicit function of a.

dE(T*) = dE(T*) dT + dE(T*) dx^
da dy* da dx* da

We must evaluate the terms on the right side of (20).

dE(T*) Fy(y*, JC*)
dy [1 - F(y*, JC*)]2

dE(T*) Fx(y*, JC*) ^

> 0. (21)

dx 1 — r (y x )

by virtue of (2.4). To find dy*/da and Jjc*/t/a, use (18) and (19).

Jy(x*,y*)^f- = JC*. (23)
da

Jxx(x*, y*) ̂ f- + /^(JC*, y*) ̂  = 1. (24)
da da

Take Jxx < 0 because this is a sufficient condition for the existence of
a maximum of E(r) - ax with respect to JC.

Jy = -tfy(y*) f°° /(z, JC) & < 0. (25)
Jy*

Consequently, we may conclude that

dy* x*
- j - = T < 0. (26)
aa /y

This result means that the higher the discount rate a, the lower is the
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minimally acceptable level of y, an intuitively plausible result. Solving
(24) for dx*/da, we obtain

dx* _ 1 - Jxy(dy*/dK)

and we wish to analyze the numerator of the right side.

Jxy = -Ry(y*) I"" fx(z, x) dz. (28)
Jy*

After some reductions we obtain

I [f(z, x) - xfx(z, x)] dz
dy* Jy*1 y - . (29)

f(z9 x) dz
y*

The term f(z, x) — xfx(z, x) is positive if fix is a decreasing function
of x. Because /(•) is a pdf, fix is a decreasing function of x when the
probability of success gives decreasing returns with respect to the re-
search outlay. This concludes the proof of:

Lemma A.I: dx*/da < 0 if and only if Jy* (f — xfx) dz > 0.

Now we can see why a has an indeterminate effect on E(T*). The
first term on the right side of (20) is negative because of (21) and (26).
The second term on the right side is positive if there are decreasing
returns for the probability of success because of (22) and Lemma A.I.
Hence the sign of the net effect is indeterminate. Summarizing, we
have:

Proposition A5: The sign of dE(T*)/da is indeterminate if
dx*/da < 0.
The sign is positive ifdx*/da > 0.

The last topic we consider in this appendix is a proof of Lemma 4
restated as follows.

Lemma 4: If the probability of success is an increasing function
of the research outlays in the sense of (30) and (31), then the
marginal expected return with respect to research outlays is
positive, so that dE(ri)/dXi > 0.

Proof: We assume that research outlays affect the probability of sue-
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cess as follows:

r I" gxAQ, to, *) dz dQ > 0 (30)
JQ* Jyt

so that the probability of getting a larger yt and larger Q is an increasing
function of the research outlay [see (4.13)]. Second, assume that

Jo°° gMi, 2 , X) dzt < 0. (31)

Now the marginal distribution of Q obtained by integrating out Zt is
defined by

X) = J J gUi, Q, X) dzi. (32)

It is, therefore, an implication of (31) that the probability of Q < g*
is a decreasing function of the research outlay by firm /. To show the
implications of these two assumptions, start by writing dE{ri)ldXi as
follows:

^ h Q*)Gxt(Q*> y?, X)

£ R(y?> Q)gxi{-) dzi dQ (33)

r R(zt, Q)gXi(-) dZi dQ.
Jy*

f(g* and yf are nonrandom variables given by the stopping values of
Q and yf.) Since

G(Q*, y*, X) + JG" JJ' g(-) dZi dQ

the partial derivative of this expression with respect to x, is zero and

GXI(Q*, yf, X) = - JQ~ Jo
y' gXi{-) dz> dQ
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Substitute this expression for GXi(-) in (33) and obtain

Lll= r {yi[R(y?,Q)-R(yT,Q*)]gxt(-)dZidQ
i JQ*JO

r r
JQ* Jy"

Write

i, Q) - R(yt, Q*)
= R(zi, Q) - R(yf, Q) + R(yf, Q) - R(yt, Q*)

and substitute this into the second integral on the right of (34). This
gives a simpler expression for (34) as follows:

^ = f" r [R(Zi, Q) - R(yf, Q)]gXi(-) dZi dQ
i JQ* Jyt

f[R(y?, 0 - R(yT, Q*)] JQ gXi(') dn dQ. (35)

First, for given Q, R(yt, Q) is an increasing function of yt. Therefore,
[R(zt, Q) - R(yf, 0 ] > 0 in the first integral on the right of (35). By
virtue of (30), it follows that this first integral is positive. Second, for
given yf, R(y?, 0 is a decreasing function of Q. Therefore, in the
second integral on the right side of (35), [R(y?, 0 - R(y?, 2*)] <
0. Together with (31), we may conclude that the sign of the second
integral is also positive. Therefore, dE(ri)/dXi is positive. •
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