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Preface

Most of the population on the earth lives in urban areas. Blocks of buildings in

urban areas form windbreaks and reduce wind speeds compared with bare regions.

Thus, most of the people in the world live in environments with artificially

weakened wind. In their living environments, anthropogenic heat and contaminant

is also generated with certain extent by human activities. During the summer, dense

urban areas thereby suffer from the urban heat island phenomenon, an urban

climate problem.

Wind is a stochastic phenomenon that is mainly driven by atmospheric Rossby

waves. The direction of wind varies with passing high or low atmospheric pressure

fronts, and the wind stream is not steady, with up and down streams changing

frequently. Few books consider the environmental concerns related to wind, espe-

cially concerning the weakened wind in urban areas. It is somewhat difficult for

civil engineers and civil engineering students studying urban built environments to

comprehend the characteristics of urban wind, especially its ventilating character-

istics. This book provides the latest knowledge related to urban wind at the

pedestrian height from the ground in details.

To create new integrated knowledge for sustainable urban regeneration, the

Center for Sustainable Urban Regeneration (cSUR), The University of Tokyo,

was established. The center coordinates international research alliances and collab-

oratively engages with common issues of sustainable urban regeneration. This book

presents one of the achievements of the new integrated approach toward sustainable

urban regeneration.

Tokyo, Japan Shinsuke Kato
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Chapter 1

Introduction

Shinsuke Kato and Kyosuke Hiyama

Keywords Wind environment • Lowwind•Urban environment • Criteria•Ventilation

performance

1.1 Measurement and Evaluation of the Ventilation

Through and Over Urban Blocks

What is the ideal wind environment in urban areas for people to live healthy and

comfortable lives? What is required to realize such wind environments in urban

areas? These simple questions cannot be answered easily.

Many factors that determine the wind environment in urban areas are natural

phenomena that are beyond the power of human intervention. That is, they cannot

be controlled by humans easily. When considering the safety of constructions

against strong wind, the possibility of controlling the wind strength is never

considered. At most, the structures are designed with a factor of safety from a

stochastic point of view by predicting the strength of the wind stochastically.

In other words, the countermeasures taken against strong wind are extremely

passive. However, the circumstances change when the wind is sufficiently strong

not only to damage the constructions but also to affect daily living. The wind

strength is controlled to an extent by windbreaks and/or windbreak fences to provide

a wind environment acceptable to pedestrians and residents. The building-induced

winds that occur due to high buildings should be controlled by the building shape

and/or windbreak fences to a status acceptable to pedestrians and residents.

S. Kato (*) • K. Hiyama
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Weaker wind is also a concern. The wind in urban areas is expected to dilute

pollutants and transport them away from the area and exhaust heat produced within

the city so that these factors do not affect daily living. The wind has a corresponding

body-cooling ability if the ambient temperature is lower than the body temperature.

It effectively cools the human body and buildings that receive heat from solar

radiation. What is the status of wind required to protect daily living? What kind of

device is needed to ensure wind that is effective to protect people from pollutants

and exhaust heat? What can prevent the benefits of useful wind? The researchers in

wind engineering continue to discuss these questions in terms of “low wind

environments in urban areas.” However, because the damage and disadvantages

of insufficient wind are not as clear as wind damage caused by strong winds, this

topic has been treated lightly. The countermeasure to low wind seems to not have an

answer that has achieved social consensus.

The concentration of buildings in urban areas degrades ventilation as well as

the effects of dilution/transportation of pollutants and heat exhaust. Currently, the

building coverage and floor area ratio, which indicate building density, are restricted

to a limited amount to avoid extreme concentration. Open areas such as parks and

roads are also used to control the building density. As a result, the degradation of

ventilation in urban areas is prevented to a certain degree. However, the relationship

between the building density and ventilation level and the influence of poor ventila-

tion that affects daily living are not sufficiently clear as to be explained

quantitatively.

In this book, the argument will be developed with those questions and problems

as starting points. First, the following information will be provided through a case

study: the contribution of a low wind environment to improve the living environ-

ment in urban areas, the risk in living environments when a low wind environment

is lost, and the measurement and concept of a minimum standard regarding the low

wind environment required to provide healthy and comfortable life in the city. To

discuss this low wind environment, evaluation methods are required to quantita-

tively explain the building density and the relationship between urban geometry and

ventilation level. Therefore, disregarding the influence of regionality, a globally

applicable evaluation method will be proposed.

1.2 Outline of Chapters

This book is divided into two sections.

Part I is entitled “Wind Environment and Urban Environment.” It consists of

four chapters, Chaps. 2, 3, 4, and 5. Here, the benefit of a low wind environment,

such as the effect of sea breeze in reducing the heat island phenomenon, and the

improvement in the thermal comfort of the human body with cool breeze will be

introduced. This chapter also introduces the possible risk when the low wind

environment is insufficient, a health damage risk assessment due to the transport

2 S. Kato and K. Hiyama



of exhaust emissions, and the evaluation of ventilation performance against a

sudden diffusion of hazardous material, such as biological or chemical terrorism.

They will be explained in detail through a case study performed by computer

simulation and/or survey investigation.

Part II is entitled “Criteria for Assessing Breeze Environment.” It consists of two

chapters, Chaps. 6 and 7. This part introduces the concept required to realize the

wind environment, which enables a healthy and comfortable life. To secure healthy

and comfortable living conditions, it is important to define the minimum wind

conditions required. Then the regulation required to include this wind environment

in city planning must be discussed. In this case, “specific safety guidelines” that

make a certain level of performance obligatory as performance target are considered

important. A method to quantitatively evaluate the wind environment is required

when defining specific safety guidelines. This part includes the authors’ ideas

regarding the definition of a wind environment to secure healthy and comfortable

living conditions, the quantitative evaluation method of such a wind environment,

and the regulation concept to reflect the wind environment in city planning.

1.2.1 Part I: Wind Environment and Urban Environment

Part I Chap. 2 is entitled “Sea Breeze Blowing into Urban Areas: Mitigation of the

Urban Heat Island Phenomenon.” In recent years, various sorts of degradation in

city environments have been discussed due to sudden urbanization. One of the

problems that have gained attention is “heat islands,” which means that the ambient

temperature in the urban area is increased compared to the surrounding rural areas.

As a solution to this problem, a countermeasure to take in the cold air generated in

green land and waterscapes within or close to the city has been suggested. Among

them, the utilization of the sea is particularly promising because it can generate a

large amount of cold air. Maritime transportation plays a huge role in city develop-

ment. Therefore, many of the large cities in the world are located in areas next to

large bodies of water. About half of the global population lives within 100 km of a

coastline, which is another reason that using sea breeze to cool cities is expected to

have a great benefit. In this chapter, a case study intended for Tokyo, which was

chosen among megacities that show the heat island phenomenon, will be

introduced. Using computer simulations, the effect of sea breeze was quantitatively

evaluated by considering the influence of city planning, including land use, on the

sea breeze utilization. According to this case study, the change in land use between

1976 and 1997 caused a temperature rise of 0.86�C in the city area. It also delayed

the sea breeze arrival to an inland area (about 30 km from the coastline) by

approximately 20 min. The thoughts regarding the countermeasures for the heat

island phenomenon and the evaluation method of the cooling effect in the city area

using wind will be introduced through this case study.

1 Introduction 3



Part I Chap. 3 is entitled “Thermal Adaptation Outdoors and the Effect ofWind on

Thermal Comfort.” Temperature, humidity, radiation, and airflow, collectively, the

wind environment, are listed as external factors that affect the warm-cold sense of the

human body. In contrast to the indoors, where the environment can be controlled,

these factors are influenced greatly by changes in the natural environment outdoors.

On the subject of indoor environments, the thermal comfort index to determine the

goal value of air-conditioning is proposed with the assumption that the indoors can

be controlled to an ideal thermal environment. On the other hand, outdoors, the main

focus is on revealing how humans feel under variable natural environments.

However, because of the adaptability of humans to the surrounding environment,

the amenity level varies with region. This chapter explains the research on outdoor

amenity based on the environmental adaptability of humans and regionality.

In addition, information on the concept of an outdoor thermal environment in

each region will be provided. The outdoor thermal environment is not uniform.

It is influenced by region, especially the average temperature in each season.

For example, a temperature lower than the ideal value determined by examining

thermal balance is regarded as comfortable in cold areas, but a temperature higher

than the ideal value is regarded as comfortable in hot areas. The wind environment

is also influenced strongly by regionality. High wind velocity causes discomfort in

cold areas, but in hot areas, it improves comfort. The outdoor wind environment

depends on the city shape. Therefore, the wind environment is the only factor that is

controllable to some extent in natural environments. This chapter gives important

knowledge when examining the wind environment of a city and the amenity of

outdoor environments.

Part I Chap. 4 is entitled “Health Risk of Exposure to Vehicular Emissions in

Wind-Stagnant Street Canyons.” The air pollution problem has existed throughout

the ages. For example, the air pollution caused by industrial exhaust has led to

serious harm, and therefore, many studies were performed. As a result, various data

were obtained regarding risk evaluation. However, the air pollution problem has been

diversified in recent years. First, the transportation mechanism of exhaust from

chimneys, such as industrial exhaust, is different than that of pollutants generated

near the ground. When the pollutant occurs near the ground, the transportation is

obstructed by the surrounding structures. The pollutant becomes stagnant in the street

canyon and increases the health risk. With an insufficient wind environment, the risk

can become extremely high. Therefore, the consideration of the wind environment

and city characteristics is very important when evaluating risk. Understanding the

health risk, including the reaction speed of each material, is an important issue

because the risk evaluation target materials are also diversifying. This chapter

introduces the risk evaluation result of PAHs based on in situ measurements.

Among the automobile air pollutant problems intensifying in Asia, PAHs have an

insufficient health risk evaluation. Through this case study, the idea of risk assess-

ment in urban areas will be explained.

Part I Chap. 5 is entitled “Pollutant Transport in Dense Urban Areas.” To prevent

health damage due to air pollution, the first step is to identify the source of a

pollutant and reduce its generation. The conventional air pollution countermeasures

4 S. Kato and K. Hiyama



generally follow this idea because the air pollution and health damage due to

industrial exhaust appeared with industrialization. However, in recent years, risk

management not only for the industrial air pollution but also for the sudden

pollution, such as gas tank leaks or diffusion of hazardous material due to BC

terrorism, is required. These accidental, sudden emissions are difficult to control

with the conventional method. Therefore, as a second best solution, the method to

send fresh air to the source of pollution to dilute it and “ventilate” it appropriately is

considered to be effective. In this case, it is required to accurately predict whether

wind will transport and dilute the pollution. When considering the pollution from

industrial exhaust, the pollutant exits from the chimney projecting from the city

block. Hence, the building density has no effect on diffusion. The transportation

and diffusion simply depend on the ambient air. In addition, because an examina-

tion of the long-term exposure is required when evaluating health risk, the consid-

eration of the average value was sufficient for pollutant concentration. However,

when the pollutant occurs within the urban area, such as with BC terrorism and

automobile exhaust gas, the diffusion is influenced greatly by the building shapes.

The increase in the number of voids, where the air become stagnant and so does the

pollutant, in the urban area due to rapid urbanization also complicates the pollutant

diffusion problem. To consider the health risk of short-term exposure, it must be

determined whether the concentration exceeded the threshold amount, even for an

instant, that causes a health problem by predicting the concentration fluctuation.

In this chapter, the conventional pollutant diffusion model targeting industrial

exhaust will be explained first. In addition, the information including the character-

istics of the concentration fluctuation regarding the pollutant diffusion in the actual

city will be given. The information was obtained through a case study performed

by wind tunnel tests using the model of actual urban areas (Tokyo). When the

source of the pollutant and the observation point were close, a high concentration

material transportation was observed through the path created by the buildings.

In addition, the properties of diffusion, such as the occurrence of a vortex due to the

buildings, will be explained. A vortex plays a huge role in pollutant diffusion in

the vertical direction. It is clearly stated that the difference in the positional

relationship between the occurrence point and observation point (e.g., the distance

or urban shape of the transportation path) is a characteristic of its concentration

fluctuation. The information was given to predict the diffusion.

1.2.2 Part II: Criteria for Assessing Breeze Environment

Part II Chap. 6 is entitled “Legal Regulations for Urban Ventilation.” People wish

to have a healthy and comfortable life, and they have a right to do so. However,

when everyone insists on their maximum rights, the right of their neighbors can be

violated. This insistence of rights can often escalate into a conflict. To solve

this problem and secure the best living environment for the whole urban area,

it is important to protect everyone’s rights with appropriate legal regulations.

1 Introduction 5



This chapter gives an overview of existing legal regulations regarding the wind

environment necessary for a healthy and comfortable life. However, an existing

countermeasure against air pollution focuses on the source control, not on the

examination of the city shape to promote ventilation. Hence, legal regulation that

is approved based on sufficient examination of the relationship between the city

shape and ventilation performance does not exist at the present moment. Therefore,

based on the method of examining the city shape by defining specific safety

guidelines, the authors reviewed the ideas of precursors regarding ventilation and

developed the concept of legal regulation to secure better ventilation.

Part II Chap. 7 is entitled “New Criteria for Assessing the Local Wind Environ-

ment at the Pedestrian Level and the Applications.” This chapter proposes the

concept of the minimum standard and the measurement method of ventilation

required for a healthy and comfortable life:

1. Ventilation requires continuous airflow. Therefore, it is rational to evaluate it in

the continuous region (the simplest is a spatial average) and not as a value at a

point.

2. Because the wind is a stochastic phenomenon, the ventilation should be

evaluated as a statistical value over a certain period of time, such as spring,

summer, fall, and winter or yearly. Determining the probability of days that

fulfill the required wind environment is better for human recognition than

evaluating the average rates of a period.

3. Kinetic energy is used an index to improve thermal comfort because a scalar

quantity is more convenient in indicating the strength of wind than a vector

quantity.

4. The kinetic energy that indicateswind strength does not directly express the ability

to discharge pollutants or exhaust heat. Therefore, the ventilation efficiency index,

which indicates the transportation efficiency of pollutants and exhaust heat by

wind, is used as an index to express discharging ability.

Based on these concepts, the quantification of an average kinetic energy in the

target area for comfort is proposed. For health (safety), the quantification of

ventilation performance using the ventilation efficiency index is also proposed.

This minimum standard value for kinetic energy is 0.05 m2/s2, and value for a

purging flow rate (PFR) is above 60 times/h. This kinetic energy is defined by

the kinetic energy of the wind that people acknowledge as cool (0.3 m/s). The PFR

is 10 times faster than that required to rapidly clear the pollutants when they occur

indoor (6 times/h). By clearing the tenfold amount, it is thought that clean ambient

air is obtained at all times, even when rapidly ventilating indoors. Then a stochastic

expression using these minimum standard values is proposed. For example,

the following methods are listed as options:

1. There is more than 1 day in aweekwhere the probability that the kinetic energy of

wind has a cooling effect on the human body, meaning that the kinetic energy

exceeds 0.05 m2/s2.

6 S. Kato and K. Hiyama



2. There are more than 6 days in a week where the probability that safety can be

expected because wind reduces the health risk, meaning that PFR is 60 times/h

in a week.

This chapter contains an example to evaluate this method in detail through the

case study using street canyons and a concentrated city. An enrichment of the

understanding of the evaluation method and its procedure is the aim of this chapter.

1 Introduction 7
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Chapter 2

Sea Breeze Blowing into Urban Areas:

Mitigation of the Urban Heat Island

Phenomenon

Yoichi Kawamoto, Hiroshi Yoshikado, Ryozo Ooka, Hiroshi Hayami,

Hong Huang, and Mai V. Khiem

Abstract Currently, about 50% of the world’s population is living in urban areas,

and that figure is predicted to continue to increase (United Nations, Department of

Economic and Social Affairs Population Division, Population Estimates and

Projections Section (2009) World urbanization prospects: the 2009 revision).

On the other hand, many cities are facing problems caused by urbanization.

The urban heat island phenomenon, one of the urban climate problems, is a typical
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environmental problem encountered in dense urban areas in summer. The use of the

sea breeze to mitigate the urban heat island phenomenon has attracted attention in

coastal cities. Some statistics show that about 40% of the world’s population lives

within 100 km of the coast (World Resources Institute, Fisheries (2007) Population

within 100 km of coast). Further investigation of the environment in the urban area

near the coast is, therefore, important. In this chapter, Tokyo is targeted for

investigation. Tokyo is the Japanese capital, and its surrounding region, the

Tokyo metropolitan area, comprises a circular area with a radius of 50 km and a

population of over 30 million. Within this area, the sea breeze from Tokyo Bay is an

important factor mitigating the air temperature rise in summer. However, ongoing

urbanization could be changing not only the mechanism of the energy balance on

the urban surface but also the sea breeze system in the region. To clarify the effects

of urbanization, a mesoscale meteorological model was adopted for analysis.

Simulation results suggest that expansion of the Tokyo metropolitan area from

the 1970s to the 1990s has induced a temperature rise near the ground and that the

difference is largest in inland areas. Moreover, the time of sea breeze penetration is

delayed in suburban areas. These results suggest that the ongoing urbanization

process could raise the air temperature and change the sea breeze system in the

Tokyo metropolitan area.

Keywords Urban heat island phenomenon • Urban climate • Urban boundary

layer • Mesoscale meteorological model • Land use change

2.1 Overview of Urban Heat Island Phenomenon

in the Tokyo Metropolitan Area

2.1.1 Overview of Research on Urban Climate
and the Urban Heat Island Phenomenon

In the twentieth century, rapid urbanization produced many environmental

problems throughout the planet, including air pollution, water pollution, ground

pollution, environmental noise, etc. The urban climate problem is a characteristic

environmental effect caused by dense urban areas. Above all, the urban heat island

(UHI) phenomenon is a typical urban climate problem found in large cities.

The UHI phenomenon was first recognized in the nineteenth century.

The earliest urban climate research was conducted by Luke Howard

(1772–1864). Howard was an amateur meteorologist and well known for his

nomenclature system of clouds. Furthermore, he made an important contribution

to the field of urban climate research by being the first person to detect the urban

heat island phenomenon and suggest its causes. From 1806 to 1830, Howard

measured various meteorological elements, i.e., wind direction, pressure, tempera-

ture, precipitation, and so on, outside London. Comparing these recorded data with

measurements taken in the center of London by the Royal Society, Howard found

12 Y. Kawamoto et al.



that the mean temperature of the climate was 2.00�F (about 1.1�C) higher in the

denser parts of the metropolis compared with the suburban part—with the temper-

ature difference being especially great on winter nights. He summarized that these

temperature differences were caused by the effect of anthropogenic factors (i.e., the

crowded population and the consumption of great quantities of fuel in fires).

His achievement was published in three volumes titled “The Climate of London”

in 1833 (2nd edition). As the original version of “The Climate of London” is now

very rare and not normally available for handling, it was republished in 2007 by the

International Association for Urban Climate (IAUC) (Howard 2007) in recognition

of its importance to the field of urban climatology. It can now be easily obtained and

used as a guidebook for urban climatology field.

Since the dawn of urban climatology field and the work carried out by Howard,

many kinds of research studies have been conducted. Sundborg made an isotherm

map of the urban area of Uppsala, Sweden (Sundborg 1950). A remarkable aspect

of this study was that these air temperatures were measured using thermometers

mounted on the roof of an automobile. In the late 1960s, Myrup adapted a numerical

energy budget model to analyze UHI (Myrup 1969). Landsberg showed the effect

of changing surface characteristics in urban areas on UHI through the use of

microscale observations (Landsberg and Maisel 1972). Oke, the first president of

the IAUC, also conducted various research studies in the field of urban climatology.

He compared typical temporal variations in air temperature in urban areas and rural

areas and found that the heat island intensity, DTu-r, can be defined by the air

temperature difference between urban and rural areas, under clear skies, and at a

low wind velocity (Oke 1987).

In Japan, urban climate research was carried out from the 1930s onwards in the

field of geography. For example, Eiichiro Fukui, the pioneer of climatology in

Japan, and his colleagues published their observations mainly in the Association of

Japanese Geographers and the Meteorological Society of Japan (Fukuoka and

Nakagawa 2010). From the 1970s, the range of urban climate research widened

with the increasing incidence of problems caused by air pollution and the rise of air

temperature in the city in summer. These researches were carried out in fields that

included architecture, civil engineering, atmospheric chemistry, in addition to

geography and climatology. Toshio Ojima, former president of the Architectural

Institute of Japan, and his colleagues have been continuously recording

observations, seeking to clarify and mitigate UHI in Tokyo since the 1970s.

Shuzo Murakami, also a former president of the Architectural Institute of Japan,

and his colleagues have applied computational fluid dynamics simulation to UHI

analysis (Mochida et al. 1997). In the atmospheric chemistry field, to clarify the

transportation of atmospheric pollutants affected by the sea breeze from Tokyo

Bay, large-scale upper-air observations have been carried out in the Tokyo metro-

politan area using balloons by Yoshikado and Kondo (1989).

In recent years, urban climate phenomena, including UHI, and their effects have

been investigated in various fields. In addition to the examples noted above, many

experimental research studies have also been conducted in the medical and physio-

logical fields because the UHI phenomenon can induce heat stroke in summer.
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Furthermore, various methods are now being adopted for both observation and

analysis. For example, remote sensing techniques via satellite and airplanes have

enhanced observation availability—now no longer limited to in situ observation.

For example, radiative temperature observations can be used to illustrate the surface

heat island condition, the reflection rate from a land surface (including urban areas)

can be utilized in a numerical model to set analysis conditions, and land surfaces and

building geometries can also be utilized in numerical model configurations or

correlation models examining the relationship between urban geometry and UHI.

A number of numerical models (ranging from micro- to macroscale) have been

developed and improved upon and are now widely used. Moreover, rapid increases

in computational power have made numerical analysis more useful, with analysis

domains becoming larger and mesh resolutions becoming finer. As a result,

more realistic (but also more complicated) assumption modeling is now becoming

available instead of just the simple assumption modeling available previously.

2.1.2 Present State of Urban Heat Island
in the Tokyo Metropolitan Area

Statistics provided by the United Nations Population Division show that about 50%

of the world’s population is living in urban areas and that this figure is predicted to

continue to increase (United Nations 2009). Other statistics show that about 40% of

the world’s population lives within 100 km of the coast (World Resources Institute

2007). Further investigation of the environment in the urban area near the coast is,

therefore, important. In this chapter, Tokyo is targeted for analysis of UHI as one

example of a coastal urban area. Tokyo is the Japanese capital, and its surrounding

region, the Tokyo metropolitan area, comprises a circular area with a radius of

50 km and a population of over 30 million.

Since the latter part of the twentieth century, the UHI phenomenon in summer

has become an increasingly important issue, although the UHI intensity on winter

nights is also especially large. The problems caused by UHI in summer can

be summarized as follows: (1) changes in the ecosystems of animals and plants,

(2) human health problems such as heat stroke and the spread of infectious diseases

(while the ozone concentration at ground level also increases because higher

temperatures accelerate chemical reactions), (3) increased energy consumption

for air conditioning, and (4) the increased possibility of heavy rain in the urban area.

The UHI effect is usually attributed to the following two factors: (1) land cover

change and (2) an increase in anthropogenic heat release. As part of the urbanizing

process, areas of vegetation have been replaced by building sites (i.e., the pervious

surface area has been reduced). As a result of urbanization, the energy balance at

the surface in urban areas tends to show a decrease in latent heat flux and an increase

in sensible heat flux. The other key factor contributing to the UHI phenomenon is the

anthropogenic heat release from buildings, industries, and transportation—directly

heating up the atmosphere.

14 Y. Kawamoto et al.



Attention is often focused on the ventilation path in the urban area as a potential

mitigation method. The original concept of the urban ventilation path was first

implemented in Stuttgart, Germany. Stuttgart is the capital of the state of Baden-

W€urttemberg, and the city center is at the bottom of a basin-shaped valley. In the

1980s, in order to mitigate the air pollution problem which was becoming a serious

issue in winter, the ventilation path concept (Luftleitbahne in German) was pro-

posed. The objective of the ventilation path concept in Stuttgart was to maximize

the effect of mountain breezes flowing into the city center by means of urban

planning—creating green belts, regulating building shapes, and so on. In this

case, it is the fresh air from the mountainside that is expected to dilute the air

pollutants.

On the other hand, in the Tokyo metropolitan area, it is the sea breeze flowing

from coastal areas into inland urban areas that is expected to play an important role

in mitigating UHI in summer. The sea breeze is driven by the temperature differ-

ence between the air over the sea surface and the land surface. Thus, Tokyo Bay

acts as an inlet to the Tokyo metropolitan area for cool, fresh air. Aiming to utilize

the sea breeze from Tokyo Bay, a number of research studies, involving both

observation and simulation, have been conducted on urban ventilation paths. For

example, targeting the large-scale mechanism of the sea breeze coming from Tokyo

Bay, Ooka et al. utilized a mesoscale meteorological model to evaluate the mean

kinetic energy of the sea breeze over the Kanto Plain in Japan (Ooka et al. 2008).

On the other hand, Narita observed sea breeze penetration along a small river in the

dense urban area of Tokyo and used this to clarify the microscale phenomena of sea

breezes (Narita 2006).

In this chapter, the effect of land cover change on the UHI phenomenon in the

Kanto Plain is examined. Ongoing urbanization in the Tokyo metropolitan area

could be changing not only the mechanism of energy balance but also the sea breeze

system. To clarify the effect of land cover change, a mesoscale meteorological

model was adopted and used for analysis.

2.2 Outline of UHI Analysis Using Numerical Simulation

2.2.1 Application of a Mesoscale Meteorological Model
to Urban Climate Analysis

First, the definitions used for scale need to be explained. The term “meso” means

intermediate between “macro” and “micro,” and in the meteorological field, these

spatial scales are generally subdivided as follows: microscale (about 2 km or less),

mesoscale (from a few kilometers to several hundred kilometers), and macroscale

(thousands of kilometers). In some cases, larger scales (above mesoscale) can be

divided into synoptic scale (in the order of a thousand kilometers) and global scale

2 Sea Breeze Blowing into Urban Areas. . . 15



(over the whole planet). According to Orlanski (1975), the mesoscale can be further

subdivided into the following subclasses: meso-gamma (2–20 km), meso-beta

(20–200 km), and meso-alpha (200–2,000 km). Figure 2.1 shows a spatial and

temporal scale diagram for atmospheric motions (modified from Gross (1992)).

For example, a “tornado” has a scale of several hundred meters and can therefore be

categorized into the microscale in spatial terms. However, it also has a scale of

several tens of minutes and can therefore be categorized into the mesoscale in

temporal terms. The UHI phenomenon has both a micro-gamma scale (complex

terrain-following flow affected by urban structure) and a meso-beta scale (land and

sea breeze system) in spatial terms.

To analyze UHI in terms of mesoscale phenomena, e.g., motion of the atmo-

sphere, heat transfer between land surface and atmosphere, and solar radiation and

infrared radiation, mesoscale meteorological models have been adopted. In one

example, Mochida, Murakami et al., used a mesoscale model to analyze UHI in

the Tokyo metropolitan area (Mochida et al. 1997).
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Here, the difference between meteorology and climatology has to be noted.

The UHI phenomenon is characterized by dense urban areas, which is why it is

called an urban climate problem. The term “climate” refers to the trends shown by

meteorological phenomena within a particular area. However, the term “meteoro-

logical phenomena” refers to atmospheric events, especially the weather and

weather forecasting. When analyzing the urban climate, long-term analysis is also

preferable. However, long-term climate analysis with a fine resolution mesh, e.g.,

over a 10-year period with resolution of 1 km for the Tokyo metropolitan area,

imposes an extremely high computational load. Furthermore, within the targeted

period, the urbanization process will have probably progressed. Land use change

associated with the urbanization process is one of the key factors affecting UHI.

To investigate how land use change affects UHI, three short-term event analyses

were conducted in this study. The targeted event was wide area observation on a

summer day in 1986 (Yoshikado and Kondo 1989). On that day, inland sea breeze

penetration from Tokyo Bay over the Tokyo metropolitan area was clearly

observed. In the control analysis, a representation of this sea breeze penetration

was prepared. In two additional cases, land surface parameters were modified to

reflect the urbanization process in the Tokyo metropolitan area. An outline of this

case study is presented in Sect. 2.2.3.

2.2.2 Outline of Mesoscale Meteorological Model MM5

Simulation models which can be categorized as mesoscale meteorological models

possess a large variety of features. Some models use in-house code, and others use

open source code; some are hydrostatic models, and others are nonhydrostatic

models; some are general-purpose models, and others are specialized for use with

a specific meteorological phenomenon; some are operational models used for

weather forecasting, and others are used for research purposes. Of these, the open

source (or free software) and nonhydrostatic models have been most widely used

for research in recent years. The former feature means there are a number of users

and that they form a users and developers’ community. Therefore, when you

encounter a problem, the community may be able to help solve it. Furthermore,

you can modify the model by yourself or in collaboration with the community.

The latter feature means that the model is capable of high-resolution analysis (e.g.,

with mesh resolution of several kilometers). Conventional hydrostatic models omit

vertical acceleration of the atmosphere. That is to say, the size of the vortex is small

compared with the analysis mesh size, and therefore, the amount of vertical momen-

tum averaged over each mesh is negligible. However, as mesh resolution becomes

finer, upward and downward motions have to be solved explicitly. The following

models possess these features and are often used in urban climatology field: (1)

RAMS (the Regional Atmosphere Modeling System) developed by Colorado

University (Pielke et al. 1992), (2) MM5 (the fifth-generation Penn State/NCAR

MesoscaleModel) developed byNCAR (National Center for Atmospheric Research)
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and Pennsylvania State University (Grell et al. 1995), (3) theWRF (Weather Forecast

and Research) model (the next-generation model after MM5) developed by NCAR

(Skamarock et al. 2008), and (4) NHM (Nonhydrostatic Model) developed by the

JapanMeteorological Agency (Saito et al. 2007). To analyze atmospheric conditions

throughout the Tokyo metropolitan area, the MM5 model was used in this study.

This MM5 model is based on the original version described by Anthes and Warner

(1978) and has been modified to broaden its application. For instance, it now features

(1) multiple-nest capability, (2) nonhydrostatic dynamics, (3) four-dimensional data

assimilation capability, and (4) an increased number of physics options. Figure 2.2

shows the flow chart for MM5 analysis.

The “TERRAIN” program defines the model analysis domain and interpolates

2-D terrestrial data (e.g., land use, elevation, the land-sea mask) from a latitude-

longitude global dataset to the analysis domain. The “REGRID” program

interpolates the 3-D isobaric meteorological dataset from the latitude-longitude

dataset to the analysis domain. These meteorological datasets are used to initialize

Fig. 2.2 The MM5 modeling system flow chart (Dudhia et al. 2005)
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and set boundary conditions for the analysis. The “INTERPF” program performs

vertical interpolation from the pressure level meteorological dataset to the terrain-

following s-coordinate of the MM5 analysis domain. “MM5” is the main program

of the MM5modeling system. It performs time integration using input data from the

preprocessing programs. The “GRAPH” and “RIP” programs are postprocessing

programs used to visualize the MM5 output. The flow chart shown above illustrates

the standard process of MM5 analysis. In addition, the optional programs “LIT-

TLE_R” or “RAWINS” are used to interpolate more detailed datasets derived from

observation. The programs “INTERPB” and “NESTDOWN” are also optional.

“INTERPB” is used to interpolate MM5 output data to pressure level data to be

used in “LITTLE_R” or “RAWINS”. “NESTDOWN” is used to interpolate from

MM5 output data to finer analysis domain input data when a one-way nesting

method is adopted. The basic equations used in MM5 are shown in Appendix.

The MM5 system has been modified by the authors to represent different land

use fractions in each analysis grid (Kawamoto and Ooka 2008). To reflect the

fraction of land use in each analysis mesh, the surface parameters were area-

weighted and averaged, as shown in Eq. 2.1:

alb ¼
Xm
n¼1

An � albnð Þ
Xm
n¼1

An

,
e:g:; albedo: (2.1)

Here, An is the area fraction, and albn is the albedo for land use category n, while
m is the number of categories.

2.2.3 Case Study Setting

Land use data provided by the Geospatial Information Authority of Japan were used

to represent the progress of urbanization. Three datasets were used which had been

published in 1976, 1987, and 1997, respectively. Since each dataset comprised

different land use categories, we recategorized the types of land use into eight new

categories and set surface parameters, as shown in Table 2.1.

Figure 2.3a shows the fraction of land in the “urban” category (shaded in

Table 2.1) in 1976. The resolution of this figure is 1 km, and the dark tone indicates

the fraction of “urban” land use within a 1-km2 mesh. Figure 2.3b and c shows the

incremental increase in the “urban” land use fraction over time. Overall, the results

obtained for the two decades targeted did not show extremely rapid urbanization in

the Tokyo metropolitan area. Especially in Tokyo’s 23 wards, the incremental

increase in “urban” land use was very small because Tokyo had already been

extensively urbanized by the 1970s. However, the “urban” land use area has

increased in the area surrounding Tokyo as urban sprawl has progressed.

In this study, we aimed to evaluate the climatological effect of this urbanization

process over the twodecades targeted for investigation byusing three landuse datasets.

2 Sea Breeze Blowing into Urban Areas. . . 19



T
a
b
le

2
.1

L
an
d
u
se

ca
te
g
o
ri
es

an
d
su
rf
ac
e
p
ar
am

et
er

se
tt
in
g
s

L
an
d
u
se

ca
te
g
o
ri
es

in
th
e
o
ri
g
in
al

d
at
as
et
s

A
lb
ed
o

(%
)

M
o
is
tu
re

av
ai
la
b
il
it
y
(%

)

E
m
is
si
v
it
y

(%
at

9
mm

)

R
o
u
g
h
n
es
s

le
n
g
th

(c
m
)

T
h
er
m
al

in
er
ti
a

(c
al

cm
�2

K
�
1
s�

1
/2
)

C
as
e
7
6

C
as
e
8
7

C
as
e
9
7

R
ic
e
fi
el
d

R
ic
e
fi
el
d

R
ic
e
fi
el
d

1
8

5
0

9
8
.5

1
0

4

C
ro
p
fi
el
d

C
ro
p
fi
el
d

C
ro
p
fi
el
d

1
7

3
0

9
8
.5

1
5

4

O
rc
h
ar
d

O
rc
h
ar
d

F
o
re
st

1
3

3
0

9
7

5
0

4

O
th
er

tr
ee

p
la
n
ta
ti
o
n

O
th
er

tr
ee

p
la
n
ta
ti
o
n

F
o
re
st

F
o
re
st

B
ar
re
n
la
n
d

B
ar
re
n
la
n
d

B
ar
re
n
la
n
d

2
5

2
9
0

1
2

B
u
il
d
in
g
si
te

B
u
il
d
in
g
si
te

B
u
il
d
in
g
si
te

1
5

1
0

8
8

8
0

3

R
o
ad

an
d
ra
il

R
o
ad

an
d
ra
il

R
o
ad

an
d
ra
il

O
th
er

la
n
d
u
se

O
th
er

la
n
d
u
se

O
th
er

la
n
d
u
se

L
ak
e
an
d
m
ar
sh

In
la
n
d
w
at
er

R
iv
er

b
as
in
,
la
k
e,

an
d
m
ar
sh

8
1
0
0

9
8

0
.0
1

6

R
iv
er

b
as
in

C
o
as
ta
l
w
at
er

b
o
d
y

C
o
as
ta
l
w
at
er

b
o
d
y

C
o
as
ta
l
w
at
er

b
o
d
y

B
ea
ch

B
ea
ch

B
ea
ch

1
9

1
5

9
2

1
2

3

–
–

G
o
lf
co
u
rs
e

1
9

1
5

9
6

1
2

3

20 Y. Kawamoto et al.



For simplicity, these three datasets are abbreviated as “case 76” for the land use

dataset for 1976, and “case 87” and “case 97” for the 1987 and 1997 datasets,

respectively. In order to evaluate the influence of urbanization, the same meteoro-

logical datasets were adopted as the initial conditions for all cases investigated.

Fig. 2.3 Changes in “urban” land use: (a) “urban” land use fraction in 1976 (5,098.099 km2 in this

domain, 14.272%), (b) incremental increase in “urban” land use from 1976 to 1987

(5,567.568 km2, 15.586%), and (c) incremental increase in “urban” land use from 1976 to 1997

(5,964.726 km2, 16.698%)
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2.2.4 Analysis Conditions

Figure 2.4 illustrates the analysis domains used, which covered 1,890 km

(east–west) � 1,890 km (south–north). The whole analysis domain (domain 1

with a resolution of 27 km) was two-way nested into twofold subdomains: domain

2 (756 � 675 km with a resolution of 9 km) and domain 3 (369 � 297 km with a

resolution of 3 km). The land use dataset for 1987 was used for domains 1, 2, and 3.

Domain 4 (189 � 189 km with a resolution of 1 km) was one-way nested from the

coarse domain and analyzed as three separate cases using three different land use

datasets: case 76, case 87, and case 97. The only difference between these three

cases was the land use dataset used. The vertical domain was divided into 29

unequally spaced grids. The top was set at approximately 15 km, and the lowest

grid height was approximately 36 m.

The thermal environment on July 31, 1986, was then analyzed. On this day,

large-scale field observations had been conducted by Yoshikado and Kondo (1989),

and their results were compared with the simulation (as shown in later sections).

The weather on the target day was categorized as a “frontal type” sea breeze. This

means that the temperature profile, wind speed, and wind direction all showed a

clear change when the sea breeze front reached inland areas. The synoptic pressure

pattern at 09:00 on July 31, 1986, is shown in Fig. 2.5.

The simulations began at 9:00 a.m. (JST) on July 30, and time integration was

performed for 39 hours. The initial conditions were given by the JRA-25 dataset

(Onogi et al. 2007), and sea surface temperature (SST) was given by NCEP FNL

(final) Operational Global Analysis data. Relaxation lateral boundary conditions

130 E 135 E 140 E 145 E
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Domains 1~4
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40 N
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Fig. 2.4 Analysis domains: the four analysis domains are shown in (a), while the three observation

sites are shown in (b), along with the corresponding AMeDAS site from which data were obtained
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were applied to domain 1, and nest lateral boundary conditions were applied to

domains 2, 3, and 4. In order to set the lower boundary conditions, surface tempera-

ture was given by the JRA-25 dataset, and SST was given by the NCEP reanalysis

dataset. In order to set the upper boundary conditions, radiative conditions were used.

In this study, the following schemes were applied for all domains and all cases:

(1) Planetary Boundary Layer scheme—Eta PBL scheme (Janjic 1990), (2) Radiation

scheme—Cloud-Radiation scheme (Dudhia 1989), and (3) the Surface scheme—

Five-Layer Soil model (Dudhia 1996), modified to represent land use fraction.

2.3 Results and Discussion

2.3.1 Results of Base Case (Case 87)

To validate the performance of the mesoscale analysis, the results of case 87 were

first compared with the field observations of Yoshikado and Kondo (1989).

Figures 2.6 and 2.7 show the time-height cross section of the horizontal wind

vector. Figure 2.6 shows the result for the Tokyo observation point, and Fig. 2.7

shows that for the Saitama observation point. The locations of all observation points

are shown in Fig. 2.4b. The domain used for this evaluation was domain 4, with a

resolution of 1 km.

The simulation result for the Tokyo observation point shows that wind velocity

near the surface increased and wind direction shifted to the southeast at 08:00.

The dashed line in Fig. 2.6 indicates the change in wind direction along with sea

breeze penetration (indicated by “S”). This change in the wind field reflects

the penetration of the sea breeze from Tokyo Bay at 08:00. On the other hand,

Fig. 2.5 Synoptic pressure

pattern on July 31, 1986
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the observation results showed that this wind field change occurred at 09:00.

The driving force affecting the sea breeze is the temperature difference between

the air over the sea surface and the land surface. Therefore, it is suspected that the

error in sea breeze penetration time was caused by estimation of the SST.

As the Tokyo observation point was located near the coastline, it can be assumed

that the SST of Tokyo Bay strongly affected the sea breeze penetration. In this study,

the SST was set using NCEP FNL data, without taking diurnal variation into

consideration. Furthermore, the resolution of the NCEP FNL SST dataset is not

fine enough to accurately represent the SST distribution inside Tokyo Bay. These

factors could have contributed to the error in estimating the starting time for the

penetration of the sea breeze from Tokyo Bay.

6 7 8 9 10 11 12 13 14 15 16
0.0

1.0

2.0

H
ei

gh
t (

km
)

Time (JST)5m/s
17 18

Simulation

6 9 12 15

1

2
P1

31 July

(k
m

)
H

ei
gh

t

G

S

Observation

a b

Fig. 2.6 Time-height cross section of the wind above Tokyo: (a) simulation result, (b) observation

result (each wind barb indicates 1 m/s; each pennant indicates 5 m/s) (Yoshikado and Kondo 1989)

6 7 8 9 10 11 12 13 14 15

S

16
0.0

1.0

2.0

H
ei

gh
t (

km
)

H
ei

gh
t (

km
)

Time (JST) Time (JST)5m/s

17 18 6 9 12 15

P4
31   July

G

L

1

2

S

T

U

Simulation Observation

a b

Fig. 2.7 Time-height cross section of thewind above Saitama: (a) simulation result, (b) observation

result (each wind barb indicates 1 m/s; each pennant indicates 5 m/s) (Yoshikado and Kondo 1989)

24 Y. Kawamoto et al.



Meanwhile, at the Saitama observation site (an inland part of the Tokyo

metropolitan area), strong winds appeared at 14:00 in both the simulation and

observation results. These results suggest that the sea breeze flowing from Tokyo

Bay arrived at that time.

The next step in validating the performance of the mesoscale analysis was to

compare the simulation results with AMeDAS (Automated Meteorological Data

Acquisition System) observation data collected by the Japan Meteorological

Agency. Figure 2.8 shows air temperature time series variation at 2 m above ground

level (AGL) for 3 observation points. There were 26 AMeDAS observation stations

in domain 4, and three stations were selected for examination. The locations of

these observation points are shown in Fig. 2.4b. The domain used for the evaluation

was domain 4, with a resolution of 1 km. Both simulation results and observation

results were hourly data, averaged every 10 min.

At the Tokyo observation point, the simulation result was a good representation

of the actual air temperature variation. However, at the Saitama and Kumagaya

observation points, the simulation results underestimated the actual daytime

observations. Especially at the Saitama observation point, the range of diurnal air

temperature variation in the simulation was very small compared with actual

observations. One possible reason for these errors is the representativeness of the

results. The target mesh in which the Saitama observation site was located comprises

approximately 40% paddy fields, 30% inland waterways, 20% building sites,
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and small percentages of other land use categories, as shown in case 87. In this study,

the surface parameters used in the mesoscale analysis were averaged and weighted

by area in order to represent the different land use fractions in each analysis mesh.

Because the actual observation site was located at a building site, this averaging

process may not have been representative and could be considered the most impor-

tant factor contributing to the error noted.

Figure 2.9 shows the horizontal distributions of air temperature (2 m AGL) and

wind velocity (10 m AGL) in the analysis results at 09:00 and 14:00. The domain

used for the evaluation was domain 4, with a resolution of 1 km.

At 09:00, the sea breeze from Tokyo Bay started to flow into coastal areas, while

the wind field of inland areas was still weak. In the morning, the range of

temperatures across the Kanto Plain was not large (the light-colored area in the

west is a mountainous area). By 14:00, the sea breeze from Tokyo Bay had

penetrated to the Saitama observation site. By that time, a high-temperature area

had also spread out from the central part of Tokyo in a northwest direction and had

reached Saitama prefecture. This is a typical pattern for the UHI phenomenon in the

Tokyo metropolitan area, and the simulation results represented it well.

2.3.2 Results of Case Study

The results of the variation study used to examine the effects of urbanization are

shown below. Note that only land use change was considered in this study.

Anthropogenic heat release and urban morphology were not considered because

of the lack of detail in the dataset used.

Fig. 2.9 Air temperature and wind velocity vector distribution (air temperature is at 2 m AGL,

and the wind velocity vector is at 10 m AGL): (a) 09:00 (JST), (b) 14:00 (JST)
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Figure 2.10 shows time series results for air temperature at the three sites used

for the three simulation cases. The domain used for the evaluation was domain 4,

with a resolution of 1 km. The time interval was 60 min, and all plots were averaged

every 10 min.

Although there was only a small difference between each case at each site,

a comparatively large temperature rise attributable to urbanization could be seen in

inland areas. The maximum difference between cases 76 and 97, around noon, was

0.68�C for Saitama and 0.77�C for Kumagaya. These results confirm that the UHI

phenomenon in inland areas has become more serious as a result of the urbanization

process. On the other hand, the effect of urbanization on the UHI phenomenon in

coastal areas is not large since Tokyo Bay acts as an inlet for cool air.

Figure 2.11 shows wind velocity time series variation. The domain used for the

evaluation was domain 4, with a resolution of 1 km. The time interval was 10 min,

and plots were averaged every 10 min.

As previously noted, the sea breeze flowing from Tokyo Bay reached the

Saitama site at 14:00 in case 87, and this simulation result showed good agreement

with actual observations. The results for case 76 showed almost the same trends as

case 87, with the dashed line in Fig. 2.9b indicating sea breeze penetration time.

However, in case 97, the sea breeze reached the observation site about 20 min later

than in cases 76 and 87 (the sea breeze penetration time in case 97 is indicated by

the dashed-dotted line in Fig. 2.9b). This result suggests that urbanization in the
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Fig. 2.10 Air temperature time series variation for each case at 2 m AGL: (a) Tokyo, (b) Saitama,

(c) Kumagaya
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Tokyo metropolitan area has had an impact not only on the temperature field but

also on the wind field. One possible factor preventing the sea breeze penetrating to

inland areas is the UHI circulation, with the amplification of UHI intensity

strengthening convection over the urban area and perhaps helping to dissipate the

momentum of the sea breeze. Another possible reason is the difference in resistance

encountered over the urban area. However, the roughness parameter for the “urban”

land use category was assumed to be constant in this study. Therefore, the differ-

ence in resistance in areas with a high-roughness parameter was not considered a

dominant factor.

In this study, the effect of urbanization was examined on the basis of land use

change alone. However, there are many other factors that are also changing as part of

the urbanization process. These include the increase in anthropogenic heat release to

the atmosphere, changes in urban morphology, and so on. Therefore, further inves-

tigation into the effects of urbanization on the UHI phenomenon is still needed.

2.4 Conclusion

The progress of the UHI phenomenon in the Tokyo metropolitan area was

investigated using the MM5 mesoscale meteorological model. To examine the

effects of urbanization, land use datasets for 1976, 1987, and 1997 (provided by

the Geospatial Information Authority of Japan) were used. Furthermore, the MM5
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system was modified in order to represent land use fractions in each analysis mesh

because the originalMM5 land surface parameters were based on dominant land use.

The simulated results for case 87, when compared with the observations

conducted by Yoshikado and Kondo (1989), predicted an earlier sea breeze pene-

tration time than observations from coastal areas. On the other hand, the arrival time

of the sea breeze at inland sites showed good agreement with actual observations.

The results of the variation study carried out in order to examine the effects of

urbanization showed small but important differences in temperature and wind

velocity diurnal variation in inland areas. The difference between cases 76 and 87

was rather slight, but comparing case 97 with case 76 showed a maximum air

temperature difference around noon of 0.68�C and a delay in sea breeze arrival time

of about 20 min at the Saitama site.

In this study, the urbanization process was represented by land use change alone.

Since urbanization also involves changes in the intensity of anthropogenic heat

release, urban morphology, the surface properties of buildings, and so on, the

dataset used as input for the mesoscale analysis in this study was not sufficiently

detailed. Further investigation into the effects of urbanization on the UHI phenom-

enon is, therefore, still required.

Appendix

Basic Equations of MM5

In the nonhydrostatic model, pressure p, temperature T, and density of air r are

defined as follows:

p x; y; z; tð Þ ¼ p
0
ðzÞ þ p0 x; y; z; tð Þ (2.2)

T x; y; z; tð Þ ¼ T0ðzÞ þ T0 x; y; z; tð Þ (2.3)

r x; y; z; tð Þ ¼ r
0
ðzÞ þ r0 x; y; z; tð Þ (2.4)

Here, subscript 0 means reference state variables and prime (0) means perturba-

tion values.

The terrain-following vertical coordinate is defined by the following equation:

s ¼ p
0
� pt

ps0 � pt
(2.5)

where pt is pressure at the top of the simulation domain, ps is the surface pressure,
and ps0 is the reference state surface pressure (Fig. 2.12).

The pressure at any arbitrary grid point is given by the following equation:

p� x; yð Þ ¼ ps x; yð Þ � pt (2.6)

p ¼ p�sþ pt þ p0 (2.7)
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1. Horizontal momentum:

@p�u
@t

¼� m2 @p�uu m=
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� �
þ p�fvþ Du (2.8)
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¼� m2 @p�uv=m
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þ vDIV

� mp�

r
@p0
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� s
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� �
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2. Vertical momentum:

@p�w
@t

¼� m2 @p�uw m=

@x
þ @p�vw m=

@y

� �
� @p�w _s

@s
þ wDIV

þ p�g
r
0

r
1

p�
@p0

@s
þ Tv

0

T

T0p
0

Tp0

� �
� p�g qc þ qrð Þ½ � þ Dw (2.10)
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Fig. 2.12 Schematic representation of the vertical structure of the model, showing 15 vertical

layers. Dashed lines denote half-sigma levels, solid lines denote full-sigma levels (Redrawn from

Dudhia et al. 2005)
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3. Pressure:

@p�p0

@t
¼� m2 @p�up0=m
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� @p�p0 _s
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0
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4. Temperature:

@p�T
@t

¼� m2 @p�uT m=

@x
þ @p�vT m=

@y

� �
� @p�T _s

@s
þ T � DIV

þ 1

rcp
p�

Dp0

Dt
� r

0
gp�w� Dp0

� �
þ p�

_Q

cp
þ DT (2.12)

Here, f is the Coriolis parameter, m is the map scale factor, and

DIV ¼ m2 @p�u m=

@x
þ @p�v m=

@y

� �
þ @p� _s

@s
(2.13)

_s ¼ �r
0
g

p�
w� ms

p�
@p�

@x
u� ms

p�
@p�

@y
v (2.14)

For more details, please refer to Grell et al. (1995).
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Chapter 3

Thermal Adaptation Outdoors

and the Effect of Wind

on Thermal Comfort

Hom Bahadur Rijal

Abstract People use outdoor spaces for various reasons. It is important to create

the optimum wind environment to achieve adaptive thermal comfort in a hot and

humid climate. To clarify thermal adaptation in the outdoor environment, thermal

comfort surveys are reviewed and compared. Semi-outdoor spaces, which have

a similar function to the outdoor environment, are also included in the analysis.

To clarify the effect of the wind on thermal comfort, indoor thermal comfort surveys

are reviewed. The results show that the outdoor comfort temperature is highly

correlated with the monthly mean outdoor temperature, indicating the existence of

regional and seasonal differences in comfort temperature. The proposed adaptive

model can be used to predict the outdoor comfort temperature. Increased wind

velocity raises the comfort temperature especially in hot and humid climates.

Keywords Outdoor thermal comfort • Semi-outdoor thermal comfort • Adaptive

model • Comfort temperature • Running mean temperature • Wind velocity

3.1 Introduction

People use outdoor spaces for various activities, such as relaxing, meeting people,

taking short breaks, and playing. If the outdoor environment is well designed and

thermally comfortable, people use it in their daily life. However, we often encounter

uncomfortable outdoor environments which need improving by optimizing shading,

greenery, open spaces, etc. Especially, if we can improve the wind environment by

city planning, people may find they are comfortable both outdoors and indoors.
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Thus, ventilating cities and buildings is one of the most important ways to achieve

adaptive thermal comfort in a hot and humid climate.

It is true that people need to move from one place to another using outdoor space

whether it is comfortable or not. The outdoor environment changes frequently and

people are likely to be exposed to different environments during a day, a week, or a

month. People amble about, walk quickly, or even run outdoors, which boosts their

metabolic rate. People also need to move from comfortable indoor environments

to the hot or cold outdoors and vice versa. Because of seasonal and regional

adaptation, people may have different thermal expectations of the outdoor environ-

ment, which might be an important factor in explaining outdoor thermal comfort.

How people adapt to various outdoor conditions is not yet fully understood.

If people adapt to a range of outdoor environments, it could also be advantageous

to provide some seasonal variation in indoor temperature.

In order to show the variation of the outdoor comfort temperature, a worldwide

literature review of field surveys of thermal comfort has been conducted. Semi-

outdoor spaces were also included in the review because they have a function

similar to that of the outdoor spaces. To predict the outdoor comfort temperature, an

adaptive thermal comfort model is proposed. Finally, the effect of wind speed on

indoor and outdoor thermal comfort is discussed.

3.2 Outdoor Thermal Comfort

3.2.1 Thermal Comfort Surveys in Europe

Nikolopoulou et al. (2001) conducted an outdoor thermal comfort survey in

Cambridge, UK. They investigated at four sites including urban squares, streets,

or parks. They used a 5-point thermal sensation scale, varying from�2 (too cold) to

+2 (too hot) (0 is neutral). They interviewed 1,431 people in summer andwinter. The

average comfort temperature was calculated for each interview day. They obtained

the following linear regression equation to predict the comfort temperature Tc (
�C):

Tc ¼ 0:624Ta þ 8:0 ðR2 ¼ 0:89Þ (3.1)

where Ta is the mean air temperature (�C) for the day’s interviews, as measured at

the interview site, and R2 is the coefficient of determination and is based on the

daily batches of data.

Nikolopoulou and Lykoudis (2006) report thermal comfort surveys at 14 differ-

ent case-study sites, across five different European countries: Greece (Athens,

Thessaloniki), Italy (Milan), Switzerland (Fribourg), Germany (Kassel), and UK

(Cambridge, Sheffield). This was a collaborative project, with a research team

from each country, and was called Rediscovering the Urban Realm and Open Spaces

(RUROS). The database consists of nearly 10,000 questionnaire-guided interviews.

The field surveys were conducted in summer, autumn, winter, and spring.

The thermal sensation was collected using a 5-point scale: �2 very cold, �1 cool,
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0 neither cool nor warm, 1 warm, and 2 very hot. They found the following linear

regression equation relating the comfort temperature and climatic air temperature,

recorded at the time and place of the interviews, for all the year-round:

Tc ¼ 0:507Ta þ 12:6 ðR2 ¼ 0:49Þ (3.2)

They also calculated an equation for each season, as shown in Table 3.1. If the

outdoor temperatures were 10�C in winter and 25�C in summer, the comfort

temperatures would be 19.1�C and 26.7�C, respectively. The result shows that the
comfort temperature had a large seasonal variation.

Nicol et al. (2006) conducted an outdoor thermal comfort survey in Northern and

Southern England (Manchester and Lewes). The thermal sensation vote was col-

lected using the 7-point Bedford scale.1 The relationship between thermal sensation

vote, TSV, and the air temperature at the time and place of the interview is:

TSV ¼ 0:136Ta þ 1:56 ðn ¼ 418; R2 ¼ 0:43Þ (3.3)

where n is the number of observations. R2 is based on the individual observations

rather than using grouped data. They obtained the following multiple regression

equation to predict the thermal sensation:

TSV ¼ 0:132Ta þ 0:001I � 0:432
p
vþ 1:8 ðn ¼ 395; R2 ¼ 0:47Þ (3.4)

where I is solar radiation (W/m2) and √v is square root of the wind velocity (m/s)

0.5. The square root was used because a number of previous studies had shown that

it is a good indication of the cooling effect of air movement (Nicol 1974). The

equation suggests that thermal sensation vote will decrease with increasing wind

velocity. The comfort temperature was calculated using Griffiths’ method (Griffiths

1990), for which they assumed a constant regression coefficient of 0.5 between

thermal sensation vote and temperature (Humphreys et al. 2007). The following

linear regression equation was obtained to predict the outdoor comfort temperature:

Tc ¼ 0:810Ta þ 3:6 ðR2 ¼ 0:93Þ (3.5)

Equations 3.1, 3.2, and 3.5 are compared in Fig. 3.1. The outdoor comfort

temperatures are quite different when outdoor temperature is low but similar

Table 3.1 Regression

equation for each season

in Europe

Season Equation R2

Summer Tc ¼ 1.039Ta + 0.8 0.82

Autumn Tc ¼ 0.568Ta + 12.6 0.26

Winter Tc ¼ 0.550Ta + 13.6 0.25

Spring Tc ¼ 1.024Ta + 6.3 0.65

1 The Bedford scale is: 1 much too cool, 2 too cool, 3 comfortably cool, 4 neither warm nor cool,

5 comfortably warm, 6 too warm, and 7 much too warm.
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when outdoor temperature is high. This difference might be attributable to the use

of different thermal sensation scales, to different methods of calculating the com-

fort temperature, or to cultural differences related to the climatic differences

between the regions. Humphreys (1976) had earlier found seasonal differences in

indoor comfort temperature that were related to the climate. The results show that

this is also true of outdoor comfort temperatures.

Finally, Metje et al. (2008) conducted an outdoor thermal comfort survey in

Birmingham, UK. A total of 451 sets of responses were obtained in summer and

winter. The questionnaires used in the field survey are shown in Table 3.2. To

evaluate the overall comfort (OC) (from air temperature, wind velocity, relative

humidity, and solar radiation), a 5-point scale was used. The following regression

equation is found to predict the overall comfort:

OC ¼ 0:066Ta þ 2:5 ðR2 ¼ 0:88Þ (3.6)

OC ¼ �0:253vþ 3:5 ðR2 ¼ 0:87Þ (3.7)

The equations are shown in Fig. 3.2. The comfort value increases with increasing

air temperature and reduces with increasing wind velocity. Because of the cool

climate in UK, the strong wind may have negative effect for thermal comfort.
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Fig. 3.1 Relation between outdoor comfort temperature and air temperature year-round in UK

and Europe

Table 3.2 Questionnaires for thermal comfort survey

Scale Wind force perception Wind force preference Overall comfort or comfort level

5 Very strong Stronger Very comfortable

4 Strong Slightly stronger Comfortable

3 Acceptable Acceptable Acceptable

2 Weak Slightly weaker Uncomfortable

1 Very weak Weaker Very uncomfortable
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The number of people who rated the wind velocity as uncomfortable and very

uncomfortable was more than 60%, for wind velocity greater than 5 m/s.

Penwarden (1973) had earlier found a similar value for the tolerable wind velocity.

Tacken (1989) suggested that the average wind velocity should not be higher than

the 2.5 m/s for designing areas suited to outdoor relaxation in the Dutch climate.

At lower wind velocity, approximately 80% of the respondents rated the comfort

level as acceptable or comfortable.

In Metje’s survey, wind speed above about 2 m/s was regarded as “strong” or

“very strong.” More than 60% of the respondents felt that the wind was strong

or very strong for wind velocity greater than approximately 3.5 m/s.

Metje et al. (2008) obtained the following multiple regression equation to predict

the overall comfort:

OC ¼ 0:067Ta � 0:226v� 0:008Hr þ 0:001I þ 3:2 ðR2 ¼ 0:25Þ (3.8)

where v is wind velocity (m/s), Hr is relative humidity (%), and I is solar radiation
(W/m2). By considering the most important factors influencing the overall comfort,

they simplified in the following equation:

OC ¼ 0:076Ta � 0:182vþ 2:6 ðR2 ¼ 0:23Þ (3.9)

In this research, the overall comfort was used as a dependent variable. Overall

comfort would be expected to have a curvilinear relation to the air temperature—

one would expect there to be an optimum temperature for comfort, so the use of

linear regression gives an incomplete description of the relation. The meaning

of the overall comfort scale would change according to season, and so, it is difficult

to interpret the results. For example, “very uncomfortable” can be “heat discom-

fort” in summer or “cold discomfort” in winter. To find the optimum comfort

condition, curvilinear multiple regression would need to be applied. Most other

researchers used the thermal sensation, rather than overall comfort, as a dependent

variable. Thus, this research is not directly comparable with other researches.
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3.2.2 Thermal Comfort Survey in Canada

Stathopoulos et al. (2004) conducted an outdoor thermal comfort survey in

Montreal, Canada. The data were collected in seven public spaces in the downtown

area mostly in spring and autumn. A total of 466 responses were obtained by

interview using a 5-point scale as shown in Table 3.3. They obtained the following

regression equation using daily average data to predict the mean perception, MPP,
and the mean preference, MPF:

MPP ¼ 0:1 Ta � Tmaxð Þ � 0:5 r ¼ 0:58ð Þ (3.10)

MPF ¼ �0:05Ta þ 1:7 r ¼ �0:78ð Þ (3.11)

where Tmax is the daily mean maximum temperature (�C) for the month, derived

from the monthly norms of long-term meteorological records. The regression lines

are shown in Fig. 3.3. They found that very few people preferred a higher wind

velocity, a higher relative humidity, or a lower solar radiation, regardless of the

actual weather conditions. The perception was related to the temperature difference

(Ta � Tmax). Because of the generally cool to cold climate in Montreal, the mean

preference is greater than zero.

Table 3.3 The questionnaires for the outdoor comfort survey

Questions 5-point scale

(a) Perception: considering the

time and season, the air

temperature is high

�2 Disagree �1 0 Uncertain 1 2 Agree

(b) Preference: considering your

activity and clothing, it would

be (more) comfortable, should

the air temperature be

�2 Lower �1 0 Unchanged 1 2 Higher
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Canada
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3.2.3 Thermal Comfort Survey in Japan

Tanimoto et al. (1996) conducted an outdoor thermal comfort survey in summer in

Tokyo, Japan. They constructed two rest-facility buildings for experiments. Both

buildings have four pillars and roof, but no walls. Sixteen university students

participated in the experiments. The TSV were collected using 7-point rating scale

indicating �3 cold, �2, �1, 0 neither hot nor cold, 1, 2, 3 hot. The air temperature,

relative humidity, globe temperature, and wind velocity were measured.

The following regression equation was found in between the TSV and Standard

Effective Temperature,2 SET* (�C):

TSV ¼ 0:286SET � � 7:31 (3.12)

Tanimoto et al. (1996) referred to the work of Yamashita et al. (1991) who had

found the following regression equation for outdoor thermal comfort in a survey in

Fukuoka (southern Japan):

TSV ¼ 0:642SET � � 18:04 (3.13)

The TSV was collected using 7-point ASHRAE scale.3 Equations 3.12 and 3.13

are shown in Fig. 3.4. When, TSV ¼ 0, the comfort SET* is 25.6�C in Tokyo and

28.1�C in Fukuoka. The comfort SET* in Fukuoka is 2.5�C higher than in Tokyo.

The reason might be that the monthly mean outdoor temperature of Fukuoka was

26.7�C which is 1.9�C higher than Tokyo, and thus people may have adapted to the

higher ambient temperatures in Fukuoka.
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Fig. 3.4 Relation between

the TSV and SET* in Fukuoka
and Tokyo, Japan

2 The SET* is calculated using air temperature, relative humidity, mean radiant temperature, wind

velocity, metabolic rate, and clothing insulation. It represents the temperature that would have felt

the same had the clothing been 0.5 clo and the activity 1 met rather than the actual values.
3 The ASHRAE scale is:�3 cold,�2 cool,�1 slightly cool, 0 neutral, 1 slightly warm, 2 warm, and

3 hot.
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Givoni et al. (2003) conducted an outdoor thermal comfort survey in summer in

Yokohama, Japan. The group of subjects consisted of six people including males

and females. The thermal comfort survey was conducted in an open area exposed to

the sun and in an open area with a vertical wind break. They used a 7-point thermal

sensation scale indicating 1 (very cold) to 7 (very hot). The air temperature, ground

surface temperature, relative humidity, wind velocity, and horizontal solar radiation

were measured. The following multiple regression equation was obtained to predict

the thermal sensation vote:

TSV ¼ 0:112Ta þ 0:002I � 0:322v� 0:007Hr þ 0:005Ts þ 1:7 ðR2 ¼ 0:88Þ (3.14)

where Hr is relative humidity (%) and Ts is surrounding ground surface temperature

(�C). They simplified regression equation by considering the relative effects of air

temperature, solar radiation, and wind velocity on thermal comfort and removing

less influential variables:

TSV ¼ 0:112Ta þ 0:002I � 0:319vþ 1:2 ðR2 ¼ 0:87Þ (3.15)

As they mentioned, the equation is based on a very small number of people, and

thus it should be used only for the indication of the regression model. Further

investigation is required for a fully acceptable conclusion to be reached.

3.2.4 Thermal Comfort Survey in Taiwan

In order to account for tourists’ thermal perception, Lin and Matzarakis (2008)

conducted a year-round outdoor thermal comfort survey in Taiwan. Thermal

sensation votes (TSV) were collected from 1,644 tourists by interview using the

7-point ASHRAE scale. The physiologically equivalent temperature,4 PET (�C),
was used for the evaluation. The mean thermal sensation vote (MTSV) was calcu-
lated for each 1�C PET interval. They found the following regression equation in

between MTSV and PET:

MTSV ¼ 0:0559PET � 1:52 ðR2 ¼ 0:83; p<0:001Þ (3.16)

4 The physiological equivalent temperature (PET) is based on the Munich Energy-balance Model

for Individuals (MEMI), which models the thermal conditions of the human body in a physiologi-

cally relevant way (H€oppe 1999). PET is defined as the air temperature at which, in a typical

indoor setting (without wind and solar radiation), the heat budget of the human body is balanced

with the same core and skin temperature as under the complex outdoor conditions to be assessed.

This way, PET enables a layperson to compare the integral effects of complex thermal conditions

outside with his or her own experience indoors. Lin and Matzarakis (2008) calculated the PET
using air temperature, globe temperature, relative humidity, wind velocity, metabolic rate, and

clothing insulation.
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where p is level of significance. The equation is illustrated in Fig. 3.5. WhenMTSV
is neutral (0), the comfort temperature is 27.2�C PET. The value of PET calculated

to be neutral in Western/Middle Europe is 18–23�C PET (Matzarakis and Mayer

1996). The difference indicates that people tolerate a higher temperature in

Taiwan’s tropical climate.

3.2.5 Thermal Comfort Survey in Israel

Givoni et al. (2003) conducted an outdoor thermal comfort survey in an urban park

in Tel Aviv, Israel. The range of the air temperature during the twomeasurements days

was 23–27�C.The subjects-group consisted of 10 persons includingmales and females.

Thermal sensation votes were collected in one shaded area and five sun-exposed areas

using a scale of 0 very cold to 9 unbearable (4 is neutral). They found the following

multiple regression equation to predict the mean thermal sensation vote:

MTSV ¼ 0:22Ta � 0:05vþ 0:003I � 2:3 (3.17)

Givoni et al. (2003) also conducted an outdoor thermal comfort survey in a

Kibbutz in Israel. The thermal measurements were taken during four consecutive

days in areas in the sun and in the shade. The maximum daily air temperature varied

from 34�C to 41�C in 4 days. Fourteen people participated in the thermal comfort

survey. The thermal sensation scale is the same which is used in the Tel Aviv. They

obtained the following linear regression equation for sun and shade areas:

Sun (3.18)TSV ¼ 0:1697Ta þ 1:27 ðR2 ¼ 0:47Þ

Shade (3.19)TSV ¼ 0:1882Ta � 0:584 ðR2 ¼ 0:57Þ

Sun (3.20)TSV ¼ 0:003I þ 5:1 ðR2 ¼ 0:71Þ

-3

-2

-1

0

1

2

3

10 15 20 25 30 35 40 45 50

M
ea

n 
th

er
m

al
 s

en
sa

ti
on

 v
ot

e,
 M

T
S
V

Physiologically equivalent temperature, PET (°C)

Fig. 3.5 Relation between

the MTSV and PET in Taiwan
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Shade (3.21)TSV ¼ 0:002I þ 4:3 ðR2 ¼ 0:50Þ

These equations are shown in Figs. 3.6 and 3.7. As expected, thermal sensation

in the shade is lower (cooler) than in the sun. When thermal sensation vote is 5,

the comfort temperature is 22.0�C in sun and 29.7�C in shade. The comfort

temperature of the shaded area is 7.7�C higher than the sunny area. The results

showed that the shade area is important to create the comfortable thermal environ-

ment in this climate.

3.3 Semi-outdoor Thermal Comfort

3.3.1 Thermal Comfort Survey in Japan

Chun and Tamura (1998) conducted a thermal comfort survey in underground

shopping malls and department stores in Yokohama, Japan. The underground

shopping malls are more influenced by outdoor climate than are the department
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stores, especially in the passageways. Japanese underground shopping malls are

neither completely closed spaces nor completely open spaces; they are semi-open

spaces. For this chapter, only the results from the underground shopping malls are

relevant. Thermal sensation votes were collected from 16 university students using

an 11-point scale: 1 very cold, 2 cold, 3 slightly cold, 4 cool, 5 slightly cool, 6

neutral, 7 slightly warm, 8 warm, 9 slightly hot, 10 hot, and 11 very hot. The

following regression equations were obtained from TSV and air temperature:

August TSV ¼ 0:45Ta � 5:6 r ¼ 0:70ð Þ (3.22)

October TSV ¼ 0:47Ta � 5:9 r ¼ 0:80ð Þ (3.23)

December TSV ¼ 0:24Ta þ 0:5 r ¼ 0:80ð Þ (3.24)

The comfort temperatures are 25.6�C in August, 24.8�C in October, and 21.5�C
in December. The result showed that the comfort temperature in summer was

higher than in winter.

Nakano and Tanabe (2004) conducted a thermal comfort survey in four semi-

outdoor spaces in Tokyo, Japan. They collected the 2,248 sets of thermal sensation

votes, using the 7-point ASHRAE scale and measured thermal environmental data,

in naturally ventilated and air-conditioned atria in four seasons. For this chapter,

only the two naturally ventilated semi-outdoor spaces were selected. To calculate

the SET* (standard effective temperature), measured clothing insulation was used.

However, the metabolic rate was assumed to be 1.1 met for all respondents.

Calculated values of SET* were rounded into 1.0�C increments, and corresponding

MTSV were derived. The following weighted regression equation was found for

year-round:

MTSV ¼ 0:142SET � � 3:65 ðR2 ¼ 0:92Þ (3.25)

The equation is shown in Fig. 3.8. When MTSV ¼ 0 (neutral), the comfort

SET* is 25.7�C. A seasonal difference was found in the comfort SET* (Table 3.4).
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SET* compensates for differences in clothing insulation, so the remaining seasonal

difference shows that the seasonal adaptation was greater than could be explained

by clothing changes alone. This suggests that physiological or psychological

adaptation had occurred.

3.3.2 Thermal Comfort Survey in Thailand

Jitkhajornwanich et al. (1998) conducted a thermal comfort survey in transitional

spaces during the cool season in Bangkok, Thailand. Indoor and outdoor transi-

tional spaces were investigated including the entrance halls, lobby areas, foyers, or

under canopies of the buildings. The outdoor transitional spaces included shaded

areas such as under trees and under canopies. Thus this research is included in the

semi-outdoor spaces. Thermal sensation votes were collected from 593 subjects

using 7-point ASHRAE scale. The following regression equation was found in

between MTSV and air temperature:

MTSV ¼ 0:21Ta � 5:6 ðR2 ¼ 0:75Þ (3.26)

The comfort temperature in the transitional spaces was 27.1�C which is similar

to that obtained for the naturally ventilated buildings in Bangkok.

3.3.3 Thermal Comfort Survey in Nepal

Rijal et al. (2010) conducted a thermal comfort survey in semi-outdoor spaces

of traditional houses, during summer and winter, in three districts of Nepal.

They collected 3,000 thermal comfort votes using 9-point thermal sensation

scale: �4 very cold, �3 cold, �2 cool, �1 slightly cool, 0 neutral, 1 slightly

warm, 2 warm, 3 hot, and 4 very hot. The globe temperature was measured using

150-mm diameter globe. The comfort temperature was calculated using Griffiths’

method (Griffiths 1990; Rijal et al. 2008), taking the regression coefficient as 0.33.

The following equation was found between the comfort temperature and mean

globe temperature at the time of voting, Tgm:

Tc ¼ 0:765Tgm þ 6:1 ðR2 ¼ 0:998Þ (3.27)

Table 3.4 Regression equations for semi-outdoor spaces for each season

Season Equation R2 SET*c (
�C)

Summer MTSV ¼ 0.1845SET*– 4.9615 0.88 26.9

Autumn MTSV ¼ 0.2078SET*– 4.8663 0.80 23.4

Winter MTSV ¼ 0.1357SET*– 3.3848 0.65 24.9

Spring MTSV ¼ 0.1741SET*– 4.1687 0.83 23.9

SET*c comfort SET*
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The results are shown in Fig. 3.9. The comfort temperature is highly correlated

with the mean globe temperature and has large seasonal differences. In summer, the

comfort temperature in the subtropical climate (Banke district) is significantly

higher than in a temperate climate (Dhading and Kaski districts). If the globe

temperature is high, the comfort temperature tends to be high, which suggested

that the higher ambient temperature raises the comfort temperature.

3.4 An Adaptive Comfort Model for Outdoors

This section brings together the results of the outdoor and semi-outdoor thermal

comfort studies that have been described above. To formulate an adaptive model for

outdoor thermal comfort, the relation between the comfort temperature and

monthly mean outdoor temperature is formulated. The outdoor comfort

temperatures are from Europe, Israel, Japan, Thailand, Nepal, and Australia, which

gives a fair coverage of worldwide climates. The comfort temperature and outdoor

temperature are shown in Table 3.5. The comfort temperatures were extracted from

the papers or calculated using the regression equation. Comfort temperatures are

expressed in terms of the air temperature or the globe temperature or SET* or PET.
Long-term monthly mean outdoor temperatures, To (

�C), were obtained from the

nearest meteorological station or those reported in the paper were used. From these

data (Table 3.5), a regression analysis was conducted for outdoor and semi-outdoor

spaces as shown in Fig. 3.10. The equation of the regression lines are:

Outdoor Tc ¼ 0:620To þ 10:7 n ¼ 39; R2 ¼ 0:67; SE ¼ 0:07; p<0:001
� �

(3.28)

y = 0.765x + 6.1236
R2 = 0.9984

10

15

20

25

30

35

10 15 20 25 30 35
C

om
fo

rt
 t
em

pe
ra

tu
re

, 
T

c 
(°

C
)

Mean globe temperature when voting, Tgm (°C) 

Banke (S) Banke (W)

Dhading (S) Dhading (W)

Kaski (S) Kaski (W)

S: Summer
W: Winter

Fig. 3.9 Thermal comfort

survey in semi-outdoor

spaces in temperate and

subtropical climates of Nepal

3 Thermal Adaptation Outdoors and the Effect of Wind on Thermal Comfort 45



T
a
b
le

3
.5

C
o
m
fo
rt
te
m
p
er
at
u
re

an
d
o
u
td
o
o
r
te
m
p
er
at
u
re

S
p
ac
es

R
ef
er
en
ce
s

C
o
u
n
tr
y

C
it
y

P
er
io
d

M
et
eo
ro
lo
g
ic
al

st
at
io
n

V
ar
ia
b
le

T
o
(�
C
)

T
c
(�
C
)

O
u
td
o
o
r

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

G
re
ec
e

A
th
en
s

S
u
m
m
er

N
ea
re
st
st
at
io
n

T
a

2
7
.0

2
8
.5

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

G
re
ec
e

T
h
es
sa
lo
n
ik
i

S
u
m
m
er

N
ea
re
st
st
at
io
n

T
a

2
5
.7

2
8
.9

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

S
w
it
ze
rl
an
d

F
ri
b
o
u
rg

S
u
m
m
er

N
ea
re
st
st
at
io
n

T
a

1
6
.8

1
5
.8

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

It
al
y

M
il
an

S
u
m
m
er

N
ea
re
st
st
at
io
n

T
a

2
2
.0

2
1
.5

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

U
K

C
am

b
ri
d
g
e

S
u
m
m
er

N
ea
re
st
st
at
io
n

T
a

1
6
.3

1
8
.0

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

U
K

S
h
ef
fi
el
d

S
u
m
m
er

N
ea
re
st
st
at
io
n

T
a

1
5
.7

1
5
.8

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

G
er
m
an
y

K
as
se
l

S
u
m
m
er

N
ea
re
st
st
at
io
n

T
a

1
6
.6

2
2
.1

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

G
re
ec
e

A
th
en
s

A
u
tu
m
n

N
ea
re
st
st
at
io
n

T
a

1
9
.7

1
9
.4

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

G
re
ec
e

T
h
es
sa
lo
n
ik
i

A
u
tu
m
n

N
ea
re
st
st
at
io
n

T
a

1
6
.3

2
4
.7

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

S
w
it
ze
rl
an
d

F
ri
b
o
u
rg

A
u
tu
m
n

N
ea
re
st
st
at
io
n

T
a

8
.8

1
3
.2

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

It
al
y

M
il
an

A
u
tu
m
n

N
ea
re
st
st
at
io
n

T
a

1
3
.0

2
4
.6

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

U
K

C
am

b
ri
d
g
e

A
u
tu
m
n

N
ea
re
st
st
at
io
n

T
a

1
0
.7

2
3
.2

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

U
K

S
h
ef
fi
el
d

A
u
tu
m
n

N
ea
re
st
st
at
io
n

T
a

1
0
.2

1
6
.7

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

G
er
m
an
y

K
as
se
l

A
u
tu
m
n

N
ea
re
st
st
at
io
n

T
a

9
.0

1
5
.8

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

G
re
ec
e

A
th
en
s

W
in
te
r

N
ea
re
st
st
at
io
n

T
a

1
1
.0

2
1
.5

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

G
re
ec
e

T
h
es
sa
lo
n
ik
i

W
in
te
r

N
ea
re
st
st
at
io
n

T
a

6
.3

1
5
.0

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

S
w
it
ze
rl
an
d

F
ri
b
o
u
rg

W
in
te
r

N
ea
re
st
st
at
io
n

T
a

�0
.2

1
1
.9

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)a

It
al
y

M
il
an

W
in
te
r

N
ea
re
st
st
at
io
n

T
a

2
.6

2
1
.1

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

U
K

S
h
ef
fi
el
d

W
in
te
r

N
ea
re
st
st
at
io
n

T
a

4
.4

1
0
.8

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

G
er
m
an
y

K
as
se
l

W
in
te
r

N
ea
re
st
st
at
io
n

T
a

0
.6

1
5
.2

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

G
re
ec
e

A
th
en
s

S
p
ri
n
g

N
ea
re
st
st
at
io
n

T
a

1
6
.3

2
4
.3

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

G
re
ec
e

T
h
es
sa
lo
n
ik
i

S
p
ri
n
g

N
ea
re
st
st
at
io
n

T
a

1
4
.5

1
8
.4

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

S
w
it
ze
rl
an
d

F
ri
b
o
u
rg

S
p
ri
n
g

N
ea
re
st
st
at
io
n

T
a

8
.6

1
3
.2

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

It
al
y

M
il
an

S
p
ri
n
g

N
ea
re
st
st
at
io
n

T
a

1
2
.4

2
0
.7

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

U
K

C
am

b
ri
d
g
e

S
p
ri
n
g

N
ea
re
st
st
at
io
n

T
a

8
.8

1
7
.6

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

U
K

S
h
ef
fi
el
d

S
p
ri
n
g

N
ea
re
st
st
at
io
n

T
a

8
.6

1
1
.8

N
ik
o
lo
p
o
u
lo
u
an
d
L
y
k
o
u
d
is
(2
0
0
6
)

G
er
m
an
y

K
as
se
l

S
p
ri
n
g

N
ea
re
st
st
at
io
n

T
a

8
.1

1
7
.2

N
ic
o
l
et

al
.
(2
0
0
6
)

U
K

M
an
ch
es
te
r

S
u
m
m
er

M
an
ch
es
te
r

T
a

1
5
.3

1
6
.2



N
ic
o
l
et

al
.
(2
0
0
6
)

U
K

M
an
ch
es
te
r

W
in
te
r

M
an
ch
es
te
r

T
a

4
.8

1
0
.7

N
ic
o
l
et

al
.
(2
0
0
6
)

U
K

L
ew

es
S
u
m
m
er

S
o
u
th
am

p
to
n

T
a

1
6
.3

2
2
.9

N
ic
o
l
et

al
.
(2
0
0
6
)

U
K

L
ew

es
W
in
te
r

S
o
u
th
am

p
to
n

T
a

6
.0

8
.6

T
an
im

o
to

et
al
.
(1
9
9
6
)

Ja
p
an

T
o
k
y
o

S
u
m
m
er

T
o
k
y
o

S
E
T
*

2
4
.8

2
5
.6

Y
am

as
h
it
a
et

al
.
(1
9
9
1
)

Ja
p
an

F
u
k
u
o
k
a

S
u
m
m
er

F
u
k
u
o
k
a

S
E
T
*

2
6
.7

2
8
.1

N
ak
an
o
an
d
T
an
ab
e
(2
0
0
4
)

Ja
p
an

T
o
k
y
o

S
u
m
m
er

T
o
k
y
o

S
E
T
*

2
6
.0

2
6
.9

N
ak
an
o
an
d
T
an
ab
e
(2
0
0
4
)

Ja
p
an

T
o
k
y
o

A
u
tu
m
n

T
o
k
y
o

S
E
T
*

1
8
.3

2
3
.4

N
ak
an
o
an
d
T
an
ab
e
(2
0
0
4
)a

Ja
p
an

T
o
k
y
o

W
in
te
r

T
o
k
y
o

S
E
T
*

7
.9

2
4
.9

N
ak
an
o
an
d
T
an
ab
e
(2
0
0
4
)

Ja
p
an

T
o
k
y
o

S
p
ri
n
g

T
o
k
y
o

S
E
T
*

1
5
.6

2
3
.9

L
in

an
d
M
at
za
ra
k
is
(2
0
0
8
)

T
ai
w
an

S
u
n
M
o
o
n
L
ak
e

O
n
e
y
ea
r

S
u
n
M
o
o
n
L
ak
e

P
E
T

1
9
.2

2
7
.2

G
iv
o
n
i
et

al
.
(2
0
0
3
)

Is
ra
el

K
ib
b
u
tz

(S
u
n
n
y
ar
ea
)

Ju
ly
,
A
u
g
u
st

B
ee
rs
h
ev
a

T
a

2
7
.0

2
2
.0

G
iv
o
n
i
et

al
.
(2
0
0
3
)

Is
ra
el

K
ib
b
u
tz

(S
h
ad
ed

ar
ea
)

Ju
ly
,
A
u
g
u
st

B
ee
rs
h
ev
a

T
a

2
7
.0

2
9
.7

S
p
ag
n
o
lo

an
d
d
e
D
ea
r
(2
0
0
3
)a

A
u
st
ra
li
a

S
y
d
n
ey

W
in
te
r

S
y
d
n
ey

T
a

1
1
.7

2
6
.6

S
p
ag
n
o
lo

an
d
d
e
D
ea
r
(2
0
0
3
)

A
u
st
ra
li
a

S
y
d
n
ey

S
u
m
m
er

S
y
d
n
ey

T
a

2
1
.7

2
3
.0

S
em

i-
o
u
td
o
o
r

C
h
u
n
an
d
T
am

u
ra

(1
9
9
8
)

Ja
p
an

Y
o
k
o
h
am

a
A
u
g
u
st

Y
o
k
o
h
am

a
T
a

2
6
.4

2
5
.6

C
h
u
n
an
d
T
am

u
ra

(1
9
9
8
)

Ja
p
an

Y
o
k
o
h
am

a
O
ct
o
b
er

Y
o
k
o
h
am

a
T
a

1
7
.2

2
4
.8

C
h
u
n
an
d
T
am

u
ra

(1
9
9
8
)

Ja
p
an

Y
o
k
o
h
am

a
D
ec
em

b
er

Y
o
k
o
h
am

a
T
a

7
.7

2
1
.5

Ji
tk
h
aj
o
rn
w
an
ic
h
et

al
.
(1
9
9
8
)

T
h
ai
la
n
d

B
an
g
k
o
k

C
o
o
l
se
as
o
n

B
an
g
k
o
k

T
a

2
6
.0

2
7
.1

R
ij
al

et
al
.
(2
0
1
0
)

N
ep
al

B
an
k
e

S
u
m
m
er

N
ep
al
ju
n
g

T
g

3
1
.4

3
1
.7

R
ij
al

et
al
.
(2
0
1
0
)

N
ep
al

B
an
k
e

W
in
te
r

N
ep
al
ju
n
g

T
g

1
5
.2

1
9
.9

R
ij
al

et
al
.
(2
0
1
0
)

N
ep
al

D
h
ad
in
g

S
u
m
m
er

D
h
u
n
ib
es
i

T
g

2
5
.4

2
4
.3

R
ij
al

et
al
.
(2
0
1
0
)

N
ep
al

D
h
ad
in
g

W
in
te
r

D
h
u
n
ib
es
i

T
g

1
3
.3

1
9
.1

R
ij
al

et
al
.
(2
0
1
0
)

N
ep
al

K
as
k
i

S
u
m
m
er

L
u
m
le

T
g

1
8
.8

2
3
.8

R
ij
al

et
al
.
(2
0
1
0
)

N
ep
al

K
as
k
i

W
in
te
r

L
u
m
le

T
g

8
.9

2
0
.3

T
o
lo
n
g
-t
er
m

cl
im

at
ic

av
er
ag
e
o
u
td
o
o
r
te
m
p
er
at
u
re

(S
o
m
e
d
at
a
ar
e
m
o
n
th
ly

av
er
ag
e
o
f
th
e
p
ar
ti
cu
la
r
y
ea
r)

(�
C
),
T
c
co
m
fo
rt
te
m
p
er
at
u
re

(�
C
),
T
g
g
lo
b
e

te
m
p
er
at
u
re

(�
C
),
SE

T
*
S
ta
n
d
ar
d
E
ff
ec
ti
v
e
T
em

p
er
at
u
re

(�
C
),
P
E
T
P
h
y
si
o
lo
g
ic
al

E
q
u
iv
al
en
t
T
em

p
er
at
u
re

(�
C
)

a
E
x
cl
u
d
ed

in
th
e
re
g
re
ss
io
n
an
al
y
si
s



Semi - outdoor Tc ¼ 0:413To þ 16:0 n ¼ 10; R2 ¼ 0:74; SE ¼ 0:09; p ¼ 0:001
� �

(3.29)

where SE is the standard error of the regression coefficient.

Nikolopoulou and Lykoudis (2006) also showed this relationship using their

European data including the winter comfort temperature for Athens, Milan, and

Kassel. They found the following equation for the year-round:

Outdoor Tc ¼ 0:507To þ 12:6 ðR2 ¼ 0:49Þ (3.30)

The regression coefficient and correlation coefficient of this study are slightly

higher than Nikolopoulou and Lykoudis. The regression coefficient for the outdoor

data is significantly higher than for the semi-outdoors (p ¼ 0.01). The outdoor

comfort temperature is related to the monthly mean outdoor temperature for both

semi-outdoor and outdoor environment. Humphreys (1978) found that indoor

comfort temperature was related to the monthly mean outdoor temperature, partic-

ularly in buildings operating in the free-running mode (no energy being used for

heating or cooling). The results showed that Humphreys finding applies in principle

to the outdoor or semi-outdoor comfort temperature.

It is sometimes uncertain, for spaces that are very close to buildings, whether to

classify them as outdoors or semi-outdoors. It may therefore be appropriate to

combine the two kinds of data despite the significant difference between them noted

above. To predict the overall outdoor comfort temperature, the data of outdoors and
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semi-outdoors were combined as shown in the Fig. 3.11. Sixty-eight percent of the

variation of the comfort temperature is associated with the variation of the outdoor

temperature (R2 ¼ 0.68). The equation of the regression line is:

All Tc ¼ 0:594To þ 11:4 ðn ¼ 49; R2 ¼ 0:68; SE ¼ 0:06; p<0:001Þ (3.31)

To predict the indoor comfort temperate (Tci) in the free-running mode,

Humphreys (1978) and Humphreys et al. (2010) found the following regression

equations for buildings that were neither being heated nor cooled (the free-running

mode):

Tci ¼ 0:534To þ 11:9 ðn ¼ 27; R2 ¼ 0:94Þ (3.32)

Tci ¼ 0:550To þ 13:2 ðR2 ¼ 0:64Þ (3.33)

It is interesting to note that the regression coefficient for outdoors (Eq. 3.31) is

similar to those for indoors (Eqs. 3.32 and 3.33). At an outdoor temperature of

25�C, the comfort temperature would be 26.3�C, 25.3�C, and 27.0�C, respectively.
The results showed that the indoor and outdoor comfort temperatures are very

similar. The reason could be that indoor and outdoor temperature is highly

correlated in the free-running mode, and thus comfort temperatures are similar in

outdoors and indoors. It seems to imply that people outdoors are adapted to the

same temperature as they have indoors in free-running conditions. The equation of

all data can be used to predict the most probable outdoor comfort temperature from

a knowledge of the monthly mean air temperature at that location. The considerable
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Fig. 3.11 Relation between the comfort temperature and monthly mean outdoor temperature both

in outdoors and semi-outdoors
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scatter at any particular outdoor temperature is attributable, at least in part, to

different air speeds and intensities of solar radiation among the studies on which

the observed comfort temperatures rest. The effect of air speed is discussed in the

next section.

The equation is based on rather few surveys, and thus we need to validate it by

conducting more outdoor thermal comfort survey in various climates for fully

acceptable conclusion. It would be desirable to establish a standard methodology

so that comparisons between the various climates could be better made.

3.5 Effects of Wind on Thermal Comfort

3.5.1 Effect of Wind on Indoor Comfort Temperature

In tropical climates, air movement is an important factor in determining the indoor

comfort temperature (Nicol 2004). A simple theoretical analysis suggests that

where the wind velocity is above 0.1 m/s and fairly constant, an allowance can be

made in raising the indoor comfort temperature by (Nicol 2004; Humphreys 1970;

Humphreys and Nicol 1995)

7� 50

4þ 10v0:5
�
C (3.34)

The relationship is shown in Fig. 3.12. The result shows that if wind velocity is

1 m/s, the indoor comfort temperature can be increased by some 3�C or 4�C. It
means that if the indoor comfort temperature is 28�C without air movement, it can

be increased to 31.4�C with 1 m/s wind velocity. However, this result was calcu-

lated, assuming a metabolic rate of 1 met, 30% of this being lost by evaporation,

and no wind penetration of the clothing. These conditions may not be typical of

people in outdoor and semi-outdoor spaces, particularly in hot conditions. So, it is

wise to compare the result with empirical data from warm climates.
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To clarify the effect of the air movement, Nicol (1974) analyzed indoor thermal

comfort data in the hot and dry climates of Northern India and Iraq. More than

2,000 samples were collected from 16 people in homes and offices. Thermal

sensation vote was collected using the 7-point Bedford scale. He found that the

presence of air movement can be equivalent to a reduction in indoor temperature of

as much as 4�C (Nicol 2004) (Fig. 3.13). The major effect on comfort was observed

where the square root of wind velocity exceeded 0.5 (m/s)0.5 (i.e., wind velocities

greater than 0.25 m/s). The effect of wind velocity on reported skin moisture is

shown in Fig. 3.14. When indoor air temperature is 31–40�C, the increased wind

velocity reduced the skin moisture.

Sharma andAli (1986) conducted an indoor thermal comfort survey in hot-dry and

warm-humid conditions in Roorkee, India. Thermal sensation vote was collected

using Bedford scale from 18 young male adults over a period of three consecutive

summer seasons. The total number of samples was 5,155. They proposed the follow-

ing approximate equation to calculate the tropical summer index,5 TSI:

TSI ¼ 0:33Tw þ 0:75Tg � 2
p
v (3.35)

where Tw is wet-bulb temperature (�C) and Tg is indoor globe temperature (�C). The
TSI is highly related with the thermal sensation (r ¼ 0.82). They found the effect of

wind that the TSI decreases when wind velocity is increased (Fig. 3.15).

Nicol et al. (1999) conducted indoor thermal comfort surveys in five climatic

zones of Pakistan. The number of samples collected from 33 offices and commercial

buildings was over 7,000. Monthly surveys were conducted year-round. Thermal

sensation votes were collected using the 7-point Bedford scale. Rijal et al. (2008)
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5 The tropical summer index is defined as the air/globe temperature of still air at 50% relative

humidity which produces the same overall thermal sensation as the environment under

investigation.
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analyzed this database and found the following regression equation for ceiling

fan use:

Fan off Tc ¼ 0:408Trm þ 16:6 ðn ¼ 2; 769; r ¼ 0:69; SE ¼ 0:08Þ (3.36)

Fan on Tc ¼ 0:480Trm þ 16:6 ðn ¼ 2; 810; r ¼ 0:71; SE ¼ 0:09Þ (3.37)

where Trm is the running mean temperature, and the following expression is used for

calculation:

nTrm ¼ an�1Trm þ ð1� aÞ�n�1Tdm (3.38)
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where nTrm is the running mean temperature for day n (�C), n–1Trm is the running

mean temperature for the previous day (�C), n–1Tdm is daily mean outdoor tempera-

ture for the previous day (�C), and a is constant. So, if the running mean tempera-

ture has been calculated (or assumed) for one day, then it can be readily calculated

for the next day, and so on. A value of 0.80 for a was taken (McCartney and Nicol

2002). This value suggests that the characteristic time subjects take to adjust fully to

a change in the outdoor temperature is about a week (Nicol 2008).

Equations 3.37 and 3.38 are shown in Fig. 3.16. Nicol (2004) also showed

a similar figure using this database. When running mean temperature is 30�C,
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the indoor comfort temperature when the fan is on is 31�C which is 2.2�C higher

than when the fan is off. When the running mean temperature is high, the fan is

perhaps slightly more effective in increasing the indoor comfort temperature, but

the difference between the regression coefficients of the two lines is not statistically

significant.

Summary: The results of the various studies all confirm that the wind velocity is

effective in raising the indoor comfort temperature, and there is quite good agree-

ment about the magnitude of the effect. Generally, wind velocity outdoors is higher

than indoors, and thus it might raise still more the outdoor comfort temperature,

which would be beneficial in hot and humid climates. However, outdoor thermal

comfort is complicated, and thus further research is required to quantify the effect

of wind velocity on outdoor thermal comfort.

3.5.2 Wind Preference Outdoors

Spagnolo and de Dear (2003) conducted an outdoor and semi-open-space thermal

comfort survey in summer and winter in subtropical Sydney, Australia. They

investigated in unshaded and shaded areas including a railway station, a bus

interchange, an urban canyon, and a ferry terminal. From the subjects, 1,018

responses were collected using the 7-point ASHRAE scale. The wind preference

was asked about using a 3-point scale: more air movement, no change, or less air

movement.

The proportion of people wanting more wind increases when operative temper-

ature increases (Fig. 3.17). Increased air velocity is effective for increasing evapo-

rative heat loss at higher temperature and moisture level if the skin is damp. It can

be concluded that the people preferred higher air movement outdoors to feel

comfortable in a subtropical climate.
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3.5.3 Effect of Wind and Humidity on Comfort

Ahmed (2003) conducted an outdoor thermal comfort survey in Dhaka,

Bangladesh. Thermal sensation votes were collected in summer from approxi-

mately 1,500 people using the 7-point ASHRAE scale. The summer comfort zone

is shown in Fig. 3.18. The zone was derived for people involved in activity of 1 met

and wearing 0.35–0.50 clo under shaded condition. The shaded area is the comfort

zone when there is no wind. As shown in figure, the higher wind velocity raises the

upper limit of the comfort zone when the relative humidity is high.

3.6 Concluding Comments

In this chapter, outdoor and semi-outdoor thermal comfort surveys were reviewed,

and an adaptive relation proposed to predict the outdoor comfort temperature from

the monthly mean outdoor air temperature. To clarify the effect of the wind velocity

on thermal comfort, some indoor thermal comfort surveys were reviewed. The

following observations are made:

1. The comfort temperatures in surveys of outdoor or semi-outdoor spaces were

usually estimated by applying univariate linear regression, or multiple linear

regression analysis. The method is adequate provided the variance of the outdoor

temperature is substantial and the people interviewed are not far from their

comfort temperature.

2. Regional and seasonal differences were found in the outdoor comfort

temperature.

3. Outdoor comfort temperatures are highly related to the monthly mean outdoor

temperature. The results showed that outdoor comfort temperature is similar to

the indoor comfort temperature particularly in buildings operating in the free-

running mode (no energy being used for heating or cooling). The proposed

adaptive equation can be used to predict the outdoor comfort temperature. The

uncertainty in the prediction is probably caused by differences in incident solar

radiation and air speed.

4. Wind velocity is effective to increase the indoor comfort temperature especially

in the hot and humid climate. Generally, wind velocity outdoors is higher than

indoors, and thus it might raise still more the outdoor comfort temperature,

which would be beneficial in hot and humid climates.
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Nomenclature

Hr Relative humidity (%)

I Horizontal solar radiation (W/m2)

MTSV Mean Thermal Sensation Vote (�)

MPP Mean Perception (�)

MPF Mean Preference (�)

OC Overall Comfort (�)

PET Physiologically Equivalent Temperature (�C)
SET* Standard Effective Temperature (�C)
SET*c Comfort SET* (�C)
Ta Air temperature (�C)
To Monthly mean temperatures (�C)
Tg Globe temperature (�C)
Tgm Mean globe temperature when voting (�C)
Tw Wet-bulb temperature (�C)
Tc Comfort temperature (�C)
Tci Indoor comfort temperature (�C)
Tmax Daily maximum temperature, derived from the monthly norm

of long-term meteorological records (�C)
Trm Running mean temperature (�C)
nTrm Running mean temperature for day n (�C)
n-1Trm Running mean temperature for the previous day (�C)
n-1Tdm Daily mean outdoor temperature for the previous day (�C)
Ts Surrounding ground surface temperature (�C)
TSI Tropical Summer Index (�C)
TSV Thermal Sensation Vote (�)

v Wind velocity (m/s)

√v Square root of the wind velocity (m/s)0.5

a Constant (¼0.80)

n Number of observations

p Level of significant

r Correlation coefficient

R2 Coefficient of determination

56 H.B. Rijal



References

Ahmed KS (2003) Comfort in urban spaces: defining the boundaries of outdoor thermal comfort

for the tropical urban environments. Energ Build 35:103–110

Chun CY, Tamura A (1998) Thermal environment and human responses in underground shopping

malls vs department stores in Japan. Build Environ 33(2–3):151–158

Givoni B, Noguchi M, Saaroni H, Pochter O, Yaacov Y, Feller N, Becker S (2003) Outdoor

comfort research issues. Energ Build 35:77–86

Griffiths ID (1990) Thermal comfort in buildings with passive solar features: field studies. Report

to the Commission of the European Communities, EN3S-090, UK

H€oppe P (1999) The physiological equivalent temperature – a universal index for the biometeoro-

logical assessment of the thermal environment. Int J Biometeorol 43:71–75

Humphreys MA (1970) A simple theoretical derivation of thermal comfort conditions. J Inst

Heating Ventilating Eng 38:95–98

Humphreys MA (1976) Field studies of thermal comfort compared and applied. J Inst Heat

Ventilation Eng 44:5–23

Humphreys MA (1978) Outdoor temperatures and comfort indoors. Building Research and

Practice. J CIB 6(2):92–105

Humphreys MA, Nicol JF (1995) An adaptive guideline for UK office temperatures. In: Nicol F,

Humphreys M, Sykes O, Roaf S (eds) Standards for thermal comfort. E FN Spon, Chapman &

Hall, London, pp 190–195

Humphreys MA, Nicol JF, Raja IA (2007) Field studies of indoor thermal comfort and the progress

of the adaptive approach. Adv Build Energ Res 1:55–88

Humphreys MA, Rijal HB, Nicol JF (2010) Examining and developing the adaptive relation

between climate and thermal comfort indoors. In: Proceedings of conference: Adapting to

change: new thinking on comfort, Windsor, UK, Network for Comfort and Energy Use in

Buildings, London, 9–11 April 2010

Jitkhajornwanich K, Pitts AC, Malama A, Sharples S (1998) Thermal comfort in transitional

spaces in the cool season of Bangkok. ASHRAE Trans Part 1B:1181–1193

Lin TP, Matzarakis A (2008) Tourism climate and thermal comfort in SunMoon Lake, Taiwan. Int

J Biometeorol 52:281–290

Matzarakis A, Mayer H (1996) Another kind of environmental stress: thermal stress. WHO News

18:7–10

McCartney KJ, Nicol JF (2002) Developing an adaptive control algorithm for Europe. Energ Build

34(6):623–635

Metje N, Sterling M, Baker CJ (2008) Pedestrian comfort using clothing values and body

temperatures. J Wind Eng Ind Aerodyn 96:412–435

Nakano J, Tanabe S (2004) Thermal comfort and adaptation in semi-outdoor environments.

ASHRAE Trans 110(2):543–553

Nicol JF (1974) An analysis of some observations of thermal comfort in Roorkee, India and

Baghdad, Iraq. Ann Human Biol 1(4):411–426

Nicol F (2004) Adaptive thermal comfort standards in the hot–humid tropics. Energ Build 36

(7):628–637

Nicol F (2008) Adaptive standards for thermal comfort in buildings. 21–30. In: Adaptive thermal

comfort in buildings, The Kinki Chapter of the Society of Heating, Air-conditioning and

Sanitary Engineers of Japan, Kyoto, Japan

Nicol JF, Raja IA, Allaudin A, Jamy GN (1999) Climatic variations in comfortable temperatures:

the Pakistan projects. Energ Build 30(3):261–279

Nicol F, Wilson E, Ueberjahn-Tritta A, Nanayakkara L, Kessler M (2006) Comfort in outdoor

spaces in Manchester and Lewes, UK. In: Proceeding of international conference on comfort

and energy use in buildings: getting them right (Windsor), Organised by the Network for

Comfort and Energy Use in Buildings

3 Thermal Adaptation Outdoors and the Effect of Wind on Thermal Comfort 57



Nikolopoulou M, Lykoudis S (2006) Thermal comfort in outdoor urban spaces: analysis across

different European countries. Build Environ 41:1455–1470

Nikolopoulou M, Baker N, Steemers K (2001) Thermal comfort in outdoor urban spaces: under-

standing the human parameter. Solar Energ 70(3):227–235

Penwarden AD (1973) Acceptable wind speeds in towns. Build Sci 8(3):259–267

Rijal HB, Tuohy P, Humphreys MA, Nicol JF, Samuel A, Raja IA, Clarke J (2008) Development

of adaptive algorithms for the operation of windows, fans and doors to predict thermal comfort

and energy use in Pakistani buildings. ASHRAE Trans 114(2):555–573

Rijal HB, Yoshida H, Umemiya N (2010) Seasonal and regional differences in neutral

temperatures in Nepalese traditional vernacular houses. Build Environ 45(12):2743–2753

Sharma MR, Ali S (1986) Tropical summer index—a study of thermal comfort of Indian subjects.

Build Environ 21(1):11–24

Spagnolo J, de Dear R (2003) A field study of thermal comfort in outdoor and semi-outdoor

environments in subtropical Sydney Australia. Build Environ 38:721–738

Stathopoulos T, Wu H, Zacharias J (2004) Outdoor human comfort in an urban climate. Build

Environ 39:297–305

Tacken M (1989) A comfortable wind climate for outdoor relaxation in urban areas. Build Environ

24(4):321–324

Tanimoto J, Kimura K, Sato T (1996) Experimental study on outdoor rest facilities using passive

cooling techniques. J Archit Plann Environ Eng AIJ 481:41–49 (in Japanese with English

abstract)

Yamashita M, Ishii A, Iwamoto S, Katayama T, Shiotsuki Y (1991) An experimental study on

thermal sensations in the outdoor environment (Part 6) Comparison of temperature sensation

with thermal indices. Summaries of Technical Papers of Annual Meeting AIJ (D): 751–752

(in Japanese)

58 H.B. Rijal



Chapter 4

Health Risk of Exposure to Vehicular

Emissions in Wind-Stagnant Street Canyons

Tomomi Hoshiko, Fumiyuki Nakajima, Tassanee Prueksasit,

and Kazuo Yamamoto

Abstract In recent years, most stationary sources of air pollution have been

removed from urban areas; however, mobile sources are currently the direct causes

of air pollution–related health problems. In particular, in the complex

configurations of city buildings, the wind becomes stagnant in street canyons,

which leads to higher levels of air pollution inside these areas. In this chapter, the

health risks due to exposure to vehicular emissions in street canyons are discussed

using a case study of field measurement and risk assessment in the street canyons of

Bangkok, Thailand. The pollutants of focus are polycyclic aromatic hydrocarbons

(PAHs), one of the major hazardous air pollutants from vehicular emissions.

Environmental standards have not been introduced in most of the countries, and

information on PAH pollution is still lacking in Asian developing countries, where

the population densities and levels of traffic pollution are reported to be very high,

particularly in the large cities. This chapter also includes a literature review on

PAHs. The Bangkok case study of field measurement and risk assessment was

conducted for roadside residents who live in possible hot spots of traffic air

pollution. The field measurements provide detailed information on PAH levels,

such as the diurnal variations and seasonal variations in concentrations, taking

influential factors of traffic and wind conditions into consideration. The results of
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the risk assessment suggested that Bangkok roadside residents in the street canyons

are exposed to significant levels of health risk due to PAH exposure.

Keywords Risk assessment • Polycyclic aromatic hydrocarbons • Field measure-

ment • Diurnal and seasonal variations • Bangkok

4.1 Introduction

One important aspect of urban air quality control is its risk assessment for urban

dwellers. In recent years, most of stationary sources have been removed from urban

areas; however, mobile sources are currently the direct causes of health risk to

people. Health risks of exposure to vehicular emissions have long been concerning,

especially for those in the vicinity of roads with heavy traffic in cities (e.g., WHO

2002; Pope and Dockery 1999). In street canyons, due to complex building

configurations and micrometeorological effects such as stagnant wind, the atmo-

spheric behavior of traffic emissions is complicated, and the health risks due to

exposure to air pollutants have not been sufficiently studied. This study focuses on

one of the major hazardous air pollutants from vehicular emissions, polycyclic

aromatic hydrocarbons (PAHs), for which environmental standards have not been

introduced in most countries. Information about PAH pollution is relatively abun-

dant for western countries and Japan; however, it is still lacking in developing

Asian countries, where the population densities and levels of traffic pollution are

very high in the large cities. This chapter introduces the risk assessment of urban air

through a case study in Bangkok, Thailand. Field measurements allow for exposure

levels and health risks to be assessed for roadside residents who are living in

possible hot spots of urban air pollution. Section 4.2 summarizes the relevant

information through a literature review. Section 4.3 presents a case study of field

measurements and risk assessment. Conclusions are discussed in Sect. 4.4.

4.2 Atmospheric Behavior and Inhalation Risk of PAHs

Polycyclic aromatic hydrocarbons are emitted through various combustion

processes into the atmosphere. The environmental concern for the airborne PAHs

comes from the recognition that several of them are potent carcinogens. Currently,

European working groups (European Commission 2001) take the lead in stressing

the necessity for studying the health effects of atmospheric PAHs and proposing

the establishment of risk assessment–based regulations. Risk assessment requires

monitoring the concentration levels of important PAHs and identifying their

sources. Significant limitations currently exist in the large body of environmental

monitoring data for PAHs, including the standardized selection of priority PAHs to
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be monitored, the analysis methods, and toxicity and risk assessments; however,

a store of knowledge on PAHs has only recently been acquired. This chapter

reviews previous studies on the sources and atmospheric behavior of PAHs as

well as the inhalation risks from these compounds.

4.2.1 Sources and Atmospheric Behavior of PAHs

Polycyclic aromatic hydrocarbons are formed during the incomplete combustion of

oil, coal, gas, wood, and other organic substances. PAHs are initially generated in

the gas phase, and they are adsorbed on preexisting particles undergoing condensa-

tion during further cooling of the emission. Thus, most ambient PAHs exist in the

particulate phase, while some higher-volatility PAHs or low molecular weight

PAHs remain partly in the gas phase (e.g., Beak et al. 1991).

More than 100 different PAHs have been identified in atmospheric particulate

matter and in emissions from coal-fired residential furnaces, and approximately

200 PAHs have been found in environmental tobacco smoke (IPCS 1998). There

are basically five major emission source components: domestic, mobile, industrial,

agricultural, and natural. The relative importance of these sources changes

depending on the place or regulatory views; however, in urban areas, mobile sources

are the major contributors (e.g., Nielsen 1996). In Bangkok, Panther et al. (1996)

reported that about 88% of PAH emission is attributed to motor vehicles, and minor

contributions are from biomass burning and oil combustion. Generally, in the urban

areas of several developed countries, PAH concentrations are reported to be in a

long-term decreasing trend, which correlates with increased use of catalytic

converters in motor vehicles (Beak et al. 1991; European Environment Agency

2004). By contrast, in the large cities of some developing countries, higher levels

of PAHs have been observed due to the recent advance of motorization, although

monitoring data are still limited (Panther et al. 1999).

The general properties of PAHs include their high boiling and melting points and

low vapor pressure. However, the physical and chemical properties of individual

PAHs may vary. Table 4.1 summarizes the physicochemical properties of 13 PAHs

that were analyzed in this study, and Fig. 4.1 shows their structural formulas.

Among the 13 PAHs, 12 of them, not including benzo(e)pyrene (BeP), have been

included in the priority pollutant list of the Clean Water Act of the United States

Environmental Protection Agency (US EPA) since the 1970s.

The World Health Organization (WHO) has examined the health risks of PAHs

on a number of occasions and published Air Quality Guidelines in 1987 and 2000,

which recommended the annual average BaP concentration of 1.0 ng/m3 (WHO

1987, 2000). PAHs are covered by the Persistent Organic Pollutant (POP) Protocol

under the United Nations Economic Commission for Europe’s Convention on Long-

Range Transboundary Air Pollution (UN ECE CLRTAP). Under the protocol,

emissions of four PAH compounds must be reported annually, and in addition,

the PAH emissions in 2010 may not exceed the levels of the reference year 1990.

Some member states have adopted or are considering adopting air quality standards

for the selected PAHs. For example, Italy has legally enforceable ambient air
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Table 4.1 Physicochemical properties of 13 PAHs (IPCS 1998)

Compound Abbr.

Molecular

formula

Molecular

weight

No. of

aromatic

rings

Vapor

pressure

(Pa at 25�C)

Solubility in

water (mg/L
at 25�C)

Phenanthrene Phe C14H10 178 3 1.6 � 10�2 1.3 � 103

Anthracene Ant C14H10 178 3 8.0 � 10�4 73

Fluoranthene Fluo C16H10 202 4 1.2 � 10�3 260

Pyrene Pyr C16H10 202 4 6.0 � 10�4 135

Benzo(a)anthracene BaA C18H12 228 4 2.8 � 10�5 5.6

Chrysene Chr C18H12 228 4 8.4 � 10�5* 2.0

Benzo(b)fluoranthene BbF C20H12 252 5 6.7 � 10�5* 0.80

Benzo(k)fluoranthene BkF C20H12 252 5 1.3 � 10�8* 0.76

Benzo(e)pyrene BeP C20H12 252 5 7.6 � 10�7 6.3

Benzo(a)pyrene BaP C20H12 252 5 7.4 � 10�7 3.8

Indeno(1,2,3-cd)

pyrene

IP C22H12 276 6 1.3 � 10�8* 62

Dibenz(a,h)anthracene DahA C22H14 278 5 1.3 � 10�8* 1.0

Benzo(g,h,i)perylene BghiP C20H12 276 6 1.4 � 10�8 0.26

*Pa at 20�C

phenanthrene anthracene fluoranthene pyrene

benzo[b]fluoranthene

benzo[a]pyrene

benzo[e]pyrene

benzo[ghi]perylene

chrysene

Dibenz[a,h]anthraceneindeno[1,2,3-cd]pyrene

benzo[k]fluoranthene

benzo[a]anthracene

Fig. 4.1 Structural formulas of 13 PAHs
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standards for PAHs, and the United Kingdom has a proposed annual standard for

BaP at 0.25 ng/m3, though this value is often exceeded in both urban and rural areas,

especially during the winter months (Lohmann et al. 2000). The Governmental

Commission on Environmental Health (1996) of Sweden proposed environmental

quality objectives for PAHs, including the goal for the long-term mean level of BaP

not to exceed 0.1 ng/m3 by 2020. All of the member states have used BaP as a

marker, and Sweden has gone further and set a value for fluoranthene as well.

Despite these trends of regulatory developments, countries may experience

difficulties in demonstrating compliance because the source inventories for 1990

and current situations and our understanding of the atmospheric behavior of PAHs

have major uncertainties (Prevedouros et al. 2004). However, the reduction of PAHs

will have an indirect influence in that there is expected to be strengthened control of

particulate material emissions from a wide range of sources, and PAH emissions are

likely to be reduced together with particulate matter.

The atmospheric behaviors of PAHs include their transportation, dispersion,

deposition, gas/particle distribution, particle size distribution, and reaction, which

are largely influenced by meteorology. Traffic emissions are ground level, wide-

spread, and concentrated in urban environments. The transportation, dispersion, and

deposition of ambient PAHs, which are mostly associated with particulate matter,

are closely related to the behavior of carrier particles, especially the size of the

particles. Finer particles remain longer in the atmosphere due to less gravitational

deposition. Additionally, a proportion of PAHs is subject to long-range atmospheric

transport, which makes them a transboundary environmental problem. For exam-

ple, Tamamura et al. (2007) reported a long-range transport of PAHs together with

Asian dust from the eastern Asian continent to Kanazawa, Japan. During the

transport, particulate PAHs experience various atmospheric processes, including

gas/particle partitioning, and photochemical reactions. Those processes are

reviewed in the following paragraphs.

Partitioning between the gas and particulate phases of PAHs is determined by

temperature-dependent vapor pressure. Introducing subcooled liquid vapor pres-

sure, Pankow and Bidleman (1991) demonstrated in actual field samples that the

gas/particle partitioning of PAHs can effectively be described in the equation

below:

LogKp ¼ mr log p
�
L þ br; (4.1)

where Kp is the gas/particle partition coefficient and p�L is the subcooled liquid

vapor pressure. The subcooled liquid vapor pressure is a function of temperature,

where a higher temperature increases the pressure and consequently promotes the

volatilization of PAHs from the particulate phase into the gas phase.

PAH species with molecular weights below that of pyrene exist mostly in the gas

phase (e.g., Baker and Eisenreich 1990). Back et al. (1991) reported that PAHs with

a molecular weight of less than 234 account for 50% or more of this group’s total

concentration during the summer and that these values decrease by about half during

the winter. Gas-phase PAHs above or equal to a molecular weight of 252 constitute
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less than 20% of the total, even during the summer (Beak et al. 1991). On average,

47% of the total PAHs were reported as gas-phase PAHs (Beak et al. 1991). Back

et al. (1991) reported that three-ring PAHs are predominantly gaseous, four-ring

PAHs are a mixture of both phases, and five- and six-ring PAHs are primarily

particulates. Pyrene was estimated to be 50% gaseous at 30�C by Westerholm

et al. (1988). De Raat et al. (1990) reported that volatility was more important

than the reaction in determining the PAH profile. For low molecular weight PAHs,

especially those with weights up to that of chrysene, sampling effects may occur

through possible volatilization and adsorption/desorption between gas/particle

phases during the filter collection procedure of particles.

Concentrations of PAHs are found to be highly dependent upon the size of

atmospheric aerosol, with the greatest concentrations being the submicron size

range (e.g., Pierce and Katz 1975; Venkataraman et al. 1994, 1999; Venkataraman

and Friedlander 1994). The higher concentrations at the submicron range can be

explained by the condensation mechanism because larger specific surface areas are

associated with such particles (e.g., Wiest and Fiorentina 1975). Size distribution is

also explained by the Kelvin effect in several studies, which determined the

relationship between the aerosol diameter and vapor pressure. As described in the

equation below, more volatile species are associated with larger diameter particles:

ln
P

P0

¼ � 2gVm

rRT
; (4.2)

where P: vapor pressure (Pa), Po: saturated vapor pressure (Pa), R: gas constant
(J/K�mol), T: temperature (K), g: surface tension (N/m), Vm: molar volume (m3/mol),

and r: aerosol diameter (m). Consequently, low molecular weight PAHs often have

bimodal distributions, while high molecular weight PAHs have unimodal

distributions; these examples have been observed in numerous studies.

Atmospheric PAHs undergo various types of photochemical transformations

upon reacting to OH radials, NO2, ultraviolet rays, and so forth. Some of those

derivatives are more toxic than others; in particular, nitro-PAHs are strong

mutagens. Generally, photochemical transformations are the most important atmo-

spheric decomposition processes of PAHs in both phases. Esteve et al. (2006) found

that pyrene and benzo(a)pyrene are the most reactive with NO2, whereas all PAHs

studied presented similar reactivities with OH within a range of uncertainties.

All PAHs appeared to be approximately four orders of magnitude more reactive

with OH than with NO2. These rate constants confirm that heterogeneous OH

reactions are the dominant atmospheric loss process of PAHs compared with that

of NO2 reactions. The data are compared with that of previous literature reviews

that describe both particulate and gas phases. This work demonstrates that the

reactivity of PAHs in the gas phase is significantly higher than when associated

with carbonaceous particulate substrates.

Ebert et al. (1988) reported the half-lives of PAHs under simulated sunlight

(Table 4.2). The half-lives indicate that PAHs are quite reactive when exposed to

oxygen in the presence of simulated sunlight. The photodecompositions of PAHs

64 T. Hoshiko et al.



that exist on particles in a multilayered deposition show that the surface layer reacts

very rapidly, exhibiting the reaction rate in Table 4.2, whereas the subsurface PAHs

remain essentially protected from oxidation reactions. Various PAHs are also

decomposed by nonphotochemical pathways, such as evaporative or oxidative

reactions with gaseous pollutants. For example, the first kinetic studies of the

heterogeneous decomposition of exposed PAHs in the unadsorbed state produced

the high rate of reaction with ozone. The half-lives are shown in Table 4.3. The most

rapid reactions were found for Ant, BaP, and BaA, with half-lives of 0.15, 0.58, and

1.35 h, respectively (Ebert 1988). This result implied that the dark reaction of

several PAH toward O3 underwent extremely fast reactions under simulated atmo-

spheric conditions. As a result, significant degradation of PAHs can occur in

O3-polluted atmospheres. By contrast, in some experiments, no significant changes

in the PAHs or mutagenic activity were observed for the ozonolysis of PAHs on

diesel particulates (Ebert 1988).

The first order rate of the photochemical decomposition of PAHs was reported

by Kamens et al. (1988). The photochemical decomposition occurred with PAH

half-lives on the order of 1 h in field chamber tests under natural sunlight. Higher

humidity and temperature and stronger sunlight promoted the decrease of PAH

concentration. Among those meteorological factors, temperature was considered

the least influential on the decay of PAHs. With regard to the atmospheric dilution

effect of PAHs, the temporal change of mixing boundary layer height plays an

important role both seasonally and diurnally. Height was estimated by the intensity

of sunlight in a study conducted in Japan (Kim et al. 2001).

Table 4.2 Half-lives of

PAHs under simulated

sunlight (IARC 2011)

PAH Half-life (hours)

Ant 0.2

BaA 4.2

DahA 9.6

Pyr 4.2

BaP 5.3

BeP 21.1

BbF 8.7

BkF 14.1

Table 4.3 Half-lives of

PAHs exposed to ozone

(Ebert 1988)
PAH

Simulated sunlight plus

0.2 ppm O3 (hours)

Dark reaction plus

0.2 ppm O3 (hours)

Ant 0.15 1.23

BaA 1.35 2.88

DahA 4.80 2.71

Pyr 2.75 15.72

BaP 0.58 0.62

BeP 5.38 7.60

BbF 4.20 52.70

BkF 3.90 34.90
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4.2.2 Risk Assessment

Carcinogenicity and mutagenicity are major human health concerns for PAHs.

Several organizations, such as the International Agency for Research on Cancer

(IARC), US EPA, EU, and the National Toxicology Program of the USA, have

evaluated and classified the carcinogenic risks of the PAHs. According to the

classification by the IARC (2011) (Table 4.4), carcinogenicity of individual

PAHs analyzed in this study is indicated in Table 4.5. Quantitative cancer risk

estimates have been attempted using in vitro and/or in vivo tests. For individual

PAHs, cancer risk estimates for BaP are most abundant. Bostrom et al. (2002)

summarized the BaP cancer risk estimates from animal experiments and epidemio-

logical studies, and these are shown in Table 4.6. Among the unit risk values for

BaP, 8.7 � 10�5 (per ng/m3), as proposed by the WHO (1987, 2000), has been

most frequently cited. The unit risk was estimated from epidemiological studies on

coke oven workers in the USA and Canada. Another major unit risk value for BaP is

1.1 � 10�6 (per ng/m3), which has been proposed by the California EPA. This unit

risk was estimated from mouse experiments, which exposed particle-bound BaP to

hamsters. The US EPA also initially proposed the same unit risk as the California

EPA but then withdrew the value because of insufficient evidence for the estimate.

To assess the risk of exposure to a mixture of PAHs, a relative potency factor

approach is generally taken. Benzo(a)pyrene is usually considered a surrogate, and

Table 4.4 Classification of

the evaluation of carcinogenic

risks to humans by the IARC

(2011)

Evaluation of carcinogenic risks to humans Group

Carcinogenic to humans 1

Probably carcinogenic to humans 2A

Possibly carcinogenic to humans 2B

Not classifiable as to its carcinogenicity to

humans

3

Probably not carcinogenic to humans 4

Table 4.5 Classification of

the evaluation of carcinogenic

risks of individual PAHs by

the IARC (2011)

PAH Group

Phe 3

Ant 3

Fluo 3

Pyr 3

BaA 2B

Chr 2B

BbF 2B

BkF 2B

BeP 3

BaP 1

IP 2B

DahA 2A

BghiP 3
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toxicity equivalency quantity (TEQ) is evaluated by the sum of individual PAH

doses multiplied by the toxicity equivalency factor (TEF). The currently proposed

TEFs vary according to different authors (Table 4.7). Nisbet and LaGoy (1992)

reviewed earlier relative potency estimates in 1992 and provided revised estimates.

Table 4.6 Summary of unit risk estimates for BaP and for PAHs by BaP as the indicator substance

(lifetime risk per ng/m3 of BaP) (Bostrom et al. 2002)

Basis for calculation Unit risk

Animal experiments

Inhalation of BaP in hamsters

(Saffiotti et al. 1972)

0.28 � 10�6 (RIVM 1989)

0.37–1.7 � 10�6 (CARB 1994; Collins et al.

1991; Muller 1997)

Inhalation of BaP + SO2 in rats (RIVM 1989) 0.59 � 10�6 (RIVM 1989)

Inhalation of BaP in mice (RIVM 1989) 400 � 10�6 (RIVM 1989)

Intratracheal instillation of BaP in hamsters

(Saffiotti et al. 1972)

4.4 � 10�6 (CARB 1994; Collins et al. 1991)

Intratracheal instillation of BaP in hamsters

(Feron et al. 1973)

4.8 � 10�6 (CARB 1994; Collins et al. 1991)

Inhalation of coal tar/pitch aerosol with BaP

as the indicator substance

20 � 10�6 (Heinrich et al. 1994)

Epidemiology (PAH with BaP as indicator)

US coke oven workers 87 � 10�6 (WHO 1987, 2000)

23 � 10�6 (Muller 1997)

50 � 10�6 (Pott 1985)

UK gas workers 430 � 10�6 (Pike 1983)

Smokey coal indoors in China 67 � 10�6 (RIVM 1989)

Most appropriate estimate 100 � 10�6 (RIVM 1989)

Aluminum smelters 90 � 10�6 (Armstrong et al. 1994)

Table 4.7 TEFs proposed for individual PAHs according to different authors

Cal.EPA (2002)

Ontario (Muller)

(1997)

Nisbet and

LaGoy (1992)

Larsen and

Larsen* (1998)

Phe – 0.00064 0.001 0.0005

Ant – – 0.01 0.0005

Fluo – – 0.001 0.05

Pyr – 0 0.001 0.001

BaA 0.1 0.014 0.1 0.005

Chr 0.01 0.026 0.01 0.03

BbF 0.1 0.11 0.1 0.1

BkF 0.1 0.037 0.1 0.05

BeP – 0 – 0.002

BaP 1 1 1 1

IP – 0.067 0.1 0.1

DahA 1.1 0.89 5 1.1

BghiP – 0.012 0.01 0.02

*TEFs used in this study
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The end points of the studies included carcinomas in the lungs of rats exposed via

intrapulmonary administration, complete carcinogenesis in mouse skin, papillomas

and/or carcinomas on mouse skin in initiation–promotion studies, sarcomas at the

site of injection following subcutaneous administration to mice, and PAH–DNA

adducts in in vitro studies. Relative potency factors (estimates of TEFs) were

calculated using the data from each study by applying the same mathematical

model of the dose–response relationship for each compound and comparing the

results to those obtained for BaP. In a review of chemical carcinogens in the air,

Larsen and Larsen (1998) listed the estimates of carcinogenic potencies of various

PAHs relative to BaP. This TEF scheme is based on the extensive database on

carcinogenicity studies using various routes of administration. In the table, some

“noncarcinogenic PAHs” (fluoranthene, phenanthrene, pyrene) have been assigned

TEFs such as 0.001, in contrast to the US EPA TEF scheme of 0. The authors claimed

that assigning a TEF of 0.001 to the “noncarcinogenic PAHs” was motivated by their

having “some, albeit limited, carcinogenic activity in some studies.” However, this

factor seems very uncertain, and even a low factor becomes important in cases with

high levels. Kameda et al. (2005) calculated the geometrical averages of TEF values

and applied these to a risk assessment study. In the present study, the TEFs

documented by Larsen and Larsen (1998) were used because they were reported

most recently, and values were available for all 13 PAHs measured in this study.

4.3 A Case Study on Field Measurement and Risk

Assessment of PAHs in Bangkok, Thailand

Bangkok was selected for the case study. In this section, field measurement data of

PAH concentrations are presented and utilized for risk assessment.

4.3.1 Field Measurement of PAH Concentrations

Bangkok is the capital of Thailand and has a population ofmore than 8million people.

Its climate is classified as tropical savanna with three seasons: hot (March to mid

May), wet (midMay toOctober), and cool (November to February). The hot season is

hot and dry, the wet season is hot and wet, and the cool season is cool and dry.

Bangkok has a severe motor vehicle problem, with a large number of vehicles

using diesel fuel. The number of vehicles has remarkably increased (Pollution

Control Department and Thailand 2004), although there was a sudden drop in the

vehicle number around 1997 due to the financial crisis. The increased number of

vehicles is the direct cause of persistent road traffic congestion in Bangkok, which

results in serious traffic air pollution. Currently, particulate matter is one of the

main types of air pollutants, and it exceeds environmental standards. In particular,
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roadside PM10 levels consistently exceed the standard. Ruchirawat et al. (2002)

reported that there are significant differences in the levels of exposure to atmo-

spheric PAHs between traffic police and office duty police, with higher genotoxic

effects for traffic police.

As background on the traffic air pollution in Bangkok, the dependency of

transport and land use on the arterial roads is important (WHO 2000). Those

arterial roads are poorly networked with a small road surface area of 2.4%

(contrast this value with, for example, that of Tokyo, which is 16% or higher),

where city buses serve as the primary public transport. In terms of land use,

development is largely characterized by the promotion of arterial road-oriented

dispersal of the population and commercial activities. An absolute lack of road

space even in the core area has caused extreme congestion, which promotes the

flight of development forces toward outer areas, leaving a large volume of unused

or low-density land in the central area. Consequently, the absolute and relative

number of roadside residents is quite high compared with that of other major

cities, and thus, there is the concern for the risk of exposure to traffic air pollution.

In Bangkok, diesel-fueled vehicles account for 28% of the in-use registered

vehicle fleet, and these are estimated to emit 89% of the PM10 emission, while

1% is estimated to be emitted from gasoline-powered passenger cars and 10%

from motorcycles (Asian Development 2006). Pickups, which are light-duty

diesel vehicles, are major passenger cars in this country and account for about

30% of the passenger car share (Asian Development 2006).

4.3.1.1 Materials and Methods

Measurements of particulate phase PAHs were conducted on the roadside in

Bangkok. Diurnal and seasonal variations of PAH concentrations were

investigated by comparing two roadside sites with different road configurations.

The measurement sites were Rama6 (R6) and Chockchai4 (CC). The R6 site was

located in the area of government offices in the Bangkok city center, where one of

the main roads, R6, carries heavy traffic. The R6 road is covered by an elevated

highway (Fig. 4.2a), and this configuration, together with large roadside

buildings, is likely to cause a stagnant air mass within the road space. By contrast,

the CC site had an ordinary open-space configuration along the Ladphrao road,

with many small shops and residential spaces on the upper floors (Fig. 4.2b). The

measurement points were approximately 3 m from the roads at both sites, 1.5-m

height from the ground at R6 (Fig. 4.3a) and 3-m height at CC in a Pollution

Control Department’s (PCD) air monitoring station, where the rooftop space of

the station was provided to install measurement equipment for this study

(Fig. 4.3b).

For air sampling, particle mass was collected using a 10-stage micro-orifice

uniform-deposit impactor (MOUDI, Model 110, MSP Corporation, USA) (Corpo-

ration 1998) (Fig. 4.4). The principle operation of the MOUDI is the same as any

inertial cascade impactor with multiple nozzles. At each stage, jets of particle-laden
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Fig. 4.2 Measurement sites. (a) Rama6, (b) Chockchai4

Fig. 4.3 Equipment setup. (a) Rama6, (b) Chockchai4



air impinge upon an impaction plate, and particles larger than the cut size of that

stage cross the air streamlines and are collected upon the impaction plate.

The smaller particles with less inertia do not cross the streamline and proceed to

the next stage where the nozzles are smaller and where the air velocity through the

nozzle is higher, and there, the finer particles are collected. This continues through

the cascade impactor until the smallest particles are collected by the after-filter

(Marple et al. 1991). Figure 4.5 shows a schematic diagram of one stage of the

MOUDI, showing its relation to the above and below stages (Feron et al. 1973).

Fig. 4.4 Micro-orifice uniform-deposit impactors (MOUDI)

Fig. 4.5 Schematic diagram of a MOUDI stage showing its relation to the above and below stages

(Saffiotti et al. 1972)
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Polytetrafluoroethylene (PTFE) membrane filters of 47-mm diameters

(ADVANTEC, Japan) were used as the impaction substrates, and 37-mm glass

filters (ADVANTEC, Japan) were used as the after-filter. The aerodynamic diameter

size cut points with 50% collection efficiencywere 0.18, 0.31, 0.56, 1.0, 1.8, 3.2, 5.6,

10, and 18 mm. By summation of the collected particle mass in the whole size range,

the TSP concentrations were obtained. The MOUDI operated at 30 L/min, and the

particle mass in the filters was determined gravimetrically. Before each weighing,

the filters were conditioned in a desiccator with silica gel for about 3 days to

eliminate humidity. Afterward, the filters were wrapped in aluminum foil and stored

at 4�C until the extraction was performed. After ultrasonic extraction, the 13 PAHs

with three to six aromatic rings, listed in Table 4.1, were determined by GC/MS

analysis.

To monitor the temporal variations of particulate PAHs, photoelectric aerosol

sensors (model PAS2000CE, EcoChem Analytics, Germany) (EcoChem 1999) were

used for real-time monitoring (Fig. 4.6). Photoelectric aerosol sensors (PAS) work on

the basis of photoelectric ionization of PAHs adsorbed onto particles (Burtscher and

Schmidt-Ott 1986). The measurement techniques of this instrument have been

described in detail elsewhere (Burtscher 1992). Briefly, a vacuum pump is used to

draw ambient air through a quartz tube around which a UV lamp is mounted.

Irradiation with UV light causes particles to emit electrons, which are then captured

by surrounding gas molecules. Negatively charged particles are removed from the air

stream, and the remaining positively charged particles are collected on a particle filter

mounted in a Faraday cage. The particle filter converts the ion current to an electrical

current, which is then amplified and measured with an electrometer (Fig. 4.7).

The electric current establishes signals that are proportional to the concentrations of

total PAHs (EcoChem 1999). The target particle size is below 1 mm.

Fig. 4.6 PAS2000CE
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At the CC site, hourly meteorology and air quality data monitored by the PCD

were obtained. The meteorological data included temperature, solar radiation,

relative humidity, rain, wind speed, and wind direction. The air quality data

included NOx, SOx, ozone, PM10, and CO. At the R6 site, PM10 and CO were

available. Also, wind speed and wind directions were monitored at 10-min intervals

Fig. 4.7 Scheme of PAS2000CE (Marple et al. 1991)

Fig. 4.8 Preliminary real-time monitoring for the selection of four time periods corresponding to

peak and off-peak hours of PAS signals for MOUDI air sampling
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using KADEC wind monitors (Kona Systems, Japan). Temperature, solar radiation,

relative humidity, and rainfall were monitored at 5-min intervals using an AutoMet

meteorology monitor (Met One Instruments, USA). For every sampling campaign,

meteorological and air quality data were available except for the cool season

(December 2006 to January 2007) when the meteorology monitor AutoMet was

out of order at the R6 site. Traffic data were also obtained by video recordings at

both measurement sites.

4.3.1.2 Diurnal Variation

Size-fractioned PAH concentrations and their profiles are usually reported on

a daily basis because measurements of particle size-fractioned PAHs using

low-volume cascade air samplers are conducted over 1 day or longer periods in

most cases. Some previous studies (e.g., Nielsen et al. 1996; Chetwittayachan 2002;

Chetwittayachan et al. 2002a, b) have shown remarkable diurnal changes in PAH

concentrations, with morning and evening peaks in parallel with traffic rush hours.

Accordingly, there is interest in whether PAH concentrations and their profiles vary

significantly over different time periods of day, especially between morning and

evening peak periods and off-peak periods. Because significant photochemical

degradation of PAHs may occur at different rates for individual types of PAHs,

some as fast as on an hourly basis (Kamens et al. 1988; Brubaker and Hites 1998),

it is likely that PAH profiles may vary within a day. This is particularly true because

Thailand is a tropical country with strong sunlight. The diurnal variation further

relates to the concern that the PAH profiles may vary to an extent that the actual

PAH inhalation exposure varies significantly at any certain time period from the

daily averaged values. However, such information has been scarce. Therefore, this

subsection provides information on size-fractioned PAH profiles during different

time periods of the day at the roadside in Bangkok.

Particle size-fractioned PAH concentrations were measured using the MOUDI at

the roadside during four different time periods of the day, namely, morning,

daytime, evening, and overnight. Real-time monitoring of total PAH concentrations

was also conducted using the PASs. A comparison was made between the two

roadside sites, which had different building configurations along the roads

(Fig. 4.2). Samples were collected in April 2006 during the hot season.

Preliminary real-time monitoring of the continuous variations of PAH

concentrations was conducted using the PASs from March 27 to April 2, 2006, at

R6 and fromApril 21 to 23, 2006, at CC. Figure 4.8 presents the results from the PAS

signals. Although the timing of the PAS signal peaks were somewhat varied on

different days, the morning and evening peak hours and the daytime and overnight

off-peak hours were estimated. Based on these observations, the following four time

periods were selected for theMOUDI air sampling at each site: 6:00–10:00 (morning

(m)), 12:00–16:00 (daytime (d)), 18:00–21:00 (evening (e)), and 22:00–5:00 (over-

night (o)) at R6; and 6:00–9:30 (m), 13:00–17:00 (d), 18:30–21:30 (e), and

22:00–5:00 (o) at CC.
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Air sampling was conducted using the MOUDI during the four selected time

periods for three consecutive days. The sampling periods were April 3 (Mon.)–6

(Thu.), 2006, at R6 and April 24 (Mon.)–27 (Thu.), 2006, at CC. Particulate matter

was collected cumulatively on the same filters in each time period, while the air

sampling using the MOUDI was repeated for three consecutive days. After the

sampling on the first and second days, the filters were kept in plastic cases and

carried until the sampling on the second and third days. After the 3-day sampling,

the sample filters were kept in a desiccator in a conditioned room of the PCD

laboratory to eliminate humidity prior to particle mass weighing. Concurrent with

the 3-day air sampling using the MOUDI, real-time monitoring was also conducted

using the PASs. The 13 PAH concentrations obtained by the chemical analysis of

MOUDI filter samples were confirmed to be sufficiently correlated with the PAS

signals, and the PAS monitoring results are presented as equivalent 13 PAH

concentrations in submicron particles converted from the PAS signals (Fig. 4.9).

At R6, the PAH concentration sharply increased from approximately 5 a.m. and

reached morning peaks between 9 and 10 a.m. during the 3 days. Daytime

concentrations were lower than in the morning. In the daytime and evening, several

small peaks appeared. From around midnight to 5 a.m., concentrations were

remarkably low. At CC, sharp morning peaks were observed at approximately

7 a.m. on April 24 and around 8 a.m. on April 27. In the evening, broader peaks

appeared between 4 and 9 p.m., and then the concentration decreased. The sharp

increase in the morning was observed at both sites. This observation is consistent

with the observation by Chetwittayachan et al. (Chetwittayachan 2002;
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Fig. 4.9 Real-time monitoring of diurnal variations of 13 PAH equivalent concentrations

(<1 mm)(ng/m3)
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Chetwittayachan et al. 2002a, b). The sharp morning peak can be explained by the

strong atmospheric stability caused by the inversion layer and an increase in

emissions from the morning traffic. Although the total traffic volume was smaller

at R6 (74,000 vehicle/day on April 5 (Monday)) than that at CC (92,000 vehicle/day

on April 24 (Wednesday)), higher concentrations were observed at R6 throughout

the day, possibly due to the covered configuration that restricted the atmospheric

dilution effect. Figure 4.10 shows the hourly traffic volume in fast and congested

flow at R6 and CC. As shown in the figure, traffic congestion occurred during the

0
20
40
60
80

100
120
140
160
180
200

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Time

Time

Time

Time

0

200

400

600

800

1000

1200

1400 passenger car
congested
taxi congested
pickup and van
congested
bus congested
truck congested

passenger car
fast

passenger car
fast

taxi fast
pickup and van
fast
bus fast

truck fast

0
20
40
60
80

100
120
140
160
180
200

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

0

200

400

600

800

1000

1200

1400
passenger car
congested
taxi congested

pickup and
van congested
bus congested

truck congested

taxi fast
pickup and van
fast
bus fast

truck fast

passenger car
fast

passenger car
congested
taxi congested

pickup and
van congested
bus congested

truck congested

taxi fast
pickup and van
fast
bus fast

truck fast

passenger car
fast

passenger car
congested
taxi congested

pickup and
van congested
bus congested

truck congested

taxi fast
pickup and van
fast
bus fast

truck fast

0

100

200

300

400

500

600

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

0

200

400

600

800

1000

1200

1400

0

100

200

300

400

500

600

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

C
on

ge
st

ed
flo

w
 (

ba
r)

 (
V

eh
ic

le
/h

ou
r)

C
on

ge
st

ed
flo

w
 (

ba
r)

 (
V

eh
ic

le
/h

ou
r)

C
on

ge
st

ed
flo

w
 (

ba
r)

 (
V

eh
ic

le
/h

ou
r)

C
on

ge
st

ed
flo

w
 (

ba
r)

 (
V

eh
ic

le
/h

ou
r)

0

200

400

600

800

1000

1200

1400

R6 - Inbound (Apr 5, 2006)

R6 - Outbound (Apr 5, 2006)

CC - Inbound (Apr 24, 2006)

CC - Outbound (Apr 24, 2006)

F
as

t f
lo

w
 (

lin
e)

 (
V

eh
ic

le
/h

ou
r)

F
as

t f
lo

w
 (

lin
e)

 (
V

eh
ic

le
/h

ou
r)

F
as

t f
lo

w
 (

lin
e)

 (
V

eh
ic

le
/h

ou
r)

F
as

t f
lo

w
 (

lin
e)

 (
V

eh
ic

le
/h

ou
r)

Fig. 4.10 Hourly traffic volume in fast and congested flows (April 2006)
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daytime at both sites, but daytime PAH concentrations at CC were constantly low

compared with the large fluctuations of the daytime concentrations at R6.

The possible emission contribution from the elevated highway at the R6 sam-

pling site is much smaller than that from the Rama6 road at the ground level

because some previous dispersion studies (e.g., Jiang et al. 2004) report that

emissions at a higher level are easily dispersed by faster air flow and by less

surrounding obstacles than those at the ground level. The emission is unlikely to

deposit directly below the highway.

The difference in road configurations also affected the local meteorological data

at the two sites, especially wind speed and solar radiation. Table 4.8 shows the

average local meteorological data during the 3-day monitoring periods. At both

sites, themeanwind directions were almost stable at southwest, whichmeant that the

wind flowed from the road to the sampling locations. At R6, the wind speed, which

ranged from 0.2 to 0.6 m/s, was low compared with that at CC. The observation

implies the limited dispersion and long residence time of PAHs at the site. On the

other hand, the wind speed at CC was much higher, ranging 1.3–2.8 m/s, implying

faster dispersion. Solar radiation, which promotes photochemical decomposition

of PAHs (Kamens et al. 1988), was more than 40% lower at R6 throughout the

day because of the elevated highway and the tall buildings along the R6 road.

This elevated highway may also explain the higher daytime concentrations at R6.

The 13 particle size-fractioned PAH concentrations during the four time periods

of the day were measured. The results shown in Table 4.9 are concentrations in the

whole particle size range, which are summation of the size-fractioned

concentrations. At R6, the 13 total PAH (13tPAH) concentrations in particles of

the whole size range during the four time periods were 5.5 (m), 7.3 (d), 7.9 (e), and

3.3 ng/m3 (o). At CC, the 13tPAH concentrations in particles of the whole size

range during the four time periods were 4.1 (m), 4.1 (d), 4.0 (e), and 3.5 ng/m3 (o).

The concentrations observed at R6 were higher than that at CC, as expected from

the results of the real-time monitoring. The contribution of the submicron particles

was larger at R6 than at CC. At CC, from the PAS real-time monitoring results, the

daytime concentration decreased quite sharply. By contrast, the 13tPAH concentra-

tion of the whole size range was 4.1 ng/m3 in the morning, and it did not decrease in

the daytime. However, the 13tPAH concentrations in the <1 mm range decreased

from 3.3 ng/m3 in the morning to 2.8 ng/m3 in the daytime. This result seemed to

contradict the real-time monitoring data, and the 13tPAH concentrations can be

Table 4.8 Local meteorological data; average during the four time periods of the day (April 3–6,

2006, at R6 and April 24–27, 2006, at CC)

Temperature (�C) Solar radiation (W/m2) Relative humidity (%)

m d e o m d e o m d e o

R6 29.5 35.9 31.2 29.7 26.1 284.8 0.2 0 85.3 57.9 76.3 83.8

CC 27.9 29.1 29.6 28.0 129.3 762.5 12.7 0.4 69.5 61.9 55.9 68.2

Wind speed (m/s) Wind direction

R6 0.2 0.6 0.3 0.5 SW WSW SW W

CC 1.9 1.3 1.8 2.8 SSW SSW SSW SW
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attributed to the fact that PASs detect PAHs that are associated with particles

smaller than 1 mm. The PAH concentrations obtained in this study are remarkably

lower than the PAH concentrations observed in 1996 by Garivait et al. (2001).

On the other hand, comparable concentrations at a site near R6 were reported by

Boonyatumanond et al. (2007) from measurements conducted in 2003.

Concentrations of BaP, a typical marker of PAHs, ranged from 0.42 (o) to

0.89 ng/m3 (e) at R6 to 0.21 (d) to 0.38 ng/m3 (m) at CC. The BaP concentrations

at R6 were approximately double the concentrations at CC.

4.3.1.3 Seasonal Variation

Although the PAHmonitoring data of seasonal variations in temperate countries are

relatively abundant, those in tropical countries are limited. There are some reports

that particulate matter concentrations and associated PAH concentrations are lower

during the wet season than the dry (hot or cool) season because of the deposition

effects by tropical squalls (e.g., Panther et al. 1996). Those observational data,

however, are not sufficient. Moreover, data on seasonal differences between hot and

cool seasons are still scarce. This subsection presents comprehensive monitoring

data of roadside particle size-fractioned PAH concentrations during all three

seasons in Thailand. In addition to the seasonal variations of average PAH

concentrations, those of diurnal variations of the PAH profiles are presented.

Air sampling was conducted using the MOUDI during the four time periods of

the day and for continuous durations during 2 days in the three seasons at the R6 and

CC sites. Concurrent real-time monitoring of PAHs by the PASs was also

Table 4.9 13 PAH concentrations (ng/m3) in the whole particle size range

R6 CC

m d e o m d e o

Phe 0.31 0.51 0.50 0.20 0.46 0.48 0.51 0.45

Ant 0.15 0.37 0.35 0.12 0.19 0.23 0.24 0.28

Fluo 0.29 0.44 0.49 0.18 0.27 0.31 0.32 0.33

Pyr 0.50 0.73 0.73 0.30 0.38 0.42 0.46 0.41

BaA 0.33 0.51 0.55 0.19 0.21 0.31 0.26 0.24

Chr 0.40 0.64 0.60 0.23 0.34 0.30 0.27 0.35

BbF 0.64 0.83 0.89 0.25 0.46 0.56 0.45 0.42

BkF 0.40 0.58 0.69 0.31 0.28 0.29 0.22 0.25

BeP 0.65 0.58 0.58 0.33 0.45 0.40 0.41 0.25

BaP 0.74 0.65 0.89 0.42 0.38 0.21 0.35 0.24

IP 0.37 0.64 0.57 0.28 0.23 0.28 0.23 0.07

DahA 0.033 N.D. 0.13 0.017 N.D. N.D. N.D. N.D.

BghiP 0.69 0.80 0.90 0.48 0.48 0.35 0.32 0.22

S13 PAHs 5.5 7.3 7.9 3.3 4.1 4.1 4.0 3.5

N.D. not detected
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conducted. The sampling procedure was the same as that of the previous subsection.

The sampling campaigns are summarized in Table 4.10. In the table, the sampling

campaign of the hot season in April 2006 was identical to that of the previous

subsection. The diurnal sampling in the wet season was conducted on different days

during the four time periods of the day. Thus, those data need to be considered with

care in interpreting diurnal variation. The diurnal sampling in the hot and cool

seasons was conducted on the same days during the four time periods so that their

interpretation as diurnal change was possible.

In order to investigate seasonal variations, it is appropriate to discuss longer term

monitoring data. In this respect, PAS monitoring results are discussed (Table 4.11).

The table includes 13 total PAH equivalent concentrations in the submicron range,

meteorology data of the corresponding periods. The seasonal averages of 13tPAH

equivalent concentrations (<1 mm) were 3.9, 6.4, and 3.9 ng/m3 for the hot, cool,

and wet seasons at R6, respectively. Those at CC were 2.7, 5.6, and 4.2 ng/m3.

The seasonal average concentrations of 13tPAHs equivalent concentrations were

highest in the cool season at both sites. The main reason should be the cooler

climate than the other two seasons, which led to lower mixing layer height,

Table 4.11 Seasonal average of 13tPAH (<1 mm) equivalent concentrations and local meteorol-

ogy during the real-time monitoring periods

R6 CC

Hot Cool Wet Hot Cool Wet

13 PAHs eq. (<1 mm) conc. (ng/m3) 3.9 6.4 3.9 2.7 5.6 4.2

Temperature (�C) 31.4 n.a. 29.0 29.0 29.3 26.6

Solar radiation (W/m2) 80.7 n.a. 89.5 181.5 140.2 136.8

Rainfall (mm/h) 0.0 n.a. 0.0 0.0 0.0 1.0

Relative humidity (%) 76.7 n.a. 78.4 61.6 58.9 73.3

Wind speed (m/s) 0.32 n.a. 0.17 2.06 2.42 2.00

Wind direction (degree) 175 n.a. 143 224 224 254

n.a. data not available

Table 4.10 Measurement campaigns

R6 CC

Air sampling Air sampling

Season Period Equipment

4 times

periods of day 2 days

4 times

periods of day 2 days

Wet Sept. to Oct.

2005

MOUDI

(PAS)

Oct. 18–20

(Oct. 17–25)

Sept. 26 to

Oct. 7

(Sept. 26 to

Oct. 7)

Sept. 13–15

(Sept.13–23)

Hot Apr. 2006 MOUDI

(PAS)

Apr. 3–6

(Apr. 3–10)

Apr. 10–12 Apr. 24–27

(Apr. 21–27)

Apr. 21–23

Cool Dec. 2006 to

Jan. 2007

MOUDI

(PAS)

Dec. 26–29

(Dec. 21 to

Jan. 15)

Dec. 21–22 Jan. 10–13

(Jan. 14–16)

Jan. 14–16
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consequently reduced atmospheric dilution. In a comparison between R6 and CC,

the concentrations at R6 exhibited higher values in the hot and cool seasons but not

in the wet season. The reason for the lower concentration at R6 in the wet season

could be attributed to the local wind direction and transport of road emissions,

which means in the wet season, wind was blowing along the road or from the

sampling location to the road at R6, whereas at CC wind was blowing from

the road, transporting road emissions to the sampling location.

4.3.2 Risk Assessment of PAHs for Roadside Residents

The US EPA states that the lifetime risk of 1.0 � 10�5 is a critical level considered

for significant adverse health effects. In the case of airborne PAHs, lung cancer is

the primary possible adverse effect. Conventional risk assessment of PAHs has used

the daily average or annual average PAH concentrations. However, this study

obtained more accurate PAH risk assessment, with consideration of diurnal and

seasonal concentration variations, by utilizing the measurement data of size-

fractioned 13tPAHs. The data included 13 PAH concentrations during four time

periods of the day during three seasons at the R6 and CC sites. There are basically

12 datasets of PAH profiles available to estimate the lifetime risk at each site.

For R6, only 2 days of average data are available for the wet season instead of

the diurnal variation data; thus, there are nine datasets available. The relative

contributions to the lifetime risk were estimated. This method allows for the

evaluation of PAH risk for roadside residents who have different lifestyles in

terms of their exposure time periods of the day. Furthermore, seasonal variation

data improved the accuracy of estimating the lifetime risk.

4.3.2.1 Calculation of Lifetime Cancer Risk

In the assessment of the cancer risk due to PAHs in humans, the unit risk is usually

applied. The unit risk value for BaP (ng/m3) 8.7 � 10�5 (WHO 1987, 2000) was

adopted in this study. The relative potency factor approach is commonly taken in

assessing health risk due to a mixture of PAHs. This approach utilizes toxicity

equivalency factors (TEF), which refer to a representative toxicity of a surrogate

compound, usually BaP. Those values are proposed from several organizations or

researchers based on in vitro or in vivo experiments using animals. The values vary

according to different sources, as mentioned in Sect. 4.2.2 (Table 4.7), often due to

differences in the methodologies of the experiments. In this study, the TEFs

documented by Larsen and Larsen (1998) were applied because the TEF values

were available for all of the PAHs (Table 4.7). The TEFs were multiplied by the

dose, namely, individual PAH concentrations (ng/m3), then summed to make a

BaP-toxicity equivalency quantity (TEQ) for a mixture of PAHs. By multiplying

the unit risk value of 8.7 � 10�5, the risk of the mixture was assessed.
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Lifetime PAH cancer risk was estimated by calculating the lifetime risk from

exposure during each time period of the day during each season. The MOUDI air

sampling durations of the morning, daytime, evening, and overnight periods were

extended to 6 h for the calculation of exposure duration, which included morning

5:00–11:00 (m), daytime 11:00–17:00 (d), evening 17:00–23:00 (e), and overnight

23:00–5:00 (o). Equation 4.3 shows the risk calculation. Figure 4.11 shows the

calculation steps. The calculation results are shown according to these steps.

Furthermore, estimating the PAH lifetime cancer risk considers the contributions

of individual PAHs and different particle size fractions:

Cancer risk ¼ unit risk �
X3 seasons

k¼1

X4 time periods of the day

j¼1

X13 PAHs

i¼1

ðS=365ÞðD=24ÞCi;j;k � TEFi;

(4.3)

where:

i: type of PAH (i ¼ 1–13)

j: time period of the day (j ¼ 1–4)

k: season of the year (k ¼ 1–3)

C: PAH concentration (ng/m3)

D: hours in each time period of the day (D ¼ 6 h)

S: days in each season of the year (S ¼ 76, 169, and 120 days in the hot, wet, and

cool seasons, respectively)

unit risk: 8.7 � 10�5 (ng/m3)�1

Thirteen individual PAH concentrations of the whole particle size range used for

the risk calculations are shown in Table 4.12 (step 1). BaP-TEQs were calculated by

Fig. 4.11 Calculation steps of lifetime risk
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multiplying the TEFs, as shown in Table 4.13 (step 2). Table 4.14 (step 3) shows the

lifetime risk in the four diurnal time periods in the three seasons. Table 4.15 (step 4)

summarizes the lifetime risk at respective sites.

Lifetime risk was estimated to be 5.6 � 10�5 for R6 and 6.5 � 10�5 for CC.

As shown in Table 4.15, the contributions were 29.2%, 26.1%, and 44.7% for the hot,

wet, and cool seasons, respectively, at R6 and 11.5%, 49.2%, 39.3%, respectively,

at CC. The lifetime risk was higher at CC than at R6. The PAH concentrations in the

Table 4.12 Thirteen PAH concentrations in the four time periods of the day in the three seasons

(Step 1)

PAH concentrations (ng/m3) PAH concentrations (ng/m3) PAH concentrations (ng/m3)

Hot season Wet season Cool season

PAH m d e o 2-day average m d e o

(a) R6

Phe 0.31 0.51 0.50 0.20 0.13 0.47 0.30 0.40 0.23

Ant 0.15 0.37 0.35 0.12 0.066 0.23 0.14 0.16 0.09

Fluo 0.29 0.44 0.49 0.18 0.13 0.44 0.26 0.34 0.24

Pyr 0.50 0.73 0.73 0.30 0.20 0.54 0.39 0.51 0.31

BaA 0.33 0.51 0.55 0.19 0.18 0.46 0.31 0.34 0.22

Chr 0.40 0.64 0.60 0.23 0.22 0.56 0.34 0.57 0.30

BbF 0.64 0.83 0.89 0.25 0.44 1.2 0.48 1.1 1.2

BkF 0.40 0.58 0.69 0.31 0.23 0.57 0.26 0.57 0.50

BeP 0.65 0.58 0.58 0.33 0.37 0.96 0.52 1.07 0.93

BaP 0.74 0.65 0.89 0.42 0.26 0.67 0.40 0.65 0.68

IP 0.37 0.64 0.57 0.28 0.31 0.96 0.58 0.87 0.80

DahA 0.033 N.D. 0.13 0.017 N.D. N.D. N.D. N.D. 0.071

BghiP 0.69 0.80 0.90 0.48 0.45 1.3 0.82 1.5 1.3

Total 5.5 7.3 7.9 3.3 3.0 8.3 4.8 8.1 6.9

PAH concentrations (ng/m3) PAH concentrations (ng/m3) PAH concentrations (ng/m3)

Hot season Wet season Cool season

PAH m d e o m d e o m d e o

(b) CC

Phe 0.46 0.48 0.51 0.45 0.69 0.69 0.61 0.45 0.70 1.2 0.46 0.35

Ant 0.19 0.23 0.24 0.28 0.54 0.58 0.30 0.25 0.32 0.44 0.18 0.20

Fluo 0.27 0.31 0.32 0.33 0.59 0.60 0.44 0.36 0.54 0.90 0.38 0.35

Pyr 0.38 0.42 0.46 0.41 0.63 0.66 0.43 0.36 0.68 0.95 0.48 0.40

BaA 0.21 0.31 0.26 0.24 0.28 0.31 0.29 0.24 0.33 0.32 0.22 0.22

Chr 0.34 0.30 0.27 0.35 0.30 0.31 0.36 0.26 0.65 0.53 0.42 0.30

BbF 0.46 0.56 0.45 0.42 0.56 0.40 0.42 0.95 1.23 0.57 0.45 1.16

BkF 0.28 0.29 0.22 0.25 0.35 0.28 0.42 0.47 0.98 0.69 0.64 0.59

BeP 0.45 0.40 0.41 0.25 0.45 0.26 0.30 0.58 1.11 0.73 0.67 0.83

BaP 0.38 0.21 0.35 0.24 0.48 0.27 0.38 0.89 0.91 0.15 0.39 0.85

IP 0.23 0.28 0.23 0.07 0.70 0.41 0.53 1.1 0.74 0.96 0.65 0.84

DahA N.D. N.D. N.D. N.D. 0.020 N.D. 0.15 0.13 0.017 0.059 N.D. 0.094

BghiP 0.48 0.35 0.32 0.22 1.0 0.64 0.87 1.6 1.1 0.76 1.1 1.1

Total 4.1 4.1 4.0 3.5 6.6 5.4 5.5 7.6 9.3 8.3 6.0 7.2

N.D. not detected
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four time periods of the day during the 3-day air sampling showed lower

concentrations at R6 in the wet and the cool seasons, in contrast to results obtained

by real-time monitoring and the 2-day continuous air sampling. On average, the

seasonal average concentrations showed higher concentrations at R6. The possible

reasons for this observation are that during the 3-day air sampling period in the wet

season, the wind was blowing from the sampling site to the road or along the road at

R6 and that the sampling period in the cool season at R6was the end of the year when

the traffic was possibly lighter. If the sampling periods had been longer, the seasonal

average concentrations would have been higher at R6.

As shown in Table 4.15, the lifetime risk in an individual seasonwas already higher

than 1.0 � 10�5 at both sites, except for the hot season at CC. The contributions of

each time period of the day to the lifetime risk were also estimated for CC: 28.4% in

the morning, 14.4% in the daytime, 20.7% in the evening, and 36.6% in the overnight.

The contributions of the morning and overnight risks were much higher than those of

the daytime and the evening. The higher contributions of BaP in the morning and

overnight periods were apparent, especially in the wet and cool seasons, as shown in

Table 4.13b. The BaP concentrations in the daytime at CC were observed to be lower

and were probably subjected to photochemical degradation.

The contributions of risk per hour to the estimated lifetime risk are shown in

Table 4.16. The hourly contributions of the different time periods of the day and the

Table 4.14 Lifetime risk in the four diurnal time periods in the three seasons and their contribu-

tion (%) to the lifetime risk (Step 3)

Hot season Wet season Cool season

Total of the three

seasons

Risk % Risk % Risk % Risk %

(a) R6

(m) 5:00–11:00 4.3 � 10�6 7.6 1.5 � 10�5 (24 h) 26.1 7.0 � 10�6 12.5

(d) 11:00–17:00 4.0 � 10�6 7.1 4.0 � 10�6 7.1

(e) 17:00–23:00 5.8 � 10�6 10.2 6.7 � 10�6 11.9

(o) 23:00–5:00 2.4 � 10�6 4.3 7.4 � 10�6 13.2

Total 1.6 � 10�5 29.2 1.5 � 10�5 26.1 2.5 � 10�5 44.7

(b) CC

(m) 5:00–11:00 2.3 � 10�6 3.5 7.2 � 10�6 11.1 8.9 � 10�6 13.8 1.8 � 10�5 28.4

(d) 11:00–17:00 1.6 � 10�6 2.4 4.2 � 10�6 6.6 3.5 � 10�6 5.4 9.3 � 10�6 14.4

(e) 17:00–23:00 2.1 � 10�6 3.2 7.1 � 10�6 11.0 4.2 � 10�6 6.5 1.3 � 10�5 20.7

(o) 23:00–5:00 1.5 � 10�6 2.3 1.3 � 10�5 20.6 8.8 � 10�6 13.7 2.4 � 10�5 36.6

Total 7.5 � 10�6 11.5 3.2 � 10�5 49.2 2.5 � 10�5 39.3 6.5 � 10�5 100

Table 4.15 Lifetime risk (Step 4)

R6 CC

5.6 � 10�5 6.5 � 10�5
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different seasons ranged between 0.64 and 2.2 � 10�2% at R6 and 0.53 and

1.9 � 10�2% at CC. The differences in the contributions were up to 3.6 times at

R6 comparing the wet season and the evening period in the hot season and 4.1 times

at CC comparing the overnight period in the wet season and the overnight period in

the hot season. Consequently, the significance of the risk depends considerably on

the exposure time periods. Table 4.17 shows the calculated daily exposure

durations in each time period of the day at CC, which may lead to the lifetime

risk of 1.0 � 10�5. The daily 2.5 h of exposure during the overnight period was the

highest level of exposure for the lifetime at CC, leading to the lifetime risk of

1.0 � 10�5.

Gamo et al. (1996) propose an estimation method for the loss of life expectancy

(LLE) from cancer risk. In this study, the LLE was introduced to show the adverse

effects of PAHs in a more dynamic way in addition to the lifetime cancer risk

assessment. The LLE estimation took advantage of the PAH measurement data in

the different time periods of the day in the different seasons. In the LLE estimation

model, the cancer risk of 1.0 � 10�5 corresponded to an LLE of 65.8 min.

Table 4.18 shows the LLEs from the lifetime exposure to the 13 individual PAHs

in the four time periods of the day in the three seasons. The total LLEs were

approximately 6.1 h at R6 and 7.1 h at CC.

4.3.2.2 Contributions of Different Types of PAHs and Particle Sizes

The lifetime risks of individual PAHs in the four diurnal time periods in the three

seasons are shown in Fig. 4.12, and those for the whole year are shown in Fig. 4.13.

Table 4.16 Contributions of risk per hour to the estimated lifetime risk (10�2%)

Hot season Wet season Cool season Total of the three seasons

(a) R6

(m) 5:00–11:00 1.7 0.64 1.7

(d) 11:00–17:00 1.6 1.0

(e) 17:00–23:00 2.2 1.7

(o) 23:00–5:00 0.95 1.8

Average 1.6 0.64 1.6

(b) CC

(m) 5:00–11:00 0.77 1.1 1.9 1.3

(d) 11:00–17:00 0.53 0.65 0.75 0.66

(e) 17:00–23:00 0.70 1.1 0.90 0.95

(o) 23:00–5:00 0.50 2.0 1.9 1.7

Average 0.63 1.2 1.4 1.1

Table 4.17 Exposure duration (hour) in each time period of the day at CC which leads to the

lifetime risk of 1.0 � 10�5

Morning Daytime Evening Overnight

Hour 3.3 6.5 4.5 2.5

86 T. Hoshiko et al.



The contributions of BaP were predominant in all of the time periods. From

Fig. 4.13, the BaP contributions were 57% at R6 and 64% at CC. Besides BaP,

the contributions of BbF, IP, and DahA were significant, although the contributions

of individual PAHs were considerably dependent on the selection of TEF values.

Table 4.18 LLE (minutes) from the lifetime exposure to the 13 individual PAHs in the four time

periods of the day in the three seasons

LLE (min) LLE (min) LLE (min) LLE (min)

PAH m d e o 2-day average m d e o Yearly total

(a) R6

Phe 0.00 0.01 0.01 0.00 0.00 0.01 0.01 0.01 0.01 0.06

Ant 0.00 0.01 0.01 0.00 0.00 0.01 0.00 0.00 0.00 0.03

Fluo 0.43 0.66 0.74 0.26 0.43 1.04 0.62 0.80 0.56 5.54

Pyr 0.01 0.02 0.02 0.01 0.01 0.03 0.02 0.02 0.01 0.16

BaA 0.05 0.08 0.08 0.03 0.06 0.11 0.07 0.08 0.05 0.61

Chr 0.36 0.57 0.54 0.21 0.43 0.79 0.48 0.81 0.43 4.62

BbF 1.92 2.47 2.65 0.75 2.93 5.55 2.28 5.22 5.85 29.6

BkF 0.60 0.87 1.03 0.46 0.76 1.35 0.60 1.34 1.19 8.21

BeP 0.04 0.03 0.03 0.02 0.05 0.09 0.05 0.10 0.09 0.51

BaP 22.1 19.4 26.5 12.7 17.0 31.8 18.7 30.6 32.3 211

IP 1.11 1.91 1.72 0.85 2.09 4.56 2.75 4.09 3.78 22.9

DahA 1.09 0.00 4.24 0.57 0.00 0.00 0.00 0.00 3.72 9.62

BghiP 0.41 0.48 0.54 0.29 0.61 1.19 0.78 1.44 1.18 6.91

13tPAHs 28.2 26.5 38.1 16.1 97.5 46.5 26.4 44.5 49.2 373

Seasonal total 109 97.5 167 373

LLE (min) LLE (min) LLE (min)

LLE

(min)

PAH m d e o m d e o m d e o

Yearly

total

(b) CC

Phe 0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.01 0.02 0.03 0.01 0.01 0.17

Ant 0.00 0.00 0.00 0.00 0.02 0.02 0.01 0.01 0.01 0.01 0.00 0.00 0.10

Fluo 0.40 0.46 0.47 0.50 1.96 1.99 1.48 1.20 1.27 2.13 0.90 0.82 13.58

Pyr 0.01 0.01 0.01 0.01 0.04 0.04 0.03 0.02 0.03 0.04 0.02 0.02 0.31

BaA 0.03 0.05 0.04 0.04 0.09 0.10 0.10 0.08 0.08 0.08 0.05 0.05 0.78

Chr 0.31 0.27 0.24 0.31 0.60 0.62 0.71 0.52 0.92 0.75 0.59 0.42 6.27

BbF 1.37 1.67 1.36 1.25 3.73 2.69 2.76 6.33 5.81 2.72 2.11 5.47 37.3

BkF 0.42 0.43 0.33 0.38 1.18 0.93 1.40 1.58 2.31 1.63 1.51 1.39 13.5

BeP 0.03 0.02 0.02 0.02 0.06 0.03 0.04 0.08 0.10 0.07 0.06 0.08 0.62

BaP 11.5 6.42 10.5 7.12 32.3 18.0 25.1 59.5 43.1 7.3 18.3 40.3 279

IP 0.69 0.83 0.68 0.22 4.65 2.76 3.53 7.38 3.51 4.53 3.08 3.99 35.9

DahA 0.00 0.00 0.00 0.00 1.44 0.00 10.8 9.29 0.87 3.05 0.00 4.91 30.3

BghiP 0.29 0.21 0.19 0.13 1.39 0.86 1.16 2.09 1.02 0.72 1.03 1.00 10.1

13tPAH 15.1 10.4 13.9 10.0 47.5 28.1 47.1 88.1 59.1 23.0 27.6 58.5 428

Seasonal

total

49.3 211 168 428

m morning (5:00–11:00), d daytime (11:00–17:00), e evening (17:00–23:00), o overnight

(23:00–5:00)
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The lifetime risks according to the different particle size fractions were estimated.

The contributions of PAHs in the PM0.18, PM1.8, and PM10 fractions are shown in

Fig. 4.14 for each time period of the day in each season. The table shows that most

of PAH risk can be attributed to finer particle size fractions than 1.8 mm.
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Fig. 4.13 Contribution of the individual PAHs to the lifetime risk
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Fig. 4.12 Lifetime risk of individual PAHs in the four time periods of the day in the three seasons
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4.3.2.3 Uncertainty of Risk Assessment

There are several factors of uncertainty in risk assessment, such as:

• Recovery rates in the chemical analysis procedure

• GC/MS detection limits

• Measurement location

• Types of equipment

• Risk assessment method, especially unit risk values

When the recovery of the chemical analysis procedure was corrected, the

concentrations of Ant, IP, DahA, and BghiP were mainly affected. Ant had a too-

high recovery (206%), and IP, DahA, and BghiP had relatively low recovery rates

(around 70%), which were underestimated in the last section. When the recovery

rates were corrected, the 13tPAH concentrations increased from 4% to 15%.

The BaP-TEQs increased from 9% to 19%. The increase of BaP-TEQs was larger

than that of the concentrations because the underestimated PAHs, namely, IP, DahA,

and BghiP, were given relatively high TEFs. The risk was estimated at 6.3 � 10�5 at

R6 and 7.3 � 10�5 at CC. These values increased by 11% at R6 and 11% at CC from

the risk estimate values without the recovery rate correction, although the

percentages of contributions of each time period did not change significantly.
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Fig. 4.14 Lifetime risk according to the different particle size fractions in the four time periods of

the day in the three seasons
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Considering exposure locations, the sampling points within the roadside area

must have affected the risk levels. Using one field survey in this study framework,

we investigated the spatial variation of the PAS signals located at five points at R6.

The average PAS signal varied by as much as a factor of 9. Therefore, accurate risk

assessments should also consider this type of spatial variation. The PAH risk for

nonroadside residents is also concerning. According to another field study in

Bangkok, differences in the 1-month average 13 total PAH concentrations between

general areas and the roadside were only 1.6–3.0 times, with the roadside having

higher concentrations (Hoshiko et al. 2005). Therefore, for nonroadside residents,

the PAH risk may exceed 1.0 � 10�5 as well and is not a negligible level.

4.3.2.4 Comparison with Other Case Studies of Risk Assessment

PAH lifetime cancer risk estimates according to different authors are summarized

in Table 4.19. Among the listed estimates, this study presents middle-level risks.

Tuntawaroon et al. (2007) reported the highest risk of 1.7 � 10�4 for Bangkok

schoolchildren based on personal exposure data. In Stockholm, the lifetime expo-

sure of PAHs at a 3.0-ng/m3-BaP equivalent concentration led to a lifetime cancer

risk as high as 2.6 � 10�4 when the unit risk 8.7 � 10�5 was applied. In Sweden,

PAH emission from domestic heating is dominant, and it is more than double the

emission contribution by the transport sector. For Tokyo and Hokkaido, Japan, the

risk estimates using the lower unit risk of 1.1 � 10�6 were on the order of 10�8 to

10�7, which were acceptably low. Even when the unit risk of 8.7 � 10�5 was

adopted, the risk estimated did not exceed the order of 10�5. A comparison of the

roadside ground level monitoring studies in Bangkok between this study and the

one by Chetwittayachan (2002) finds that the former estimated the risk to be around

40 times higher, as shown in the table. However, if the same unit risk was applied,

the latter would become double the value of the estimates in this study.

This difference might be interpreted as the difference between sites in a city.

4.4 Conclusions

A risk assessment of urban air quality in street canyons was conducted in a case

study on PAHs for two sites in Bangkok. Lifetime cancer risk was assessed for

roadside residents by considering the diurnal and seasonal variations of PAH

concentrations obtained from the field measurement. Lifetime risk was estimated

to be significantly high at both sites, 5.6–6.7 � 10�5 at the R6 site and

6.5–8.5 � 10�5 at the CC site. Despite the clear difference in road environments,

particularly the presence or absence of the elevated highway structure above the

ground-level roads, a comparison of the two sites is not simple because of different

meteorological and traffic conditions, the complex behaviors of PAHs, and sam-

pling technical problems. Longer periods of monitoring data at the R6 site, where
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the wind was more stagnant in the street canyon due to the elevated structure of

highway, would be expected to show higher pollution levels and higher health risk.

The LLE was also calculated to show the PAH adverse effects in a dynamic way.

The total LLEs were approximately 6.1 h at R6 and 7.1 h at CC. Through this case

study, the methodology of airborne PAH risk assessment was also discussed,

including its varieties and uncertainties, which should be better managed in the

future for further improvement of urban air quality assessment.
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Chapter 5

Pollutant Dispersion in an Urban Area

Keisuke Nakao and Shinsuke Kato

Abstract This chapter is composed by an introduction of existing prediction

methodology of pollutant transportation and experimental observations of concen-

tration fluctuation. In Sect. 5.2, the convective diffusion equation is derived from a

balance of mass transportation, and approximated expression of average concentra-

tion theoretically derived from the transport equation is introduced. In Sect. 5.3, the

results of wind tunnel experiment on downscaled model of existent urban area are

indicated. The several characteristic points in urban area, such as highway, school

ground, and in-between space of high-rise buildings, are selected as an occurrence

point of pollutant. Instantaneous concentration is measured in-between of office

buildings. The time of transport between source and measuring point is measured.

The property of instantaneous concentration is discussed by focusing the probability

density function (PDF) and the higher order moments, skewness, and kurtosis. These

properties are linked to the distance between source and measuring point and

condition of buildup area.
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5.1 Introduction

This chapter summarizes the diffusion phenomenon in the urban area. The pollution

in the urban area caused by material adverse to human health is a problem that

appeared along with industrial development. For example, continuous pollutant

emission from chimneys results in prolonged exposure for the local residents.

It could also cause harm to the living environment around the facility. The primary

countermeasure to these problems is source control. Source control is a method that

prevents emission from the generation source. It is in fact a countermeasure that

requires performance improvement in industrial technology rather than in air

environment control. It is essential in terms of eradicating the harmful cause.

In addition, much knowledge on dilution and diffusion of material has been

obtained through experiments and measurements. In many cases, an approximate

model is used to predict material diffusion in the urban area. These models are

based on a theoretical formula of diffusion. Therefore, the advection diffusion

equation of general material is derived in Sect. 5.2. That section also introduces

the summary of an approximate model based on the equation and its derivation.

This approximate solution is highly versatile because it considers a variety of

pollutant generation conditions and assumes various formats. Therefore, it is still

often used for the diffusion phenomenon of chimney exhaust from factories.

However, the solution is not necessarily formed only by a theoretical formula.

In the phase of developing the prediction models, some part of the properties of

turbulent flow were abandoned, although the effect of which is not negligible.

Numerous researchers have performed measurements and experiments and devel-

oped the approximated expression and adjusted variables so that the approximation

matches the actual phenomenon. Thus, approximation is accurate only when the

actual phenomenon is similar to the experimental conditions used.

Here, two points must be considered: that this approximation is valid when the

ground surface is a flat surface or nearly so and that the concentration response is

averaged.

In contrast to the conventional air pollution due to factory exhausts, recent air

pollution problems arise due to exhaust gas generated in city areas or the sudden

occurrence of toxic pollutants. The two factors stated above present huge

detriments in applying these models to recent pollution problems.

Currently, diffusion phenomena must assume nonstationary material generation

and realistic reflection of the influence of city buildings as obstacles when consider-

ing the leakage of biological weapons or hazardous chemicals by terrorism or

accident in cities. The main target of discussion for the approximation mentioned

above is the average exposure to a toxic substance. Regarding the exhaust from

chimneys, the chronic accumulation of toxic substances in the human body was

thought to be mitigated by metabolism if the chimney height was sufficient and the

city area was proven to be a low concentration region by approximated prediction

model. Thus, the conventional assessment method of the diffusion phenomenon was

to determine an appropriate chimney height based on the approximation model.

However, the current problem arises due to a high concentration generated suddenly
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near the ground surface and not due to the low concentration from chimneys over the

long term. In the case of the leakage of a toxic substance due to terrorism or an

accident, an emergency situation, such as inhaling the high concentration toxic

substance, could exceed human tolerance limits in a short time, which cannot be

described by the average concentrationmentioned above. Thus, the time history of an

instantaneous concentrationmust be investigated. However, the transport equation of

flow includes nonlinear properties in the mechanisms of air transport. These

properties vary the transport of concentration from moment to moment. Especially

in cities with numerous buildings, in contrast to the flat ground surface, the scale of

vortices transporting the concentration differs significantly depending on the loca-

tion. Therefore, the transport of concentration becomes highly complicated and defies

a simple prediction. In this case, the fact that the risk differs depending on time and

location makes the application to these emergency situations even more difficult.

In Sect. 5.3, the actual city shape is simulated. Discussion regarding the wind

tunnel test using tracer gas assuming the sudden occurrence of toxic substance due

to terrorism or an accident is included in this section. The instantaneous concentra-

tion response is recorded by locating the measurement points in between buildings,

which is small open space in urban areas, and emitting tracer gas from each

generation point to represent the main characteristics of existing city blocks.

5.2 Approximate Model of Material Diffusions

Phenomena in the Atmosphere

This section describes the equation for simplified concentration prediction. First, the

molecular scale transport by Fick’s law is introduced. Then, the concentration

transport equation of the material transported in the fluid is derived. The averaging

procedure is performed for a simplified prediction of concentration, and, in the end,

the hypothesis to perform the approximation of the term due to vortices is presented.

5.2.1 Fick’s Law

The substances are assumed to be mixed in the volume. The amount of substance

has dimensions of [M] (length is [L], and time is [T]). When the substance is

present, the ratio of the substance in the volume can be defined, which is termed

concentration. The concentration has dimensions of [ML�3] as amount per volume.

The law applies to the transport amount of substance per unit time (dimensions

are [ML�2 T�1]) that passes through the arbitrarily located unit surface. When

regions with high concentration and low concentration exist in the same space, the

substance is transported from the high concentration region to the low concentra-

tion region by molecular diffusion. The transport amount is determined by the

concentration gradient, dC dxi= , which is Fick’s law. The concentration is expressed

as C[ML�3]. Figure 5.1 illustrates the conceptual scheme.
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According to Fick’s law, the transport amount of substance per unit time that

passes through the unit surface F[ML�2 T�1] is expressed as follows:

F ¼ D � dC

dx

� �
(5.1)

Here, D is diffusion coefficient, and its dimensions are [L2T�1]. This value

differs by substance.

5.2.2 Application of Fick’s Law for Diffusion in Fluids

Here, Fick’s law is applied in the flow field. There are two ways to observe the fluid

phenomenon. One is to fix the observation space and consider the balance of physical

quantities with respect to the fluid that passes through this space. This method is

based on the Euler perspective. The other method is to view the scale of fluid vortex

as one lump (fluid body) and to capture it as the motion of a body. This method is

based on the Lagrange perspective. For example, when many balls are released in

the river, observing the number of balls that passes through one location is the Euler

perspective, and investigating the travel distance and/or velocity of one ball is

the Lagrange perspective. In this section, the movement of one fluid body in the

flow is considered based on the Lagrange perspective.

The image of fluid body movement is shown in Fig. 5.2. When the fluid body

occupying the space dx1; dx2; dx3ð Þ (dimension [L]) is located at x1; x2; x3ð Þ at time

t (dimension [T]), it has a concentration of C x1; x2; x3; tð Þ. After timeDt, the

previous fluid body is displaced by Dx1;Dx2;Dx3ð Þ, and its concentration is now

given byC x1 þ Dx1; x2 þ Dx2; x3 þ Dx3; tþ Dtð Þ. If the concentration is a field

function controlled by x1; x2; x3; t, the capacity of variation in concentration that

corresponds to the change in field Dx1;Dx2;Dx3;Dtð Þ is expressed approximately

by the summation of the partial differentiation of each physical quantity and the

product of small variation capacity.

DC ¼ @C

@t
� Dtþ @C

@x1
� Dx1 þ @C

@x2
� Dx2 þ @C

@x3
� Dx3 (5.2)

x

x

Fx

dx

dC
CFig. 5.1 Transport by

concentration gradient
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In fact, this equation yields dimensions of concentration. To understand the

changes in the amount of substance, the volume must be integrated. However,

because the change in fluid volume and its density during the movement is not

considered here, the amount of change in substance can be examined by the amount

of change in concentration.

To express this as rate of change per unit time, both sides are divided byDt, and
the time interval is reduced to the utmost limit. It is expressed as

lim
Dt!0

DC
Dt

¼ lim
Dt!0

@C

@t
þ @C

@x1
� Dx1
Dt

þ @C

@x2
� Dx2
Dt

þ @C

@x3
� Dx3
Dt

� �

¼ @C

@t
þ u1

@C

@x1
þ u2

@C

@x2
þ u3

@C

@x3
(5.3)

where u1; u2; u3ð Þ is the velocity (dimension [LT�1]). This form is called the

substantial derivative and is formally denoted as

DC

Dt
(5.4)

When the fluid body is changed temporally and spatially by Dx1;Dx2;Dx3;Dtð Þ,
the amount of change of substance in the fluid body is expressed as

DC

Dt
� dx1 � dx2 � dx3 � Dt (5.5)

Here, the change in the amount of substance was induced by the concentration

gradient transport according to Fick’s law. By assuming the transport of an amount

of substance in unit time of the volume surface, determined as the fluid body,

(Δx1,Δx2,Δx3,Δt)

x1δ

x2δ

x3δ

C(x1,x2,x3,t)

C(x1 + Δx1,x2 + Δx2,x3 + Δx3,t + Δt)

Fig. 5.2 Movement of the fluid body
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and each unit surface as Fi, this amount is expressed with tensor notation using the

concentration gradient and diffusion coefficient Dij (here, Fick’s law is extended to

be expressed as a contraction of three components). In the equation, i indicates the
direction of transportation and j indicates each of the three directions of

components that contribute to transportation in the i direction. Here, j is a contrac-
tion. Contraction means that when the letter appears in the equation with subscripts,

such as (i, j, k) (called suffix), and when it appears multiple times in one term, the

summation is computed over all possible values of i:

Fi ¼ Dij � @C

@xj

� �
¼ Di1 � @C

@x1

� �
þ Di2 � @C

@x2

� �
þ Di3 � @C

@x3

� �
(5.6)

The equation will be derived logically from the balance between the change of

concentration in the fluid body occupying test volume dx1 � dx2 � dx3ð Þ and the

amount of substance flowing in to and out from the surface of the fluid body;

� Dt � F1jx1þdx1 � F1jx1
� �

dx2 � dx3 þ F2jx2þdx2 � F2jx2
� �

dx1 � dx3
�

þ F3jx3þdx3 � F3jx3
� �

dx1 � dx2g (5.7)

The expression calculates the sum of substances flowing in to and out of each

surface. The image is shown in Fig. 5.3. Here, for simplified understanding, only the

first term of Eq. 5.7 is considered:

� Dt � F1jx1þdx1 � F1jx1
� �

dx2 � dx3 (5.8)

Equation 5.8 becomes

� Dt � F1jx1þdx1 � F1jx1
� �

dx2 � dx3

¼ �Dt � D1j � @C

@xj

� �	 
����
x1þdx1

� D1j � @C

@xj

� �	 
����
x1

( )
dx2 � dx3

¼ �Dt �
D1j � @C

@xj

� �	 
����
x1þdx1

� D1j � @C

@xj

� �	 
����
x1

( )

dx1
dx1 � dx2 � dx3

(5.9)

xiδ
i = 1 or 2 or 3

xjδ

xkδ

xi
Fi

ii xxiF δ+

xi xixi δ+

Fig. 5.3 Balance of

substance transport in the test

volume
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Here, j is a contraction. The case for i ¼ 1 is shown here. However, the equation

can be developed in the same manner for the other cases. Equation 5.7 becomes

� Dt �
X

i¼1;2;3

Dij � @C
@xj

� �n o���
xiþdxi

� Dij � @C
@xj

� �n o���
xi

	 


dxi
dx1 � dx2 � dx3 (5.10)

Here, i and j are both contractions. Equation 5.7 is assumed to be equal to

Eq. 5.5:

DC

Dt
� dx1 � dx2 � dx3 � Dt

¼ �Dt �
X

i¼1;2;3

Dij � @C
@xj

� �n o���
xiþdxi

� Dij � @C
@xj

� �n o���
xi

	 


dxi
dx1 � dx2 � dx3

(5.11)

The space dimensions obtained by the fluid body, dx1; dx2; dx3, are reduced as

far as possible:

DC

Dt
¼ @

@xi
Dij

@C

@xj

� �	 

(5.12)

The advection diffusion equation is now derived from the above equations.

Intrinsically, the coefficient of molecular diffusion is included in partial differenti-

ation. However, when considering the diffusion of the substance in the fluid, the

diffusion coefficient tensor is assumed such that only diagonal components have a

nonzero value. The coefficient of molecular diffusion Dm is used as the value of

diffusion coefficient, assuming that it is constant, which does not cause a large

discrepancy in the phenomenon. The expression is simplified to

@C

@t
þ ui

@C

@xi
¼ Dm

@2C

@xi2
(5.13)

This equation expresses the transport of pollutant gas in the atmosphere. Here,

i is a contraction. The first term on the left side of this equation indicates a temporal

progress of concentration. The second term on the left side indicates the transport of

concentration by advection. The first term on the right side indicates molecular

diffusion. This form was derived based on the Lagrange perspective. However, the

final results from the Euler’s perspective will be the same.
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5.2.3 Application of Substance Diffusion Phenomena
in the Atmosphere

This subsection summarizes the approximate model of substance diffusion in an

urban area that is used to predict urban area diffusion.

First, the atmosphere is generally considered to be in a condition of turbulence.

Under this condition, the concentration fluctuates greatly due to the nonlinearity of

the flow transport equation and complexity of concentration transport.

The long-term exposure from chimneys was a main subject of recent air pollution

issues. As a countermeasure, it is very important to reduce the amount of pollutants

that are generated. This does not imply that the air environment is to be evaluated.

It is a solution that focuses on investigating the improvement of efficiency in

industrial technology. The atmosphere is only important in terms of concentration

properties when the diffusion from chimneys reaches the ground surface. Therefore,

based on the transport equation of concentration mentioned above, a simplified

method to calculate the concentration in a downstream basin and on the ground

surface was determined.

However, the concentration transport under turbulent conditions is extremely

complex. Therefore, the equation must be simplified for prediction.

The danger of long-term exposure to chimney exhaust on human health is

usually determined as an accumulated amount. In other words, the problem focuses

on how much pollutant remains in the human body, which is not metabolized, when

exposed to a certain average concentration environment over the long term. Thus,

the deviation in the concentration fluctuation is not a serious problem. The health

hazard due to being exposed to an average concentration for years is the main

concern. The following discussion is based on the assumption that an averaging

procedure has been performed.

The average observed concentration value is denoted as �C, and the gap between

the observation value and the average is denoted as C0. In addition, the average

velocity is denoted as �ui, and the gap from the average is denoted as u0i, which is

called the Reynolds decomposition. These terms are expressed as

C ¼ �Cþ C0

ui ¼ �ui þ u0i (5.14)

However,

C
0 ¼ 0

ui
0 ¼ 0 (5.15)

The Reynolds decomposition is considered one kind of decomposition using

average quantity by ensemble average. The ensemble average is determined by

averaging the results of repeated trials under the same condition. For example,
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assume that a valve is filled with pressurized gas. The gas is emitted by opening the

valve, and the physical quantity of the released gas is measured at a fixed location and

time. If the trial is repeated under the same pressure condition and opening condition,

the same number of data for the gas at same location and time is obtained as the

number of trials. The results of these trials are slightly different due to the small

differences in the initial conditions. However, the measurement results are utilized to

approach one value by increasing the number of trials and performing an averaging

procedure. For example, consider the concentration C. Assuming that the measure-

ment was performed n times, the average result and the gap from it are expressed as

�C ¼ 1

n

X
n

Ck

Ck
0 ¼ Ck � 1

n

X
n

Ck (5.16)

which shows that Eqs. 5.14 and 5.15 are true. The Reynolds decomposition and

Reynolds average imply that the values would converge to one value if the trial was

repeated infinitely.

Each term that has contributed to the Reynolds decomposition based on the

above is substituted into the advection diffusion equation. Using the assumption of

Reynolds decomposition, each term is incorporated as follows:

@C

@t
¼ @ �Cþ C0ð Þ

@t
¼ @ �C

@t
(5.17)

ui
@C

@xi
¼ �ui þ u0ið Þ @

�Cþ C0ð Þ
@xi

¼ �ui
@ �C

@xi
þ �ui

@C0

@xi
þ u0i

@ �C

@xi
þ u0i

@C0

@xi
¼ �ui

@ �C

@xi
þ u0i

@C0

@xi
(5.18)

Incidentally, using the continuous equation, the right side is expressed as

u0i
@C0

@xi
¼ @u0iC0

@xi
� C0 @u

0
i

@xi
¼ @u0iC0

@xi
(5.19)

Moving this term from the right side to the left side, Eq. 5.13 becomes

@ �C

@t
þ �u1

@ �C

@x1
þ �u2

@ �C

@x2
þ �u3

@ �C

@x3

¼ Dm
@2 �C

@x12
þ Dm

@2 �C

@x22
þ Dm

@2 �C

@x32
þ @ �u01C0� �

@x1
þ @ �u02C0� �

@x2
þ @ �u03C0� �

@x3
(5.20)
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The first term on the left side characterizes the temporal progress of concentration.

The second, third, and fourth terms on the left side indicate the average concentration

transport by the averaged flowfield. The first, second, and third terms on the right side

represent the molecular diffusion. The fourth, fifth, and sixth terms on the right side

are the averages of the correlation terms of variation. The last four terms appear along

with the Reynolds average of advection terms. The term u0iC0 is an unknown variable,
as are ui and �C. Performing the Reynolds average increases the number of variables

and complexity of the equation. Thus, to eliminate the complexity, modeling the term

with a manageable number of variables was attempted to reduce the number of

variables. These correlation terms promote the mixture of substances; therefore,

they are thought to have a diffusion effect. As mentioned in Fick’s law, the diffusion

effect indicates an effect where the substances move to reduce the inclination in the

space that leads to a high-concentration region and a low-concentration region.

A simplified modeling of this term based on the gradient transport of concentration

was attempted. The following shows the modeling of the diffusion effect due to

turbulence:

u01C0 ¼ �K1

@ �C

@x1
; u02C0 ¼ �K2

@ �C

@x2
; u03C0 ¼ �K3

@ �C

@x3
(5.21)

The coefficient Ki is called the turbulence diffusion coefficient, which is based

on the analogy with Fick’s law. However, it is only an analogy, and such gradient

transport is not the principal property that the fluctuation correlation term displays

in reality. The origin of the fluctuation correlation term is in the advection term,

or in other words, a term that appears along with the movement of the fluid body.

The derivation process of the advection diffusion equation shows that the absence

of gradient transport by molecular viscosity (when Eq. 5.7, which becomes the right

side of Eq. 5.13, does not exist) indicates that there is no concentration change with

fluid body movement (Eq. 5.5, which becomes the left side of the equation). In other

words, if there is no molecular diffusion, the fluid body with the concentration C0 as

an initial condition does not change in concentration with time, and it will never

obtain a change in concentration. In this point, the effect of the turbulent diffusion

and that of molecular diffusion is quite different. The turbulent diffusion effect

means that the test volume assumes a large displacement, and therefore, the test

volume with concentration C0 is observed over the whole space. In that phase, the

concentration gradient that was partial in the initial phase is observed over the

whole space, and it becomes a trigger for realizing a space with a variety of

concentrations with molecular diffusion over a large region. Generally, its effect

of mixing is extremely high compared to molecular diffusion in the field with

developed turbulence. Thus, though it does not have a diffusion effect in a strict

sense, it can still promote diffusion. Thus, the assumption such as that used in

Eq. 5.19 was made. Here, the important point is that for partial differentiation, the

variable C, which was an instantaneous concentration in Fick’s equation, is

substituted with �C in the approximation of the turbulent diffusion term. When the

turbulence of the field is sufficiently developed and the turbulent diffusion effect
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contributes greatly to the diffusion phenomenon, ignoring the molecular diffusion

term because it is small compared to turbulent diffusion, the equation becomes

@ �C

@t
þ �u1

@ �C

@x1
þ �u2

@ �C

@x2
þ �u3

@ �C

@x3
¼ K1

@2 �C

@x12
þ K2

@2 �C

@x22
þ K3

@2 �C

@x32
(5.22)

The equation is even simpler here because the fluctuation correlation term,

which was unknown before, has been substituted by the slope of the average

concentration. However, each turbulent diffusion coefficient Ki is not constant

because the scales of various vortices of turbulence have an influence on the

concentration transport. The values are uncertain because they vary depending on

the scale of vortex of turbulence. The examination will continue with the assump-

tion that Ki is constant in terms of time and location. Eliminating the inconsistency

created by this assumption motivates the approximation of the diffusion.

Here, x1, x2, x3 will each be described as corresponding coordinates, x, y, z.
If the mean flow does not exist (ui ¼ 0), the left side of (5.22) takes on a simplified

form. The primary diffusion equation will also be considered as a simplified one-

dimensional model for understanding the actual three-dimensional phenomenon:

@ �C

@t
¼ Kx

@2 �C

@x2
(5.23)

The solution to this equation can be obtained by separating variables or by a

Fourier transform with proper boundary conditions.

Let us consider the situation that the substance instantaneously incurred an

increment of Q (dimension [M]) from x ¼ 0.

The solution is

�C ¼ Qffiffiffiffiffiffiffiffiffiffi
4pKt

p exp � x2

4K1t

� �
(5.24)

Equation 5.25 is the equation of Gaussian distribution of the statistics. Here, m is

the average value, and s is the standard deviation:

f ðxÞ ¼ 1ffiffiffiffiffiffi
2p

p
s
exp � x� mð Þ2

2s2

 !
(5.25)

The distribution form of s with m ¼ 0 is shown in Fig. 5.4. The figure shows the

result of changing s from 0.05 to 2. It can be seen that the expansion of the

distribution profile becomes larger as s increases. In a Gaussian distribution,

approximately 95% of the surface in the x region of �2s with a central focus on

the average value (here, it is 0) is occupied. Thus, 95% of all possible values are

included in this range for the probability density distribution.
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Based on this result, (5.22) is the Gaussian distribution corresponding to

s ¼ ffiffiffiffiffiffiffiffiffi
2Kxt

p
, when excluding Q from the examination target. Here, t indicates the

elapsed time. In the other words, the expansion range increases along with time.

Consider the case where the uniform velocity of Uexists as the main stream only

in the x direction:

@ �C

@t
þ U

@ �C

@x
¼ K1

@2 �C

@x2
(5.26)

Assume instantaneous pollution occurrence conditions. The conversions

X ¼ x� Ut, T ¼ t are performed (Galilean transformation):

@ �C

@t
¼ @ �C

@T

@T

@t
þ @ �C

@X

@X

@t
¼ @ �C

@T
� U

@ �C

@X
(5.27)

U
@ �C

@x
¼ U

@ �C

@X

@X

@x
þ @ �C

@T

@T

@x

� �
¼ U

@ �C

@X
(5.28)

K1

@2 �C

@x12
¼ K1

@2 �C

@X2
(5.29)

Combining these equations, (5.22) is expressed in the form where x is substituted
by X, and the solution can be obtained as follows:

�C ¼ Qffiffiffiffiffiffiffiffiffiffiffiffi
4pK1t

p exp � x� Utð Þ2
4K1t

 !
(5.30)

The barycentric position of concentration, which was 0 in the previous equation,

is transiting in the U direction under the influence of advection in the x direction,

and the substance is expanding. (Imagine the distribution in Fig. 5.4 is transiting

toward the U direction as s increases along with time.)
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Fig. 5.4 Gaussian

distribution function
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Now, the three-dimensional advection diffusion equation is considered. Assuming

no average velocity in the y and z directions, the advection term takes the same form

as before:

@ �C

@t
þ U

@ �C

@x
¼ Kx

@2 �C

@x2
þ Ky

@2 �C

@y2
þ Kz

@2 �C

@z2
(5.31)

In this equation, the form of the analytical solution changes depending on the

boundary conditions (such as substances occurring from the surface, instanta-

neously occurring from the point and the existence of the ground surface). Assum-

ing instantaneous source occurrence, which is the same as before, it is shown that

the concentration follows a Gaussian distribution profile under appropriate bound-

ary conditions as in the primary analytical solution:

�C ¼ Qffiffiffiffiffiffiffiffiffiffiffiffi
4pKxt

p � ffiffiffiffiffiffiffiffiffiffiffiffi
4pKyt

p � ffiffiffiffiffiffiffiffiffiffiffiffi
4pKzt

p exp � x� Utð Þ2
4Kxt

 !
exp � y2

4Kyt

� �

exp � z2

4Kzt

� � (5.32)

This equation can be understood from the shape of (5.24) and (5.30).

Next, with approximation conditions for distance and appropriate boundary

conditions for continuous occurrence, the solution is obtained as

�C ¼ qffiffiffiffiffiffiffiffiffiffiffiffiffi
4pKyx

p ffiffiffiffiffiffiffiffiffiffiffiffi
4pKzx

p exp � y2

4pKy x U=ð Þ
� �

exp � z2

4pKz x U=ð Þ
� �

(5.33)

From here, by integrating each case of discrete source occurrence and continu-

ous occurrence, three-dimensional expansion ranges can be obtained as follows.

The directions of the standard deviation sy, sz are estimated as follows (sx does not
exist for continuous occurrence in the approximated expression):

sy ¼
ffiffiffiffiffiffiffiffiffiffiffi
2KyT

p
; sz ¼

ffiffiffiffiffiffiffiffiffiffiffi
2KzT

p
(5.34)

sy and sz each indicate the expansion range of the concentration in the y

direction and z direction. Here, T is the travel time, which corresponds to t, the
elapsed time for instantaneous occurrence and to x=U for continuous occurrence.

Considering the value of the previous standard deviation, the diffusion in the y

direction for the equation assuming continuous occurrence becomes

sy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Kyx=U

q
(5.35)
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The expansion range varies with the square root against the main stream

direction x. The image is shown in Fig. 5.5. In the actual measurement, the

expansion range increases by an increase in the exponent to x of 0.75 to 1, and

therefore, it is not appropriate. This is considered as an error that stems from

assuming that the turbulent diffusion coefficient Ki is constant.

As mentioned above, Ki takes various values due to the existence of various scale

vortices in turbulence. Assuming Ki to be constant means that there is only one type

scale of vortex contributes to diffusion (Panofsky and Dutton 1984), which is not

consistent with reality. Therefore, to obtain consistency between measurement

results and this prediction formula, the increment of K must be considered.

Modeling K and modeling s means the same. Modeling sy and sz as functional

types that rely on the field was attempted.

With regard to predicting the diffusion of facility exhaust, (5.31) will be exam-

ined by assuming the continuous occurrence condition. Terms involving the turbu-

lent diffusion coefficient Ki are substituted by syand sz. However, considering the

actual phenomenon, z ¼ 0 is set on the ground surface, and no absorption or

occurrence of concentration at z ¼ 0 are assumed. In addition, considering the

diffusion from the chimneys, the pollutant is assumed to be observed at a height

H from a discrete source. The emission rate is q(dimensions of [MT�1]).

Equation 5.31 can be described as follows:

�C ¼ q

2psyszU
exp � y2

2sy2

� �
exp � z� Hð Þ2

2sz2

 !
þ exp � zþ Hð Þ2

2sz2

 !( )
(5.36)

Terms relating to z in the equation originate from the assumption that the

substances reflect completely at the ground surface. In other words, the diffusion

is expressed by locating points of virtual occurrence that are symmetric to the

ground surface and summing them.

sy and sz are variables to be modeled and are expressed by means of the

coordinate x in the main stream direction.

A few prediction approximations are shown below.

Sutton (1932, 1953) proposed the following equation. Constants Cy and Cz are

assumed to change depending on atmospheric conditions:

sy2 ¼ 1

2
Cy

2 � x2�n; sz2 ¼ 1

2
Cz

2 � x2�n (5.37)

z y
x∝σ

σz

σy C

x

Fig. 5.5 Diffusion under

continuous occurrence

condition
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According to Sutton, if the condition is the diffusion under a natural atmosphere

and in a grassland near ground level, values n ¼ 0.25, Cy ¼ 0.4[cm1/8] and

Cz ¼ 0.2[cm1/8] are recommended (Csanady 1973). Considering the thermal envi-

ronment, Pasquill (1974) classified the condition of the atmosphere regarding sy
and sz. Currently, the Pasquill-Gifford diagram, a result of Pasquill, adjusted by

Gifford, is the most commonly used method (Fig. 5.6).

Pasquill and others classified atmospheric condition into six classes, A–F (in

some case, up to G), based on solar radiation, cloud condition, and the velocity of

surface wind. They also separately determined sy and sz as a function of downwind
distance x.

However, these estimated values are obtained in the field measurement.

The source of smoke is located on the ground or at the height of ground, and the

influence of buoyancy is not considered. The occurrence is continuous from a

discrete source. The ground surface is assumed to be flat. The measurement time

is approximately 3–5min. The measurement was performed under the condition of a

steady wind.
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Fig. 5.6 P-G curve from Panofsky and Dutton (1984)

Table 5.1 Key to Pasquill categories from Panofsky and Dutton (1984)

Day Night

Surface wind speed

(at 10 m) (m/s)

Incoming solar radiation Thinly overcast

or �4/8 low cloud Clear or �3/8 cloudStrong Moderate Slight

<2 A A–B B

2–3 A–B B C E F

3–5 B B–C C D E

5–6 C C–D D D D

>6 C D D D D
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Briggs (1973), in contrast to the P-G diagram, proposed an approximation of the

expansion range that considers the roughness of the urban area. The atmospheric

stability was classified into six classes, the same as in the P-G diagram, and was

evaluated as follows. The measurement results obtained in the experiment and the

calculation results from these equations will be compared in the next chapter

(Table 5.2).

5.3 Wind Tunnel Experiment Supposing the Pollutant

Emission in an Urban Area

This section presents several results from a dispersion experiment inside a wind

tunnel. To simulate pollutant phenomena in an urban environment, an existing

urban area in Japan was recreated in a wind tunnel.

In recent years, the probability of unexpected urban pollution from either a terror

attack or accidental leakage is increasing. Some well-conditioned phenomena have

been revealed (point source on a flat plane, line source in the areas separating two

buildings, etc.). This type of event in a highly condensed city has not been clearly

studied yet. Although it is difficult to develop a general framework for dispersion in

the complicated geometry of an urban city, there may be two points to take into

account, which cannot be ignored.

First, the transient features of concentration have to be considered.

Second, the danger of concentration fluctuations has to be evaluated.

In past studies, the first problem was seldom mentioned. Air pollution is often

thought to be caused by the exhaust from chimneys or from traffic in street canyons.

The effect of these pollution sources on humans is often evaluated by an annual

cumulative dosage. In contrast, in modern situations, the pollution is emitted,

Table 5.2 Briggs revision (102 < x < 104[m]) from Briggs (Pasquill 1974)

Pasquill type sy[m] sz[m]

Open-country conditions

A 0:22xð1þ 0:0001xÞ�1=2 0:2x

B 0:16xð1þ 0:0001xÞ�1=2 0:12x

C 0:11xð1þ 0:0001xÞ�1=2
0:08xð1þ 0:0002xÞ�1=2

D 0:08xð1þ 0:0001xÞ�1=2
0:06xð1þ 0:00015xÞ�1=2

E 0:06xð1þ 0:0001xÞ�1=2 0:03xð1þ 0:0003xÞ�1

F 0:04xð1þ 0:0001xÞ�1=2 0:016xð1þ 0:0003xÞ�1

Urban conditions

A–B 0:32xð1þ 0:0004xÞ�1=2 0:24xð1þ 0:001xÞ�1=2

C 0:22xð1þ 0:0004xÞ�1=2 0:2x

D 0:16xð1þ 0:0004xÞ�1=2
0:14xð1þ 0:0003xÞ�1=2

E–F 0:11xð1þ 0:0004xÞ�1=2
0:08xð1þ 0:00015xÞ�1=2
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and its dispersion is unpredictable. Even after we detect the origin of the source, we

have to determine the best-suited evacuation route. Thus, the time scale of the

problem is quite short, i.e., how long the pollutant takes to arrive a distance after

the start of emission and how long the pollutant takes to vanish after emission has

stopped, and may be of great concern.

The second problem represents the danger of an intermittent high concentration.

Because of the nonlinearity in the transport equation of momentum, the fraction of

scalar also shows a fluctuation in the flow field. It is plausible that the danger should

be evaluated by the cumulative dosage. The average concentration may also

effectively estimate the value; however, this may lead to ignorance about the

second nature of the danger, i.e., the pedestrian may intake a fatal dose in a moment

even if the average concentration at the location he was located was estimated to be

quite low. Thus, we have to take the probability density function of concentration

into consideration.

To simulate the conditions, a wind tunnel experiment was conducted. The sources

and measurements were conducted on a model of an existing area in Tokyo, Japan.

The instrument with a high-frequency response was utilized for the concentration

measurements. The instantaneous response of the concentration was measured

under an unsteady discharging condition. The data were reduced to show the

transient features, and the stochastic properties of the concentration fluctuations

were evaluated.

5.3.1 Experimental Setup

Wind tunnel: The wind tunnel at the Institute of Industrial Science at the University

of Tokyo was utilized. It has a cross section with a 2.2-m width and a 1.8-m height,

as well as a 16.47-m inlet length. The thermal condition in the tunnel is neutral.

1.5-m-high vortex generators were set downstream of the contraction flow area.

The roughness was aligned upstream of the experimental area.

Measurement: An approach flow was measured with a constant temperature

anemometry (CTA:Dantec). The probe was 55P11. The concentration was

measured with a flame ionization detector (FID:Technica). The sampling tube

was 0.4 m in length with a 100-Hz response frequency. The velocity sampling

was conducted at 1,000 Hz, while that for the concentration measurement was

conducted at 100 Hz.

Targeted area: The scale of the recreated model was 1/500. The Iidabashi

district, which consists of both medium high-rise office buildings and a residential

area, was targeted in the experiment.

Dimensionalization: The concentration, time, and frequency will be shown in

dimensionalized form:

C� ¼ CuL2=Q; (5.38)
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t� ¼ tu=L; (5.39)

f � ¼ fL=u; (5.40)

where C (m3/m3) is the instantaneous concentration, t (s) is the time, f (s�1) is the

frequency, L (0.125 m) is the referential height, Q (1 � 10�6 m3/s) is the dosage of

tracer, and u (1.14 m/s) is the velocity of the approach flow at the referential height.

Measurement and source points: In the model, several sources and measurement

points were set. Figure 5.7 illustrates the recreated urban model. The measurement

points were plotted as M1–M4. The source points were plotted as S1–S6. S1, S2,

and S4 are located in between the high-rise buildings. Figure 5.8 shows a close-up

view of the source points. S3 is located on a highway, S5 is located on a trunk road,

and S6 is located on a school ground. The measurement points were located in the

space in between the high-rise buildings (Fig. 5.9). From the ground level, M1, M2,

and M3 are located at heights of 2.5, 30, and 60 m, respectively, in terms of real

scale. The location of the measurements corresponds to the “void” described by Bu

et al. (2009). M4 is located in front of an office building entrance.

Approach flow: The approach flow was recreated to fit a 1/4 power law.

Figure 5.10 shows the approach flow and power spectrum at a 200-mm height in

wind tunnel scale. The power spectrum shows a good fit to the Karman spectrum.

The longitudinal turbulent length scale was almost 0.5 m. The horizontal turbulent

length scale was 100 mm.

Tracer emissions: The inner diameter of the tracer’s source was 6 � 10�3 m.

Ethylene was utilized as the tracer, and the amount of emission was 1 � 10�6 m3/s.

Unsteady source discharging: Figure 5.11 shows a sketch of the experimental

conditions. A mass flow controller (Ohkura) was utilized for the tracer’s constant

mass flow. The tracer’s route was separated in two ways. One was connected to the

experimental system and another to the exhaust. The tracer was emitted in a

discretized way by switching the route with a pressure valve system. After a step
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up in emission, the tracer was continuously emitted for a sufficient time. After the

average concentration field became constant, the emission was stopped suddenly.

The concentration was measured at both the source point and the measurement

point. The data were recorded with an A-D recorder (NR-2000: Keyence). The time

of these two outputs was synchronized. The time the tracer starts emission was

detected from the source point’s dataset. Frequencies of more than 12.5 Hz of

digital data were cut.

The time history of the concentration may be different even if the acquisition

condition is unchanged. To acquire the average tendencies of the concentration’s

transient features, data acquisition at every source and measurement condition was

Fig. 5.8 Close-up of the pollutant sources

plane elevation 
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A A’
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Fig. 5.9 Measurement locations
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conducted 32 times. To understand the average tendency of the concentration

response, the data were averaged together.

Measurement cases: The measurements were conducted under the conditions

described in Table 5.3. In the table, S2-SW-M1 means the source point is S1, the

wind direction is SW, and the measurement point is M1. The measurements of
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unsteady discharging condition were carried out only in the cases that the average

concentrations of 1 min measurement exceed 30 ppm. In the cases of source point

S4, the average concentrations did not exceed the threshold in any measurements.

Higher-order moment and fitting of the probability density function:

Equations 5.41–5.46 show expressions for the higher-order moment:

m ¼ EðCÞ ¼
ð
CPðCÞdC ¼ Cmean (5.41)

m2 ¼ EðC� mÞ2 ¼
ð
ðC� CmeanÞ2 PðCÞdC ¼ Cr:m:s (5.42)

m3 ¼ EðC� mÞ3 ¼
ð
ðC� CmeanÞ3 PðCÞdC (5.43)

m4 ¼ EðC� mÞ4 ¼
ð

C� Cmeanð Þ4PðCÞdC (5.44)

SKEW ¼ m3
m23 2=

(5.45)

KURT ¼ m4
m22

� 3 (5.46)

Equations 5.47, 5.48 and 5.49 show the fitted probability density function

(Csanady 1973; Hanna et al. 1984).

Gaussian distribution

pðCÞ ¼ 1ffiffiffiffiffiffi
2p

p
Cr:m:s

exp � C� Cmeanð Þ2
2Cr:m:s

2

( )
(5.47)

Table 5.3 Measurement cases

Source point Wind direction Measurement point

S1 NNW M4

NW M1, M2, M3, M4

WNW M1, M2, M4

W M1, M2, M4

WSW M1

S2 NNW M4

NW M1, M2, M3, M4

S3 NNE M1, M2, M4

N M1, M2, M4

NNW M1, M2

S5 SSW M4

S M1, M2, M3, M4

S6 SW M1, M2, M4
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Log-normal distribution

pðCÞ ¼ 1ffiffiffiffiffiffi
2p

p
scC

exp � log C=ncð Þf g2
2sc2

( )

nc ¼ Cmeanffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Cr:m:s Cmean=ð Þ2

q

sc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 log Cmean nc=ð Þ

p
(5.48)

Exponential distribution

pðCÞ ¼ I2

Cmean
exp �I

C

Cmean

� �
þ ð1� IÞd C ¼ 0ð Þ

I ¼ 2

Cr:m:s Cmean=ð Þ2 þ 1
(5.49)

where P(C) means the probability density function of the concentration, and

I means the intermittency rate.

5.3.2 Results

Figure 5.12 shows the time series of the concentration after the start of tracer

emission. The bold lines show the average of the 32 measurements. The lines,

which impinge on the bold line, show the t-test’s two-sided 95% confidence

interval. Figure 5.13 shows the average time the tracer takes to arrive at the

measurement locations. Table 5.4 shows the average concentration as well as its

standard deviation, normalized third-order moment (skewness), and normalized

fourth-order moment (kurtosis). Figure 5.14 shows the concentration’s probability

density function. The three types of functions (Eqs. 5.48–5.50) were fitted to the

experimental results.

Case S1-NW: Faster arrival times were observed in comparison to another case.

The measurements near the ground level (M1, M4) showed especially faster arrival

times. As the measurements got higher, the arrival times were delayed. The distance

between the measurement points and the source point may cause this result. The

average concentration and its standard deviation showed large values at lower

measurements. As the measurements got higher, the values became smaller. In

this case, every measurement point showed maximum values during each measure-

ment. The skewness was around 1 to 2, while the kurtosis varied from 3 to 6. These

values are not necessarily large in comparison to the other cases. The pdf in M1,

M2, and M4 showed a good fit to the log-normal distribution, while M3 showed a

good fit to the exponential distribution.
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Case S2-NW: M1 showed a faster response followed by M2 and then M3. Although

the order is the same as in S1-NW, the arrival time showed somewhat of a delay in

comparison to the S1-NW case. The distance between the measurements and the

source might cause this tendency.

The average concentration and its standard deviation were larger for M1 andM2.

As the measurements got higher, these properties took smaller values. The skewness

was around 2 to 4, while the kurtosis varied from 4 to 24. The skewness and kurtosis

in M1 and M4 were both maximum at these measurement points and conditions.

The shapes of the pdf in M1, M2, and M4 showed better fits to log-normal

distributions, while M3 was better fit by an exponential-like distribution.
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Fig. 5.12 Transient responses at each location
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: ensemble average : t_testvalue±95[%] 
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Case S3-N: The arrival time showed almost the same value in M1 and M2. This

might be because the source point was located in a highway, which had a height

between M1 and M2. The response in M4 was delayed. This might be because the

measurement point was located on the back side of a high-rise building. The result

showed a more delayed arrival time in comparison to S1-NW, but some of the

results showed faster arrival times than S2-NW. These results may be because the

source was located in a highway, the location without obstacles.
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Fig. 5.13 Arrival times t* and their t test values at �95% confidence interval

Table 5.4 Average concentration (ave), standard deviation (std), skewness (skew), and kurtosis

(kurt)

Cases Ave Std Skew Kurt

S1-NW M1 15.540 11.492 1.433 2.933

M2 5.940 4.394 1.466 3.239

M3 1.967 2.355 1.951 4.400

M4 12.445 11.662 2.036 5.797

S2-NW M1 1.179 0.821 2.497 11.371

M2 0.916 0.618 1.971 7.220

M3 0.401 0.445 1.940 4.828

M4 1.206 1.066 3.789 24.609

S3-N M1 1.951 1.736 2.014 7.200

M2 0.946 1.045 3.089 19.964

M3 – – – –

M4 1.319 0.717 0.980 1.835

S5-S M1 0.491 0.264 0.628 0.969

M2 0.497 0.307 1.314 3.507

M3 0.374 0.291 1.378 2.590

M4 0.423 0.313 1.193 3.319

S6-SW M1 0.472 0.207 0.749 0.834

M2 0.375 0.252 1.293 2.820

M3 – – – –

M4 0.422 0.223 0.948 1.106

122 K. Nakao and S. Kato



: experiment

: normal distribution

: log-normal distribution

: exponential distribution 

S4

S2

S1

S3

M4

N

W

NW
NNW

W
N

W

S5

M4

M1~M3
S6W

S

SW

SSW

S
W

S

M1~M3

0

20

40

60

80

100

P
[%

]

C*/C*r.m.s[-]

S2-NW-M2

0

20

40

60

80

100

P
[%

]

C*/C*r.m.s[-]

S2-NW-M1

0

20

40

60

80

100

P
[%

]

C*/C*r.m.s[-]

S1-NW-M3

0

20

40

60

80

100

P
[%

]

C*/C*r.m.s[-]

S1-NW-M4

0

20

40

60

80

100

P
[%

]

C*/C*r.m.s[-]

S1-NW-M2

0

20

40

60

80

100a

66

6

40 2 4

0 2 4

0 2

0 2 4 6

0 2 4 60 2 4 6

P
[%

]

C*/C*r.m.s[-]

S1-NW-M1

Fig. 5.14 Probability density functions

5 Pollutant Dispersion in an Urban Area 123



: experiment

: normal distribution

: log-normal distribution

: exponential distribution 

S4

S2

S1

S3

M4

N

W

NW
NNW

W
N

W

S5

M4

M1~M3
S6W

S

SW

SSW

S
W

S

M1~M3

0

20

40

60

80

100

P[
%

]

C*/C*r.m.s[-]

S3-N-M4

0

20

40

60

80

100

P[
%

]

C*/C*r.m.s[-]

S3-N-M1

0

20

40

60

80

100

P[
%

]

C*/C*r.m.s[-]

S3-N-M2

0

20

40

60

80

100b
P[

%
]

C*/C*r.m.s[-]

S2-NW-M3

0

20

40

60

80

100

6

6 6

6

0 2 4

0 2 4 0 2 4

0 2 4 0 2 4 6

P[
%

]

C*/C*r.m.s[-]

S2-NW-M4

Fig. 5.14 (continued)

124 K. Nakao and S. Kato



The average concentration and its standard deviation had a smaller value than

S1-NW; however, some cases took a larger value than the S2-NW case. M4 had a

smaller standard deviation. The alignment of the buildings strongly affected the

concentration fluctuation. The skewness was around 1 to 3, while the kurtosis

varied from 1 to 20. M2 had a maximum value, while M1 showed a second

maximum value at each measurement point in this case. M4 had a lower value

both in skewness and kurtosis. The probability density function for M1 and M2 had

an exponential-like distribution. The tracer might seldom arrive at this point. M4

had a log-normal-like distribution.
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Case S5-S: The arrival time for M2 was the shortest followed by M1, M3, and M4.

All of the measurements showed a delayed arrival time, and the difference among

them was small.

The average concentration and its standard deviation showed comparatively

small values. The difference among the measurements became small. The skewness

varied from 0.5 to 1.5, while the kurtosis was roughly 1 to 3.5. Compared to the

other cases, the values were small, the shapes of the pdf were not distorted

negatively or positively, and its shape did not spread well. The distance between
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the measurement and the source point may enhance turbulent diffusion. As a result,

the concentration fluctuation may have decayed. The shape of the pdf showed a

normal-like distribution for M1 and a log-normal-like distribution for M2. For M4,

the profile seemed to be an intermediate shape between an exponential distribution

and a log-normal distribution.

Case S6-SW: The dataset in M2 was insufficient due to noise. The arrival times for

M1 and M4 showed a similar tendency. The average concentration for M3 did not

exceed 30 ppm. The transient response was not measured.

The average concentration took small vaule and the difference of it between the

measurements is also small. The skewness was around 1, while the kurtosis varied

from 1 to 3. Along with S5-S, they both showed a lower value. The distortion of the

pdf was not strong, and it did not spread well. Both of the pdfs showed a log-

normal-like distribution.

5.3.3 Comparison with the Diffusion Approximation
and Experiment

The result obtained in the experiment in the previous section and the predicted

concentration calculated using the diffusion approximation in Sect. 5.2 are com-

pared in this section. The average concentration will be calculated from an approx-

imation based on the P-G diagram and the Briggs equation. The Briggs equation is

the equation proposed to add the roughness of the city to the P-G diagram equation

as the evaluation target (see 5.2.3 for the Briggs equation). The Briggs equation is

also classified by A–F atmospheric conditions. The calculation is based on D

(neutral) in this document.

Figure 5.15 shows the expansion range of the P-G diagram and the Briggs

equation. Compared to the P-G diagram, the Briggs equation determines a large

expansion range in both the y and z directions. In addition, the expansion range in

the horizontal direction is set to be larger than that in the vertical direction.

0

20

40

60

80

100

0 0.5

σ[
m

]

x[km]

σ sigma-y_Briggs

sigma-z_Briggs

sigma-y_PG

sigma-z_PG

Fig. 5.15 Expansion range

of P-G diagram and Briggs

equation

5 Pollutant Dispersion in an Urban Area 127



Table 5.5 shows the distance from the point of occurrence of the pollution in the

downwind direction (x direction) and horizontal direction to the point of occurrence

(y direction) in each case. Figure 5.16 shows the geometric condition ofmeasurement

points and source points. In the diagram, the x coordinate shows the mainstreamwind

direction, and the y coordinate shows the horizontal direction. Table 5.6 shows the

experiment results and calculation results obtained by the prediction equation.

S1-NW (Case where the distance between the occurrence point and measurement

point is the shortest): The approximation yielded smaller values than the experiment

results. Between the measurement point and occurrence point, there are large
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Table 5.5 Geographical conditions in each case

M1–M3 M4

Cases x[m] y[m] x[m] y[m]

S1-NW 59.7 22.5 61.8 17.0

S2-NW 109.7 4.7 111.7 44.6

S3-N 143.1 10.0 172.8 36.7

S5-S 226.9 47.0 197.1 20.2

S6-SW 273.7 47.9 233.8 50.0
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buildings, and they narrow the transport path of concentration. Three-dimensional

average wind speeds exist in the narrowed transport path. In this case, the It might

cause to restrict the property of turbulent diffusion in a horizontal way and the tracer

is stagnated in the canyon of the street. That might be the reason why high concen-

tration in the measurements were observed. However, these tendency happening in

the canyon of the urban city is not reflected in the approximation for the diffusion

prediction .

Near the originating point, because the expansion ranges in the horizontal and

vertical directions were not as large as the y, z coordinates of M1–M4, the

concentration was 0 at M2 and M3. On the other hand, in the experiment, because

of the buildings, the turbulent diffusion in the vertical direction was promoted and

took recognizable value.

S2-NW (Case where the distance between the occurrence point and measure-

ment point is the second shortest): The approximation showed a higher value than

the experiment at M1 because M1 is located almost on the 0 point of y coordinate.

Then, the result for the prediction was lower than the experiment value at measure-

ment points M2 to M4 because the diffusion in the horizontal and vertical directions

was underestimated in the approximation, and therefore, the concentration took the

recognizable value only in the region where the length of y direction is almost 0.

The P-G diagram overestimates the concentration at measurement point M3, where

y is extremely close to 0; however, the concentration remains 0 at the other points.

On the other hand, in the Briggs equation, this tendency is restrained. A slight

Table 5.6 Average concentration comparison

Cases Wind tunnel P-G Briggs

S1-NW M1 15.540 0.002 0.887

M2 5.940 0.000 0.002

M3 1.967 0.000 0.000

M4 12.445 0.197 2.953

S2-NW M1 1.179 19.956 3.909

M2 0.916 0.000 0.624

M3 0.401 0.000 0.002

M4 1.206 0.000 0.199

S3-N M1 1.951 1.872 1.796

M2 0.946 0.116 0.879

M3 – 0.000 0.075

M4 1.319 0.067 0.622

S5-S M1 0.491 0.159 0.426

M2 0.497 0.001 0.281

M3 0.374 0.000 0.080

M4 0.423 3.581 1.014

S6-SW M1 0.472 0.319 0.385

M2 0.375 0.007 0.274

M3 – 0.000 0.117

M4 0.422 0.116 0.381
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vertical diffusion is shown, and relatively good approximation can be observed at

M2. However, the horizontal diffusion is not sufficient, and a huge error is seen in

the result at M4, where the y coordinate is large.

S3-N (Case where the distance between occurrence point and measurement point

is the third shortest): In this case, the occurrence point is located at the height of

12.5 [m] in actual scale. The result of the approximation using the P-G diagram

does not show the correct result at M2 or M3. However, the result at the measure-

ment point on the ground surface M1 was fairly accurate. The approximation using

the Briggs equation showed a good result in the vertical diffusion as well. However,

there was an error between the experiment and approximation at M4 because the

diffusion property was very different than the approximation as the measurement

point was located behind the building.

S5-S (Case where the distance between the occurrence point and measurement

point is the fourth shortest): The P-G diagram still does not reproduce the horizontal

and vertical diffusion sufficiently. Because the measurement point M4 has a small y

coordinate, the approximation based on the P-G diagram shows a high concentra-

tion. However, it remained 0 at the points M2 and M3. The result shows that the

diffusion in the height direction is remarkably low. The result calculated using the

Briggs equation is similar to the experimental result for the vertical direction

diffusion as well.

S6-SW (Case where the distance between the occurrence point and measurement

point is the fifth shortest): Similar to the S5-S case, the P-G diagram did not

reproduce the diffusion in the horizontal and vertical directions sufficiently.

A nonzero concentration was observed at the measurement points near the ground

surface (M1 and M4); however, the value remained fairly close to 0 at points M2

and M3. Thus, the influence of diffusion in the height direction is not considered.

The results calculated using the Briggs equation is similar to the experimental

results for the vertical direction diffusion as well.

Nomenclature for Sect. 5.3

C Concentration of tracer [m3/m3]

Cmean Average concentration of tracer [m3/m3]

Cr.m.s Root mean square of concentration [m3/m3]

C* Nondimensionalized concentration [�]

C*r.m.s Root mean square of nondimensionalized concentration [�]

C*mean Nondimensionalized average concentration of tracer [�]

f Frequency [s�1]

f* Nondimensionalized frequency fL/u [�]

I Intermittency [�]

(continued)
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5.4 Conclusions

The prediction method for the problems regarding the pollutant diffusion was

described. Then, based on various ground surface roughnesses and classifications

of the atmospheric thermal environment, the tuning method of the diffusion range

was described with a prediction method based on the Gaussian diffusion model.

In addition, the wind tunnel experiment was performed to investigate the

concentration response under nonsteady temporal substance occurrence conditions

because a new kind of pollutant diffusion problem was noted. The focus was on the

time that the concentration diffuses from the occurrence point of pollution in

the high-density urban area with a complex town shape. Measurement points at

each location were located in the wind tunnel model created based on the actual

city, and multiple measurements were performed under the same conditions.

An ensemble average was performed on the time history data of concentration.

These data were described with the city characteristics and distance between the

occurrence point and measurement point. A comparison was made between

the average concentration obtained and the diffusion prediction model.

The standardized high-order moment values around the center were indicated

along with the profile of the probability density distribution. The experimental

result assuming realistic conditions was explained. However, a deeper general

consideration regarding the concentration fluctuation is required in the future.

Iu Turbulent intensity [�]

KURT Kurtosis [�]

L Referential height [m]

m Average value [m3/m3]

m2 Second-order central moment [(m3/m3)2]

m3 Third-order central moment [(m3/m3)3]

m4 Fourth-order central moment [(m3/m3)4]

P Probability density function [%]

Q Mass of tracer emission [m3/s]

S Spectrum power [m2/s]

S* Nondimensionalized power f � S/s2 [�]

SKEW Skewness [�]

s Root mean square of velocity [m/s]

t Time [s]

t* Dimensionalized time [�]

u Referential velocity [m/s]

U Average velocity of main stream in wind tunnel [m/s]
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Chapter 6

Legal Regulations for Urban Ventilation

Kyosuke Hiyama and Shinsuke Kato

Abstract The performance of urban ventilation correlates strongly with air quality

and thermal comfort in urban areas. A good living environment that includes such

features is a citizens’ right that needs to be secured for the people living in urban

areas. Proper legal regulation is necessary to secure this right. In this chapter, we

discuss the existing legal regulations concerning urban ventilation. There are two

concepts for legal regulations: prescriptive-based code and performance-based

code. We discuss the Building Standard Law in Japan as an example of a prescrip-

tive-based code and the Air Ventilation Assessment System (AVAS) in Hong Kong

as a candidate for future performance-based codes. It is thought that legal regulation

is not currently sufficient to ensure the aforementioned right, because the correla-

tion between the regulations and urban ventilation is not clear. We also refer to

studies on how to properly evaluate ventilation performance, and we then discuss

the concepts of “horizontal ventilation paths” and “vertical ventilation paths.”

Keywords Building code • Prescriptive-based code • Performance-based code

• Ventilation path • Urban ventilation

6.1 Introduction

When buildings in urban areas are dense, they block ventilation. This results in

lower transport efficiency of pollution by the wind, which causes the degradation of

air quality. In addition, the transport of waste heat by the wind and the experience of

a cool breeze that is enjoyed by humans are also both degraded. It is expected that

the comfort of an open-air thermal environment during the summer season would
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thus be degraded. A good living environment, including good air quality and

thermal comfort, should be a right and needs to be secured for the people living

in urban areas. However, in urban areas where a large mass of people live, an

attempt by an individual to optimize his or her right in utilizing his or her own land

may violate the rights of others who utilize adjacent land. Thus, it becomes

necessary to limit individual rights in order to minimize this conflict of interest

and to ensure the impartiality of the rights that land users should enjoy.

Legal regulations that are needed to ensure proper ventilation are discussed in

this chapter. First, legal regulations and guidelines from Japan and Hong Kong,

China, are provided as examples. In these locations, degraded ventilation because

of extreme overpopulation is a conspicuous problem, and these examples provide

an overview of the conditions for a limitation on the right to ventilation. In this

discussion, the concepts of “prescriptive-based codes” and “performance-based

codes” in legal regulations will be explained. Next, how to evaluate the perfor-

mance of ventilation, as it is required to establish such legal regulations, will be

discussed based on a review of previous ventilation studies. Finally, the concepts of

“horizontal ventilation paths” and “vertical ventilation paths” will be explained.

6.2 Prescriptive-Based Codes and Performance-Based Codes

To maintain a high level of environmental quality for the users of a building,

relevant regulations guaranteeing that buildings achieve proper environmental

performance should be established. Such regulations are generally categorized

into prescriptive-based codes and performance-based codes. A prescriptive-based

code is a specific rule regarding the specifications of a building. A performance-

based code, on the other hand, only specifies the standard of performance to be

secured by the regulation without using exact specifications; thus, any buildings

that fulfill the regulations are permitted, regardless of the specifications. For a light

environment, where a regulation is established to ensure a certain level of daylight,

a prescriptive-based code specifies the area ratio of the windows, whereas a

performance-based code allows any design to be used, provided that the daylight

factor is in the acceptable range, which is verified based on a daylight calculation.

Consequently, performance-based codes require more work in the calculations than

prescriptive-based codes, but they allow more tolerance in the design.

In general, the safety and comfort of the living environment as a product of

ventilation are achieved by prescriptive-based codes that limit the density of the

population in each urban block. Nevertheless, questions have arisen about the

relationship between the control of population density in urban areas by prescrip-

tive-based codes and the improvement of the living environment to date; thus,

a movement to establish performance-based codes for ventilation is currently active.

To review the current regulation standards for ventilation, Japan is first used as

an example to explain regulation standards based on prescriptive-based codes. The

implementation of performance-based codes is then explained using the guidelines

for heat islands in Japan and the guidelines in Hong Kong, China, as examples.
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6.2.1 Applications of Prescriptive-Based Codes

6.2.1.1 The Building Standard Law in Japan

The Building Standard Law in Japan (The Building Center of Japan 2009) is

generally divided into the categories “Summary Law,” “Institutions Law,” and

“Substantial Law.” The “Summary Law” defines the purpose or terms of the

Building Standard Law. The “Institutions Law” covers processes, including

procedures and penal regulations. The “Substantial Law” specifies the structure

of a building. The right to safety and comfort, which should be secured for the

people living in the building, is protected by this “Substantial Law.” This law is

based on the minimum functional property of the building, so the safety and

comfort of users could be ensured by a city where the mass of buildings maintains

an adequate environment.

This “Substantial Law” is divided into the “individual control system” and the

“bulk control system.” The individual control system is the standard that is applicable

to buildings in any of the areas in Japan. It includes regulations on structural strength,

fireproofing and evacuation, safety and health, and facilities for construction.

It specifies the structure of buildings irrespective of adjacent buildings or the condition

of the site. When this standard is observed, the security and comfort of the building

are permanently ensured for that particular building. Specifically, this standard defines

the structural strength and other specifications required to protect the lives and

property of building users, as well as the specifications and equipment required to

ensure that features such as proper lighting capacity or ventilation capacity, which are

mandatory to maintain the health of the users, exist inside the rooms.

In contrast, the bulk control system includes the regulations that are applicable

only to the specific urban areas designated by each prefecture (city planning area/

quasi city planning area). It includes regulations on roads, land-use zones (zones

that regulate the use of buildings for possible construction), shape control, fireproof

areas, and aesthetic districts. Shape control regulates the floor area ratio, building

coverage ratio, setback distance (i.e., the distance between the boundary of the site

and the outer wall), and the shape of the building, including height. The rights of the

building users in the whole area to security and comfort, including ventilation, as

discussed in this chapter, could be achieved by the Substantial Law that controls the

shape of buildings and establishes appropriate urban blocks.

The simplest idea for ensuring ventilation is to use this shape control to restrict

the density of urban blocks, which limits the building coverage ratio or floor area

ratio. Then, an excessive concentration of buildings is avoided by including vacant

areas. Parks and roads also contribute to restricting the density of urban blocks.

Table 6.1 shows an example of typical zoning as well as the shape control in each

zone. In areas assigned as residential zones, a lower building coverage ratio is

specified, which increases the vacant area with the intention of creating a living

environment with proper ventilation and lighting. In areas assigned as commercial

zones, a higher building coverage ratio is specified, which maximizes the
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economics of the land. However, the living environment is predicted to degrade in

this case. According to the Building Standard Law, commercial zones are allowed

the highest building coverage ratio. In areas assigned as exclusively industrial, the

building coverage ratio is similar to residential zones. Primary consideration is

given to safety hazards, such as fire, as well as to improving the environment.

However, these current regulations were not established based on a detailed

verification of the relationship between the regulations and the environment.

Thus, it is not certain to what extent safety or environmental standards are ensured

by these regulations. As for ventilation issues, previous studies (Kubota et al. 2000,

2002; Yoshie et al. 2008) have reported that a correlation was observed between the

gross land ratio (ratio of the building area against a total area in which parks, roads,

and vacant lands are included) and the wind velocity in residential zones (Fig. 6.1).

However, it has also been pointed out that it is difficult to evaluate the extent to

which wind velocity reduces pollution within residential zones. It is difficult to

provide clear evidence of why only the prescriptive-based codes can secure venti-

lation. In addition, urban blocks that were formed before the establishment of the

Building Standard Law have many existing buildings that do not qualify and that

fail to satisfy the shape control standard. In these cases, the difficulty in satisfying

these standards and the fact that the existing conditions may function as a preven-

tive factor against the reconstruction of old buildings are recognized problems. As a

result, numerous urban blocks in Japanese cities consist of a set of buildings that

provide insufficient safety or comfort. The Building Standard Law intends to secure

these things for users, but updating such cases is quite challenging.

In recent years, a program has been carried out by the legal committee of the

Architectural Institute of Japan. They plan to amend the current bulk control system

from prescriptive-based code-oriented to performance-based code-oriented.

Whereas a prescriptive-based code is based on the building coverage ratio or

floor area ratio and is specified uniformly in certain areas, a performance-based

code specifies only that target standards be met. To find the best solution for the

Table 6.1 Land-use zone and shape control (floor area ratio/building coverage ratiob)

Land-use zonea

Category 1

exclusively low-rise

residential zone

Category 1 mid/

high-rise-oriented

residential zone

Commercial

zone

Industrial

zone

Floor area ratio (%) 50–200 100–300 200–400 200–400

Building coverage

ratio (%)

30–60 60 80 30–60

Setback distance of

outer wall (m)

1, 1.5 – – –

Absolute height

limit (m)

10, 12 – – –

aOther than this table, 8 other land-use zones are specified
bIn addition to this table, the “setback-line limit” to limit the height of buildings using an

imaginary line drawn from the adjacent land or the “shadow limit” to limit the shade on the day

of the winter solstice is specified per each use zone, for the purpose of securing ventilation and

lighting of the neighborhood
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bulk control system, these problems with the Building Standard Law are being

closely observed. A group of several areas of urban blocks is used as the subject of

the study, and the environmental performance of certain urban areas as a whole is

being studied, evaluated, or verified.

6.2.2 Applications of Performance-Based Codes

6.2.2.1 Criteria for Assessing a Strong Wind Environment

Although the concerns are different from those referred to in this book,

performance-based criteria for a strong wind environment are widely used today.

In this section, we present the acceptable criteria proposed by Murakami et al.

(1983, 1986) for assessing a strong wind environment, which are widely used in

Japan today. These criteria are frequently used in court to judge whether or not there

are wind-induced issues associated with construction. With this background, these

criteria are often used to evaluate the effect of construction on the wind environ-

ment. The criteria establish an acceptable wind speed level and evaluate the

occurrence of wind-induced problems based on the frequency at which the daily

maximum gust wind speed occurs. The wind-induced problems are evaluated based

on the frequency of occurrences of the daily maximum gust wind speed because

pedestrians may not recognize the daily change in the average wind velocity, but

they will certainly notice days with wind that is strong enough to cause wind-

induced problems. There are several other studies that discuss assessments of

the wind environment and refer to the concept of an acceptable frequency for the

occurrence of strong winds. Hunt et al. (1976) studied the correlation between wind

Fig. 6.1 Relationship between gross building coverage ratio and spatial average of wind velocity

ratios (Yoshie et al. 2008)
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speed and acceptable criteria using a wind tunnel experiment, and Davenport and

Isyumov (Isyumov 1975) and Melbourne (Melbourne 1978) studied criteria that

were based on the concept of an acceptable frequency for the occurrence of strong

winds. Among these studies, the work of Murakami et al. is unique in that they

conducted a monitoring survey of human consciousness for 2 years and developed

the criteria based on the results.

Table 6.2 shows the acceptable criteria for a wind environment based on the

frequency of occurrences of the daily maximum gust speed. The locations for

the evaluation are divided into three classes based on whether or not the location

is susceptible to the wind. For example, at a class 1 location, the frequency of

occurrences of wind speeds above 10 m/s must be below 10% per annum, or

37 days per annum; this criterion dictates an acceptable wind environment for a

residence. If we evaluate the wind environment using the daily maximum mean

wind speed, for example, in case a wind tunnel experiment is used for the evalua-

tion, we can use a gust factor to convert the daily maximummean into the gust wind

speed. As we have mentioned previously, the criteria are based on the results of

monitoring surveys from residences. Hence, the criteria connect directly to absolute

Table 6.2 Acceptable criteria for a wind environment based on the frequency of occurrences of

the daily maximum gust wind speed (Murakami et al. 1983)

Strong wind assessment level and acceptable

not-to-exceed frequency (at a height of 1.5 m)

Daily maximum gust wind speed (m/s)

10 15 20

Daily maximum mean wind speed (m/s)

Class

Effect of strong

wind

Applicable areas

(example) 10/GF 15/GF 20/GF

1 Areas used for

purposes most

susceptible to

wind effects

Shopping street in

residential area;

outdoor

restaurant

10 0.9 0.08

(37 days/

year)

(3 days/

year)

(0.3 days/

year)

2 Areas used for

purposes not too

susceptible to

wind effects

Residential area;

park

22 2.6 0.6

(80) (13) (2)

3 Areas used for

purposes least

susceptible to

wind effects

Office street 35 7 1.5

(128) (26) (5)

When these criteria are applied, values of wind-tunnel experimental maximum mean wind speed

can be used as an indicator of wind speed. The maximum mean wind speed can be found by

converting the gust wind speed using a gust factor

GF ¼ gust factor (height 1.5 m, averaging time 2–3 s). Area where wind speeds are particularly

high (1.6–2.5); typical city area (2.0–2.5)

GF ¼ f/fg, where f is 10-min mean wind speed and fg is maximum 3-s gust
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figures that indicate whether the wind conditions cause wind-induced problems.

In this context, the criteria are performance based.

6.2.2.2 CASBEE-HI: Comprehensive Assessment System for Built

Environment Efficiency for Heat Island Relaxation

In recent years, the phenomenon in which the temperature in urban areas is signifi-

cantly higher than in the surrounding suburbs (a heat island) has become the subject

of public concern. The development of a heat island is viewed as an issue that

violates the rights of residents because it degrades the living environment, especially

in the summer. Tokyo, Japan, is one of the most notable cities that suffer from the

heat island effect (Ministry of the Environment and Japan 2002; Chen et al. 2009).

The number of days in a year in which the lowest temperature exceeds 25�C has

increased threefold when compared with the 1920s (Ministry of the Environment

and Japan 2010). This detrimental shift toward a hotter environment has the effect of

increasing the number of heat stroke patients. Controlling the shape of the buildings

that compose the city for the purpose of reducing the heat island effect is an urgent

task that will ensure the right of the residents to enjoy healthy lives.

In 2001, Japan’s unique environmental performance evaluation system,

“CASBEE” (Japan Sustainable Building 2010a; Murakami et al. 2004), was devel-

oped under the initiative of the Ministry of Land, Infrastructure and Transport.

CASBEE is similar to BRE Environmental Assessment Method (BREEAM)

established in the UK by the Building Research Establishment (BRE) (Yates

et al. 1998) or Leadership in Energy and Environmental Design (LEED) developed

by US Green Building Council in the USA (USGBC 2009; Crawley and Aho 1999;

Fenner and Ryce 2008a, b); the purpose of CASBEE is to add value to buildings by

rating their environmental performance and to serve in local governments as the

standard of control for buildings. One feature of this system is its method for

calculating the value of an evaluation. The Building Environmental Efficiency

(BEE) as a value of the evaluation is obtained using Eq. 6.1 below:

BEE ¼ Q

L
; (6.1)

where Q is the quality, or the total value of environmental performance, and L is the

load, or the total evaluation value of the environmental load.

A noticeable feature of this equation is that when the environmental perfor-

mance is high and the environmental load is low, it is possible to receive a high

evaluation.

This system is still being improved upon today, and an expansion tool to be

utilized as a countermeasure to the aforementioned heat island effect, CABEE-HI

(CASBEE for Heat Island Relaxation) (Japan Sustainable Building 2010b; Oguro

et al. 2008), is also being developed. This system evaluates the extent of the

contribution of each building to reducing the heat island effect. This system
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improves on Eq. 6.1 and calculates the evaluation value of BEEHI (Building

Environmental Efficiency for Heat Island Relaxation) using Eq. 6.2:

BEEHI ¼ QHI

LHI
; (6.2)

where QHI is the quality, or the relaxation effect of the heat environment within the

virtual closed space, and LHI is the heat island load on the outside of the virtual

closed space. Figure 6.2 shows the concept of QHI and LHI.
The active ventilation of a city is attracting attention as a method for reducing

the heat island effect. With this method, cool air is moved from the suburbs to the

urban areas and chills the urban areas. Thus, in CASBEE-HI, items that are related

to ventilation are reflected in the rating system, as listed in Table 6.3.

As the linking of the condition “reduction of the projected area toward the

prevailing direction of wind” in LHI-1 (2) to a high score indicates, this system

incorporates the horizontal winds in urban areas. The system is devised so that

buildings in the upwind area will earn a high rating by not obstructing the ventila-

tion of buildings in the downwind area. Although CASBEE is a rating system that

evaluates buildings using performance-based criteria, items that earn the credit are

Fig. 6.2 Model of CASBEE-HI: the virtual space for evaluation and the concept of QHI and LHI

142 K. Hiyama and S. Kato



still prescriptive-based in the sense that the evaluation is based on the projected area

of a building or the distance between building blocks. CASBEE is used to evaluate

the environmental performance of buildings that are already functioning in major

self-governing bodies such as Osaka City or Nagoya City. Because it is obligatory

to submit a score for the construction of buildings, CASBEE functions as a

guideline for construction within these self-governing bodies. In the future,

CASBEE-HI is also expected to function as a guideline for the composition of

urban blocks. Much consideration based on research has been given to the method

of grading these evaluation indexes, and it is still being improved upon today.

6.2.2.3 Air Ventilation Assessment System (AVAS) in Hong Kong

The Government of Hong Kong has required an assessment of urban ventilation to

be conducted for all major government projects since December 2006 (Ng and Ren

2009). To conduct these assessments, the Government of Hong Kong has developed

and adopted the Air Ventilation Assessment (AVA) (Ng 2009), which evaluates

low-velocity wind. Because the goal of the AVA is to allow wind to flow from the

suburbs into urban areas, the focus in Hong Kong is on constructing buildings in

urban areas that do not disturb this wind. VRw (wind velocity ratio) is used as an

indicator of this evaluation, as shown in Eq. 6.3:

VRw ¼ Vp

V1
; (6.3)

Table 6.3 Rating system items related to urban ventilation

Main

heading Subheading Detailed heading

Ventilation QHI-1

Induce wind into the pedestrian region in

the target site to relieve the heat

environment

1. Review the condition of wind in areas

adjacent to the target site to plan the

arrangement and shape of buildings, to

enable wind induced into the pedestrian

region and others

2. Provide vacant lands with turf, grass, or

bushes to create a ventilation path

LHI-1
Pay attention to ventilation toward the

downwind area to relieve the thermal

effect of the area outside the target site

1. When planning the arrangement and

shape of buildings, consideration

should be given to not block the wind

toward the downwind area

2. The projected area of the buildings

toward the prevailing wind direction

during the summer time will be reduced

3. Height and shape of the buildings and

the distance between building blocks

will be taken into account to avoid

blocking the wind
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where V1 is the wind velocity in the upper air in a location that is not affected by

buildings and Vp is the wind velocity in the residential space (2 m above the

ground). Sixteen directions are accounted for in VRw, where weight is assigned in

accordance with the probability for each wind direction. Although it is possible to

determine the wind velocity using CFD (computational fluid dynamics), a wind

tunnel test is recommended. The VRw will be reported as the SVRw (site spatial

average wind velocity ratio) and the LVRw (local spatial average wind velocity

ratio). The SVRw is the average value of VRw obtained from measurement points

that are aligned at the boundary of the development area at intervals of 10–50 m.

The SVRw is used to evaluate the effect of development on the wind environment at

the boundary of the developing area. The LVRw is the average value of VRw

obtained from measurement points that are arranged in the area surrounding

the development area (i.e., the area enclosed by a line drawn along the boundary

of the development area at a distance equal to the height of the highest building

within the development area) at intervals of 200–300 m2. The LVRw is used to

evaluate the effect of development on the wind environment in the local area.

The VRw is used as an indicator to evaluate the extent to which people staying in the

target urban block enjoy the wind that is directed to them from the suburbs.

A higher indicator corresponds to a smaller disturbance by buildings that violate

the right to enjoy wind; thus, the evaluation is that the effect of the development on

the wind environment is lower. This system of assessment has already been used for

several projects, and the reports are available on the web pages of the Planning

Department and the Government of the Hong Kong Special Administrative Region

(2010). Because the present aim of the system is to merely report the results of the

assessment and not to control the shape of the buildings, it is expected that

the system will also function as a performance-based code when a minimum

standard is specified in these guidelines.

6.3 Ventilation Performance

When regulating the ventilation in urban areas using a performance-based code, the

definition of the ventilation performance is a controversial point. Both the CASBEE-

HI in Japan and the AVA in Hong Kong intend to prevent buildings from being

constructed in developing areas that block wind flow from the suburbs of the

developing area. Thus, it can be said that they focus on maintaining the horizontal

wind environment. These intentions may have their roots in the idea of the “ventila-

tion path,” which was introduced in Stuttgart, Germany (Ichinose 1993; Narita

2006). Stuttgart is an industrial city that is focused on the automobile industry.

With the expansion of industry, a heat island problem and serious air pollution issues

emerged because the city is in a conical basin where the atmosphere tends to

stagnate. Thus, the urban planning manager, in cooperation with climatologists,

developed a plan for the city whereby fresh, cool air from the hills surrounding the

urban area can flow into the urban area. For this purpose, they imposed restrictions
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prohibiting the construction of certain buildings and limiting the height of buildings,

and they developed parks and green lands as well. As a result, the carbon monoxide

concentration was reduced to a level much lower than the standard values in

Germany, which also led to a reduction in temperature in the urban areas.

This ventilation resulted in a significant reduction in both the atmospheric pollution

and the heat island effect. Based on this success in Stuttgart, the goal today in urban

planning is to find a place where cool air is produced (cool spots) and then arrange a

ventilation path for the purpose of reducing the heat island effect and atmospheric

pollution. Oguro et al. used CFD analysis to optimize the horizontal ventilation path

from a river on a residential estate (Oguro et al. 2002). Horikoshi et al. demonstrated

the cooling effect of a sea breeze traveling up a canal (2001), and the results have

been connected to future city planning designs for the city of Nagoya in Japan. In

cities like Tokyo or Hong Kong that are open to the sea, it is theorized that

introducing a large volume of cool air produced in the sky over the sea to replace

the air in the urban area would significantly improve the urban environment.

However, when comparing the case of the city of Stuttgart, where cool air is

introduced from the hills, with Tokyo’s plan, which introduces cool air from the

sea, it is clear that the scale and mechanism of the phenomena are different.

Consequently, careful consideration is required when introducing a similar urban

planning scheme to a different city to determine whether it will have the same effect.

First, the ventilation path in Stuttgart is based on the horizontal flow of wind, where

an upstream and a downstream direction are created. The cool air produced in the

cool spot is first consumed in the upstream area, which results in the attenuation of

the chilling effect that is provided by the “ventilation path” plan in proportion to the

distance from the cool spot. As such, it is expected that a plan to utilize the cool air

from the sea as the cool spot may provide the desired result along the coastline, but it

will be difficult to achieve the same benefit in an inland area. In addition, when

considering the purification of the pollution emitted in urban areas, as the fresh air in

the upstream area is polluted because of the “ventilation path” mechanism, the same

purification effect from ventilation cannot be expected to occur in the downstream

area. Consequently, as an alternative to the conventional “horizontal ventilation

path,” a plan is being developed to introduce fresh, cool air from the sky above an

urban area. This air will chill and purify the urban area’s atmosphere through a

“vertical ventilation path,” where the wind passing in the sky above the urban area is

directed into the urban area (Yoshie 2008).

The thickness of the layer of cool air above the city of Stuttgart is approximately

10 m maximum, but the cool layer of air produced over the sea can be up to

1–1.5 km thick (Yoshie 2008). When this layer is only 10 m thick, the presence of

buildings in the upwind area may hinder the delivery of cool air to the buildings in

the downwind area. On the other hand, when the layer is 1–1.5 km thick, the

streams of cool air can pass through above the buildings, regardless of the shape

of the buildings in the upwind area. Thus, even without the existence of a ventila-

tion path from the cool spot, it is possible to introduce cool air into the urban area by

redirecting the wind from the skies high above it. This vertical introduction of wind

is defined as the “vertical ventilation path” as opposed to the “horizontal ventilation

6 Legal Regulations for Urban Ventilation 145



path.” Figure 6.3 shows an image of the “horizontal ventilation path.” Figure 6.4

shows an image of the “vertical ventilation path.” With a “horizontal ventilation

path,” high-rise buildings can block the wind stream and prevent the ventilation

effect in urban areas, whereas with a “vertical ventilation path,” high-rise buildings

that are blocking the wind stream function as components of the vertical ventilation

path to pull the fresh, cool air down. For the “horizontal ventilation path,” because

the cool air is consumed and polluted in the upwind area, the extent of its applica-

tion is limited. On the other hand, the plan to improve the ventilation of urban areas

with the “vertical ventilation path” utilizes a large volume of wind from the sky, so

the extent of its application is greater. However, even for wind from the sky, there is

a view that states that the cool air delivered by the wind is also consumed in the

upwind area near the cool spot, similar to the “horizontal windward area,” and this

point should not be ignored (Mochida 2009).

Fig. 6.3 Image of the horizontal ventilation path

Fig. 6.4 Image of the vertical ventilation path
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6.4 A Performance-Based Code Concept

The aforementioned idea to introduce fresh, cool air from the sky to an urban area

through a “vertical ventilation path” refers to the replacement of air that is

contaminated with waste heat and pollution that is produced in the urban area

with air from higher in the sky for the purpose of reducing this waste heat

and pollution. In other words, it is identical to “ventilating the urban area.”

The efficiency of such ventilation varies depending on the freshness of the air or

the amount of heat in the air in the sky. However, if you consider that the air in the

sky is much cleaner than the air in urban areas, it is possible to universally evaluate

the ventilation in urban areas using the scale for ventilation efficiency (SVE), which

provides the efficiency of pollution discharge and waste heat removal (Kato and

Huang 2009). When performance is specified by an established regulation, this

universal method becomes essential.

Using this idea (Kato 2007), a scale to enable a universal evaluation of ventila-

tion in urban areas is discussed in the next chapter and beyond, based on the

following principles:

1. Ventilation refers to the continuous flow of air. Because it is difficult to evaluate

this on a point scale, it should be evaluated within a continuous area. Namely,

ventilation shall be measured and evaluated in an area with a defined extent.

For example, the amount of wind associated with proper ventilation is difficult to

define using a point scale, but is easy to define using an area. Once this area is

defined, the amount of wind passing through the area can also be defined.

The physical quantity of the wind that is evaluated using points shall also serve

as a scale for rating the ventilation in terms of the evaluation of distribution

properties and such within the area. The simplest scale with which to define the

distribution properties is the average space value.

2. Wind is a phenomenon of probability and statistics, so ventilation is also

evaluated as a statistical value within a certain period, such as in each of the

four seasons or in a year.

3. The strength of the wind, which corresponds to the amount of ventilation, is

generally defined by the wind velocity. However, the wind velocity is a vector

quantity and includes the direction of the wind. Thus, to define the strength of the

wind, it is preferable to use the scalar quantity, which is the kinetic energy of the

wind, rather than the vector quantity.

4. The kinetic energy that defines the strength of the wind does not directly

correspond to the transport performance, which is the capability to remove

waste heat and polluted air. Ventilation is evaluated using the scale for ventila-

tion efficiency (SVE), which defines the efficiency of the discharge of pollution

and waste heat, or the efficiency of transportation by the wind.
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6.5 Conclusions

In this chapter, we discussed the codes that are used to optimize urban ventilation.

First, we introduced existing codes/guidelines, such as the Building Standard Law

and CASBEE-HI in Japan and AVAS in Hong Kong. Through these examples,

we explained the difference between prescriptive-based codes/guidelines and

performance-based codes/guidelines. However, there is currently no performance-

based code/guideline to assist urban planners with optimizing ventilation perfor-

mance, because no study has produced a method for universally evaluating ventila-

tion performance. Currently, researchers have been studying the “ventilation path”

and developing the concept of a “vertical ventilation path.” The concept of a

“vertical ventilation path” refers to the introduction of fresh, cool air from the sky

into an urban area. The purpose of this concept is to ventilate waste heat and

polluted air from an urban area using the air higher in the sky. If we assume that

the air in the sky is cleaner than the air in urban areas, it is possible to universally

evaluate the ventilation in urban areas using the scale for ventilation efficiency

(SVE). In the next chapter, we discuss a method for evaluating the urban ventilation

efficiency that is based on the SVE.
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Chapter 7

New Criteria for Assessing the Local

Wind Environment at the Pedestrian

Level and the Applications

Shinsuke Kato, Zhen Bu, and Mahmoud Farghaly Bady Mohammed

Abstract The wind environment is a stochastic phenomenon. To deal with this

stochastic feature, this chapter introduces the use of exceedance probability analysis

to evaluate the properties of the wind. Two representative indices were adopted: the

local purging flow rate (LPFR) and the space-averaged kinetic energy of the wind

(KE). The former was used to express the ability of airflow to exhaust contaminants

generated within a given space, and the latter was used to represent the ability of

airflow to cool the human body. The local air change rate (LACR), defined as the

local purging flow rate per volume of void space, was used as the ventilation index

for application. The exceedance probability (EP) was calculated based on the wind

speed distributions described by the Weibull function for 16 azimuths to indicate

the exceedance probability of a given air change rate. The exceedance probability

of the kinetic energy of the wind in the void space was also evaluated in the same

manner as the local air change rate. Acceptable values of the exceedance probability

for both the local air change rate and the space-averaged kinetic energy of the wind

in the void space were suggested based on acceptable indoor environmental indices.

Keywords Outdoor air quality • Void • Exceedance probability analysis • Air

change rate • Kinetic energy
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7.1 Introduction

7.1.1 Surface Boundary Layer

Forming the bottom level of the planetary boundary layer surrounding the Earth, the

surface boundary layer extending from ground level up to several times the height

of surrounding buildings is a region of particular concern for human habitation and

is the area that we are particularly concerned with in this study. Because of the

strong friction produced by the ground when it is covered with buildings, the wind

velocity decreases rapidly from the uppermost regions down to the ground level and

becomes highly turbulent because of the roughness and the topographical changes

that buildings produce. The wind characteristics within this region depend largely

upon ground roughness features, such as the arrangement, height, and shape of

buildings, all of which contribute to the development of corresponding internal

sublayers. Numerous horizontally extended buildings in urban areas create their

own wind environments, i.e., their own internal sublayers.

The surface boundary layer extending from the ground level up to several times

the height of the surrounding buildings is of particular concern. As the arrangement,

density, shape, and orientation of buildings within an urban area can hinder the

wind stream by acting as windbreaks, problems with stagnant wind conditions

caused by such buildings must be examined in terms of both indoor and outdoor

environments. In addition, people’s activities inevitably generate heat and

contaminants, among other products. These waste contaminants are often

discharged indoors initially, within buildings, and then exhausted to the outside

by means of the ventilation system connecting the inside environment to the outside

environment. The urban wind flow between densely packed buildings may be

weakened and less able to dilute or transport these waste contaminants away,

resulting in higher concentrations of contaminants both inside and outside the

buildings.

7.1.2 Using the Frequency of Weak or Strong Winds
to Evaluate Wind Environments

People in a built-up urban area may not recognize the difference in the wind

environment as compared with suburban areas with low densities of buildings.

However, densely packed urban buildings cause a significant change in the wind

environment. These buildings hinder the wind stream by acting as windbreaks.

They weaken the average wind velocity overall and strengthen turbulent wind

motion. Even though people may not recognize the slight change in the average

velocity, they are sure to notice the frequency of low-velocity wind days in hot

and humid seasons when the wind does not assist in reducing the heat, humidity,
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and thermal sensation. The wind environment is likely to be greatly affected when

a single high-rise building is surrounded by several relatively low-rise buildings.

The tall building can induce a strong wind, and the pedestrian-level wind environ-

ment can be significantly affected within a limited radius surrounding such tall

buildings. This type of strong wind feature can be evaluated in terms of the

frequency of windy days instead of the average wind velocity. The wind environ-

ment is a stochastic phenomenon (Pietrzyk and Hagentoft 2008a), and some days

are characterized by strong winds, while other days are characterized by weak

winds. People may not recognize slight changes in the annual mean wind velocity,

but they do notice the frequency of extreme high-velocity wind days or extreme

low-velocity wind days. To deal with this stochastic feature, exceedance probability

analysis can be used to evaluate the properties that are affected by the dynamic

features of wind.

7.1.3 The Ability of the Wind to Dilute or Transport
Contaminants and to Cool Human Bodies

Buildings affect pedestrians’ thermal comfort, the outdoor environment, and the

indoor environment. The problem of strong winds induced by a single tall building

must be addressed primarily from the point of view of pedestrians, especially in

terms of the outside wind environment. From the point of view of the indoor

environment, strong winds do not flow inside buildings, and they therefore cause

few problems. When the wind is stagnant, effects on indoor environments will

be larger and more widespread. Human activities are inevitably accompanied by the

generation of heat and contaminants, which are usually initially discharged within

buildings and then exhausted to the outside. A weakened urban wind may be less

able to dilute or transport these contaminants away, which could result in higher

concentrations of contaminants both inside and outside buildings. Some of the

problems relating to this weakened urban wind are discussed below.

7.1.4 Evaluating Wind Environment Using Ventilation
Efficiency in a Finite Space

Wind velocity is a vector and does not directly express the ability of wind to dilute

and transport contaminants. Close to the ground, the wind velocity can change

rapidly in between buildings, and it is difficult to find a single point that can

adequately represent the characteristic wind environment within that vicinity.

However, because the wind environment is scalar, we can use kinetic energy to

represent the wind magnitude instead of its velocity. The wind environment can

then be evaluated not just at a specific point but also within a finite space where
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people can feel its effects. To adequately express the ability of wind to dilute and

transport contaminants within the finite space between buildings, this study

introduces the use of a ventilation efficiency index, which can be defined within a

given space, and the averaged kinetic energy, which can be used instead of point

values for velocity vectors.

7.1.5 Determining an Acceptable Wind Environment
Using Stochastic Evaluation

The wind environment will differ from city to city. In some cities, the wind will be

relatively strong, while in other cities, it will be relatively weak. In a city where

there is a relatively strong wind throughout the year, buildings can be crowded

together, and the density of the buildings can be increased. In contrast, in a city

where there is a relatively weak wind throughout the year, the density of the

buildings should be limited to some extent to prevent the creation of a stagnant

wind environment. A recommendation regarding minimum requirements for the

wind environment is introduced later in this study. We believe that the urban

building density should be controlled in keeping with this recommendation.

7.2 Indoor and Outdoor Air Quality in Confined Spaces

7.2.1 The Ten Times Rule for Concentration

Indoor air is mixed with outdoor air in the process of ventilation. The indoor air

quality depends on the outdoor air quality, indoor pollutant sources, and the air-

cleaning ability of the HVAC system. People spend more than 90% of their time

indoors, and the indoor environment should be controlled so that it does not adversely

affect human health. From an indoor environmental control engineering perspective,

the outdoor air quality is usually expected to be ten times cleaner than the indoor air.

If people want to keep indoor pollutant concentrations within the recommended

guidelines using ventilation and/or other possible measures, then the outdoor pollut-

ant concentration should be less than one tenth of the recommended value so that

adequate control can be attained by means of ventilation alone. However, the indoor

air quality may also vary to some extent due to indoor conditions. If the variation

range of the outdoor air quality is ten times smaller and cleaner than that of the indoor

air, then ventilation can be an effective measure to adequately control the indoor air

quality, even in the presence of an indoor pollutant source.

Figure 7.1 illustrates the concept of the ten times rule. Region A contains a

source of pollution and is ventilated into region B. Region A is enclosed within

region B. The pollutant concentration in region A is required to be less than
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1,000 ppm. Region B is ventilated by way of both the inner region A and the outer

region C. If the desired pollutant concentration in region A is to be controlled with

an accuracy of 10%, then the concentration in region B should be less than

100 ppm, 10 times lower than the targeted concentration in region A, which

contains the pollutant source. If the source intensity is high in region A, then

the ventilation rate should be correspondingly high. The pollutant concentration

in region A can be controlled with 10% accuracy if the pollutant concentration in

region B is less than one tenth as high as that in region A. The same argument can be

applied to the relationship between region B and region C. If region A is a building,

then region B can be considered to be the local vicinity outside of the building, and

region C can be considered to be the urban wind environment.

7.2.2 The Ten Times Rule for Airflow Rate

Following the same line of reasoning as that mentioned above, we may conclude

that the ventilation rate for the outside air region where the building ventilation air

intake is located should be ten times larger than the indoor ventilation rate when

there is no outside pollutant source. If the ventilation air is being taken from the

void space (Ishida et al. 2005) between buildings with a building ventilation rate of,

for example, 30,000 m3/h, then this outside void space should have an airflow rate

of 300,000 m3/h (with no outdoor pollutant source and no pollutant migration from

other void spaces). However, the relationship between a building and the void space

may not always be so clear-cut. A building can be associated with more than one

void space, and one void space can be shared with more than one building. The void

space can also be larger or smaller than that described above. The only critical

requirement is that the outside airflow rate should be at least ten times larger than

that of the indoor environment. Although the void space is relatively small com-

pared to the scale of the building, it requires a large airflow rate to sustain the

building’s ventilation requirements.

Fig. 7.1 Ten times rule for one digit accuracy
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7.2.3 The Effect of the Volume of the Void Space and the Air
Change Rate in Determining the Airflow Rate

The size of the void space between buildings can be significantly altered by varying

the arrangement of the buildings in an urban block. Even though the airflow rate is

an essential index when determining the outside air quality, the airflow rate divided

by the volume of the void space, which produces the air change rate (expressed as

the airflow rate per unit volume), can also be a good index of the outside air quality.

The air change rate expresses how often the void space air will be exchanged with

the outside void space air, per unit volume, and the larger the value obtained, the

better the space is ventilated and the cleaner the air. It is, therefore, useful to

determine the minimum value of the air change rate that is needed for the void

space between buildings to maintain a good air quality.

7.2.4 Guideline for Determining the Minimum Air Change
Rate Required for a Set Volume of Void Space

If the minimum value of the air change rate for the void space can be determined

and used as a guideline for the outdoor air quality in an area of densely packed

buildings, and the required airflow rate can be calculated for a given building, then

the void space required for that building can be determined. The larger the airflow

rate required for the building, the larger the void space must be. Recall that when

using the ten times rule for the airflow rate, the airflow rate for the void space must

be ten times larger than the building intake airflow rate. As the size and shape of the

void space is determined by the arrangement of the associated buildings, the

calculation of the required void space can also be used to determine the optimum

arrangement of the associated buildings. The determination of the minimum value

of the air change rate required for the void space between buildings will, therefore,

significantly affect the required void space for those buildings, which will, in turn,

also influence the arrangement of the buildings. If the building ventilation rate is

30,000 m3/h, as used in the previous example, then the outside void space should

have an airflow rate of 300,000 m3/h. When the minimum air change rate for the

void space is 60/h, the required volume of the void space for the building is

5,000 m3. When the building height is 10 m, the required area of the void space

is 500 m2. This void space is for the exclusive use of the building with an air intake

of 30,000 m3/h and cannot be shared with any other buildings.

It is natural that the air change rate of the void space should be determined from

the pedestrian’s perspective and that the outdoor air quality and the presence of

outdoor pollutant sources should be considered. If the minimum value of the void

space is determined and used as a guideline for the outdoor air quality, then the

level of pollutant generation should be regulated so that it does not exceed the

156 S. Kato et al.



pollutant concentration guidelines when adopting the product of the volume of the

void space and the air change rate as the airflow rate.

Therefore, determining the minimum value of the air change rate for an urban

void space surrounded by buildings is important for two reasons: regulating the

generation of pollutants within the void space and regulating the required volume of

the void space.

7.2.5 The Cooling Effect of Wind on the Human Body

Wind that is at a lower temperature than the human skin can cool the body and

provide a useful means of regulating thermal comfort in the summer. Many people

also claim that the utilization of wind-induced cross ventilation can reduce the

cooling energy needed for buildings. It is apparent that wind-induced ventilation

utilizes both kinetic and potential (pressure) wind energy. In the field of wind-

induced ventilation engineering, the static pressure induced by wind at a wall

surface is an important factor that is used for evaluating wind-induced ventilation.

The wind static pressure is transformed from the kinetic energy of the free wind

stream wherever the wind velocity falls to zero on a wall surface so that the kinetic

energy also becomes zero. The capacity for wind-induced cross ventilation can

therefore be represented using the kinetic energy of the void space surrounded by

buildings.

7.2.6 The Ten Times Rule for Wind-Induced Cross Ventilation

The rising stream of air around a person’s body, created naturally by human

metabolism, is estimated to have a velocity of less than 0.3 m/s. In other words,

any wind velocity greater than 0.3 m/s will cool down the human body more

efficiently than will the natural convection generated by body heat. We can assume

that a wind kinetic energy greater than 0.05 m2/s2 (approximately 0.3 m/s) will,

therefore, be a useful means of cooling down the human body in any given space.

If we conservatively assume that the minimum requirement for outdoor wind

energy is ten times larger than the requirement indoors, allowing for the various

possible conditions of wind-induced ventilation, then it follows that the indoor

cross ventilation utilizes one tenth of the outdoor wind kinetic energy that is

available. Therefore, the suggested minimum requirement for the efficient utiliza-

tion of cross ventilation would be a value of more than 0.5 m2/s2 (approximately

1 m/s) for the wind energy outside of the building. As with the analogous discussion

of indoor contamination control by means of ventilation, described above, we may

expect that efficient indoor cross ventilation could occur wherever the outside wind

kinetic energy is ten times larger than that inside.
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7.2.7 Voids Surrounding Buildings

In void spaces in built-up urban areas, there may be many air pollutant emissions

from both the outside and inside of buildings. If these pollutants are emitted from

high exhaust stacks in the upper part of the atmospheric boundary layer, then the

theory of diffusion in boundary layers can be applied, and the distribution of

pollutant concentrations can be predicted with a reasonable degree of reliability,

even in built-up urban areas. However, pollutant diffusion within urban blocks, i.e.,

the diffusion of pollutants that are emitted in the lower tiers of the void space, is

greatly affected by the presence of buildings and is difficult to predict (Sini et al.

1996). Figure 7.2 illustrates the characteristics of the void spaces in built-up urban

areas. It is difficult to evaluate the air change rate and the space-averaged kinetic

energy of wind within such a void space. Complicated wind tunnel experiments

involving a scale model of an urban location or 3D CFD (three-dimensional

computational fluid dynamics) are needed.

From the viewpoint of thermal comfort inside a building utilizing cross ventilation,

the kinetic energy of the wind in the void spaces should be greater than 0.5 m2/s2

(approximately 1 m/s). If the kinetic energy is less than this, then we cannot expect a

general cooling effect to be achieved by cross ventilation alone. From the viewpoint of

contaminant control inside buildings, the next question is what airflow rate per unit

volume, or air change rate, is neededwithin the void spaces. The answer should not be

derived from normal environmental conditions but rather from abnormal conditions,

for example, when hazardous materials are released inside a building by accident and

rapid ventilation is adopted to decrease the concentration by opening windows (i.e.,

emergency cross ventilation is attempted). A nominal time constant of 6 ACH (the air

change rate per hour) equates to a period of 10 min, and we can expect twice the

nominal time constant, 20 min, to be required for the complete exchange of room air

with outdoor air under complete room air mixing conditions. Therefore, 10–20 min

should be the minimum/maximum time required to purge a one-shot release of

hazardous materials and should, ideally, correspond to the standard emergency

response time. Within this amount of time, fire fighters and ambulance crews will

hopefully be able to reach the affected room and deal with the accident. To ensure that

Fig. 7.2 Void spaces in a

built-up urban area

158 S. Kato et al.



the 6 ACH rate is achieved during emergency cross ventilation in a room with open

windows, the airflow rate per unit volume, or the air change rate, should be more than

60 ACH in void spaces with the same volume as the room itself. If the room faces a

smaller void space, then a larger air change rate will be required.

A nominal time constant of 60 ACH equates to a period of 1 min, and we can

expect 2 min to be needed for the complete exchange of void space air with air from

outside the void. Most people should be able to hold their breath for a minute so as

not to inhale any pollutant that is accidentally discharged outside. In the case of a

one-shot release of a hazardous material inside a building, the inhabitants can

hopefully escape to safety outside. It is assumed that the outside will be safer

than the inside, even when we have such a release outdoors. This means that the

area outside the buildings should be 10 times safer than that inside the buildings.

7.2.8 Contaminants Released in Void Spaces

Contaminants may be generated outside the buildings as well as inside. When we

consider the air change rates that are needed in void spaces to purge any

contaminants present, we should also consider the nature of the contaminant

generated and its ability to transit the void space. There are two types of contami-

nant generation and two types of contaminant purging. One type of contamination

involves the generation of the contaminant directly in the void space itself, while

the other involves a contaminant that is transported there from an upstream void.

The differences between these two types of contaminant generation should not be

overlooked, and each should be estimated and addressed separately. We should aim

to decrease the degree of contaminant generation in the void of interest and also

decrease the amount of contaminant migration from upstream sites. These are two

separate tasks, and the contaminant concentration within the void is determined by

these two categories of contaminant generation; the required purging flow rate of

the void is determined accordingly.

The amount of contaminant that is generated on-site or that migrates in can be

purged both to the upper tiers of the void space and to the next downstream void.

The purging of the former should occur at a higher rate than the latter, and, in urban

areas, the pollution generated should be purged to the upper tiers if possible and not

to the downstream void. In this context, the characteristics of turbulent diffusion to

the upper tiers are especially important and must be estimated exactly for void

spaces in built-up urban areas. 3D CFD can be used to execute the complicated

tasks required for this type of calculation.
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7.3 New Criteria for Assessing the Local Wind Environment

at the Pedestrian Level Based on Exceedance

Probability Analysis

7.3.1 Exceedance Probability Analysis

The wind environment is a stochastic phenomenon. To deal with this stochastic

feature, the present study introduces the concept of exceedance probability analysis

to evaluate the extreme properties of the wind instead of the mean values. People

may not recognize the daily change in the average wind velocity, but they are sure

to notice the frequency of stagnant wind days with hot thermal conditions and/or a

highly polluted atmosphere. They will be able to evaluate the wind environment in

terms of the frequency of low-velocity wind days when the wind did not noticeably

reduce the heat and humidity and/or the amount of air pollution. The wind environ-

ment can be evaluated mathematically using a probability density function rather

than just exact values, such as the mean or variance. It is important to determine

how often stagnant wind days occur. We can use the probability density function of

the instantaneous properties evaluated with a three-second response time (0.33 Hz

time resolution), but hourly mean values (0.3 � 10�3 Hz time resolution) are

usually utilized. The former is used for evaluating instantaneous strong wind

events, which can greatly affect pedestrian safety. In practice, as it is difficult to

predict instantaneous wind features with a wind tunnel experiment or CFD, hourly

mean values are used, and a gust factor is introduced to estimate instantaneous

features from the mean values. The latter is used for evaluating stagnant wind

conditions, which are important when assessing the purging of contamination and/

or controlling the thermal environment to maintain comfort levels. In the wind

engineering field, hourly mean values are usually used for evaluations of both

strong winds and stagnant wind.

It is generally accepted that the anemometers that are generally used at weather

stations cannot measure low wind velocities of less than 1 m/s. Above a wind speed

of 1 m/s, these anemometers have a measurement resolution of 0.1 m/s, but below

1 m/s, they are only able to show that the wind velocity is less than this value (with a

measurement resolution of 1 m/s).

In past studies, a probability analysis has been applied in the investigation of the

pedestrian-level wind environment around buildings; they have generally focused

on safety issues. Penwarden and Wise (1975), Hunt et al. (1976), Murakami et al.

(1986), and Ohba et al. (1988) studied assessment criteria from the viewpoint of the

acceptable frequency of the occurrence of wind speed. For instance, Murakami

et al. (1986) used an exceedance probability (EP) analysis to construct criteria to

determine the acceptable frequency of strong winds in a built-up area in Tokyo, and

the exceedance frequencies of the daily maximum wind speed and the daily

maximum gust wind speed were analyzed with the speed described by the Weibull

distribution. All of the above studies applied local scalar velocity as the main index

in their probability analyses to investigate the effects of strong winds at the
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pedestrian level. Meanwhile, other studies applied several domain-averaged

indices, such as the purging flow rate (PFR) (Huang et al. 2006) and SET* (Ishida

et al. 2005), to evaluate the overall ventilation performances of the investigated

domain. Nevertheless, because these studies only used deterministic approaches

rather than a probabilistic analysis, they only looked at certain wind velocities or

wind directions and could not realistically describe the random outdoor ventilation

phenomena that occur in nature. Recently, Pietrzyk and Hagentoft (2008b)

presented a probabilistic model by using the air change rate as an index based on

a theoretical calculation to study the problem of air infiltration in low-rise buildings.

Few reports based on a similar probability analysis with the investigation of outdoor

wind-driven natural ventilation performance exist in the literature. As an extension

from this velocity index, the LACR and KE are applied as new indices, as are two

corresponding criteria; the LACR-EP and KE-EP are proposed in this study to

investigate the overall characteristics of the local wind environment of void spaces.

7.3.2 Velocity-Based Exceedance Probability (V-EP)

The V-EP criterion is employed to investigate the impacts of strong winds on

pedestrian comfort and to assess the acceptable levels to be used in urban planning

and design. Because statistical data on the wind speeds and directions at ground

level is often unavailable for regions of interest, a local meteorological station is

usually selected as the reference point. Generally, wind velocity ratios are required

to calculate the V-EP for 16 azimuths to transform the meteorological data from the

reference site to local site at ground level. As indicated in Eq. 7.1, the velocity ratio

R(an) is defined as the ratio between the scalar velocity at ground level Vg and the

velocity at reference height V(an) for azimuth an.

R anð Þ ¼ Vg

V anð Þ (7.1)

The statistical data on the wind speed V(an) for 16 azimuths are assumed to

follow a two-parameter Weibull distribution for each azimuth, given as

P >V anð Þð Þ ¼ A anð Þ � exp � V anð Þ
C anð Þ
� �K anð Þ( )

(7.2)

where P(>V(an)) is the probability of exceeding a given wind speed V(an) at a
reference height for azimuth an, A(an) is the relative frequency of occurrence, and K
(an) and C(an) are two parameters of the Weibull distribution.

Based on similarity theory of the linear relationship between the wind speed at

ground level and that at the reference level, the velocity ratio for each azimuth can

be assumed to be a constant value in most cases and can be determined by direct
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measurement, wind tunnel experimentation, or CFD simulation. As also indicated

by Pietrzyk and Hagentoft (2008b), the shape parameter of the Weibull distribution

for the site is the same as for the meteorological station. Consequently, from

Eqs. 7.1 and 7.2, the EP of the wind velocity at the ground level can be obtained

for each azimuth direction. By summing the EP for all of the 16 azimuths, the

overall V-EP at the ground level is expressed by the following equation:

P V>Vg

� � ¼X15
n¼0

A anð Þ � exp � Vg

R anð Þ � C anð Þ
� �K anð Þ( )

(7.3)

Equation 7.3 represents the overall probability of exceeding a given scalar

velocity Vg at the ground level throughout all the azimuth directions, which is

applied as a criterion to assess critical value of the wind speed at the ground level to

ensure that the wind environment of the considered site is acceptable for outdoor

human activities. Equation 7.3 also indicates that the V-EP criterion uses the site

velocity Vg as the index, which means that it is a point-based criterion that is

suitable for assessing a point-based physical index, such as scalar velocity.

Nevertheless, due to the randomness and the unevenness that is associated with

outdoor airflow in most cases, the entire considered domain, rather than only some

key points, should be taken into consideration when assessing the local wind

environment with regard to ventilation efficiency or thermal comfort. From this

aspect, the spatial average value of the target domain can be used to represent the

characteristics of the local wind environment for convenience, whereas point values

are more suitable for the investigation of risk evaluations, distribution properties,

and other purposes. Namely, the domain-based index that is able to represent the

ventilation performance or thermal comfort level of the target domain should be

selected and applied to construct corresponding domain-based criteria. For this

purpose, two domain-based criteria, LACR-EP and KE-EP, are introduced in the

following sections by using the domain-based indices LACR and KE, respectively.

The newly proposed criteria have an advantage over the traditional velocity-based

criterion in that they are capable of estimating the comprehensive characteristics of

the wind environment at the pedestrian level.

7.3.3 Local Air Change Rate-Based Exceedance
Probability (LACR-EP)

7.3.3.1 Purging Flow Rate and Local Air Change Rate

The first index introduced is the local air change rate. As shown in Eq. 7.4, the

LACR is calculated by the PFR and the volume of the target domain. The PFR was

originally defined as the effective airflow that is required to remove/purge the local

pollutants; it was proposed by Sandberg and Sj berg (1983) and was used as an
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index to evaluate the ventilation performance and air quality in indoor airflow

problems (Sandberg and Sj berg 1983; Peng and Davidson 1997; Ito et al. 2000).

Following this concept, the PFR was also considered to be effective with respect to

the assessment of the outdoor airflow problem. As defined in Eq. 7.5, the PFR only

represents the effective airflow for the whole void domain from the perspective of

the capacity of the wind to disperse the interior pollutants. From a more practical

perspective, the LACR index represents the average ventilation efficiency of the

same target domain.

LACR ¼ 3600� PFR

vol
(7.4)

PFR ¼ q

c
(7.5)

where q is the spatially uniform generation rate of the pollutant source (kg/s) and c
is average concentration of the entire target domain (kg/m3).

7.3.3.2 LACR-EP Criterion

As shown in Fig. 7.4 in Sect. 7.4, for a void model with orientation b and upper

wind from azimuth an, the wind can be regarded as approaching from direction i
relative to the orientation of the street (i ¼ n – b). In this case, the wind speed at the
reference height and the air change rate of the target domain at ground level are

expressed as V0(an) and LACR0i, respectively. As the air change rate is proportional

to the local wind velocity in most cases, the required reference wind speed V(an)
required for azimuth an to satisfy the specified air change rate LACRg at the ground

void domain can be calculated by Eq. 7.6. Meanwhile, we define the ratio of

LACR0i to V0(an) as RN(an), given in Eq. 7.7 using the analogy of the definition

of the velocity ratio R(an). Although RN(an) has no clear physical meaning, it can be

easily calculated by CFD or measured by a wind tunnel.

V anð Þ ¼ LACRg

LACR0i
� V0 anð Þ ¼ LACRg

LACR0i V0 anð Þ=
(7.6)

RN anð Þ ¼ LACR0i

V0 anð Þ (7.7)

Substituting Eqs. 7.6 and 7.7 into Eq. 7.2 and summing for all of the 16 azimuths,

the overall LACR-EP of the void domain is expressed by

P >LACRg

� � ¼X15
n¼0

A anð Þ � exp � LACRg

RN anð Þ � C anð Þ
� �K anð Þ( )

(7.8)
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where P(>LACRg) represents the probability of exceeding the specified air change

rate LACRg, which also reflects the acceptable level of the local ventilation

efficiency or dispersion effect. Based on the above calculations and the LACR-

EP criterion, we can estimate the local ventilation performance at the ground level

by using the available statistical information from the reference height, although

prior to now, there has been no practical limit value proposed for assessing the

outdoor wind environment as it affects ventilation efficiency.

7.3.4 Local Kinetic Energy-Based Exceedance
Probability (KE-EP)

7.3.4.1 Local Kinetic Energy

Regarding the mechanism of air exchange between the void space and the outer

surroundings, turbulent diffusion is the main factor dominating this process, which

is actually a phenomenon of the turbulent transport of pollutants as well as the

turbulent transport of momentum and energy. Thus, the wind environment of the

void space may also be investigated from the perspective of energy. In this section,

another index, the local kinetic energy, is also introduced in the study of the local

wind environment in addition to the air change rate presented above. The local

kinetic energy is given by the following equation:

KE ¼ 1

vol

ððð
void

1

2
� U

2 þ V
2 þW

2
� �

þ k

� �
dv (7.9)

where KE is the spatially averaged kinetic energy (m2/s2); U, V, and W are the

averaged velocity components (m/s); and k is the averaged turbulent kinetic energy
(m2/s2) of the entire void domain.

The kinetic energy represents the performance of the wind in improving the

thermal comfort level from the aspect of wind intensity. As indicated in Eq. 7.9, the

KE index includes both the averaged velocity components and the turbulent

components, which means that the kinetic energy can evaluate the convective

effects of wind more comprehensively and precisely than can other indices, such

as the scale velocity. This extra precision is due to the dependence of the thermal

comfort level on the average velocity as well as the wind turbulence, especially in

domains where the wind turbulence dominates the flow field.

7.3.4.2 KE-EP Criterion

In a manner similar to the air change rate-based EP criterion, the exceedance

probability can be expressed in terms of the kinetic energy. At first, with the wind

speed V0(an) defined at the reference height, the corresponding kinetic energy of the
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target domain is expressed as KE0i at the ground level. Based on a dimensional

analysis, the kinetic energy is proportional to the square value of the wind velocity.

Therefore, the required reference wind speed V(an) for azimuth an to satisfy the

specified KEg of the void domain at the ground level can be estimated by Eq. 7.10.

Similarly, the ratio of KE0i to V0(an) is defined as RK(an), as given in Eq. 7.11.

V anð Þ ¼
ffiffiffiffiffiffiffiffiffiffi
KEg

KE0i

r
� V0 anð Þ ¼

ffiffiffiffiffiffiffiffiffi
KEg

p
ffiffiffiffiffiffiffiffiffiffi
KE0i

p
V0 anð Þ=

(7.10)

RK anð Þ ¼
ffiffiffiffiffiffiffiffiffiffi
KE0i

p
V0 anð Þ (7.11)

By substituting the above two equations into Eq. 7.2, the overall KE-EP of the

void domain for all of the 16 azimuths can be calculated as follows:

P >KEg

� � ¼X15
n¼0

A anð Þ � exp �
ffiffiffiffiffiffiffiffiffi
KEg

p
RK anð Þ � C anð Þ

 !K anð Þ8<
:

9=
; (7.12)

where P(>KEg) is the probability of exceeding the specified KEg. This kinetic

energy-based EP reflects the overall acceptable level of the local thermal

environment.

These newly proposed criteria have an advantage over the traditional velocity-

based criterion because they are capable of estimating the comprehensive

characteristics of the wind environment at the pedestrian level.

7.3.5 Calculation Procedure and Application
Method of New Criteria

As indicated in Eqs. 7.8 and 7.12, it is necessary to obtain the value of RN(an) and
RK(an) in addition to other parameters, including A(an), C(an), and K(an), to

determine the LACR-EP and KE-EP. As mentioned in the former section, RN(an)
and RK(an) can be determined by CFD simulation or by a wind tunnel experiment.

However, due to the difficulties and complications involved in measuring the

physical quantities of the target domain, CFD simulation is implemented to calcu-

late the indices of the LACR and KE in this study.

However, as a meteorological station is often selected as the reference point,

the Weibull parameters C(an) and K(an) and frequency of occurrence A(an) are
available from the lengthy meteorological observation record. When changing the

reference height, for example, when investigating and comparing a building model

in a fixed geometry for two cities, there is no need to recalculate the RN(an), RK(an),
LACR0i, or KE0i for each azimuth. We can select one city as the base city and the
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other as the target city. The reference height and the reference velocity of the base

city are indicated by hB andVB(an), respectively, with the subscript of “B.” Likewise,
the corresponding height and velocity of the other city are expressed as hT and

VT(an), respectively, with the subscript of “T.” Based on the assumption that the

approaching wind has a velocity profile of the power law with an exponent of

a (a ¼ 0.25 for the city), Eqs. 7.6 and 7.10 become:

VT anð Þ ¼ VB anð Þ � hT
hB

� �a

¼ LACRg

LACR0i;B V0;B anð Þ	 � hT
hB

� �a

¼ LACRg

RN;B anð Þ �
hT
hB

� �a

(7.13)

VT anð Þ ¼ VB anð Þ � hT
hB

� �a

¼
ffiffiffiffiffiffiffiffiffi
KEg

p
ffiffiffiffiffiffiffiffiffiffiffiffiffi
KE0i;B

p
V0;B anð Þ	 � hT

hB

� �a

¼
ffiffiffiffiffiffiffiffiffi
KEg

p
RK;B anð Þ �

hT
hB

� �a

(7.14)

By substituting the above two equations into Eq. 7.2 and summing for all of the

16 azimuths, the overall LACR-EP and KE-EP for the target city become:

P >LACRg

� �¼X15
n¼0

AT anð Þ� exp � LACRg

RN;B anð Þ�CT anð Þ�
hT
hB

� �a� �KT anð Þ( )
(7.15)

P >KEg

� �¼X15
n¼0

AT anð Þ� exp �
ffiffiffiffiffiffiffiffiffi
KEg

p
RK;B anð Þ�CT anð Þ�

hT
hB

� �a
 !KT anð Þ8<

:
9=
; (7.16)

With the application of the LACR-EP and KE-EP calculated by Eqs. 7.15 and

7.16, it is possible to establish an assessment system for the wind environment at the

pedestrian level and to estimate the potential natural ventilation for different cities

within a wide range.

7.3.6 Exceedance Probability of 1/7 or 6/7

There are 8,760 h in a year. An exceedance probability of 6/7 is approximately

7,500 times out of 8,760, meaning that only 1 day a week fails to reach a set value,
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which in this case is a given air change rate (LACRg) or a given kinetic energy

(KEg). Conversely, an exceedance probability of 1/7 is approximately 1,250 times

out of 8,760, meaning that 1 day a week attains a set value, such as a given air

change rate or a given kinetic energy. As our day-to-day rhythms follow both a

weekly activity pattern, 7 days a week, and a daily 24-h cycle, an exceedance

probability of 6/7 makes it easy for people to recognize that there is 1 day of

stagnant wind per week, i.e., it is an “unlucky day.” Likewise, an exceedance

probability of 1/7 will be obvious to people that there is 1 day of favorable wind

per week, i.e., it is a “lucky day.” We may, therefore, give special significance to

events that occur with a probability of 1/7 or 6/7.

As mentioned earlier, the air change rate in void spaces should be more than 60

ACH, meaning that the exceedance probability should exceed 6/7 for the 60 ACH.

The kinetic energy of the wind in void spaces should, preferably, be above 0.5 m2/s2

(approximately 1 m/s). Therefore, an exceedance probability of 1/7 for 0.5 m2/s2

will produce a favorable wind environment where wind-induced cross ventilation

can be achieved at least once a week.

7.4 Application 1: Urban Ventilation

in an Idealized Street Canyon

7.4.1 Void Model Description

Figure 7.3 shows the configuration of the street canyon model that is explored in this

study. As depicted in this figure, three isolated street canyons are arranged in parallel

along the streamwise direction (X coordinate) at a distance of 100 m apart. These
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Fig. 7.3 Configuration of the model. (a) Horizontal plan. (b) Vertical plan (unit: m)
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three canyons are of the same dimensions, with a length (L) of 100m, a height (H) of

9 m, and a width (W) that changes from 1 to 6 m. At the center of each canyon at

the ground level, the domain W � 10 m � 3 m in the X, Y, Z direction is defined

as the void space for further discussion. The arrows indicate the wind direction.

In this study, this street canyon model is called a void model, representing street

canyons in a typical residential complex in Tokyo, Japan. To simplify the model, all

of the residential buildings were uniformly set as three stories in height, with no gap

between the buildings.

7.4.2 Definitions of the Model Orientation and Incidence Angle

As shown in Fig. 7.4, the horizontal plane is divided into 16 azimuths starting from

the north-northeast (NNE) in a clockwise direction, i.e., a0 ¼ NNE, a1 ¼ NE. . .,
a15 ¼ N. For the canyon model, the direction of the short side of the canyon is

defined as the orientation of the model, and the angle of the orientation is

represented by b. The approaching wind is grouped into 16 directions relative to

the orientation of the model and is marked by i, beginning from the orientation of

the canyon clockwise. y represents the wind incidence angle.

Fig. 7.4 Model definitions
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7.4.3 Index of Air Change Rate and Kinetic Energy

CFD simulations were first performed for the model shown in Fig. 7.3 to calculate

the index of the local air change rate and the average kinetic energy of the void space

for the 16 wind incidence directions. Moreover, two parameters, the height/width

(H/W) aspect ratio (Hunter et al. 1992) and the incidence angle of the approaching

wind y, were investigated for the indices of LACR and KE.

7.4.3.1 Calculation Settings

Due to the symmetry of the void model in this study, the simulations were

performed for only five incidence angles, 0.0�, 22.5�, 45.0�, 67.5�, and 90.0�,
which are capable of representing the ventilation performance for all of the 16

wind directions. In the case that the orientation of the model is ENE, these

incidence angles correspond to five azimuths, ENE, E, ESE, SE, and SSE, as

shown in Fig. 7.4. The numerical simulations were performed by using the

STAR-CD software, and the detailed analysis conditions are shown in Table 7.1.

The location is Tokyo, Japan, and the Tokyo Meteorological Observatory is

selected as the reference point, with a height of 74.5 m (Japan Association for

Wind Engineering 2005).

7.4.3.2 Calculation Cases

In this study, the combination of two parameters, theH/W ratio and the wind incident

angle y, were studied for 30 cases. The investigated H/W ratio is from 1.5 to 9, with

theH fixed at 9 m and theW ranging from 1 to 6m at a pitch of 1 m; y is between 0.0�

Table 7.1 CFD analysis conditions

Turbulent model Standard k-e model

Differential scheme Convection terms: MARSa

Inletb (Murakami

et al. 1998)
V ¼ VB � ðh=hBÞ1=4

k ¼ 1:5� ðI � VÞ2; I ¼ 0:1

e ¼ Cm � k3=2=l

l ¼ 4ðCm � kÞ1=2hB1=4h3=4=V0

Outlet Free outflow

Side, Top Free slip

Ground, Wall Generalized logarithmic law

Other The pollutant was assumed to be passive, with a spatially uniform

emission rate of 0.001 (kg/m3s) within the void domain
aMARS Monotone Advection and Reconstruction Scheme, second-order scheme (CD Adapco

Group 2004)
bReference height hB ¼ 74.5 m; reference velocity VB ¼ 1.0 m/s
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and 90.0� at a pitch of 22.5�. The H/W ratio has been regarded as one of the most

important configuration factors affecting the microclimate within the void space.

At a greater aspect ratio (H/W > 0.7), a stable circulatory vortex is established

within the canyon for y ¼ 0.0�, resulting in skimming flow regime (Oke 1988).

All of the cases of this study are within such a regime, with the characteristics of

recirculation airflow and weak dispersion of pollutants. Because H was fixed in all

cases, we instead useW as the configuration parameter to investigate the influence of

the H/W ratio in the following discussion.

7.4.3.3 Investigation of the Indices: LACR and KE

The three street canyons in the streamwise direction were initially compared in

terms of the indices of LACR and KE. For the case of W ¼ 4 m as an illustration,

the calculated indices of voids 1, 2, and 3 are nearly identical, independent of the

wind incidence angle (Fig. 7.5). This result indicates that there is sufficient distance

between the three canyons to ensure consistency between them with regard to the
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criteria calculated in the following section. Moreover, similar conditions were also

found for the other cases. The results for void 1 are used hereafter for further

discussion.

The simulation results for the local air change rate and local kinetic energy for

all cases are shown in Fig. 7.6a, b, respectively. As indicated in Fig. 7.6a, the

minimal value occurs for all considered widths when the wind direction is perpen-

dicular to the street direction (y ¼ 0.0�). Namely, the wind incidence angle of 0.0�

gives the worst ventilation performance. As the wind incidence angle increases, the

air change rate shows a tendency to increase, and it increases sharply at the

incidence angle of 45.0�. For W > 2 m, the peak value is reached when

y ¼ 67.5�; for W � 2 m, it is reached when y ¼ 90.0�. For the cases with a

wider width, when y ¼ 67.5�, strong spiral flows could be induced from the

upper part of the canyon, improving the ventilation performance of void domain

at ground level. Nevertheless, this phenomenon becomes weak in a canyon with a

narrow width, and the maximum value is obtained when the wind blows along the

street. As for the influence of W, an increase in W can also help to improve the
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7 New Criteria for Assessing the Local Wind Environment. . . 171



ventilation performance at the ground level, especially for the W ranging from 1 to

3 m. However, this improvement decreases for W > 4 m.

The results for the local kinetic energy, shown in Fig. 7.6b, show similar

distributions for the most part. An exception is that there is almost no change in

the kinetic energy index for a wind incidence angle y that ranges from 0.0� to 45.0�.
This result could be explained by the fact that the strong vortex circulation at

y ¼ 0.0� permits a small increase in y to assist in the dispersion of pollutants

through the lateral faces of the void domain, whereas there is no change for the

energy index KE.

In general, both environmental parameters, the wind incidence angle and the

aspect ratio parameter, play important roles in improving the local microclimate of

the void domain at the pedestrian level.

7.4.4 Exceedance Probability Analysis

Because the reference velocity at the reference height was fixed at 1.0 m/s for

convenience in the above CFD simulation, the calculated index of the LACR and

KE are equal to the RN and RK, respectively, based on Eqs. 7.7 and 7.11. By

substituting these indices into Eqs. 7.8 and 7.12, we can obtain the probabilities

of exceeding the corresponding given index. In the present section, as an illustra-

tion, the EP values were calculated for the LACR from 0 to 400 h�1 and for the KE

from 0 to 0.5 m2/s2. These values were applied to investigate the influence of

orientation b, which is a geometrical factor, and the H/W aspect ratio, which is a

configuration factor, on the local wind environment of the void space at the

pedestrian level.

7.4.4.1 Statistical Parameters

Figure 7.7 is the wind rose of Tokyo, representing the frequency of the occurrence

of each wind direction A(an) based on hourly measured statistical data for 10 years

(from 1995 to 2004), recorded at the Tokyo Meteorological Observatory (Japan

Association for Wind Engineering 2005). As indicated from this figure, the

prevailing wind direction in Tokyo is north-northwest (NNW), occupying 20.6%

of the total occurrence. Due to the symmetry of the void model, wind from one

specific direction has the same effect of “cleaning” or “cooling” as that from the

opposite direction. Therefore, the frequency of the occurrences from two opposite

directions are coupled together to investigate the wind performance of one direc-

tion, referred to hereafter as the “wind-direction group.” Therefore, the three

prevailing wind-direction groups in Tokyo are SSE-NNW (22.9%), S-N (18.6%),

and NE-SW (17.7%), while the nonprevailing wind-direction groups are ESE-

WNW (5.6%), E-W (6.1%), and SE-NW (7.7%). The Weibull parameters of

K(an) and C(an) are listed in Table 7.2.

172 S. Kato et al.



7.4.4.2 Investigation of Model Orientation by Exceedance

Probability Analysis

Figures 7.8a, b show the calculated distributions of the LACR-EP and KE-EP for

eight orientations, NNE, NE, ENE, E, ESE, SE, SSE, and S for the void model with

a width of 4 m. The calculation of the other eight orientations can be omitted due to

the symmetry of the void model.

As indicated in Fig. 7.8a, the curves of the air change rate-based exceedance

probabilities have quite large differences according to the orientation b. When the

exceedance probability is high, the differences between the orientations will be

larger. In general, the EP has the highest value when the orientation of the model is

east (E), while the lowest distribution is observed at north-northeast (NNE). Addi-

tionally, as indicated in Fig. 7.6a, the ventilation performance in the void space is

greatly influenced by the wind incidence angle at 67.5� and 90.0�. Consequently,
for the model facing E, the dominant wind directions are SSE, S, SSW, NNW, N

and NNE. These directions are to a great extent coincident with the three prevailing

wind groups in Tokyo, SSE-NNW, S-N, NE-SW, and this result explains why

orientation E has the highest ventilation potential. Similarly, the worst ventilation

performance is found for canyons with the orientation NNE, where the wind

incidence angles of 67.5� and 90.0� are coincident with the nonprevailing wind

groups ESE-WNW, E-W, and SE-NW.

Table 7.2 Weibull parameters of Tokyo

Parameters NNE NE ENE E ESE SE SSE S

C(an) 3.34 3.52 3.6 3.28 3.02 2.64 2.48 3.67

K(an) 2.61 2.53 2.55 2.50 2.46 2.71 2.92 2.91

Parameters SSW SW WSW W WNW NW NNW N

C(an) 3.85 4.39 2.39 1.92 2.48 3.82 4.06 3.58

K(an) 2.50 2.37 2.35 2.23 1.88 1.91 2.51 2.57

6.6%
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E 4.6%

ESE
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20.6%Fig. 7.7 Wind rose of Tokyo

7 New Criteria for Assessing the Local Wind Environment. . . 173



Similarly, the maximum value and the minimum value are also found at

orientations E and NNE for the local kinetic energy-based EP criterion.

The local air change rate in the void space outside a building should be 60 ACH

to ensure 6 ACH emergency cross ventilation in a room with the windows open.

Figure 7.8a indicates that 60 ACH can be attained with 90% probability for a

street canyon orientation of east (E) and with 83% for a canyon orientation of north-

northeast (NNE) when W ¼ 4 m and H ¼ 9 m.

We have assumed that a wind kinetic energy greater than 0.05 m2/s2 (approxi-

mately 0.3 m/s) will also be useful for cooling the human body by means of wind-
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Fig. 7.8 Distributions of EP according to model orientation (W ¼ 4 m). (a) Local air change rate-

based EP. (b) Local kinetic energy-based EP
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induced cross ventilation and that for this to occur, a minimum wind energy of

0.5 m2/s2 (approximately 1 m/s) is required outside of the building. Figure 7.8b

indicates that such conditions can only be obtained with approximately 15%

probability for most of the street canyon orientations in Tokyo when W ¼ 4 m

and H ¼ 9 m.

7.4.4.3 Investigation of the Model Width by Exceedance

Probability Analysis

Figures 7.9a, b show the calculated distributions of the criteria LACR-EP and

KE-EP, respectively, with model widths ranging from 1 to 6 m (curves of 2 and

0 40 80 120 160 200 240 280 320 360 400
0

20

40

60

80

100

Local Air Change Rate [h-1]

E
xc

ee
da

nc
e 

P
ro

ba
bi

lit
y 

[%
]

W=1m W=3m W=4m W=6m
W=1m W=3m W=4m W=6m

E

NNE

0

20

40

60

80

100

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

Local Kinetic Energy [m2/s2]

E
xc

ee
da

nc
e 

P
ro

ba
bi

lit
y 

[%
]

W=1m W=3m W=4m W=6m
W=1m W=3m W=4m W=6m

NNE

E

a

b

Fig. 7.9 Distributions of EP according to the model width (orientation: E, NNE). (a) Local air

change rate-based EP. (b) Local kinetic energy-based EP
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5 m are not shown here) in a void model with the orientations E and NNE, which

correspond to the most favorable orientation and most adverse orientation, respec-

tively, in terms of the local wind environment criteria. As demonstrated in Fig. 7.9a,

the change in the LACR-EP is significant at both the E and NNE orientations when

the width is below 3 m, whereas it becomes insignificant for W from 4 to 6 m.

Because the EP for the other orientations are distributed between the E curve and

the NNE curve, the void model in this study can be regarded as having a critical

value of 4 m in terms of ventilation efficiency. Nevertheless, such a critical value

cannot be found for the local kinetic energy-based criterion at the NNE orientation,

as shown in Fig. 7.9b. This phenomenon is due to the discrepancy existing between

the LACR and KE indices for y from 0.0� to 45�, as shown in Fig. 7.6a, b.

Therefore, it is necessary to apply the corresponding criteria in evaluating the

local wind environment for different purposes.

7.5 Application 2: Urban Ventilation in Dense Urban Areas

7.5.1 Model Description

Four typical models of a densely built-up area are illustrated in Fig. 7.10, and the

geometry of the central part of model (I) is shown in Fig. 7.11. Similar to applica-

tion 1, the definitions of the dense urban area model in terms of the orientation and

incidence angles are shown in Fig. 7.12.

In Fig. 7.10, the white blocks represent detached houses, while the gray area

represents roads and voids between adjacent buildings. The study domain (in all of

these models) is the pedestrian volume located along a street surrounded by type A

and type B blocks (shown in Fig. 7.11); the blocks are surrounded by a fence of

1.5 m height. The study domain has the same dimensions as the street (40 m � 4 m)

and extends to a height of 5.5 m.

Models (I), (II), and (III) have the same building arrangements and dimensions,

but they differ in the geometry of the central part that surrounds the street (marked

with black-dashed boxes). In model (I), the central part consists of eight type A and

two type B blocks. Narrow gaps with a width of 1 m exist between the type A

buildings and between the type B buildings. In model (II), the central part forms a

solid U shape. In model (III), the street buildings are the same as those of model (I),

while the outer blocks that surround them form a solid U shape. In model (IV), the

symmetry is interrupted by introducing other blocks of different dimensions in

addition to shifting the upper and the lower two thirds of the array along the x-axis.

Many factors were considered during the design of these four building patterns.

First, these models suit the nature of existing small-lot residential areas in Japan

(Katsumata 2004). Second, the four models were nominated to examine the opti-

mum design for densely inhabited areas, which will induce more wind inside the

urban domains and will improve their air quality and comfort. Third, model (II)
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represents an unfavorable choice for dense urban areas, due to the blocking effect of

its geometry in some wind directions. The U shape of the central part of such a

model decelerates the wind motion and hence traps pollutants within the pedestrian

domain of the street. Fourth, model (I) represents a uniform-building array. Fifth,

model (III) exhibits a combination of models (I) and (II), and as a result, it is

expected to demonstrate a behavior that is intermediate between these two models.

Sixth, model (IV) represents a model of what exists in reality, as the buildings in

this model form a staggered array.

a

c

b

d

Fig. 7.10 Simplified diagrams for the four typical models of a dense urban area. (a) Model (I).

(b) Model (II). (c) Model (III). (d) Model (IV)
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In this section, nine Japanese cities were selected to conduct the exceedance

probability calculations. These cities are Tokyo, Osaka, Sapporo, Niigata, Fukuoka,

Nagoya, Sendai, Yokohama, and Kyoto. Figure 7.13 presents a map of Japan

showing the nine cities. These cities were selected mainly because they are the

most important cities in Japan, representing a significant proportion of the Japanese

population and the site of many residential houses. In addition, these cities cover
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Japan from north to south, stretching from Sapporo to Fukuoka, which means that

the calculations of the exceedance probabilities for the nine selected cities will also

be useful for other cities located nearby. Another important feature of the selected

cities is that they have different characteristics, with some being coastal cities (both

along the Sea of Japan and the Pacific Ocean) and others being inland cities.

The wind regime in coastal regions is known to be completely different from

those of inland areas (i.e., Kyoto).

The above reasons make the investigation of the wind characteristics of such

cities very important in ensuring a reasonable level of air quality and comfort for

the inhabitants of these cities.

Graphical representations of the parameter A(an) for the nine cities are given in

Fig. 7.14. TheWeibull parameters for these cities were estimated by regression of the

data on themeanwind velocity, which wasmeasured every 3 h for a period of 10 years

starting from 1995 until 2004 and was averaged over 10 min. The values of the

Weibull parameters for the 16 azimuth directions in the nine selected Japanese cities

have been previously described (Wind Engineering Institute of Japan 2005).

Fig. 7.13 Map of Japan showing the nine assessed cities
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7.5.2 Numerical Simulations

7.5.2.1 Calculation Settings

Numerical simulations were performed using the CFD code Star-CD andwere based

on a finite-volume discretization method. A steady state analysis was adopted, and

the monotone advection and reconstruction scheme (MARS) was applied to the

convective term. The standard k-emodel was used to simulate the turbulence effects.

The pressure/velocity linkage was solved via the SIMPLE algorithm (Patankar

1980). As the area of study contains many geometric configurations, it was preferred

Fig. 7.14 Wind roses of the nine cities based on their mean wind velocity (averaged over 10 min).

(a) Tokyo (74.5). (b) Osaka (22.9). (c) Sapporo (31.1). (d) Niigata (15.0). (e) Fukuoka (24.4).

(f) Nagoya (17.9). (g) Sendai (52.0). (h) Yokohama (19.5). (i) Kyoto (16.1) (The numbers in

brackets refer to the observation height in meters)
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to use a system of unstructured grids because this type of mesh is suitable for CFD

simulations of complex urban areas, as demonstrated by Huang et al. (2005).

However, a structured grid system was used in the study domain because of the

expectation of greater simulation accuracy. Figure 7.15 shows a schematic repre-

sentation of the grid development for the building array of model (IV), together with

the grid characteristics of the street domain. The detailed analysis conditions are the

same as in application 1, which are shown in Table 7.1.

Fig. 7.15 Schematic

representation of a grid

system to simulate the array

of model (IV). (a) Grid

system of the whole array.

(b) Grid system of the study

domain
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7.5.2.2 Calculation Results of Air Quality Within the Study Domain

Figure 7.16 shows the air quality parameters of the average pollutant concentration

and the air change rate within the pedestrian domain of the street for the four

building patterns and the applied wind directions. The results demonstrate a signifi-

cant dependence on the wind direction and on the building array geometry. In the

range from 0º to 180º, models (I) and (IV) demonstrate good ventilation perfor-

mance as compared to the other models. The behaviors of such models for this wind

direction range reflect the high efficiency of removal of the pollutants by the wind,

which is attributed to the presence of narrow gaps between street buildings. The

narrow gaps induce more wind into the street domain, which improves the ventila-

tion process. The effects of these gaps also appear clearly in model (III), which

Fig. 7.16 Air quality parameters for the four models versus the applied wind directions.

(a) Average domain concentration. (b) Air change rate within the domain
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demonstrates better performance than model (II), which has the lowest ventilation

performance of the four models within this range of wind directions. It is thought

that the geometry of the solid U shape in model (II) and the outer U shape of model

(III) are the main reasons for these trends within this range of wind directions.

The U-shaped geometry prevents the removal of pollutants by the applied wind in

specific wind directions, which leads to an increase in the returning flux of these

pollutants to the domain. The pollutants then accumulate, and the concentration

increases.

In the range from y ¼ 180–360, models (II) and (III) clearly demonstrate the

highest ventilation performances of the four models. The effect of the wind

direction within such a range can be understood by realizing that most of the

wind that enters the street domain comes through the shear layer at the building

roof level, while a low percentage of the wind enters the domain through the traffic

road side and the narrow gaps between the street buildings. The wind flow through

the narrow gaps creates lateral flows, which appear clearly in models (I) and (IV)

than in model (III) and which disappear completely in the case of model (II).

The interaction between these flows and the main flow coming across the shear

layer creates a number of vertices within the street, which affect the purging

capability of the main flow.

7.5.2.3 Calculation Results of the Wind Kinetic Energy

Within the Study Domain

The average wind kinetic energy within the study domain is presented in Fig. 7.17.

Clearly, the trends shown are similar to those of the air change rate presented in

Fig. 7.16b. This can be attributed to the fact that the greater the wind kinetic energy,

Fig. 7.17 Average wind kinetic energy within the study domain for the applied wind directions
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the greater the purging capability of the wind and the higher the air change rate

within the domain (and vice versa).

Similarly to the air change rate trends, the trends for the average wind kinetic

energy within the domain demonstrate significant dependence upon the incident

wind direction. Within the range y ¼ 0–180�, model (IV) nearly always

demonstrates the highest values as compared with the other models, while within

the range y ¼ 180–360�, models (II) and (III) exhibit the highest values for the

wind kinetic energy, especially at y ¼ 270�.
An important observation from Figs. 7.14 and 7.15 is the oscillation that

appears in the case of model (IV). These oscillations are attributed to the effect of

the staggered distribution of the building blocks in such a model. The nature of the

staggered distribution of the blocks influences the amount of wind entering the street

for specific wind directions and hence affects the ventilation performance and the

wind potential within the domain.

From the calculation results presented in Figs. 7.14 and 7.15, it is obvious that

there is considerable variation in the domain’s wind potential for the same building

pattern in different wind directions. To attain a reasonable assessment for the four

building patterns, further analysis of the wind environment within the study domain

in these models is needed. Thus, here we adopt the use of the exceedance probabil-

ity criterion to carry out such an assessment.

7.5.3 Exceedance Probability Analysis

7.5.3.1 Investigation of Model Location by Exceedance

Probability Analysis

The results of calculating the exceedance probabilities within the study domain for

model (I) are presented in Fig. 7.18 in terms of the air change rate that is estimated

for different arrays of directions. For each city, there are 16 curves representing the

16 directions considered for the building arrays. These curves represent the exceed-

ance probability of the air change rates for each direction of the array. The figure

shows that at higher exceedance probabilities, the difference in the EP values from

one direction to another is very small, while at low probability values, such

differences are considerable. For example, in the case of Tokyo, at a probability

value of 80%, the LACR is approximately 30 1/h in almost all directions of the

array, with no considerable differences between these directions. However, at an

exceedance probability of 20%, the LACR ranges from 70 1/h in the WSW

direction to 77 1/h in the ENE direction. Additionally, the figure demonstrates

that for a specific air change rate and a specific array direction, the probability

values vary from one city to another due to the variation of the wind characteristics

between these cities. In addition, the figure demonstrates the low dependence of

model (I) on the array direction for almost all cities. This lack of dependence is

shown clearly in the convergence between the probability curves in the 16
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Fig. 7.18 Exceedance probability trends in terms of the local air change rate (1/h) in the case

of Model (I) for the nine cities. (a) Tokyo. (b) Osaka. (c) Sapporo. (d) Niigata. (e) Fukuoka.

(f) Nagoya. (g) Sendai. (h) Yokohama. (i) Kyoto
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Fig. 7.19 Exceedance probability trends in terms of kinetic energy (m2/s2) in model (I) for

the nine cities. (a) Tokyo. (b) Osaka. (c) Sapporo. (d) Niigata. (e) Fukuoka. (f) Nagoya.

(g) Sendai. (h) Yokohama. (i) Kyoto
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directions of the array. Therefore, the change in the air change rate in response to

changes in the array direction is very small in these kinds of densely built-up areas.

Another important point to note from this figure is that model (I) has low probability

values at higher ventilation rates in Tokyo and Kyoto. This can be attributed to the

wind characteristics of these two cities, reflected by the values of the parameters C
(an) and K(an).

Figure 7.19 shows the exceedance probability of model (I), estimated by means

of the average wind kinetic energy within the study domain. Similar to the proba-

bility trends shown in Fig. 7.18, low probabilities are detected at high kinetic energy

values, especially in Tokyo and Kyoto, while higher probabilities are found at high

kinetic energy values in Sapporo, Niigata, and Yokohama. Unlike the probability

estimated using LACR, the exceedance probability estimated using wind kinetic

energy shows little divergence between the probability values of the 16 wind

directions.

The results of Fig. 7.16 demonstrate that it is difficult to evaluate the results of

the exceedance probabilities for all 16 directions due to the high density of the

curves. Therefore, it was preferable to compare the ventilation performance of the

four building models based on the values of both the air change rate and the wind

kinetic energy, estimated at the minimum probabilities. The minimum exceedance

probabilities reflect poor air quality conditions and low comfort conditions for

inhabitants of these areas, which is a very important subject of investigation.

Fig. 7.20 Minimum exceedance probabilities of the four building patterns for the nine cities based

on the local air change rate (1/h). (a) Model (I). (b) Model (II). (c) Model (III). (d) Model (IV)
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7.5.3.2 Minimum Exceedance Probabilities Based

on the Local Air Change Rate

Figure 7.20 shows the minimum exceedance probabilities of the four building

patterns for the nine cities considered based on the local air change rate and the

array direction at which such probabilities were calculated.

Indeed, there is a relationship between the wind directions expressed by the wind

rose data (shown in Fig. 7.14) and the array direction at which the minimum

probability is calculated. However, the incident wind direction is not the only

parameter controlling the direction at which the lowest probability exists. For any

direction of the building array, the calculated probability is the summation of the

probabilities of the 16 wind directions. The combination of the wind rose data and

the air exchange rate distributions shown in Fig. 7.16b determines the array

direction of the minimum exceedance probability. As an example, consider the

case of model (I) in Tokyo when the array direction is WSW and the wind direction

is NNW. In this case, the wind direction comes in at an angle of 90� to the building
array direction. From Fig. 7.16b, the air change rate for the case of model (I) has its

minimum value at y ¼ 90. Simultaneously, the NNW direction has the maximum

relative frequency of occurrence in Tokyo (see Fig. 7.14). The combination of the

array direction for the minimum air change rate and the wind direction for the

maximum occurrence frequency results in theWSW direction being the direction of

minimum probability for such a case.

From the lowest probability curves shown in Fig. 7.20, it is clear that the

effective range of such probabilities lies between P ¼ 20% and 80%. For

P < 20%, the air change rate is very high, which is not common, while for

P > 80%, the air exchange rate is quite low, and the air quality conditions are

poor. Thus, it is important to analyze the LACR values within this range. To do so,

one must focus on the air change rates at the upper and the lower limits of such a

range. Table 7.3 presents the values of the air change rate for the four building

patterns in the nine cities at P ¼ 80% and 20%. Additionally, a graphical represen-

tation of these values is given in Fig. 7.21.

Table 7.3 Air change rates for exceedance probability values of 80% and 20% (Unit: 1/h)

City

Model (I) Model (II) Model (III) Model (IV)

P ¼ 80% P ¼ 20% P ¼ 80% P ¼ 20% P ¼ 80% P ¼ 20% P ¼ 80% P ¼ 20%

Tokyo 29.9 69.0 22.7 57.2 29.9 71.5 31.8 76.0

Osaka 27.8 74.5 20.3 56.7 26.3 73.0 29.4 83.4

Sapporo 29.9 99.2 22.6 69.4 30.5 96.0 32.4 107.2

Niigata 42.2 113.0 30.2 101.8 41.6 115.5 45.7 128.8

Fukuoka 25.0 85.0 19.0 65.9 25.4 87.0 26.2 93.8

Nagoya 34.1 94.2 26.0 67.3 35.5 91.1 36.1 102.6

Sendai 26.2 81.3 19.8 60.8 26.3 79.2 28.2 89.9

Yokohama 44.2 101.7 33.1 85.3 45.9 113.0 45.9 112.0

Kyoto 20.2 57.7 14.9 49.7 19.2 59.4 21.6 65.3

7 New Criteria for Assessing the Local Wind Environment. . . 187



Here, P ¼ 80% corresponds to an approximation of an exceedance probability

of 6/7, as mentioned above in Sect. 7.3.6, and P ¼ 20% corresponds to an exceed-

ance probability of 1/7. Both are the same in practice, and for simplicity, this

section used P ¼ 80% and 20% to make the illustration.

As can be seen from Table 7.3 and Fig. 7.20, the lowest air change rate values

within the study domain for the four models are found in Kyoto at both P ¼ 80%

and 20%, while the highest values are between Niigata and Yokohama. This result

demonstrates that the wind conditions in Yokohama and Niigata are better than

those of the other seven cities, even in weak wind conditions. It is also clear that the

difference between the air change rates of the nine cities at P ¼ 80% is not very

high, while at P ¼ 20%, the difference is remarkable.

In addition to the above, Table 7.3 demonstrates that model (II) has the lowest

LACR values of the four, while models (II), (III), and (IV) show nearly the same

values. As the minimum standard values of the air change rate within these cities

are not determined precisely, it is difficult to state that model (II) is unacceptable.

Referring to Fig. 7.20, at a low LACR of up to 25 (1/h), the difference between

model (II) and the other models is not particularly significant. Thus, the perfor-

mance of the four building models at low air exchange rates is nearly identical.

Fig. 7.21 Air change rates (1/h) at probability values of P ¼ 80% and 20% for the nine cities.

(a) Air change rate for P ¼ 80%. (b) Air change rate for P ¼ 20%
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7.5.3.3 Minimum Exceedance Probabilities Based on Kinetic Energy

The minimum exceedance probabilities of the four building patterns for the nine

cities, based on the average wind kinetic energy within the domain, are shown in

Fig. 7.22, together with the direction at which these probabilities were calculated.

As mentioned in the previous section, the investigation of the kinetic energy

values at P ¼ 80% and P ¼ 20% is very important because the operating range is

between these two limits. Table 7.4 presents the kinetic energy values of the wind

for the four building patterns, based on the wind conditions of the nine cities, at

P ¼ 80% and 20%. These values are also presented graphically in Fig. 7.23.

Fig. 7.22 Minimum exceedance probabilities of the four building patterns for the nine cities based

on kinetic energy (m2/s2). (a) Model (I). (b) Model (II). (c) Model (III). (d) Model (IV)

Table 7.4 Kinetic energy for exceedance probability values of 80% and 20% (Unit: m2/s2)

City

Model (I) Model (II) Model (III) Model (IV)

P ¼ 80% P ¼ 20% P ¼ 80% P ¼ 20% P ¼ 80% P ¼ 20% P ¼ 80% P ¼ 20%

Tokyo 0.0180 0.099 0.0178 0.111 0.0185 0.111 0.0235 0.125

Osaka 0.0175 0.120 0.0170 0.118 0.0170 0.117 0.0210 0.148

Sapporo 0.0175 0.167 0.0165 0.153 0.0170 0.159 0.0172 0.260

Niigata 0.0440 0.309 0.0400 0.330 0.0395 0.321 0.0470 0.375

Fukuoka 0.0125 0.138 0.0120 0.142 0.0120 0.143 0.0155 0.182

Nagoya 0.0280 0.165 0.0250 0.164 0.0250 0.151 0.0320 0.232

Sendai 0.0135 0.127 0.0130 0.130 0.0130 0.130 0.0180 0.175

Yokohama 0.0390 0.220 0.0370 0.242 0.0380 0.234 0.0500 0.265

Kyoto 0.0080 0.076 0.0074 0.083 0.0080 0.086 0.0112 0.095

7 New Criteria for Assessing the Local Wind Environment. . . 189



The results demonstrate the considerable differences between the kinetic energy

values estimated at P ¼ 80% and at P ¼ 20% in this case (based on the kinetic

energy) compared with those of the previous case (based on the air change rate).

These differences can be attributed to the slopes of the probability curves that are

estimated in terms of the kinetic energy, which are greater than the probability

curves estimated in terms of the air change rate.

From the values given in Table 7.4 and Fig. 7.23, the lowest kinetic energy values

within the study domain are found in Kyoto for both P ¼ 80% and P ¼ 20%.

In contrast, the highest kinetic energy values are for Niigata and Yokohama.

This result confirms that the wind conditions in Kyoto are the worst of these nine

cities, while those of Niigata and Yokohama are the best, even in weak wind

conditions. Another important point to note is that the differences between the

kinetic energy values of the nine cities estimated at P ¼ 20% is higher than the

differences between the values estimated at P ¼ 80%.

Fig. 7.23 Kinetic energy (m2/s2) at probability values of P ¼ 80% and 20% for the nine cities.

(a) Kinetic energy for P ¼ 80%. (b) Kinetic energy for P ¼ 20%
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7.5.3.4 Recommendations for the Best Directions

of the Four Building Arrays

In this subsection, recommendations for the best directions of the four building

arrays, at which the maximum exceedance probability occurs, are introduced.

These directions are those of the maximum exceedance probabilities that were

calculated based on both the air exchange rate and the wind kinetic energy.

The choice of array directions depends upon the requirements set by the designers.

If the array direction is selected based on the air change rate, then the air quality is

the preferred parameter of the designer. If the array direction is selected based on

the wind kinetic energy, then comfort is the desired parameter. However, the

application of such recommendations basically depends upon the potential to

connect existing roads within the city in question with those passing through the

building array. Table 7.5 presents the directions of the building arrays for the nine

cities based on the maximum exceedance probabilities. The authors strongly rec-

ommend the application of these directions wherever possible. However, it is

important to mention that the directions of the building arrays that were estimated

based on the wind kinetic energy are recommended only for weak wind conditions.

7.6 Conclusions

In this chapter, the concept of exceedance probability was introduced and employed

as the assessment approach in the investigation of the local wind environment at the

pedestrian level. Two new criteria, the local air change rate-based exceedance

probability criterion and the local kinetic energy-based exceedance probability

criterion, were proposed for the exceedance probability analysis to comprehen-

sively take into account the uncertainties associated with the influence of the

climate on the wind environment.

Table 7.5 Recommended directions for the four building arrays in the nine cities (Directions of

maximum exceedance probabilities)

City

Model (I) Model (II) Model (III) Model (IV)

ACR KE ACR KE ACR KE ACR KE

Tokyo ENE E E E E E SW NW

Osaka ESE NNW E NNW E NNW WSW SE

Sapporo NE NE SW SW SW SW NNW NE

Niigata NNW SW W NE W NNW ENE SW

Fukuoka E WSW ENE ENE ENE ENE WSW WSW

Nagoya NE NE NE ENE NE ENE SW SW

Sendai NNW WSW NE NE NE NE SW SW

Yokohama E ESE ESE ESE E ESE WSW E

Kyoto S N ESE ESE ESE ESE W W
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Compared with the traditional velocity-based criteria, these two criteria are

essentially domain-based criteria, which can enable an evaluation of the reliability

and acceptability of the local wind environment in terms of wind-driven ventilation

efficiency and thermal comfort. In the construction of the proposed criteria, the local

air change rate and the local kinetic energy were used as the indices with regard

to the ventilation efficiency and the wind intensity, respectively, to take into account

the wind characteristics involved in dispersing contaminants and improving

thermal comfort.

Two application examples were given for detailed illustrations. In the first

example, an idealized street canyon was defined and used to show the application

of the proposed criteria in evaluating the local wind environment at ground level.

The influences of two factors, the orientation and width of the void model, were

investigated in detail by using both criteria based on CFD simulation. The simula-

tion results demonstrate that both factors have great influences on the local ventila-

tion performance, which also demonstrates the practicability and effectiveness

of the proposed criteria to help achieve a good wind environmental design.

The exceedance probability analysis method also seems to be an effective tool for

evaluating urban ventilation. It can estimate the optimum direction for building

arrays that provide a good wind environment for the inhabitants of such areas by

improving the air quality and human comfort conditions.

In the second example, four typical models of densely built-up areas located in

nine cities in Japan were studied and numerically simulated to examine the effects

of the geometry of these building patterns on the wind flow characteristics within

the pedestrian domain. The results indicate that exceedance probabilities strongly

depend upon the geometries of the four building arrays as well as on the wind

conditions of the construction site. Dense building arrays with some narrow gaps

can be set in any direction within the construction site, and the presence of narrow

gaps leads to a decrease in the differences between the air exchange rates for

variable wind directions. Based on the minimum probability values in terms of

the air change rate and wind kinetic energy, the wind conditions of Yokohama and

Niigata seem to be better than other cities. This conclusion is drawn from the weak

wind point of view. Finally, we present recommendations for the best directions of

the four building arrays, which enhance the wind and attain the maximum ventila-

tion performance and the best comfort conditions within the pedestrian domain.

However, the application of these recommendations depends upon the potential to

connect existing roads within the city in question to those passing through the

building array. Also, the directions of the building arrays that were estimated based

on the kinetic energy are recommended only for weak wind conditions.

In the future, this research will be focused on applications for real-world

problems, with the effects of buoyancy and vehicle movement taken into account.
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