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PREFACE 

In the last century, we witnessed an array of exciting events in the growth of the 
radiation chemistry field. Radiation chemistry contributed not only to chemistry 
but also to physics, materials processing, biology, and medicine. This wide 
impact is due to the unique capability of radiation chemical techniques to 
selectively generate free radicals and ions, with precise and measurable yields. 
Their formation is independent of the optical absorption of the precursor species. 
The recent panoply of projects investigating the chemical aspects of radiation 
biology, solvation and electron transfer reactions, free radical chemistry of 
fullerenes, oxidative degradation of pollutants in water and studies on the 
catalytic mechanisms in zeolites have shown how radiation chemical techniques 
can be an important tool for chemists and biologists. 

The recent advent of laser and laser-driven electron accelerators, providing 
pulses of high energy electrons in picoseconds or less, and powerful lasers 
producing photoionization in the sub-picosecond regime, made possible the 
study of ultrafast phenomena. Chemical processes can now be studied in 
picoseconds or less. A chemist can now study fast reactions using both lasers 
and electron pulses. With the synergy provided by these two techniques, the 
understanding of fundamental processes in radical and ionic chemistry has been 
greatly advanced. 

Despite the growth of the possible applications of radiation chemistry, the 
limited knowledge of radiation chemical techniques and the large facilities 
necessary to employ these techniques have limited its use. However, new 
accelerator facilities, with faster time resolution and greater ease of use, will 
lead to both a quantum jump in research capabilities and research opportunities 
in radiation chemistry. In the present book, we endeavor to provide an overall 
view of the different aspects of the subject in its present status. We also want to 
show chemists in general and chemical kineticists, photochemists, physical- 
organic chemists and spectroscopists in particular the opportunities in utilizing 
radiation chemical techniques to study their chemical problems 

Because of the diverse nature of the field, the chapters of this book are authored 
by several experts in their particular areas of research. The introductory chapter 
highlights the accomplishments of radiation chemistry during the last century 
and set out some possible future developments. This is followed by chapters on 
techniques in ultra-fast radiation chemistry techniques, on techniques using 
heavy ions, the observation of chemistry using spin and the chemistry evolving 
from the use of muons. These provide an experimental foundation for the 
science. After discussion of the techniques, fundamental radiation-chemical 
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processes in different systems including gases, high temperature aqueous 
systems (even more relevant now than in the recent past because of the 
resurgence of interest in nuclear power prompted by energy shortages), 
inorganic systems, organic systems and organic halides. These sections are 
followed by applications of radiation chemistry to the understanding of the 
fundamental chemistry of different systems including fullerenes, quinones, 
substituted benzenes and ending with the study of hetero-atom-centered free 
radicals - a field that was developed using radiation chemistry. Radiation 
chemistry has provided important tools in understanding processes in solids, 
including catalysis in zeolites, nanoclusters and colloids. 

The biological effects of radiation, both positive and negative, have been 
important, and this is reflected by chapters on the effects of radiation on 
porphyrins, carbohydrates, nucleobases, proteins and DNA. These are followed 
by the use of radiation chemistry in the development of anti-cancer drugs, in the 
treatment of water pollution, polymers and in food pasteurization and 
sterilization. 

As we stand just inside the portico of the third millennium, the obvious question 
that comes to mind is where does radiation chemistry go from here? Will it 
become just a part of photochemistry or will it disappear? We are optimistic. It 
is our firm belief that, as Peter Wardman put it; ' Radiation chemistry is alive 
and well and living in all areas of molecular science where free radicals reside'. 
It provides one of the simplest pathways to produce well-defined radicals. We 
sincerely hope that this book will act as a guide for young scientists entering or 
contemplating this field of research and for professionals who need information 
on radiation science or who may need to make use of these techniques to unravel 
their scientific problems. 

More than 3 years have passed since our conception of this book. We regret that 
it is less comprehensive than what was initially p lanned-  but we understand that 
the goal should be further than our reach. As Editors, we enjoyed the job of 
putting through the chapters, which is a less strenuous task than that of the 
authors whom we would like to profusely thank (especially those who have met 
their deadline and had to wait for so long!). We wish to thank Andrew 
Dempster, Derek Coleman and Cecilia Hughes at Elsevier Science who have 
helped us in the planning and execution of the project. One of us (BSMR) 
would like to thank Sujata Shinde for her assistance in the editing of the book. 
Finally, we would like to thank our wives for sacrificing the time (and the space 
for manuscripts) that rightfully belonged to them. 

Charles D. Jonah and B. S. Madhava Rao 
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Introduction 

Soon after the discovery of radium at the end of the eighteenth century, 
the effect of the radiation emanating from the radioactive isotope on chemical 
substances became evident. Ramsay's observation that H 2 and 0 2 are generated 
upon the irradiation of water is often quoted as the beginning of the field of 
radiation chemistry (1). In the nearly a century that followed the field has 
matured to engulf a broad range of materials from simple molecules to complex 
composites. Today, the effects of radiation are utilized in numerous 
technologies, from food preservation to initiation of polymerization, from power 
generation to arms production and from radiotherapy to sterilization. Yet, 
studies are still conducted on the fundamental aspects of the effects of radiation 
in diverse exotic media from supercritical fluids to wet soils. It seems, therefore, 
appropriate to reflect on the evolution of radiation chemistry in the nearly 
century that has passed, to highlight some of its lasting contributions and point 
to future directions that may emerge. This contribution is, however, neither 
comprehensive nor objective. Several volumes including this one will provide 
both timely accounting and comprehensive details of the field (2-4). Rather, this 
is our own perception of the field as we see it now. We first scan a few major 
achievements of radiation chemistry, address open questions, and then suggest 
future directions. In particular we attempt to indicate contributions from 
radiation chemistry to the broader area of physical chemistry and other areas of 
general contemporary interest in chemistry. 

Theory 

Theory has played an essential role in the development of radiation 
chemistry, especially in its early days when experiment was unable to probe the 
early events that set the stage for the observable chemical reactions. Three 
themes that were established early on were scattering processes, electronic 
structure determinations, and track simulations. Work done in the 1950s through 
1970s depended greatly on formal development, both because the basic 
possibilities needed to be identified and because the available computational 
tools could not tackle the complexity of the problems. The decades that followed 



provided such an explosive development in computer power and techniques that 
essentially all aspects of radiation chemistry are today susceptible to modelling 
with reasonable expectation for meaningful answers. Indeed, with the ongoing 
integration of quantum mechanics with molecular dynamics techniques, the 
three themes mentioned above will eventually lose their separate identities. 
However, those days are still to come. 

One area that has seen tremendous development in the past two decades is 
electronic structure computation, and radiation chemistry has benefited along 
with most areas of chemistry. The questions one poses with such calculations 
are what are the molecular and electronic structures of the radicals and other 
transient species? What are the observable properties of these species? What 
reactions can they undergo (i.e., what are the potential energy surfaces that 
connect reactants to products)? The experimental properties that are amenable to 
predictive computations with electronic structure methods include molecular 
geometries and the corresponding electronic structures, relative energies of 
molecules (including enthalpies and free energies), spectroscopic quantities such 
as hyperfine coupling constants, vibrational frequencies or electronic transition 
energies, ionization potentials, electron affinities, heats of reactions, free 
energies and activation energies, solvation energies, and more. Some of these 
properties are readily calculable with widely available programs; others require 
effort and ingenuity to obtain a satisfactory answer. Species brought to light by 
radiation chemistry have always presented a challenge to electronic structure 
theory: open-shell radicals are more difficult to describe correctly than stable, 
closed-shell molecules (5), and the solvated electron or the three-electron bond 
(e.g., in (R2S)~*) are even harder to describe. 

Early work focused principally on molecular and electronic structures and 
properties of free radicals. Of considerable interest were the calculations of 
hyperfine coupling constants of organic free radicals, because a considerable 
body of ESR work was becoming available (6,7) and because the computational 
methodology (semiempirical and small-basis, single-configuration ab initio 
methods) permitted such questions to be addressed directly (8). A fair body of 
work was also addressed to the question of the nature of the hydrated electron. 
Calculations of the structures and energies of anions of small clusters of water 
were the most frequently attempted efforts (9). For small radicals (four or fewer 
atoms) for which gas-phase experiments were possible, ambitious configuration 
interaction calculations often gave satisfactory agreement with observed results. 

Since then, galloping improvements in computer power, combined with 
the development of new algorithms, have enabled us to address many problems 
with quantitative accuracy. Gradient techniques permit the determination of 
equilibrium structures, vibrational frequencies and transition state properties; 



Perturbation and coupled cluster theories (e.g., MP2 or CCSD) provide 
correlation corrections. Density functional theory (DFT) appears to offer the 
best of all worlds, correlation-quality results at single-determinant prices. 
However, there is always a limit somewhere. The choice today seems to be 
between correlated methods with large basis sets, such as CCSDT, which 
systematically approach the "correct" answer at appreciable cost, and DFT, with 
its relatively economical efficiency, but which cannot be systematically 
improved (5). 

With the widespread availability of electronic structure programs such as 
GAUSSIAN (10), GAMESS (11), or CADPAC (12), computational studies that 
used to be in the realm of the specialized theoreticians are now performed by 
graduate students. This, of course, is a two-edged sword: Much can be learned 
from the calculations, but one must also be aware of their limitations. 
Computations of interest to radiation chemists will frequently feature radicals in 
condensed media. Radicals and other energetic intermediates are more likely to 
possess low-lying excited states, which tend to make the single-configuration 
Hartree-Fock wavefunction inappropriate (5). In this case, calculated molecular 
structures, energies, and properties that are based on these methods may be 
inaccurate. This includes the popular MP2 perturbation theory. These problems 
are greatly reduced with DFT calculations, but DFT has its own modes of 
weakness. For instance, present DFT methods cannot describe the dissociation 
of symmetric radical species such as H2 § H% § F2-, (H20)2 + and related systems 
with 3-electron bonds (13-15). 

Hyperfine coupling constants (hfcc) are a property on which much 
computational (as well as experimental) effort has been spent. Early success 
with semiempirical methods, such as INDO (16), in reproducing hfccs from 
ESR was accompanied by inconsistency of results. It was discovered that 
fortuitous cancellation of errors was behind the apparent agreement (17). As 
technical capabilities improved, it became clear that accurate computation of 
hfccs is a subtle problem, requiting both a basis set with flexibility near the 
magnetic nuclei and a substantial amount of electron correlation. At the present 
time, calculation of hfccs is essentially a resolved question: The effort needed in 
ab initio calculations to achieve accurate results is known (18), and recent work 
with DFT theory seems to indicate that hfccs calculated by DFT methods are in 
quite satisfactory agreement with experiment (19). Even molecules that have 
been considered "pathological" can be correctly described with a systematic 
theoretical approach (20). 

The development of time-resolved resonance Raman spectroscopy as a 
tool for examining transients was paralleled by an interest in computing 
vibrational frequencies (21,22). In some ways this is an easier problem than 



computing hfccs. For closed-shell molecules, a single-configuration 
wavefunction may be able to predict frequencies that agree with experiment 
(+_50 crn-') to within a scaling factor (23). Those radicals that are adequately 
described by single-configuration wavefunctions will have comparably 
satisfactory frequencies. If the underlying description of the radical is 
inadequate, some of the computed frequencies are liable to be greatly different 
from experiment (> 100 cm -') (24). This situation can be rectified by systematic 
improvement of the level of theory, usually beyond MP2, and again, some 
versions of DFT have been found to predict frequencies quite well (23). 

Electron affinities (EA), ionization potentials (IP) and heats of reaction 
arise from differences in energies computed for the species involved in the 
transitions. EAs and IPs usually require a difference between the energy of a 
closed-shell, singlet state and that of a doublet state. At lower computational 
levels of theory, these calculated energies are not of the same quality, even if 
calculated in exactly the same way. Chipman's detailed discussion of the 
electron affinity of the hydroxyl radical (25) shows how the qualitatively 
incorrect single-configuration result (negative EA) is systematically improved 
by the addition of configurations to the wavefunction. Energies of reaction, on 
the other hand, may converge more rapidly than the EAs or IPs, because 
systematic errors in the energies tend to cancel between the reactants and 
products. However, quantitative results for reactions involving radicals still 
demand competent basis sets and a degree of electron correlation beyond the 
MP2 level (26). Results of almost the same quality have been obtained with 
DFT at a fraction of the cost (27). 

Many of the available computations on radicals are strictly applicable 
only to the gas phase; they do not account for any medium effects on the 
molecules being studied. However, in many cases, medium effects cannot be 
ignored. The solvated electron, for instance, is all medium effect. The principal 
frameworks for incorporating the molecular environment into quantum 
chemistry either place the molecule of interest within a small cluster of substrate 
molecules and compute the entire cluster quantum mechanically, or describe the 
central molecule quantum mechanically but add to the Hamiltonian a potential 
that provides a semiclassical description of the effects of the environment. The 
1975 study by Newton (28) of the hydrated and ammoniated electron is the 
classic example of merging these two frameworks" Hartree-Fock wavefunctions 
were used to describe the solvated electron together with all the electrons of the 
first solvent shell, while more distant solvent molecules were represented by a 
dielectric continuum. The intervening quarter century has seen considerable 
refinement in both quantum chemical techniques and dielectric continuum 
methods relative to Newton's seminal work, but many of his basic conclusions 



have been sustained with the passage of time. Recent work along these lines has 
resulted in the development of quantitative theoretical electrochemistry (29), and 
the improved ability to model hydrated electrons in reactive environments (30). 
Extension of these approaches to heterogeneous media is under active 
development. 

Theoretical description of the early events in condensed phase radiolysis 
has been a primary domain of radiation chemistry since the early development 
of prescribed diffusion models of spurs by Mozumder and Magee (31), and 
Schwarz (32). These deterministic models were found to be inappropriate for the 
distributions and reaction processes of energetic species, and the simulation of 
track processes is now generally done by stochastic techniques. The problem is 
multiplex: The ionizing radiation deposits energy in the medium at a rate and 
over a range that varies with its energy, then the activated molecules diffuse 
from their creation sites and react with other substrates or each other. The 
energy deposition phase requires scattering cross sections or oscillator strengths 
as input parameters, which are frequently not available and so must be 
calculated or estimated (33). The chemical evolution sequence of the calculation 
depends upon an appropriate spatial distribution of reaction species from the 
energy deposition sequence. Simulations of electron tracks seem to be well in 
hand, with an increasing emphasis on incorporating details of the molecular 
environment into the calculations (34). Extension to high LET particle tracks 
with their much denser distributions of reactive species can be expected in the 
near furore, as can applications to heterogeneous media and interfacial 
processes. 

Instrumentation 

Whereas much of the underlying mechanisms for the effects of radiation 
on materials were outlined using steady state radiation sources, the advent of 
pulse radiolysis on the heels of flash photolysis opened a window into direct 
observation of the intermediates. One of the early discoveries utilizing pulse 
radiolysis was the spectrophotometric detection of the hydrated electron by 
Boag and Hart (35,36). Since then thousands of rate constants, absorption 
spectra, one-electron redox potentials and radical yields have been collected 
using the pulse radiolysis technique. The Radiation Chemistry Data Center at the 
University of Notre Dame accumulates this information and posts it (at 
www.rcdc.nd.edu/) for the scientific community to use. They cover the reactions 
of the primary radicals of water and many organic radicals and inorganic 
intermediates. 



To collect this volume of data, linear accelerators with nanosecond time 
resolution were, and still are now, routinely used around the world. Faster, 
picoseond linac machines were built first in Toronto and then at Argonne 
National Laboratory. Picosecond accelerators for pulse radiolysis have been in 
use for nearly three decades at Argonne, at the Osaka University Radiation 
Laboratory, and the University of Tokyo Nuclear Engineering Research 

Figure 1: Schematic representation of the Laser-Electron Accelerator Facility at Brookhaven 
National Laboratory. The laser beam is split to generate both the electron pulse and 
the probe light (scheme courtesy of Dr. J. Wishart, Brookhaven National 
Laboratory). 

Laboratory in Japan. These machines operate with electron pulses of several tens 
of ps and led to the observation of scavenging of the precursor to the l~ydrated 
electron. Using sub-ps laser techniques this species, in fact a variety of 
precursors, were later discovered upon photo-ionization (37,38). These early 
events are presently a matter of discussion in the literature and faster time 
resolution will be required in order to directly observe and identify the radiolytic 
precursors to the hydrated electron. 

To exploit the capabilities of fast lasers, a new picosecond Laser-Electron 
Accelerator Facility (LEAF) has been recently developed at Brookhaven 
National Laboratory. In this facility, schematically shown in Figure 1, laser light 
impinging on a photocathode inside a resonant cavity gun merely 30 cm in 
length produces the electron pulse. The emitted electrons are accelerated to 
energies of 9.2 MeV within that gun by a 15 MW pulse of RF power from a 2.9 
GHz klystron. The laser pulse is synchronized with the RF power to produce the 
electron pulse near the peak field gradient (about 1 MeV/cm). Thus the pulse 
length and intensity are a function of the laser pulse properties, and electron 



pulse lengths as short as 5 ps are attainable. This machine is described in detail 
elsewhere in this book. Similar machines are presently under construction at 
several other laboratories around the world. In addition to the obvious 
advantages of the shorter electron pulses that such machines provide, the close 
synchronization between the laser and electron pulses is a major advantage. To 
observe the chemical events that occur at the fast time domain, a pulsed probe 
laser is required and therefore, timing of the probe with the electron pulse is of 
major importance. Since the same laser can be used to generate the white probe 
light, jitter between the two pulses can be minimized. Other designs of even 
faster linac facilities, based on laser technologies are currently under 
consideration at other laboratories. 

Accelerators for heavy ions abound but low currents and limitations 
imposed by short penetration depth hamper their use in radiation chemical pulse 
radiolysis applications. Nonetheless, a high LET pulse radiolysis facility, based 
at the Heavy Ion Medical Accelerator in Chiba, Japan, has been recently used to 
determine yields of radicals in the radiolysis of water. Beams of 24 MeV He 2. 
and 6 MeV H + with pulses of 5 or 10 gs were used and because of the short 
penetration (-- 400 gm in water) a tightly focused narrow laser beam was 
required for the spectrophotometric detection. The common observation of 
reduced primary radicals yields upon increasing the LET was observed with 
these ps time-resolution machines as well (39-41). The advent of synchrotron 
radiation, now in its third generation with a fourth on the horizon, led to an 
explosion of information primarily, however, from various X-ray diffraction, 
scattering, absorption and emission spectroscopies. Even though many of them 
can provide very short ps-regime pulses of ionizing radiation, time domain 
experiments on synchrotrons today are limited to structural determinations. It is 
quite conceivable that future machines will provide high enough dose rates to 
allow detection of chemical intermediates initiated by the passage of the 
radiation. Laser flash photolysis, in conjunction with pulse radiolysis to generate 
radicals can be used to probe the photochemistry and photophysics of radicals 
(42). This may lead to rather unusual photochemistry and unexpected 
photophysics in the radical doublet manifold (43). Perhaps not surprisingly, the 
quartet manifold in simple radicals has never been convincingly reported. Most 
probably, the presence of the quartet state will be observed only with ultra-fast 
sub-picosecond laser techniques. 

Most of the techniques used in the analysis of intermediates are utilized 
today in pulse radiolysis as well. These include spectrophotometric, emission, 
near-IR, conductivity, resonance-enhanced Raman, and ESR techniques. Early 
attempts to observe surface-enhanced Raman scattering (SERS) from adsorbed 
radicals were inconclusive (44) but they led to the realization that the sensitivity 



of SERS may rival that of absorption spectrophotometry (45). Indeed recent 
experiments using confocal microscopy have shown SERS from single dye 
molecules adsorbed on single colloidal silver and gold particles (46,47). 
Whereas no experiment has yet demonstrated such capabilities on irradiated 
samples, we fully expect implementation of single molecule spectroscopies in 

Figure 2: Three-D chromatograph of pentane containing 1 mM 12 following 200 krad 
irradiation. X-axis is time of elution; Z-axis is wavelength. Main peaks by 
order of appearance from left to right are: Partially resolved 2- and 3- 
Iodopene, 1- Iodopene, 1-Iodobutane, 1-Iodopropane, ethyliodide and 
methyliodide. Reproduced by permission from J. Phys. Chem. 104, 1348 
(2000). 

radiation chemistry, especially on large biomolecules, in the foreseeable future. 
Combined with microbeams that were developed in the last decade and single- 
cell microdosimetry they will contribute significantly to radiation biology 



(48,49). On the practical side, such an approach may help resolve the low-dose 
threshold issue that has been debated for many years in the radiobiology 
community. However, such capabilities will reach beyond the obvious 
applications to the nano-size regime. Because of the very short penetration depth 
of high-LET radiation, the availability of microscopic detection techniques 
should allow time-domain studies with heavy-ion irradiation. 

Product analysis of irradiated samples attains the ppb level and separation 
of geometrical isomers is routinely performed. Using gel permeation 
chromatography the product distribution of 3t-irradiated n-alkanes has been 
recently mapped (50). As can be seen in Figure 2, unprecedented resolution of 
the various isomers can now be achieved with modern chromatographic 
techniques. Capillary electrophoresis is presently used to determine the product 
distribution of various cresols and yields as low as 0.1 molecules/100 eV are 
routinely measured (51). 

Homogeneous Systems 
Aqueous Solutions: For obvious reasons a concerted effort has been 

invested since the emergence of the field in understanding the radiation 
chemistry of aqueous solutions. Among the primary radicals of water radiolysis 
the hydrated electron is the most intriguing species. Precursors to eaq were 
identified mostly using ultrafast laser photo-ionization techniques (37,38,52). 
The long-standing dogma that the time dependence of the concentration of 
primary radicals can be transformed into yield dependence on concentrations has 
indeed been confirmed (53). A report of considerable practical consequences is 
the observation that all of the molecular hydrogen, including the so-called 
residual, unscavengeable G(H2), can in fact be reduced to nil by scavengers of 
the precursor to the hydrated electron and not by those of e-aq (54). Since the 
production of combustible H~ is of prime concern in many technological 
applications of radiation, it seems clear that the scavenging capacity for the 
precursor (as well as eaq) need to be considered when choosing a candidate that 
will minimize G(H~). Furthermore, comparison of the effect of these scavengers 
on G(H 2) upon irradiation with various LET particles, and attempts to simulate 
the yield as a function of concentration (time), lead to the conclusion that a 
significant component of that yield arises from a second-order dissociative 
recombination of the non-hydrated electron (probably not the p-like state) with 
water holes, perhaps H20 § If confirmed, this observation may require a 
significant reevaluation of the sequence of events that lead to the primary 
radicals in water radiolysis. Since essentially no information is available on the 
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precursor of OH radicals this may open up a new direction for studies of the 
oxidative pathway in water radiolysis (55). 

Other solvents: Hydrocarbons were intensively studied in the last couple 
of decades. The debate around the lifetime and trapping ability of the high 
mobility holes seems to have been settled (56-58). Apparently fast electron 
transfer equilibrium between at least two conformers in cyclohexane, and 
perhaps other hydrocarbons, could account for most of the kinetic observations 
from both spectrophotometric and dc-conductivity observations (59). However, 
the rather nondescript spectra of the intermediates in these solvents hampers 
further elucidation of the primary processes in hydrocarbons. 

More exotic solvents became targets of research as their use in 
technological applications could realistically be envisioned. Supercritical (SC) 
and near-supercfitical fluids (SCFs) are now a subject of investigation by 
several groups as the use of supercritical CO 2 in environmentally acceptable 
chemical processing is often sought. Nonetheless, the use of SCFs as a medium 
for radiolysis is still in its infancy, inasmuch as the first demonstration of pulse 
radiolysis in SCF was made in 1995, and the current output is still very limited. 
The reasons for performing radiolysis in SCFs are the same as those for carrying 
out other experiments in SCFs: The considerable range of accessible densities 
and the possibility of selective solvation of solutes may lead to substantial 
enhancement or suppression of reaction rates relative to those in subcritical 
media. However, the detailed reaction schemes that have been assembled for 
radiolysis of subcritical solvents are almost totally lacking for SCFs, and thus 
interpretation of the results is not straightforward. 

The initial studies of Chateauneuf and Brennecke (60,61) examined 
benzhydrol in SC fluoroform. Radiolysis led to the (C6Hs)2CH § cation, which 
decayed by addition to cosolvents. Jonah and coworkers, using SC ethane (62), 
made the first observation of an electron transfer reaction in a SCF, the reaction 
of biphenyl anion with pyrene. The apparently anomalous pressure dependence 
of the reaction was thought to indicate a pressure-dependent solvent 
reorganization energy. The same group then turned its attention to SC CO~ 
(63,64), trying to characterize the reactive transients from the radiolysis of the 
medium itself. Among the transients, radical-ion clusters of CO 2 were identified 
but other transient remained to be determined. Ferry and Fox (65) describe the 
radiolysis of SC water, in which competition between OH addition and 
oxidation of halophenols was observed. Percival et al. observed muonium in SC 
water (66), with apparently large effects on the muonium formation rate. They 
hypothesized that muonium may probe the way density and hydrogen-bonding 
structure affect the rate of proton transfer. Finally, Holroyd's group (67) has 
studied the attachment of electrons to CO 2 in SC ethane, and conclude that the 
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negative volume of reaction of ethane indicates clustering around the anion. The 
tentative nature of the conclusions drawn by all of these reports highlights the 
need to establish the fundamental properties of radiolytic effects of SCFs. 

A major contribution from radiation chemistry to general physical 
chemistry was the experimental confirmation of the Marcus theory for electron 
transfer by Miller and Closs (68-71). The advantage of the radiolytic approach 
over the analogous laser flash photolysis technique, in this context, is the ability 
to generate only the reduced radical on one donor-acceptor molecule. Thus a 
charge-shift reaction could be studied rather than an electron-hole recombination 
that is commonly generated photolytically. Nonetheless, the implications of the 
theory, which gain credence from the experimental verification, are far reaching 
especially in photoinduced electron transfer. Rational design of supramolecules 
in efforts to control charge separation and charge recombination is now possible 
based on the principles outlined by Miller & Closs (71). It is commonly utilized 
with a high degree of confidence in studies of natural and artificial 
photosynthesis and in energy conversion schemes. It is now taken for granted 
that for efficient photo-induced charge separation one would like to work near 
the maximum rate in the "normal" region of the Marcus curve for electron- 
transfer. However, for the highly energetic, but energy wasting, back reaction 
one strives to operate in the "inverted" region. Furthermore, it also provided a 
rationale for the rate of hole and triplet energy transfer. As the activity in 
photoinduced electron transfer intensifies, pulse radiolysis is often used to 
resolve issues that cannot be explained by photolysis alone. Such was the case in 
the identification of the intermediates in the most commonly used 
photoelectrochemical cell based on the Ru(bpy)32§ photosensitizer (72). 

Numerous solutes, from inorganic complexes to DNA components were 
investigated in much detail using radiation chemical approaches. One can safely 
assume that as mechanisms of the reactions of the primary radicals with simple 
solutes are unravelled a shift to increasingly complex molecules and molecular 
assemblies will take place. Currently, the mechanism of oxidation of even the 
simplest of amino acids is still under intense scrutiny (73,74). Nonetheless, 
studies of radiation damage in DNA are constantly proceeding from frozen, 
matrix isolated environments to liquid solutions at ambient temperatures. The 
question of the rate and distance of electron transfer along the DNA chains is 
still under debate (75). Recent measurements of single-step hole transport in 
synthetic DNA indicate that it is fast enough to compete with strand breakage 
thus allowing hole hopping for large distances along the DNA chain. On the 
other hand, it is too slow to compete with charge recombination within the ion- 
pair of the photochemical cage (76). This direction of charge transport in DNA 
will continue to be a mainstream direction in radiation biochemistry. The 
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emphasis on kinetics in radiolysis notwithstanding, a wealth of thermodynamic 
information can be collected using pulse radiolysis, for example from the 
establishment of electron-transfer equilibria. Wardman's compilation of one- 
electron redox potentials, all collected by pulse radiolysis, includes hundreds of 
redox couples (77). 

Organized Assemblies and Heterogeneous Systems 

Along with the rest of the chemistry community, attention of radiation 
chemistry in recent years is shifting from single molecules in condensed phases 
to ensembles of molecules and materials. Several objectives are driving these 
studies, in addition to the inherent interest in the effects of radiation on the 
assembly. The effects of the assembly on solutes' behavior, in particular kinetic 
parameters, is quite often a primary motivation. Furthermore, as already 
mentioned above for supercritical fluids, one often learns quite detailed 
information on the medium itself from these studies. Initial studies of radiolysis 
in organized assemblies focused on micellar solutions (78,79). The interaction of 
the solute with the surface potential of the micelle can significantly affect the 
kinetics of reactions at the micellar surface. More interestingly, the 
dimensionality of the reaction can significantly alter the dynamics of a process. 
Indeed Henglein and Proske showed that cations, e.g., Ag2 § can be confined to 
the interfacial surface of an anionic micelle and their kinetics then are distinct 
from those in three dimensional space (80). Other parameters of the micellar- 
organized assembly that influence radiolytically produced intermediates include 
modification of the pH at the vicinity of the micellar interface and hydrophobic 
interactions of the micellar core with less-soluble solutes. 

The effects of ionizing radiation on solid dispersions in liquids have been 
studied from the early days of radiation chemistry (81). However, with the 
discovery of quantum size effects, with the growing interest in interfacial 
processes in energy conversion, and with the widespread activities surrounding 
nano-materials much effort has been directed into the use of radiation chemistry 
in the study of these materials. The unusual properties of the solids at the 
borderline between molecular and bulk dimensions lead indeed to many 
interesting discoveries. In that regard, the ability of pulse radiolysis to 
selectively prepare a system with one kind of radicals, reducing or oxidizing, is 
very instrumental in these investigations. The seminal series of papers by 
Henglein and coworkers introduced the concept of "microelectrode", where a 
small metallic particle may accumulate a large number of electrons on a single 
particle (82,83). This led to a rational application of metallic colloids as multi- 
electron redox catalysts. The addition of a single electron, e.g., from e~q, to a 



13 

small semiconductor nanoparticle, leading to essentially complete bleaching of 
the absorption by the particle near the band edge of the particle, has far reaching 
implications (84). It means that these particles should have very large non-linear 
optical effects following photoinduced charge injection into the particles, as 
indeed was verified by optical excitation. Very large surface potential effects on 
the kinetics, as well as the thermodynamics, of charge injection from reducing 
radicals into oxide particles were observed and fully interpreted using 
electrochemical theories for electron transfer across the solid/electrolyte 
interface (85,86). Using spectrophotometric pulse radiolysis, in combination 
with conductivity techniques it was recognized that addition of electrons to 
oxide particles leads to the phenomenon of charge compensation (87), which 
was later observed in electrochemical experiments as well (88). 

The few examples listed above demonstrate the tremendous impact that 
radiation chemistry had on the understanding of microheterogeneous systems 
and the advancement of nanostructured materials. In addition many studies have 
focused on the fate of radiation absorbed by one phase on the other (79,89,90). 
Can the energy pass onto the interface? Does it produce radicals, and what are 
their properties when adsorbed on the surface? Silica particles and zeolites are 
common matrixes where these studies were done since they may generate a 
variety of radical that are difficult to trap in other media, especially radical 
cations in the zeolite framework (91). Experiments at the solid/liquid interface 
are scarcer. Nonetheless, for silica in water we have shown recently that, 
contrary to holes, essentially all of the electrons that are generated by absorption 
of the radiation in the nanoparticles do appear in water as eaq (92,93). However, 
it is not clear at the moment whether this is a general observation or material- 
specific. One may expect that in different materials trapping processes will have 
different efficiencies, and therefore, different escape probabilities from one 
phase to the other. However, no systematic study has yet been performed on this 
issue. Because of its significant practical implications, especially in nuclear 
waste management and power generation applications, this question will have to 
be addressed in the imminent future. 

Radiolysis was found to be a useful tool in the synthesis of nanoparticles. 
Henglein and coworkers and Belloni and coworkers prepared many metallic 
(and pre-metallic) particles of a large variety of compositions over the last two 
decades. Both groups were able to show size dependence of the redox potential 
of the metallic ion/metallic atom (or cluster) couples from single atoms to 
relatively large clusters (94-97). Commonly the synthesis involves radiolytic 
reduction of metal ions in aqueous solutions but radiolytic production of silver 
particles was recently achieved in supercritical fluids as well (98). The particles 
produced by radiolytic reduction of the ions can be designed to assume a variety 
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of morphologies, from core-shell structures to alloys. The size and size 
distribution of the particles can be judiciously controlled and methodologies for 
narrowing size distribution of seed metallic particles were developed (99). This 
high quality of particles in turn allowed Hodak et al. to determine the cooling 
processes in the ultrafast time regime following fs laser excitation (100). 
Furthermore, exploiting dissociative electron transfer processes (e.g., release of 
halide ions from alkyl halides (101,102) or sulfide from thiols (103-105) upon 
reaction with eaq ) one can initiate growth of semiconductor materials (e.g., of 
AgX or CdS respectively) using radiolytic techniques. Thus, the instantaneous 
initiation of growth processes afforded by radiolytic techniques offers 
opportunities to study the growth processes of semiconductor materials 
essentially from the stage of the single molecule to the bulk size materials. In 
analogy with the redox potential of metallic clusters, the stability constant of the 
molecule obtained from the two component ions depends on the size of the 
cluster. A single CdS molecule is highly soluble and its dissociation is 
essentially complete in water even though the solubility product of this material 
is only 3.6x 10 :9 M :. 

Applications 
The impact of radiation chemistry on technology reaches beyond the 

direct use of radiation in the technology. Obvious technologies where radiation 
is directly involved include power generation, arms production, nuclear waste 
(106-108), initiation of polymerization, cross-linking(109), medical sterilization, 
food irradiation (110) and environmental clean-up (111). Many of the radiolytic 
processing applications that are already in use are summarized in Woods and 
Pikaev's recent volume (112). Irradiation of solid wet interfaces is proposed as 
an economically viable radio-catalytic approach for polluted-soil 
decontamination (113). Radiation chemical studies of the radiation-induced 
processes in nuclear waste were crucial in developing predictive models that 
describe gas generation in nuclear waste (114,115). Often considered beyond the 
scope of radiation chemistry, radiotherapy relies extensively on models for the 
underlying radiolytic processes in living tissues. As the models are refined they 
can be expected to provide increasing accuracy in targeting the irradiated areas. 
Electron-beam nano-lithography is emerging as the ultimate technology in its 
superior resolution (116-118). Combined with clever nanoparticle deposition 
techniques it will find utility in molecular computing in the foreseeable future 
(119-121). 

The fundamental nature of the studies described above find applications in 
many other technologies. To cite a few examples, the growth of silver seeds 
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upon reduction of silver ions led Belloni and coworkers to develop a model for 
silver development in photographic processes (97,122). Ultimately this insight 
into silver photography led the same group to develop methodologies to 
significantly enhance the sensitivity of the process using "current-doubling" in 
formate doped silver halides matrixes (123). As already mentioned, the 
pioneering studies of Henglein and coworkers on multi-electron redox catalysis 
is now implemented in many energy conversion schemes. 

Conclusions 

A clear trend that emerges in the continuing research in radiation 
chemistry is the contribution of radiation chemical techniques to other fields in 
physical chemistry. Furthermore, these contributions continuously tilt towards 
systems of increasing complexity. In the evolution of radiation chemistry the 
development of faster instruments for pulse radiolysis will continue be pursued. 
The application of such machines will lead to a clearer picture of the earliest 
events that follow the absorption of the energy in the medium, including 
characterization of the precursors to the longer-lived primary species. In parallel 
development of more finely resolved imaging technologies will give us the 
means to probe radiation effects in specific locations and in progressively 
smaller quantities at increasing spacial resolution. With the development of 
theory and its increased reliability the need for experimental verification of 
theoretical predictions will decrease. On the other hand, the interest in the 
effects of radiation on assemblies of supramolecules, material at the nano-scale 
regime, surfaces and interfaces will replace the emphasis on the single molecule. 
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Accelerators for Ultrafast Phenomena 

James F. Wishart 
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1. INTRODUCTION 

The purpose of this chapter is to describe the technology that enables the 
investigation of radiation chemical phenomena at picosecond and femtosecond 
timescales. Several research groups have used femtosecond laser 
photoionization techniques to examine electron solvation dynamics and other 
processes relevant to early radiation chemistry events [ 1,2]. This chapter will 
focus on ultrafast studies using ionizing radiation, primarily electron beams, as 
the excitation source. 

In this context, it is useful to reiterate the inherent time resolution limitations 
of techniques that combine charged particle excitation with optical detection. 
Energetic charged particles travel through a medium at velocity tic, where c is 
the velocity of light in vacuum, and 13 = 0.98 and 0.9988 for 2 and 10 MeV 
electrons, respectively. Light travels through a medium at velocity c/n, where n 
is the refractive index (n = 1.33 for water at 600 nm, for example). In the time it 
takes 600 nm photons to travel unit distance through water, 10 MeV electrons 
will travel fin = 1.33, meaning that the photons will fall 1.1 ps behind for every 
millimeter of sample depth, if the pulses were pure impulse functions. 

Empirical measurements with near-Gaussian optical and electron pulses at 
800 nrn with 8.5 MeV electrons indicate that the FWHM response function 
broadening increases by 700 fs for every millimeter of travel through water [3]. 
Therefore, time resolution is ultimately limited by sample depth, the choice of 
which is affected by considerations such as detection sensitivity, signal strength 
and the ability of the sample to tolerate signal averaging. Because of this 
limitation, ultrafast in the context of accelerators refers to timescales from a few 
hundred femtoseconds to tens of picoseconds. 
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2. ACCELERATION METHODS FOR ULTRAFAST STUDIES 

2.1. Picosecond thermionic prebunching injectors 
Particle accelerators of every size and type consist of two major components: 

a particle source (sometimes called an injector) and an acceleration stage. The 
job of the injector is to generate a particle beam with the desired position- 
momentum relationship for acceptance into the acceleration section. Ultrafast 
accelerators require an injection system which deposits the entire electron bunch 
in a single RF period. The method employed to accomplish this in the first 
generation of picosecond accelerators was the sub-harmonic prebuncher (Figure 
1). The electron pulse is generated by gating the thermionic cathode of an 
electrostatic electron gun on and off within a few nanoseconds. After a short 
drift space the electrons enter a series of RF cavities tuned to a sub-harmonic 
(typically a few hundred MHz) of the main accelerator frequency (typically 1-3 
GHz). The timing of cathode gating is controlled to insert the electron bunch 
into only one prebuncher period. The RF field in the prebuncher reduces the 
temporal spread of the electron pulse until it can be injected, with the proper 
phase adjustment, into a single period of the main accelerator RF frequency. A 
linear accelerator (linac) section then accelerates the electron bunch to energies 
of 20 - 30 MeV. Picosecond accelerators using this type of injector for pulse 
radiolysis have been in use for many years at Argonne National Laboratory in 
Illinois, and in Japan at the Osaka University Radiation Laboratory and the 
University of Tokyo Nuclear Engineering Research Laboratory (NERL) at 
Tokai-mura. 
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Figure 1. Schematic representation of an S-band thermionic injection system for a picosecond 
linear accelerator. 
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2.2. RF photocathode electron guns 
Another type of injector developed in recent years for ultrafast accelerators is 

the radio-frequency photocathode electron gun (Figure 2). RF photocathode 
electron guns consist of one or more conducting resonant cavities, which are 
filled with several megawatts of microwave power to create transient electric 
field gradients of 80 to 100 MV/m. The first cavity, or cell, of the electron gun 
is typically only 50-60% as long as the microwave wavelength, with a disk of 
photocathode material mounted in the back plate of the gun. When the field 
gradient is optimal at the photocathode surface a pulse of laser light is used to 
generate photoelectrons. The high field gradient accelerates the photoelectrons 
to MeV energies in a distance of several centimeters. A 1.5 cell photocathode 
electron gun can accelerate several nanocoulombs of electrons to -4  MeV using 
8 megawatts of RF power. A 3.5 cell gun, such as the one driving the Laser- 
Electron Accelerator Facility at Brookhaven National Laboratory, uses 15 MW 
to accelerate electrons to 9 MeV in a distance of 30 cm. Beam energies of 4 -  9 
MeV are sufficient for most pulse radiolysis applications, however, additional 
acceleration stages may be used. RF photocathode guns can generate electron 
bunches with very clean phase space correlations between their position and 
momentum distributions. This attribute is very desirable for applications where 
beam manipulation is important, such as pulsewidth compression. This type of 
accelerator is becoming very common as an injector for free electron laser 
systems, another application where beam quality is essential. 

The key to the RF photocathode gun technology is the existence of laser 
systems that can be synchronized to the microwave frequency to high precision 
(i.e., one degree of RF phase, or 1 ps at 2.856 GHz) and stability. Several 
commercial titanium sapphire (Ti:Sapphire) and Nd:YAG oscillators are 
available which actively regulate their cavity length to match their frequency to 
that of an external reference with the required precision and stability. The 
choice of laser system is governed by the required excitation energy (determined 
by the work function of the cathode), laser pulse duration (dependent on several 
factors) and laser pulse energy (determined by cathode quantum efficiency and 
the required per-pulse charge). Picosecond Nd:YAG systems are economical 
and may be used in some applications where their fixed pulse width is 
acceptable, however, femtosecond Ti:Sapphire systems are the prevailing choice 
because their high bandwidth permits adjustment of the laser pulse width to suit 
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the application and they provide probe and pump beams with femtosecond 
resolution. 

Figure 2. Schematic representation of an S-band RF Photocathode electron gun injector 
system. In actuality, the accelerator is about 30 cm long. 

Photocathode selection is a trade-off between efficiency and ease of 
maintenahce [4,5]. Metal photocathodes such as copper or magnesium are 
durable but have low quantum efficiency (~-- 10 .3- 10-4). Semiconductor 
cathodes such as cesium telluride (CsETe) or lanthanum hexaboride (LAB6) have 
higher efficiencies, however their useful lifetimes are short before 
reconditioning is needed. All of these materials require excitation in the 
ultraviolet region; typically 266 nm is used because it is the fourth harmonic of 
Nd:YAG and the third harmonic of the Ti:Sapphire optimum gain region. 
Measurements on several operating accelerators indicate that approximately 20 
microjoules of 266 nm light will excite 1 nanocoulomb of electrons from a clean 
magnesium cathode. Amplified, 10 Hz laser systems can easily produce pulses 
in excess of 1 mJ at 266 nm, therefore available laser energy is not the limiting 
factor for charge extraction even with low-efficiency metal photocathodes. 
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However, the high peak power at higher pulse energies can make it more 
difficult to maintain good mode quality as the laser beam propagates. 

The duration and timing of the laser pulse incident on the photocathode is 
very important for the control of pulse characteristics at the radiolysis target. 
Due to the charges on the electrons within the bunch, the intuitive assumption 
that the shortest laser pulse will produce the shortest electron pulse is incorrect. 
Space-charge effects, caused by the mutual repulsion of each electron with very 
other electron in the bunch, force the bunch to expand in all directions as it 
propagates to the target. Longitudinal expansion (along the direction of 
transport) broadens the pulse duration, requiting compensation in the beam 
transport system as discussed below. Expansion in the transverse directions 
(perpendicular to transport) requires periodic focusing which affects the total 
travel distance, and hence, the distribution of arrival times on target. Space- 
charge effects can disrupt the strong position-momentum correlation of the 
electron bunch and limit the ability of the transport system to compress the 
pulse. Typically, the optimal laser pulse width on the photocathode surface is 2 
- 10 ps depending on the system and application. 

Another important consideration for selection of laser pulse characteristics is 
the effect of RF field saturation at the cathode surface. A 3 mm radius, 
uniformly thin disk of electrons generates an electrostatic field of 2 MV/m per 
nanocoulomb at its surface. As mentioned above, peak field gradients for RF 
photocathode guns are 8 0 -  100 MV/m, (however optimum beam characteristics 
for compression are obtained if the electrons are launched at --85% of peak). For 
the cathode radius selected as an example here, extracted charges on the order of 
10 nC and above can significantly affect the field gradient at the cathode 
surface, particularly if cathode illumination is not uniform. Field saturation 
places the ultimate limitation on the amount of charge that can be extracted in a 
single pulse. The most effective means of overcoming this limitation is to lower 
the charge density by using the largest practical cathode diameter and spreading 
the laser pulse width as much as possible. The adjustable pulse width afforded 
by the high bandwidth of a Ti:Sapphire laser system is especially useful in this 
regard. It should be mentioned for the sake of clarity that field saturation is a 
separate phenomenon from beam loading, where the electron bunch extracts 
enough energy from the cavity to reduce the microwave power and therefore 
reduces the field gradient in the accelerating structure. Due to the high power 
density in RF photocathode guns, beam loading is a secondary consideration. 
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As mentioned above, a 3.5-cell RF photocathode gun is in operation as the 
accelerator for the Brookhaven National Laboratory Laser-Electron Accelerator 
Facility. Recently, 1.6-cell RF photocathode guns have replaced thermionic 
cathode systems as injectors for 30 MeV linear accelerators at Osaka University 
and the Nuclear Engineering Research Laboratory in Tokai-mura, Japan [6]. 
Another RF photocathode gun accelerator is under construction at the ELYSE 
facility at the Universit6 de Paris-Sud at Orsay, France. A magnesium cathode is 
in use at LEAF, copper is used at NERL, while the Orsay accelerator will use 
Cs2Te. 

3. BEAM TRANSPORT AND PULSE COMPRESSION TECHNIQUES 

Ultimate control of the electron beam pulse width of an ultrafast accelerator 
system rests with the beam transport system. Space charge effects spread the 
electron bunch in the longitudinal and transverse directions. Transverse 
spreading is typically controlled by pairs of quadrupole magnets spaced along 
the beam line. The primary consideration for transverse focusing is to prevent 
loss of the beam against the sides of the beam pipe while avoiding compressing 
the beam into a tight waist until it reaches the target, in order to avoid 
scrambling the position-momentum correlation which permits strong temporal 
compression. 

Longitudinal compression of the electron bunch is used to reduce the pulse 
width at the target to the shortest value possible. Compression schemes rely on 
having a correlation between particle velocity and position within the bunch. 
Such correlations obtain naturally from photocathode injectors; they can be 
induced in thermionic-generated beams by modulation of the phase and power 
of accelerating sections. Dipole bending magnets can then be used to make 
particles of various energies travel paths of different lengths to arrive at the 
target at the same time. 

An example of a chicane-type compressor is given in Figure 3. On the left of 
the figure, a diagram shows the phase-space distribution of the electron bunch 
before traverse of the chicane. The velocity of each particle (Vz) is plotted as a 
function of particle position (z) along the axis of propagation. The leading edge 
of the bunch is at the lower right (a), meaning that the slower electrons are 
leading. The bending magnets in the chicane cause the lower energy electrons 
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to take the longest path so that they are delayed to coincide with the faster 
electrons at the exit to the chicane, as indicated in the phase-space diagram on 
the fight. In actual cases the compression would be slightly less than complete 
at the exit of the chicane in order to allow for evolution of the packet until it hits 
the target. 

vz 
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Figure 3. Pulse compression using a chicane configuration. 

To compress a pulse with the opposite (fast-to-slow) velocity skew, an alpha 
magnet can be used (Figure 4). In an alpha magnet, the field is varied along the 
axis x which bisects the input and output vectors. The highest energy particles 
take the longest path. 

~ a 

z 

I 

Figure 4. Schematic representation of particle paths through an alpha magnet. 

Both the chicane and alpha magnet compression schemes are achromatic, that 
is to say that the exit path is the same for all particle energies. Non-achromatic 
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compression can be obtained from a pair of 45 ~ bending dipoles separated by a 
quadrupole pair. Scientists at NERL have managed to compress 1 nC of 
electrons down to 900 fs FWHM using such a scheme [7]. 

4. PULSE WIDTH DETERMINATION 

Measurement of the pulse width of an ultrafast electron beam can be 
accomplished by several means. One of the first methods used with success was 
generation of Cerenkov light, followed by detection using a streak camera [7,8]. 
Cerenkov light is generated when a charged particle passes through a medium 
with a velocity greater than the speed of light in that medium. The particle 
generates an electromagnetic plane wave that propagates at angle 0~ with respect 
to the particle's trajectory, where fl and n are defined as in Section 1" 

cos 0~ = 1/fin (1) 

According to Equation 1, Cerenkov light will be generated if the product fin > 
1. For electrons with energies of 20 and 30 MeV, for example, fl = 0.99969 and 
0.99986, respectively. At these electron energies, media with very low refractive 
indices, such as gases, can be used to generate narrow, forward-directed beams 
of Cerenkov light (fin -- 1, therefore 0 c -- 0). This can be accomplished with a 
cell containing 1 atmosphere of xenon gas (n = 1.00078) for 20 MeV electrons 
[8] or in plain air (n = 1.00029) if the beam energy is 30 MeV [7]. Because the 
media in these cases are selected so that fin -- 1, the electron beam and the 
Cerenkov light it generates remain coincident in time over cell depths of several 
centimeters. The Cerenkov light is then transported via a mirror and optical 
relay to the input slit of a streak camera for temporal analysis. 

For beam energies less than 20 MeV a gas Cerenkov cell would have to be 
pressurized to meet the criterion of fin ~ 1. Instead, it is more practical to use a 
thin fused silica plate as a Cerenkov radiator. The optical collection system 
should be aligned with the Cerenkov cone angle (0c ~ 47 ~ and the plate should 
be normal to the detection axis, at an angle to the electron beam, to minimize 
internal reflection problems. 

Transition radiation (TR) is generated when an energetic charged particle 
passes across an interface between regions of substantially different dielectric 
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constants [9]. TR emission occurs over a wide range of wavelengths depending 
on the particle energy and TR radiator material. Typically, an aluminum plate 
or foil is used to generate the TR, which has specular optical characteristics and 
is emitted backward (upstream) and forward (downstream) as the beam crosses 
the front and back surfaces of the aluminum foil. If the foil surface is oriented at 
an angle of 45 ~ with respect to the beam, the backward TR will be emitted at an 
angle of 90 ~ to the beam. At the B NL LEAF facility, polished A1 plates that can 
be inserted into the beam at 45 ~ angles are used as optical TR beam profile 
monitors. The TR beam images are collected by ordinary video cameras. 

Transition radiation is considerably weaker than Cerenkov radiation, however 
since it is a surface phenomenon it avoids problems with radiator thickness and 
reflections inherent to Cerenkov-generating silica plates. Optical TR can be 
measured using a streak camera. An optical TR system has been used to time- 
resolve the energy spread of an electron macropulse in a free-electron laser 
facility [10]. Interferometry of coherent, far-infrared TR has been used to 
measure picosecond electron pulse widths and detect satellite pulses at the 
UCLA Saturnus photoinjector, using charges on the order of 100 pC [ 11 ]. 

Another method for pulse length determination uses the electromagnetic 
fields produced by the electron bunch itself to measure the longitudinal length of 
the bunch, and therefore derive the pulse width. A pulse of a given width has a 
characteristic microwave power spectrum as shown in Figure 5. 
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Figure 5. Power spectra of electron bunches of various widths. Data from Reference 12. 
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Comparison of microwave power at two frequencies, for example 20 and 40 
GHz, permits the determination of the pulse width. This method has been 
demonstrated by measuring the power induced in a pair of 25- and 36-GHz 
cavities attached to the beam line as pick-ups [ 12], and also by measurement of 
the power spectrum using a sweep oscillator [ 13]. This method is extremely 
attractive because it does not intercept the beam; it can therefore be used in real 
time to monitor pulse width during experiments. 

Other non-destructive pulse length diagnostic techniques which have been 
proposed are based on diffraction radiation, which is generated when a beam 
passes through an aperture [ 14], and on coherent Smith-Purcell radiation, which 
is induced by passing the beam over a conductive grating with a period 
comparable to the bunch length [15]. 

It is also possible to determine the pulse width by measurement of a prompt 
optical signal induced in the radiolysis sample, as described in the next section. 

5. EXPERIMENTAL DETECTION METHODS 

Ultrafast accelerator systems present some challenges in the design of 
experimental detection systems which can take full advantage of their time 
resolution. Digitizer-based transient absorption systems are not fast enough to 
measure transients on the order of a few picoseconds. Several years ago, 
methods were developed to use a narrow beam of Cerenkov radiation (generated 
in gas as described above) as a stroboscopic optical probe with variable delay 
controlled by a translation stage [ 16]. This development opened a new time 
regime for kinetic studies, which led to many important findings on reactions 
within spurs. While the technique has proven very powerful, there are certain 
limitations. Since the detection system is single beam, separate I 0 and Isample 
shots are required, making shot-to-shot reproducibility very important for 
accurate absorbance measurements. The intensity of the probe Cerenkov beam 
falls off at longer wavelengths, and the signal from Cerenkov light generated 
within the sample itself can amount to 10 - 20% of the probe beam intensity, 
requiring careful correction. 

With the advent of laser-pulsed photocathode accelerators, a new approach to 
pulse-probe detection is possible. Spare output from the laser system used to 
generate the photoelectrons can be used to create a probe beam synchronized to 
the electron pulse with resolution on the order of 100 fs. Optical parametric 
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amplification can be used to generate probe wavelengths from the visible to the 
near-infrared. Near-infrared wavelengths are important for optical studies of the 
electron in non-polar solvents. A laser probe beam will have much lower 
divergence and higher intensity than a Cerenkov probe; both features serve to 
reduce interference from Cerenkov light generated from irradiation of the 
sample itself. Figure 6 shows the layout of the dual-beam pulse-probe laser 
detection system installed at LEAF [ 17]. 
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Figure 6. Schematic representation of the LEAF pulse-probe detection system. 

Placement of the sample photodiode at a distance from the sample allows 
Cerenkov light from the sample to diverge, reducing its effect on the absorbance 
measurement. Absorbance measurements can be normalized using the Faraday 
cup readings to correct for fluctuations in beam intensity. 

Pulse-probe transient absorption data on the rise time of prompt species such 
as the aqueous electron can be used to measure the instrument response of the 
system and deduce the electron pulse width. Figure 7 shows the rise time of 
aqueous electron absorbance measured with the LEAF system at 800 nm in a 5 
mm pathlength cell. Differentiation of the absorbance rise results in a Gaussian 
response function of 7.8 ps FWHM. Correcting for pathlength, the electron 
pulsewidth is 7.0 ps in this example. 

The pulse-probe technique can be extended to multiwavelength detection by 
using the ultrafast laser pulse to generate a white-light continuum probe, which 
can be dispersed with a spectrograph across a diode array or CCD detector after 
traversing the sample. Due to lower probe intensity, Cerenkov emission from 
the sample would be expected to be more of a complication in this case, but the 
correction methods developed for stroboscopic Cerenkov detection would also 
work here. 
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Figure 7. Pulse-probe transient absorption measurement of the rise time of eaq measured at 
800 nm in a pathlength of 5 mm. 

Formation of excited states of hydrocarbons via geminate recombination has 
been studied by detection of emission on the picosecond time scale using a 
streak camera [ 18]. Single-shot streak cameras with resolution on the order of 
200 fs are now available. 

One final example of ultrafast kinetics performed at radiolysis facilities is the 
study of excited states of radical ions. An accelerator pulse can be used to 
generate radical species, which can then be excited by a pump laser beam and 
probed with femtosecond resolution by another laser pulse with variable optical 
delay. This application does not depend on precise correlation of the electron 
and laser pulses and can be done at almost all radiolysis facilities. The 
availability of femtosecond lasers in photocathode facilities places all the 
necessary components to hand. Effective pump-probe measurements will 
require significant concentrations of radical ions. This can be accomplished by 
frequency-quadrupling a 5-9 nanosecond Nd:YAG pulse to irradiate the 
photocathode, thereby creating a macropulse containing several tens of 
nanocoulombs which will produce a high concentration of radicals for the 
pump-probe experiment. 

6. CONCLUSION 

Picosecond accelerators for ultrafast radiolysis studies are undergoing a 
period of renewal as the RF photocathode electron gun technology becomes 
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widely adopted. New accerlerator facilities will make ultrafast radiolysis 
accessible for larger numbers of researchers. The pace of technological 
development in detection systems for these facilities is bound to increase as 
techniques are transferred from laser systems to accelerator facilities. 
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1. INTRODUCTION 

One of new aspects of radiation chemistry at present and in the near future 
will be the use of "new" radiation sources. In addition to rather "conventional" 
or "traditional" radiation sources such as ~,-rays and electron beams (EB), 
development in accelerator science and electronics has brought various kinds of 
new radiation such as ion beam, meson beam, positron beam (e+), SR 
(synchrotron radiation), etc. Fundamentals of radiation chemistry on "new" 
radiation have been studied extensively, and in some cases application is already 
at industrial stage, though much is still left to be elucidated for both fundamental 
and application aspects. 

Amongst them, ion beam is most extensively studied and widely used at 
present. Radiation sciences such as physics and biology related to ion beam are 
also expanding. The character and potential advantages of ion beam compared to 
"conventional" radiation would be; (1) Large and localized energy deposition in 
materials with high spatial resolution. (2) The materiality of the beam that can 
implant atoms into the target, which can endow the product with novel function. 
(3) Wide variety of secondarily produced radiation that enables sophisticated 
analysis of material bulk and surface. (4) Transmutability of material including 
nuclear reaction. The physical or chemical scheme, of course, depends on mass 
and energy of ions and characteristics of target materials. For radiation 
chemistry, phenomena related to (1) and (2) may be of primary interest among 
the above aspects. 

The peculiarity related to large and localized energy deposition is sometimes 
called as Linear Energy Transfer (LET) effects. LET effects on radiation 
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chemistry have been studied extensively, and at present a lot of literature is 
available. Similar to other fields, for detailed information one can contact 
database services such as Chemical Abstract or INIS etc. University of Notre 
Dame provides web-site at http://allen.rad.nd.edu/. This chapter introduces a 
brief background on LET, some of the research activities and some technical 
aspects of ion beam radiation chemistry. 

2. ENERGY DEPOSTION PROCESSES 

An ion beam loses energy through interaction with target material. The energy 
deposition or energy loss in depth direction per unit thickness -dE/dx, where E is 
energy and x is depth, is defined as stopping power. The scheme of energy 
losses includes (1) excitation and transmutation of a nucleus, (2) radiative 
energy loss such as bremsstrahlung and Cerenkov radiation, (3)electronic 
energy loss, and (4) nuclear energy loss. The energy losses through (1) and (2) 
become appreciable in very high energy region only, therefore they may be out 
of the scope of this chapter. Stopping power related to radiation chemistry or 
materials science can be described in terms of electronic stopping power and 
nuclear one. The former is related to inelastic "collision", that is, ionization and 
excitation of target materials, and the latter is responsible for elastic collision, 
that is, displacement of atoms from the original sites. Electronic energy loss is 
predominant over nuclear for high energy ion, and the nuclear predominates 
over the electronic when ions become very slow. As mentioned later, electronic 
stopping power is much higher than nuclear for energy used in studies in 
radiation chemistry. 

LET is, strictly speaking, different from stopping power. LET excludes 
contribution of energetic (for example, higher than 200 eV) secondary electrons, 
whereas stopping power considers every contribution. However, they are very 
close to each other in most cases of radiation chemistry, therefore many studies 
deal with them without distinction. 

The energy deposition from ion to materials is spatially non-homogeneous. 
The non-homogeniety is a complex function of depth, time, and fluence. It can 
be considered in two aspects: non-homogeniety in depth (longitudinal, along an 
ion's path) and in radial (lateral or radial, around an ion's path) directions. 
Figure 2-1 schematically illustrates the non-homogeneous energy deposition 
happening stochastically [1, 2]. Compared to low LET radiation, an ion beam is 
less scattered and deposits energy to material at a high density per thickness. As 
well, in the center region around an ion's path, the density of energy deposition 
is high compared to the periphery. 
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Figure 2-1. Non-homogeneous energy deposition in longitudinal or depth direction (a)[1, 
reprinted with permission, �9 1995 International Atomic Energy Agency], and in lateral or 
radial direction (b)[2, reprinted with permission, �9 1987 John Wiley & Sons]. For detail see 
the refs. 

Non-homogeneity of energy deposition in depth originates from the fact that 
stopping power is a function of energy that varies with depth in the material. 
Stopping power can be generally described as shown in Figure 2-2a. The 
electronic stopping power, S takes the maximum at velocity of approximate 
VBZ2 2/3, where v B is Bohr velocity 2.19x10 8 cm/s, and Z 2 is atomic number of 
target material, respectively. When the ions' velocity v is well below VBZ2 2/3, S is 
proportional to v, and well above vaZ2 2/3, S is roughly proportional to vElog(v2). 
If one redraws the figure as a function of depth for high energy ions, the depth- 
profile of the stopping power should be as Figure 2-2b, which is sometimes 
called as Bragg curve. Because of high stopping power near the range, radiation 
effect is assumed to be peculiar compared to one under ordinary stopping power 
such as by electron beam. The value of electronic stopping power for high 
velocity ions can be obtained by Bethe's formula [3] �9 

S = 4 7g Z12e4/(m~v 2) NZ 2 log~(2meV2/I), (1) 

where e is charge of an electron, m, is static mass of an electron, Zt is atomic 
number of incident ion, Z2 is atomic number of target material, N is the number 
density of electrons, v is velocity of ion, I is mean excitation potential of target, 
respectively. The data on mean ionization potential for elements are compiled, 
for example by Seltzer and Burger [4] or ICRU report [5]. Roughly it can be 
described as I (eV) = 10Z,. Corrections arising from chemical bonds are also 
found there. In the case of compounds, Bragg's additivity rule [6] is applicable 
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as far as electronic states are not influenced heavily. However, one should keep 
in mind again that Bethe's formula is applicable in limited case only, where 
ion's velocity is sufficiently high. On the other hand, electronic stopping power 
for slow ions was formulated by LSS [7] or Firsov [8] to be proportional to ions' 
velocity. In this case as well, one should keep in mind that the applicability of 
the formulae has strong limitation. 

Nuclear stopping power, Sn for fast ions is similarly obtained as follows; 

Sn = 2 7C Z,2222e4/(M2 V2) N Iog~{4M,M2E / [(M,+M2)EEd]}, (2) 

where M~ is mass number of incident ion, M2 is mass number of target, E is 
energy of incident ion, and Ed is the displacement energy of target materials, 
respectively. As one can see by taking a ratio, nuclear stopping power is lower 
than the electronic by a factor of 10 -3. For slow ions the nuclear stopping power 
is formulated by Lindhard et al [9]. 
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(b) 

.......... .Energy 

Stopping p o y . . ,  
4 

. . .  

Depth in material 

Figure 2-2. Schematic illustration of stopping power as a function of velocity of ion (a) or 
depth in material (b). Scale is in arbitrary unit. 

Compiled data of stopping power and range are available by, for example, 
Northcliffe and Schlling [10], Ziegler et al [11], or Hubert et al [12]. 
Comparative studies have been also carried out [13]. Data for protons and alpha 
particles were published in the ICRU report [14]. Computational methods to 
evaluate stopping power have been also established. For example, TRIM 
(TRansport of Ions in Matter) code is one of the most commonly used software. 
For detail of the code, one should see Ziegler et al [11] or the web home page at 
the address of http://www.research.ibm.com/ionbeams/hom.htm. However, it 
should be noted that TRIM may not always be correct. Comparisons between 
energy deposition depth-profile by TRIM code and experimentally observed 
phenomena have been performed [15, 16]. TRIM recently has been updated to 
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"SRIM" (Stopping and Range of Ions in Matter). As another example, ELOSS 
code was established at Japan Atomic Energy Research Institute (JAERI), and 
the detail is published by Hata and Baba [17]. 

As an example, Figure 2-3 shows stopping power and range of proton, or- 
particle and electron in polyethylene. Data were taken from ICRU reports [5, 14], 
where the total stopping power is the sum of electronic and nuclear for proton 
and a-particle, or collision and radiative for electron respectively, and range is 
continuous slowing down approximation (CSDA) range. It is easily understood 
that ion beam gives higher stopping power and shorter range than electron and 
that nuclear stopping power is much lower than electronic one. 
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Figure 2-3. Stopping power (left) and continuous slowing down approximation (CSDA) range 
(right) of proton (p), a-particle (et) and electron (e) in polyethylene. Data were taken from 
[14] for proton and a-particle, and [5] for electron, respectively. 

One may be interested in charge state of the ion. As suggested by Bohr[18], a 
high energy ion behaves as full-strip, and picks up electrons as it is slowed down, 
and eventually it becomes neutral. Charge distribution has also been compiled 
[19]. Velocity-dependent effective charge Zaf has been well studied. Berkas's 
formula [20], as given below, is often used. Some works use more complex and 
sophisticated formula. 

2/3 Zaf = Z]{1-exp[-0.95v/(vBZ, )1} (3) 

Non-homogeneity of energy deposition in radial direction is of importance 
when elementary processes are concerned or fluence is low. Upon beam incident 
to material, energy deposition would cause track structure. Substructure is 
presumed" "(physical) core" at which an electronic ionization and excitation can 
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be created, and "penumbra" where the knock-on electron reaches [2]. The size 
of the core r~ is given as, 

r~ = V/~p, where f2p is the plasma oscillation frequency (47tNe2/me) 1/2 , (4) 

where N, e, m e have the same definitions as previously and f2p is in gaussian 
units. The size of penumbra rp is determined by the maximum energy of 
secondary electron, 2m~v 2 (1- vZ/c2) -~, where c is velocity of light. A table of r e 
and rp as a function of specific energy is available in [2]. It is expected that the 
energy density within the core is constant and that the density within the 
penumbra is a decreasing function of radial distance from the path, r. Average 
initial densities within core, 9~ and penumbra, 9p at a fixed LET are also given 
as follows; 

9~ = LET/2 ( 7c r~2) ~ + LET/2[2 7t; r~21og~(e'/2rp/r~)]" (r <= r~), (5) 

9p= LET/2127crZlog~(el/2rp/rr 1 (r~ <= r <- rp). (6) 

In radiation chemistry, "chemical core" would be of importance [2]. The 
chemical core is in the medium size of core and penumbra, and effectively 
attributable to radiation chemical events depending on the competition of 
chemical reactions. The dose distribution around the path and related topics are 
extensively studied in radiation chemistry and radiation biology [21]. 
Experimental approaches to measure the radial dose distribution are also in 
progress [22], and it was found that the radial dose distribution follows r 2 law in 
the inner region of a critical distance and obeys r -3 law outside of the region. The 
energy deposition is initially non-homogeneous and will form intermediate 
species such as cation, electron, anion, excited states, etc. in spatially non- 
homogeneous way. The intermediates diffuse and the system approaches 
homogeneity as time elapses. The substructures as core and penumbra would be 
also diffused with increasing fluence. The macroscopically averaged dose could 
be evaluated as product of fluence and stopping power. However, if a 
substructure is presumed, microscopic dose could be high around the ions' paths. 
This idea evoked a concept of micro-dosimetry. If the dose within the 
substructures as core and penumbra is sufficiently high, some radiation-induced 
events may be caused to a detectable level even if the macroscopically averaged 
dose is still very low. With increasing fluence, the tracks will overlap with each 
other, and diffuse the local unevenness in dose. Figure 2-4 schematically 
represents the distribution and the average of dose. After bombardment of 
fluence F, the total energy deposition (macroscopically averaged dose) is FS, 
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where S is stopping power, and the effectively affected area would be 1-exp (- 
sF), where s is cross section of substructure such as core and penumbra. 
Therefore the micro-scopically averaged dose within the substructure would be 
FS / [1-exp (-sF)]. As the curves in Figure 2-4b demonstrate, the microscopic 
averaged dose is almost constant and higher than the macroscopic average for 
low fluence, but it goes close to the macroscopic average with increasing 
fluence. 
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Figure 2-4. Distribution of "dose" around the ions' path (a) and averaged "dose" within track 
entities and whole cross section (b). D M is macroscopically averaged dose at a fixed depth, DM 

= FS where F is fluence and S is stopping power, Dr, is averaged dose for penumbla, Dc for 
core, DT for intermediate-sized track, such as chemical core, respectively. The so, ST and Sp, 
mean the cross section for core, track and penumbla respectively. Scale is in arbitrary unit. 

3. EXPERIMENTAL TECHNIQUES 

3.1. Irradiation Sources and Facilities 
Historically, fast or thermal neutrons from a nuclear reactor, fission fragment, 

a-particles through nuclear reaction of neutron and ~~ natural a-emitters such 
as Po and Cm, etc., have been employed as the irradiation sources for the study 
of LET effects in radiation chemistry. Nowadays, in addition to traditional 
sources, various kinds of ion accelerators are at an industrial stage, and a large 
number of facilities are ready for making studies using ion beam. The selection 
of the system depends on the object and characteristics of the target, that is, 
acceleration energy, current etc. For high-energy ion beam (typically higher than 
several MeWu), cyclotrons or synchrotrons are used, and tandem, Van de Graft, 
or single-ended accelerators for medium energy. Ion implanters are used for low 
energy (typically less than a few hundred keV) and high fluence. In case of need, 
simultaneous dual or triple beam irradiations, or sequential irradiations are 
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are adopted to simulate specific radiation environment or to educe potential 
characteristics. Some examples of published ion beam facilities in the field of 
radiation chemistry are given below. Ion beam accelerators of High fluence 
Irradiation facility at the University of Tokyo (HIT) has two ion accelerators of 
Van de Graft and Tandetron, and beam lines for pulsing system and beam 
sweeper [23]. Takasaki Ion Accelerators for Advanced Radiation Application 
(TIARA) at Japan Atomic Energy Research Institute (JAERI) have an AVF 
cyclotron, a Tandem accelerator, a single-ended accelerator and an ion implanter. 
The detailed specifications of the facilities were published [24-28]. Various 
irradiation procedures are available, including uniform irradiation on wide area, 
vertical irradiation, irradiation under air, pulse irradiation, simultaneous dual or 
triple beam irradiation, etc. The irradiation facility at Oak Ridge National 
Laboratory (ORNL) has three Van de Graft accelerators, and multiple beam 
irradiation is available [29]. Heavy Ion Medical Accelerators in Chiba (HIMAC), 
at the National Institute of Radiological Sciences, Japan provides beam for 
scientific research as well [30]. It has LINAC as injector and synchrotron as the 
main storage ring [31]. 

3.2. Irradiation procedures, chambers or vessels 
Elaborate irradiation procedures, vessels and analyzing techniques are also 

requisite for specific irradiation and measurements. 
(1) For solid systems" Irradiations are carried out mostly under vacuum for beam 
transportation. Focused beam may cause undesirable temperature rise on 
irradiated specimen, or abrupt deterioration of vacuum. One can use defocused 
beam, by using a scatterer if necessary, but the uniformity could be sometimes 
dubious; therefore it is not always recommended. To avoid beam heating and 
abrupt gas evolution, beam scanning is often adopted for uniform irradiation on 
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Figure 3-1. Beam scanning (left)[23, reprinted with permission, �9 1989 Elsevier] and sample 
scanning (right)[34, reprinted with permission, �9 1989 Elsevier]. 
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Figure 3-2. Example of fluence measurements method [36, reprinted with permission, �9 1998 
Elsevier]. 

materials with substantial dimensions [32, 33]. The scanning frequencies should 
be selected so that the beam does not draw a Lissajous figure. By using a 
rotating turret on which samples lie, several samples can be irradiated in a batch 
without breaking vacuum. Sample scanning by using a rotor is also adopted for 
uniform irradiation [34]. Figure 3-1 shows examples of beam and sample 
scanning. For biological systems, irradiation should be carried out sometimes 
under air [13], after energy loss by beam window (typically made of Ti) and air 
layer was evaluated. Beam current is monitored during irradiation, or before and 
after irradiation. Recently, a sophisticated procedure to measure fluence was 
developed as shown in Figure 3-2, by using calorimeter and Faraday cup 
simultaneously [36]. Ion beam pulse radiolysis system for solid target has also 
been established [37]. 

(2) For liquid systems" Time resolved-spectroscopy experiments have been 
carried out. Stable product analysis such as titration, electrolytic measurements 
and fundamental absorbance has been carried out also to determine the yield. 
Figure 3-3 shows a typical example of a beam targeting system [38], and an 
irradiation cell for pulse-radiolysis for absorbance measurement [39]. The ion 
beam is injected through a beam-window made of thin film of, for example, Ni, 
Ti, mica or Mylar (polyethylene terepthalate, PET) with the solutions stirred or 
bubbled. Ti-window is most recommended for less energy loss, high mechanical 
strength and resistance to heat and radiation. Charge is collected through a wire 
inserted into the cell. Temperature can be controlled if a thermister is attached to 
the cell. Fluorescence, photon-counting is advantageous over absorbance in 
achieving a significant signal, and the technique has been established as shown 
in Figure 3-4 with examples [40]. Usually, the emission intensity at a certain 
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wavelength is normalized to the peak of the time profile, but recently, a 
sophisticated procedure aligning two photo-multipliers vertically circumvents 
the uncertainty of the intensity [41]. 
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Figure 3-3. Typical targeting system (top)[38, reprinted with permission, �9 1987 American 
Chemical Society] and irradiation cell for pulse radiolysis system (bottom)[39, reprinted with 
permission, �9 1977 Radiation Research Society] (Q: quartz cell body; B: BNC connector, P: 
paraffin gasket; M" mica window; E: electrical tape gasket, A: aluminum frame; S" standard 
taper joint). 

(3) For gas systems: The pressure inside the vessel should be well controlled and 
kept low. An example of a gas-containing vessel is given in Figure 3-5a [22]. 
Apertures serve as a differentially evacuating system and sample gas is admitted 
into the chamber through an automatically controlled leak valve. The pressure is 
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Figure 3-4. Examples of photon-counting system. Top" typical block diagram [40, reprinted 

with permission, �9 1979 Institute of Electrical and Electronic Engineers]. Bottom: a 

sophisticated cell system to measure the absolute intensity [41, reprinted with permission, �9 

1996 American Chemical Society] (PMT: photo-multiplier). 
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measured with a manometer. Spatial non-homogeneity of energy deposition is 
analyzed by placing a wall-less ionization chamber, as described in Figure 3-5b, 

in the vessel. 

(a) (b) 
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Figure 3-5. A cylindrical chamber for gas target (a) (EC.: Faraday cup; T.M.P.: turbo- 
molecular pump; E.M.: electrometer), and wall-less mesh ionization chamber (b) (unit in ram) 
[22, reprinted with permission, �9 1997 Elsevier]. 

3.3. Stable Detection or Analyzing Technique 
(1) Product analysis: Time resolved measurements such as pulse radiolysis 
system were described in the previous section. For product analysis, most of 
ordinary analyzing procedures in traditional radiation chemistry can be applied, 
such as changes in molecular weight, gel fraction, infrared or ultra-violet 
spectroscopy. In the case of ion beam, elaboration to characterize surface or very 
thin layers has been tried. For example, development of spin coated thin film is 
used for monitoring gel fraction [42]. Another characteristic may be depth 
dependent phenomena. Depth-profile of optical absorption is performed as 
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Figure 3-6. Depth-profiling and example of data for infrared absorbance [16, reprinted with 
permission, �9 1997 Japan Atomic Energy Research Institute]. 
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shown in Figure 3-6 [16]. A stepping motor facilitates mapping, and depth- 
profile of infrared absorbance similar to Bragg curve is obtained. Irradiation on 
stacked thin layers has also been well carried out to monitor depth-dependence 
of radiation chemical events. The spatial resolution depends on the thickness of 
a layer. 

(2) Practical, material mechanical properties: Most of the traditional testing 
methods have been applied similarly to ordinary cases. Electronic properties are 
well monitored through change in resistivity at surface or in bulk. Optical 
property is often described through transmittance of light at a certain wavelength. 
Mechanical property tests, such as tensile and flexural tests, are widely accepted 
in monitoring the radiation deterioration of materials. Nano-indentation, a 
typical method in characterization of surface of inorganic materials, has been 
successfully applied for ion-irradiated organic systems [43]. 

4. WATER AND AQUEOUS SOLUTIONS 

4.1. Historical Review 
In order to understand the development of ion beam radiation chemistry in 

aqueous solutions, it is worthwhile to review its history. Before the World War II, 
the effects depending on the type of radiation had been measured in the 
radiolysis of aqueous solutions; the H2 gas evolution in c~ radiolysis is much 
larger than that in low LET radiolysis. During the World War II this was 
successfully explained by the concept of the smaller radical yields (eaq" , H and 
OH) and larger molecular yields (H/and H202) in high LET radiolysis, leading 
to the idea of the spur and track structure [44, 45]. At that time c~-emitters such 
as Po were solely used for ion beam irradiation. In 1950s cyclotrons and Van de 
Graaff accelerators were introduced for the ion beam radiolysis of aqueous 
solutions and organic liquids at Brookhaven (BNL) and Argonne National 
Laboratory (ANL) in USA. In aqueous solutions, two types of subjects, G-value 
determination of the Fricke dosimeter and neutral solutions, had been carried out 
using continuous wave (CW) beam. G-values of the products in neutral aqueous 
solutions irradiated with ion beams determined at BNL are shown in Table 4-1 
[46]. It is clear that the radical yields are decreasing while molecular yields are 
increasing with an increase in LET value of ion beams. Since the GH2 is much 
larger than the GoH in high LET radiolysis, it is quite understandable that H2 gas 
can be accumulated. On the contrary, in the case of low LET radiolysis, the 
steady state concentration of Ha is very low and controlled by the higher value 
of GOH as compared with the GH2. 
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Table 4-1. Dependence of the yields of radiolysis products from neutral water on LET [46]. 

G 
LET / eVnm 1 . -H~O e~q OH H H; H;O; ..HO; 

0.23 4.08 2.68 2.72 0.55 0.45 0.68 0.008 
12.3 3.46 1.48 1.78 0.62 0.68 0.84 
61.0 3.01 0.72 0.91 0.42 0.96 1.00 0.050 

108.0 2.84 0.42 0.54 0.27 1.11 1.08 0.070 

To get highly reproducible results, it was found that the average ion beam 
current had to be limited to nA. In addition, the strong stirring of the liquid is 
also necessary to avoid the accumulation of the decomposition products at the 
surface of the irradiation window (see experimental section) [47]. Another 
important concept is a differential (segmental or thin-target) yield [47]. 
Normally an ion beam is injected through the thin window and it loses the 
whole energy in the medium. The observable yield of the products of interest is 
the sum of those produced by the irradiation with different energy of the beam 
slowing down along the path and, thus, it becomes the average yield. As a first 
step to derive the G-value at certain energy or LET value, the differential yield, 
the precise measurement of the total yield as a function of wide range of energy 
of the particles should be done. The polynomial fitting is applied to the result of 
GoE0 plot, where Go stands for the average G-value obtained using the beam 
energy of E0. Then, the differential Gi value can be obtained by the 
differentiating the fitting curve as Gi = d(GoE0)/dE0 . This procedure would be 
easily understood in a series of figures as later shown in Figure 4-1. It is noted 
that the kinetic diffusion model [48] was introduced around 1960 in order to 
explain the change of the yield depending on the LET. 

In the late 1970s pulse radiolysis technique was introduced in ion beam 
radiation chemistry of aqueous solutions. A sophisticated system using 3 MeV 
protons in a pulse of 1 ns was constructed at Harwell and the first direct 
observation of highly time resolved track reactions of hydrated electron was 
reported [49]. At the same time, the yields of the transient products including 
hydrated electron at various positions along the penetration range were 
measured with a few tens microseconds pulsed deuteron and helium ions from a 
cyclotron at ANL [39]. The yields were converted to the data as a function of 
energy, namely LET. Recently, a microsecond pulse radiolysis system with 6 
MeV ~H § and 24 MeV 4He2+ beams was constructed at HIMAC (Heavy Ion 
Medical Accelerator in Chiba) [30], where the yield of the transient as a function 
of scavenger capacity of OH was determined. In addition, methyl viologen 
(MV 2§ solution was proposed as a useful dosimeter for both ion beam pulse and 
steady state radiolysis [50]. Swift heavy ions higher than GeV were also 
employed for the pulse radiolysis study at GANIL (Grand Acc616rateur National 



51 

d'Ions Lourds, Caen/France) and the formation of eaq 
[Sl]. 

and 0 2 " - w e r e  detected 

4 . 2 .  T h e  F r i c k e  S o l u t i o n  

The most intensively investigated subject in aqueous solutions is the Fricke 
dosimeter; 10 or 1 mM Fe 2§ in 0.4 M H2SO 4 because of the clear reaction 
mechanism and its popularity in radiation chemistry. The dosimeter can be used 
under aerated and deaerated conditions and their yields of Fe 3§ can be expressed 
by the following equations [44]. 
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Figure 4-1. Ferric ions produced (left) and differential yields (right) in aerated solution as a 
function of initial ion energy and LET [54, reprinted with permission, �9 1987 American 
Chemical Society]. 
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G(Fe3+) a = 3(G~-,q + GH) + GoH + 2GH2o2 (7) 

G(Fe3+) D = (G~-,q + GH) + GoH + 2GH2o2, (s) 

where A and D indicate the aerated and deaerated solution, respectively, and the 
yield of the water decomposition products are described as GH, GOH etc. Once 
one obtains the experimental data, the values of (G~-...q + GH) and (GoH + 2GH2o2) 
can be derived separately. The value of (GoH + 2GH2o2) is equivalent to the G- 
value for the consumption of water, G(-H20), when the formation of HO2 ~ can 
be neglected. 

The Fricke solution has been the most popular subject of ion beam radiation 
chemistry in aqueous solutions, and proton, helium ions, heavier ions including 
particle energy higher than GeV [52] and even uranium ions have been 
employed [53]. Some typical results are shown in Figure 4-1 [54]. The radical 
yields increase and the water decomposition decreases with increasing the LET 
of the particles. At a glance, it is clear that the value is strongly dependent on 
both LET and the kind of particles. 

Another problem that was addressed is to explain how HO2 �9 is formed and 
why its yield is increasing with increase of the LET. Recently, the proposed 
mechanisms were compared and discussed [55]. 

4.3. Neutral Solutions 
From practical viewpoints of problems induced by ion beam irradiation such 

as radiation biology and medicine, and water chemistry of coolant in the nuclear 
power plants, understanding of the radiation effects in neutral solution is 
inevitably important. In low LET radiolysis, in order to determine the water 
decomposition products, product analysis after the irradiation in the presence of 
scavenger is normally employed. However, in high LET radiolysis, the yield is 
strongly dependent on the scavenging capacity, k[S], due to the spur reactions 
along the track. Here, k and [S] are rate constant of the scavenging reaction and 
the concentration of the scavenger, respectively. Most of the reported evaluation 
of the water decomposition work has been carried out at the scavenging capacity 
around 106 S "1, similar to the low LET radiolysis conditions. Some typical data 
are summarized, as already shown in Table 4-1. It is noted that the primary 
yields of water decomposition products can be defined and have been measured 
in low LET radiolysis. However, it is known that the primary yields in high LET 
radiolysis are hardly measured because track reactions occur continuously for 
longer time. The values can be only defined and measured at a certain value of 
k[S]. Recently, the measurements of the scavenging yield as a function of k[S] 
have been reported in glycylglycine [56] and formic acid [57] solutions because 
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this is an equivalent data of time resolved behavior [58]. It was clearly pointed 
out that the stability of the product after the scavenging reaction plays an 
important role [50]. Much data is still needed in neutral solutions as compared 
with the accumulation for the Fricke solution. 

Relevant to water radiolysis in nuclear reactor, G-values of the water 
decomposition by fast neutrons have been determined by using a fast reactor at 
elevated temperatures [59]. Since fast neutron radiolysis is equivalent to proton 
radiolysis because of the recoil proton formation through the elastic collision of 
fast neutrons with H20 molecules [60], an alternative approach as a model 
experiment is the ion beam radiolysis with different LET particles from 
accelerators at elevated temperatures [61]. 

4.4. Comparison with Simulation 
The radiolysis of aqueous solutions has a clearer picture compared to other 

liquids. The characterization of ion induced phenomena in aqueous solutions has 
been a subject for theoretical approaches because the prediction is necessary 
from the calculation, for example, DNA damages in biological system. In place 
of the kinetic diffusion model, Monte Carlo methods have been also applied to 
ion beam radiolysis and recent status was reported [62]. 

5. ORGANIC LIQUIDS 

5.1. Aromatic Hydrocarbons 
In 1950s cyclotrons were introduced for radiation chemical studies and 

protons, deuterons and He 2+ ions became available as well as particles from Po- 
210 and ~~ c~)TLi. In the ion beam radiolysis of aliphatic hydrocarbons, it 
was observed that G(H2) does not change significantly [63]. On the contrary, in 
high LET radiolysis of benzene, a clear increase of the G(H2) was observed. 
Formation of acetylene was also observed and the ratio of G(H2)/G(CEH2) was 
determined independent of ions as 1.8-2.0 [64, 65]. At that time, from a practical 
point of view, much attention had been paid to the thermal stability and radiation 
resistance of aromatic compounds such as biphenyl and terphenyl as the 
candidates of the organic coolants for nuclear reactors. Intensive work was made 
not only with ~,-rays but also fast neutrons and ct particles [66]. In benzene 
radiolysis, experimental results clearly showed the higher G(H2) with decreasing 
energy of ion beams and it was speculated the importance of the charge 
exchange cycle at the end of the range for this increase [67]. 

Precise and systematic measurements were made with ~H, 4He, 7Li, 9Be, ~B 
and 12C, as shown in Figure 5-1. The G(H2) is strongly dependent on the particle 
type and energy, and reaches up to 0.7 in ~2C radiolysis, which is much larger 
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than the value of 0.038 in y-radiolysis. The origin of the large H 2 evolution is 
evaluated to be coming from higher order effects: interactions between excited 
states and ions in the core part of the track, but not from charge exchange 

processes [68]. 
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Emission measurement from the excited states is also a powerful method to 
investigate the ion beam radiation chemistry because a very sensitive time 
resolved photon-counting technique can be applied. In 1970s, temporal behavior 
of the emission from benzene excited states in 40 mM benzene in cyclohexane 
irradiated with pulsed proton and 4He ion particles was measured and compared 
with UV pulse irradiation. It was found that immediately after the irradiation 
there is a short decay (< 10 ns) followed by a longer decay corresponding to the 
life-time of the benzene excited states (26-28 ns). The fraction of the shorter 
decay component increases with increasing LET of the particle. This was 
explained by a quenching mechanism that radical species formed in the track 
core attack and quench the benzene excited states, which would take place only 
shorter period less than 10 ns after irradiation [69]. 

While the photon-counting method is powerful, the conventional one hardly 
compares the absolute emission intensities induced with different particles. This 
weak point was overcome by using the start and stop pulses from original 
emission and benzene excited states and exicimers in the irradiation with y-ray 
from 9~ ~H, 4He, 7Li and ~2C particles were precisely inspected and compared 
from not only temporal behaviors but also emission yields. The emissions were 
expressed by using two exponential decay components: fast and slow, as shown 
in Figure 5-2. In the Figure, it is clear that the total yield is changing with 
increasing LET not in a simple manner [41]. Other emission studies were 
reported and a clear difference on magnetic field effect was also detected [70, 
71]. 

5.2. Aliphatic hydrocarbons 
As no large difference of G(H2) between low LET and ion beam radiolysis 

was observed [12], as mentioned before, much interest has been paid to aromatic 
hydrocarbons. In 1990s, precise analysis was reported on the radiolytic products 
induced by irradiation of cyclopentane [73], cyclohexane [74] and cyclooctane 
[75] with low LET and heavy ion beams (1H, 4He, 12C and ~60). The 
combination of gas chromatography and mass spectroscopic analysis enabled to 
detect the ~M level products after the irradiation with 250Gy to avoid the 
secondary reaction of the products. Scavenging methods by using I2 as a radical 
scavenger were also used. Before the introduction of the results, the basic idea 
will be briefly presented. 

During the irradiation of liquids, both ionization and excitation occur and its 
distribution is strongly affected by the LET value of radiation employed. In 
liquid alkanes, geminate ion recombination reaction takes place in the time 
range of one to ten ps [76], leading to the formation of the excited states. The 
excited states of alkanes have lifetimes of around lns and decay to give mainly 
H2 and alkene products [77]. In ion beam radiolysis of liquid alkanes, at ns after 



56 

the energy deposition, radicals, H atoms, H 2 molecules and alkenes would be 
formed locally and densely, reflecting the initial spatial distribution of the 
energy deposition. Therefore, the variation of the final products in high LET 
radiolysis is expected to be strongly influenced by the intra-track reactions of 
the transient species. For the first approximation, the initial yields of the 
products would be the same irrespective to the type of radiation employed. Here, 
it is noted that the alkene products are formed not only through the dissociation 
of the excited states but also the disproportionation reaction of radicals and, 
thus, reliable evaluation of the formation ratio of dimer to alkene in the 
disproportionation reaction is essential for the product analysis. When I 2 is 
added to the system, radical species are scavenged and the time scale is defined 
as the inverse of the scavenging capacity, (k[S]) -~. The rate constants of Iz 
reaction with various alkyl radicals have been determined to be around 10 ~~ M 
~s ~ [78]. At very low concentration such as 0.1raM I2, the time of the 
scavenging reaction is Its and only radicals remained after the intra-track 
reactions would be scavenged. With increasing concentration of I2, scavenging 
reaction competes more effectively with the intra-track reactions. From the 
relations between scavenged yield and I 2 concentration, one can compare and 
discuss the degree of the intra track reactions in the radiolysis with different ion 
beams. 
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The radiolysis of cyclooctane with different kinds of radiation was reported. 
In Figure 5-3, variation of the integral yields of cyclooctene, bicyclooctyl and 
pentalane as a function of the integrated LET0 is shown. The pentalane is 
assumed to be coming from the dissociation of the excited states [79]. The 
initial yield of the products is decreasing with LET and strongly dependent on 
the LET value, which seems contrary to the assumption that initial yields are 
independent of  LET. From the I2 scavenging experiment the concentration 
change of the cycooctyl radical as a function of time was evaluated (Figure 5-4). 
While almost 70% of the cyclooctyl radicals survive until a few microseconds 
in ~,-radiolysis, the yields in carbon and oxygen radiolysis are about an order of 
magnitude lower. The concentration of the cyclooctyl radical in the track core 
in radiolysis with carbon ions was evaluated as an order of 1M and the 
importance of the mixing of geminate ion pairs in high LET radiolysis was also 
pointed out [75]. Ion beam radiolysis of ketone compounds were reported 
elsewhere [80]. 

6. POLYMERIC SYSTEMS 

Polymeric systems have been one of principal fields in radiation chemistry 
since its inception. Its importance will remain unchanged when new radiation 
becomes widely available. Ion-beam-induced radiation chemistry in polymeric 
systems has been studied extensively. Below examples are given. The most 
comprehensive conference covering this field may be "IRaP" (Ionizing 
Radiation and Polymers) conference; the proceedings of this biennial meeting 
are available as a special volume of Nuclear Instruments and Methods in Physics 
Research part B (as of 1999) [81, 82]. This section describes two aspects of ion 
beam radiation chemistry in polymers: one is fundamental-oriented and the other 
is application-oriented. 

6.1. Fundamental-oriented research activities 
(1) Time Resolved Spectroscopy 

Time resolved spectroscopy has developed assignments of intermediate 
species in radiation chemistry as revealed in the other sections. However, 
because solid polymers are less transparent, the works obtained so far seem to be 
limited mainly to polymer solution systems or liquid model-compounds. The 
lifetime of intermediates depends on LET; the fluorescence lifetime of n- 
dodecane is shorter for higher LET radiation [83], which was studied as liquid 
model compounds for polyethylene. The observation is attributed to scavenging 
upon encountering of intermediates. Light emission from excimers of solid 
polystyrene has constant lifetime irrespective to LET [84], whereas polystyrene 
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solution in cyclohexane showed shorter lifetime for high LET. By investigating 
effect of polymer concentration, the difference in LET dependence is attributed 
to mobility of intermediates. Ion beam pulse radiolysis on polysilane films is 
also in progress [37]. 

(2) Product Analysis 
The final products on polymeric systems are cross-linking between chains, 

scission of chain and double bond formation, stable radical formation, gas 
evolution, etc. The dependence of these radiation chemical yields on stopping 
power or other suitable parameters to describe beam is of interest. The 
probability of cross-linking for polystyrene [41], polyethylene [85] and 
polysilanes [86] increases with LET. On the other hand, the probability of 
scission for polymethylmethacrylate [87] decreases with increasing LET. These 
observations are attributed to, at least to a certain degree, increased probability 
of interaction between intermediates. Conversion from scission type to cross- 
linking type is confirmed for polysulfone [34, 85] and polysilanes [88]. 
Temperature-rise during irradiation is anticipated in the former case because 
polysulfone undergoes gel formation by ~, rays at elevated temperature [89]. 
However, the pure LET effect is observed in the latter case as temperature effect 
is discriminated by using polymers that undergoes scission on ~, irradiation at 
elevated temperature [90]. Double bonds formed in polyethylene showed similar 
depth profile as energy deposition by TRIM for fast ion but deviated for slow 
ion, and the yield of double bonds is constant for low LET ions and ~, rays, but 
less for high LET [16]. TRIM code should be appropriate for fast ions but may 
still need some modification for slow ions. Radiation-induced coloration in UV 
region of cellulose tri-acetate become less sensitive compared to low LET 
radiation [91] while aromatic polymers such as polyethylene terepthalate and 
poly-ether-ether-ketone showed the opposite tendency [92]. The constant yield 
to a certain LET and change in yield at higher LET has evoked the idea of 
threshold LET, at which intra-track interaction of intermediates can occur along 
the ions' path [91]. Yield of stable radicals in alanine goes down with increasing 
LET [93]. Evolution of gaseous products as H2 and hydrocarbons from polymer 
is slightly enhanced by high LET [94]. 

Track radius, corresponding to chemical core in the previous section, is 
discussed from fluence-dependence of radical saturation [95], convergence of 
molecular weight distribution [88], and decay of optical density [96], under the 
assumption that inter-track overlapping would affect these phenomena. The 
track radius thus evaluated ranges from a few to several dozen nanometers, and 
increase with increasing LET. 

However, the general tendency seems that, in despite of large difference in 
stopping power, the yield is influenced less profoundly. Furthermore, the 
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stopping power can not be the universal parameter though it is still "good" one, 
that is, even at a fixed stopping power, the velocity of ions can severely affect 
the irradiation effects [41, 97]. The similar example was already found for liquid 
hydrocarbons as seen in the previous section [68]. These findings have evoked 
the concept of "radiation-quality" effect, as a natural extension of LET effect. 

6.2. Application-oriented research activities 
(1) Ion-beam induced modification of polymeric materials 

This would be the most fascinating aspect of ion beam irradiation. 
Remarkable successes have been achieved, and examples are given below. 

(a) Mechanical property: Mechanical hardness of polymers can be harder 
even than steel by ion beam irradiation. Abrasion resistance is also greatly 
improved [98]. The performance is a function of stopping power of incident ions 
and fluence. Melting behavior of poly (ether-ether-ketone) is improved [99]. 
These improvements are due to heavy cross-linking. Excellent performance 
against abrasion demonstratesff~at "-- ' :"" ' : ' - ' -  ~,~"~ "- ' . . . . .  :~:": alJl,,i~,at,Ull t, eatedpo~ymer for artm~,lal- 
prosthesis is promising [100]. 

(b) Optical property" Reflective index of transparent polymer, such as 
polymethylmethacrylate [101] and polycarbonate [102] was increased by ion 
bombardment and can be controlled. Changes in chemical bonds including 
conjugate or double bonds would be responsible. This technology can be applied 
for optical wave-guide etc. 

(c) Surface modification: On ion irradiation, contact angle of silicone or 
polystyrene onto liquid drop decreases showing adaptability of the surface to the 
solvent is improved [103]. Various surface analyses were examined, and 
introduction of polar or hydrophilic groups to the surface was found to be 
effective. Adaptability to water, for instance, shows promise for usage as 
artificial blood vessel [104]. 

(d) Synthesis of particle track membrane: The surrounding area around ions' 
tracks becomes sensitive to chemicals such as alkali solutions. Pores are derived 
on etching [105], and the number density and size of the pores can be 
successfully controlled. Porous membrane thus synthesized is promising, for 
example, as environmentally intelligent materials [105], material [106] or gas 
separator [107], particle detector [108] etc. Successful results have been 
obtained mainly for polycarbonate [109] and polyimide [110]. 

(e) Electrical property: Insulating polymers become electrically conductive 
upon ion irradiation [111]. This is due to partly carbonization of the surface, and 
partly implantation of conductive impurities. Formation of novel junction in 
conductive polymers can be possible and would be useful as well. 

(f) Superfine surface patterning: Application of ion beam is gaining much 
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attention in microelectronics including lithography as well. High density 
excitation by ion beam irradiation has possibility to pattern the surface more 
precisely than thermal ablation. Proton beam can tailor resist materials at a 
higher sensitivity per particle than electron [112]. 

(2) Ion-beam induced deterioration of polymeric materials 
Radiation resistance of polymer materials is of critical importance when the 

materials are applied in radiation environments. To ~, rays or electron beams, the 
radiation resistance is well studied, especially by JAERI [113] and CERN [114]. 
Polymeric materials will be applied for space or a fusion reactor as constructing 
or insulating materials. The materials are subjects to "in-conventional" radiation 
such as protons, heavy ions, and neutrons having high LET to materials. With 
this fact, radiation resistance to high LET radiation would be different from that 
to low LET radiation. However, the underlying radiation chemical effects that 
cause deterioration are cross-linking and/or main chain scission, therefore 
microscopic and macroscopic effects have a close correlation with each other. 

Change in mechanical properties is less dependent on LET for aliphatic 
polymers when the irradiation effect is described as a function of dose [115], 
where the dose is macroscopically averaged in a sense of the previous section. 
For aromatic polymers on the other hand, difference in degradation behavior in 
tensile tests was observed; ion beam caused less deterioration compared to 
electron beam [85]. Therefore appearance of LET effects depends severely on 
characteristic of the target polymers, and "aromaticity" is pointed out, because 
energy dissipation due to phenyl ring may be effective. This interpretation seems 
to be still controversial, because aromatic polyimide showed no LET 
dependence in tensile test [116]. Deterioration of optical thermal properties of 
polymer based temperature-controlling films for artificial satellites were 
examined by using particle accelerators on the ground and the radiation 
resistance was demonstrated [ 117]. 

Neutron irradiation of materials itself is a well-established field. To study the 
susceptibility of materials around nuclear plants, articles are well found in 
journals related to nuclear materials. Irradiation in a nuclear reactor is carried 
out, however with some exception, the beam provided is combination of ~, rays 
and neutron beams. Therefore one should be prudent in evaluating dose. 
Neutron loses its energy through nuclear collision because of electric neutrality. 
For organic materials, neutrons can make light mass nucleus recoiled, such as 
hydrogen. Based on this speculation, neutron irradiation on polymer materials 
can be simulated by proton irradiation. For example, proton beam (30 MeV) 
irradiation on glass fiber reinforced epoxy was carried out and it was found that 
deterioration behavior was identical between proton 30 MeV and ~, rays [118]. It 
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agrees with a finding that neutron irradiation on composites showed the identical 
deterioration as far as the reinforcing glass does not contain boron that generates 

et particles and dosimetry was carried out properly [119]. 
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Radiation chemistry under magnetic fields. 
Spin coherence effects 

Yu.N.Molin 

Institute of Chemical Kinetics and Combustion, 630090 Novosibirsk, Russia 

1. INTRODUCTION 

Investigations of magnetic field effects in radiation-chemical reactions 
belong to a new research area [1-3] called, for short, "spin chemistry". For the 
last 15 years, both the magnetic field effects in radiolysis [4-7] and the related 
highly sensitive methods such as optically/fluorescem detected ESR (OD/FD 
ESR) [7-10] have been a subject of extensive reviews. 

The phenomena studied in spin chemistry (magnetic field effects, magnetic 
isotopic effect, spin polarization of electrons and nuclei, effects of resonance 
microwave pumping, etc.) are based on the peculiarities of reactions of spin- 
correlated radical or radical ion pairs in condensed media. These pairs arise 
from dissociation (ionization) of molecules under heat, light or ionizing 
radiation, preserving spin multiplicity of their precursors. 

Magnetic field effects in reactions of spin-correlated pairs are related to 
singlet-triplet transitions in these pairs which perform switching between the 
singlet and triplet channels of the reaction. These transitions usually take the 
form of dynamic oscillations (beats) between the singlet and triplet states of a 
pair whose frequencies depend on both the strength of external magnetic field 
and the ESR parameters of the radicals, such as g-factors and hyperfine 
coupling constants. In terms of quantum mechanics, the dynamic character of 
transitions reflects the fact that the spin-correlated pairs are formed in the so- 
called coherent states since neither singlet nor triplet initial states are the 
stationary states of a pair. Spin coherence in pairs is conserved until destroyed 
by spin-relaxation processes. 

In a radiation track, the geminate radical ion pairs originate in singlet state in 
which the partner spins are antiparallel and the total electron spin S is zero. 
Description of the pair spin evolution in an arbitrary magnetic field is a fairly 
complex problem. Common, however, is the fact that the expression for the 
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probability Ps(t) of finding the singlet-bom pair at time t in the singlet state 
involves the oscillating terms cos(~-o&)t, where co,, COk are the energies (in 
frequency units) of the stationary spin states of the pair. 

The presence of oscillating terms leads to two peculiarities of the reactions of 
singlet-correlated pairs related to their coherent origin: (i) The singlet product 
yield, determined by the probability Ps(t) at the instant of pair recombination, 
oscillates with time. This phenomenon (quantum beats) can be observed in 
time-resolved experiments. (ii) In the region of intersection of levels (coi-COk=O), 
some singlet-pair subassemblies stop evolving into the triplet state. Thus, the 
probability of singlet product formation increases. Since the position of levels 
depends on magnetic field, this effect is detected as narrow resonances on the 
magnetic field dependence of singlet product yield in stationary experiments 
(so-called MARY spectra). 

The feasibility of observing these effects and thus, of extracting the useful 
information is determined by the proper choice of charge acceptors with 
suitable ESR spectra. These acceptors play the role of molecular probes in 
studying the primary processes in a radiation track. This review is limited to the 
manifestations of spin coherence in the recombination of radical ion in 
irradiated hydrocarbon solutions. Although certain aspects of these studies are 
available in the literature [6,7,11], some prospects of their application for 
studying track processes have became evident only recently. 

2. SINGLET-CORRELATED RADICAL ION PAIRS IN IRRADIATED 
ALKANES 

The formation of singlet-correlated radical ion pairs in alkane (RH) solutions 
containing acceptors of electrons (A) and holes (D) can be represented by the 
scheme below 

D+...e - 

RH ~ RI-Y...e .N D - t - ~  o 

A~I ~ID 
RW...N 

Both the primary pair RH+...e and the secondary pairs D§ , RIt+...A and 
D§ can undergo singlet-triplet evolution and yield an excited product whose 
multiplicity corresponds to the spin pair multiplicity upon recombination. From 
the prospects of recording the spin coherence effects, such pairs exhibit the 
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following favorable properties: 
1) The probability of their recombination is close to unity, because in 
hydrocarbons, for most pairs, the initial distances between the partners are well 
within the Onsager radius. 
2) The time of the diffusive approach of radical ions in the pairs D+...A and 
RH+...A is large enough and can exceed the typical time of singlet-triplet 
evolution. In organic radical ions, the latter is usually determined by the 
constants of hyperfine interactions (hfi) and varies from nanoseconds to tens of 
nanoseconds. 
3) The singlet-triplet evolution is not complicated by the exchange interaction 
between pair radicals, because the initial distances in pairs are large enough and 
the act of recombination (electron transfer) needs no contact of reagents in 
nonpolar solutions. 
4) The singlet and triplet pairs give different recombination products, i.e., either 
singlet or triplet excited molecules. Therefore, the singlet-triplet evolution is 
readily detected by highly sensitive luminescence methods, i.e., either stationary 
or time-resolved. In the latter case, the photon counting technique is usually 
used. 

3. STATIONARY EFFECTS, MARY-SPECTROSCOPY 

Figure 1 (bottom) schematically depicts a typical dependence of 
radioluminescence intensity under stationary conditions on the external 
magnetic field (magnetically affected reaction yield curve, or MARY spectrum) 

H < <  A e f f  H > >  A e f f  
. . . . .  - - T+  

S,~ " [ hfi ',~' .... ' T  S [ hf i  "., ~.' ........ T o 

" = - :  ' - T _  

) H 

Figure 1. Typical magnetic field effect curve (bottom) and the energy level diagram showing 
the S/T transitions for a radical pair in zero and high magnetic fields (top). 
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for alkane solutions with small additions of luminescing acceptors of electrons 
and holes. Such curves are often observed experimentally. They correspond to 
the case when spin coherence is rapidly destroyed, e.g., by the processes of 
phase relaxation. The increase in fluorescence intensity with magnetic field is 
related, in this case, to the Zeeman splitting of the triplet term of the pair 
(Figure 1, top). In weak magnetic field, the hfi induces transitions to all the 
three triplet states whereas in high magnetic field - to the To state only. 
Therefore, magnetic field decreases the probability of leaving the singlet state, 
and thus, increases the fluorescence intensity. Such curves are not very 
informative and allow one just to find the effective hfi constant A~ff in radical 
ions which determines the half saturation field H~/2 on the curve. 

When the spin coherence of the pair is not destroyed, narrow lines 
corresponding to the points of intersection (degeneration) of hyperfine pair 
levels can appear on the curve of the stationary magnetic field effect. Figure 2 
shows a fragment of the spin level diagram of a radical ion pair (p-terphenyl- 
d la )+ / ( f6F6)  in which the radical cation has negligible hfi while coupling 
constant with six equivalent F 19 is equal to 135 G in the radical anion. The 
figure points to the level degeneracy in zero field and the intersection of levels 
in the field equal to 3A where A is a hfi constant. The figure presents also the 
experimental curve [12] of magnetic field effect for the radical ion pair The 
curve is recorded as the first derivative, which allows one to clearly distinguish 
the narrow lines in zero field and in the 3A field (marked by the arrow). 

3 o~176176 

2 .............. " ...... 

1 "'~ "'-~ O!! 
[' 

50 150 250 350 450 550 -50 

H,G 

I I I I t I I I I .  I I I 

50 150 250 350 450 550 

H,G 

Figure 2. A fragment of energy levels diagram (left) and MARY spectrum (first derivative) for 
(p-terphenyl-dla)+/(C6F6) - radical ion pair (right) [12]. Solid and dotted lines in the diagram 
correspond to different nuclear configurations. 
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Degeneracy in zero field is common for any pairs with hyperfine couplings 
and results in the strongest line [13,14]. The position of intersection points in 
nonzero fields depends on the particular set of hfi parameters [ 15]. For instance, 
for an even number n > 4 of equivalent nuclei with spin 1/2 the first intersection 
occurs always in the field H = 3A. The corresponding resonances have been 
observed in many systems [12]. The next weaker line was observed for 
tetramethylethylene radical cation [12] and for hexafluorobenzene and 
perfluorocyclobutane radical anions [16, 17] in experiments on photoionization. 
It is predicted [18] that resonances can also occur in the fields substantially 
exceeding the hyperfine ones if there is a difference in radical g-factors. The 
narrow MARY spectra have so far been recorded only in systems with known 
ESR spectra in order to demonstrate the phenomenon itself. However, actually, 
the method can be used to obtain parameters of ESR spectra and identify the 
unknown short-lived pairs. 

A particular property of the line in zero magnetic field is that its width is 
determined by the decay rate of the coherent pair state. This decay can be due to 
either spin relaxation or chemical transformation of pair partners. If the rate of 
spin relaxation in zero field is not large, as is expected for organic radical ions, 
the analysis of the lines allows direct determination of the rate of the chemical 
decay of pair partners. 

Such an approach has recently been applied for determining the decay time of 
radical cations (holes) forming under 13- and X-rays in viscous branched 
hydrocarbon, squalane, [19] and in the series of linear alkanes [20]. To this end, 
the MARY spectra of the (RH)+/(C6F6) pairs were recorded where RH is the 
alkane molecule. The line in the 3A field was used to control the fact that the 
magnetic field effect results from recombination of just this pair. The lines in 
zero field were found to have a substantially greater width as compared with the 
(p-terphenyl)+/(C6F6) pair. This difference was assigned to the fast decay of 
alkane holes. The time of hole decay estimated from the difference in widths 
increases with the length of hydrocarbon from nanoseconds to tens of 
nanoseconds (Table 1). These estimates provide the lower limit for the time of 
alkane cations decay. They neglect a possible contribution of spin relaxation as 
well as geminate recombination to the width of the MARY line. 

The broadening of the MARY lines was also analyzed to study the degenerate 
electron exchange in the irradiated alkane solutions involving cis-decalin 
radical cation [21 ] and hexafluorobenzene radical anion [20, 21]. It was found 
that for cis-decalin radical cation, the rate of charge transfer was determined by 
the number of diffusion collisions, while for hexafluorobenzene radical anion, it 
was lower and reached the diffusion-controlled limit only at high viscosity. 
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Table 1 
Summary of some of the characteristics of radical ions in irradiated alkane solutions 

, , ,  i 

A l k a n e  Kexch a ~ t o t a l  b Z~/h c Th d 

CsH12 5x10 9 62 53 1 
C6H14 4.5x109 40 35 2 
CsHI8 4.5x109 25 14 5 
C10H22 3x109 15 10 7 
C12H26 2x10 9 12 5 13 
C16H34 2x109 7 2 33 

aRate constant of the ion-molecular charge exchange reaction of hexafluorobenzene radical 
anion, M 1c 1. 
bMARY line width at zero field, extrapolated to zero concentration of hexafluorobenzene, G. 
CContribution to the line width, attributed to the hole decay, G. 
dLifetime of the solvent hole estimated assuming exponential recombination kinetics, ns. 

The exponential model of geminate recombination of pairs is often used as a 
first approximation when analyzing the MARY line shape. The recent 
theoretical analysis [22] shows that taking into account the non-exponential 
character of geminate recombination kinetics gives a number of characteristic 
features. First, the contours of the lines can substantially differ from the 
Lorentzian contour, which has been confirmed by experiments. Second, the 
geminate recombination with its slowly decaying diffusion asymptote does not 
make an additive contribution to the line width measured between the points of 
the maximum slope. Moreover, the change in the line shape causes quite 
different relationships between the time of coherence decay and the line 
broadening as compared with the Lorentzian contour. As a result, the lifetime 
can be 2-3 times underestimated when calculated in the framework of the 
exponential model. 

4. T I M E - R E S O L V E D  EFFECTS,  QUANTUM BEATS 

As has already been mentioned, the spin-correlated pair can oscillate between 
the singlet and triplet states. The origin of these oscillations is illustrated by the 
vector diagram for the case when a pair is located in strong magnetic field 
(Figure 3). The pair born in the singlet state can convert into the To state and 
vice versa if the Larmor precession frequencies of two spins are different. The 
difference in the frequencies can be due to a difference in both g-factors and 
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Figure 3. Vector diagram, explaining the appearance of S-To oscillations in a radical pair in 
high external magnetic field. Oscillations arise if spins precess at different Larmor frequencies 
due to the difference AHioc of local magnetic fields. 

local hyperfine fields. The frequency of oscillations in this case obeys the 
formula 

O)ST-- I~e ~-1 80 (gl-g2) Jr" Zali mli-  2;a2k m2k I (1) 

where ali and a2k are the hfi constants in radicals 1 and 2, mli and m2k are the 
projections of corresponding nuclear spins onto external magnetic field H0. As 
follows from the formula, the frequency of oscillations is determined by the 
difference in the ESR line positions (in frequency units) of pair partners. 

As compared with high field, in zero and weak (H0 < aCz/gp~) magnetic fields 
singlet term is mixed up with all three triplet sublevels. This complicates the 
problem of describing quantum oscillations which, in the general case, can be 
solved only numerically. However, for equivalent nuclei in one of the radicals, 
there is a compact analytical expression for zero magnetic field. 

Since different nuclear configurations correspond to different frequencies, 
experiment often shows a smoothed curve instead of oscitlations. The pattern of 
beats has, however, a simple form and is readily observed for two cases. If 
hyperfine interactions are negligibly small, the oscillations come with a single 
frequency (Figure 4) determined by the difference in g-factors and the external 
magnetic field [23]. The oscillations are seen to occur at the background of the 
fast decay of recombination luminescence. Therefore, the oscillating component 
is more convenient to analyze by studying the ratio of two curves taken in high 
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Figure 4. The decay of recombination fluorescence for solution of 10 -3 M p-terphenyl-d14 and 
3x10 2 M diphenylsulphide-dl0 in isooctane in various magnetic fields [23]. For convenience, 
the curves are shifted relative to each other. The oscillating component comes from the 
recombination of the singlet-born pairs (diphenylsulphide-d]o)+/(p-terphenyl-dl4) -. 

and weak (or zero) magnetic fields. In the other simple case, where all magnetic 
nuclei are equivalent and A g -  0, the oscillations occur with multiple 
frequencies and their superposition gives sharp peaks on the curve of the time- 
resolved magnetic field effect [24]. Although in this case the oscillations are 
observed in both high and zero fields, the division of two curves is also a useful 
experimental method. 

Formally, a pattern of quantum beats can be characterized by the parameters 
such as the set of oscillation frequencies, oscillation decay time, the phase shift 
of oscillations, and, finally, their amplitude. Each parameter contains useful 
information about the processes in radiation spurs. The oscillation frequencies 
correspond to the splittings in the ESR spectrum of radical ions. The decay of 
oscillations contains information about spin relaxation times. The phase shift 
reflects the time delay of pair formation from its precursor. Finally, the 
amplitude of oscillating component is determined by the fraction of spin 
correlated pairs. 

4.1. The fraction of singlet spin-correlated pairs 
The fraction of singlet-correlated pairs is a very important characteristic of 

primary radiation chemical events. The scale of magnetic field effect as well as 
the product composition are the functions of this quantity. 
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In irradiated solutions this fraction is substantially below unity because of the 
complex structure of the radiation track. While isolated pairs are believed to be 
singlet correlated, for a double pair, the fraction might be as low as 1/2 due to 
cross recombination. For multi-pair spurs, the spin correlation might be 
completely lost. 

There are several approaches [4, 25] that try to determine the fraction of spin- 
correlated radical ion pairs in radiolysis. The transient emission and absorption 
[25] suffer, however, from the lack of exact data on the extinction coefficients 
and luminescence quantum yields of intermediate products. The magnetic field 
effect technique [4] is more straightforward. However, it requires a detailed 
knowledge of spin evolution in zero field which is a problem in most cases. 

When applying the quantum beats technique, it is essential that only the 
singlet-correlated pairs contribute to the oscillating component of spin 
evolution. Therefore, for systems with a single oscillation frequency, the singlet 
state population P~(t) is determined by 

Ps(t) = 0 COS 2 (O)ST t/2) + 0.25 (1 - 0 ) ,  (2) 

where 0 is the fraction of singlet born spin-correlated pairs. The second term in 
this formula takes into account the time-independent contribution of 
uncorrelated pairs. 

To determine the fraction of singlet-correlated pairs in alkanes irradiated by 
X-rays and fast electrons, the quantum beats in recombination of the 
(diphenylsulphide-dlo)+/(p-terphenyl-dl4) radical ion pairs have been studied 
[26, 27]. As expected, the X-rays show a much weaker oscillating component 
(Figure 5) which corresponds to a higher track density for the secondary X-ray 
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Figure 5. The ratio !3600/1170 of fluorescence intensities at 3600 G and 170 G for solution of 
0.12 M diphenylsulphide-dl0 and 10 -3 M p-terphenyl-dl4 in cis-decalin irradiated by X-rays 
and fast electrons [27]. 
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Table 2. 
The fractionf~ of the singlet channel ofrecombinationfi = O+ 0.25 (1 - O) 

Method 
Solvent 

Hexane 
Isooctane 
Cyclohexane 
trans-Decalin 
cis-Decalin 
Squalane 

Magnetic field Transient emission 
effect [4] and absorption [25] 

0.5 
0.5 

0.65 0.5 

0.65 

Quantum oscillations 
[26,28] 

0.65 
0.66 
0.60 
0.52 
0.52 
0.40 (RT) 
0.60 (90~ 

electrons. The fraction of spin correlated pairs can be determined either from 
the oscillation amplitude extrapolated to zero time or by computer simulation of 
the entire oscillation curve. Two methods gave consistent results. 

The results for different alkanes irradiated by fast electrons are compared in 
Table 2 with those obtained by other techniques. To this end, the fraction of 
singlet recombination f~ is given in the Table for all cases. This value contains 
an extra singlet contribution from uncorrelated pairs. 

The quantum oscillation results correlate well with the published data. It is 
seen also that the fraction does not vary much among alkanes. The only 
exception is a very viscous solvent, squalane, in which the quantum beats give a 
substantially lower f~ -value as compared to other techniques. It was found, 
however [28], that for squalane the oscillation amplitude increases up to the 
ordinary value with increasing temperature. Obviously, the quantum beats 
technique has some limitations at high viscosity. The reason is not clear yet. On 
the other hand, at low viscosity the method seems to be quite reliable and 
universal. 

4.2. Phase shift and hole capture rate 
Since the formation of the secondary D+...A pairs occurs with some delay, 

this can cause a phase shift in quantum oscillations. The spread of phase shifts 
also leads to a decrease in oscillation amplitude. The delay results mainly from 
the finite time of the solvent hole trapping by an acceptor molecule D. Due to 
high electron mobility, its capture by acceptor A is much faster. Under these 
conditions, the phase shift (p is related to the concentration [D] of the hole 
acceptor via a simple relationship 

co cotcp = k [D] + kde c (3) 



7 7  

if the ESR spectra of all radical ions are narrow singlets and the hole capture by 

the acceptor is followed by a change in the g-factor. In this case, co = Agfl~Ho/~ 
is the difference in the Larmor frequencies of RH + and D+; k is the bimolecular 
reaction rate constant of solvent hole trapping by acceptor D; and kd~c is the 
monomolecular rate constant of hole decay in any reactions other than trapping 
by D. In this case, one can extract the hole capture and the decay rate constants 
from the slope and intercept of the concentration dependence. 

The phase shifts of quantum oscillations were observed recently [29,30] in 
various alkanes for the radical pair (diphenylsulphide-dlo)+/(p-terphenyl-dl4) , in 
which the beats are driven by the difference in g-factors. The hyperfine 
couplings in this pair are insignificant owing to the use of deuterated acceptor 
molecules. It is also assumed that in the S + radical cations the effective hfi are 
also small due to fast electron exchange with solvent molecules. 

Figure 6 exemplifies the experimental curves of oscillations for two different 
concentrations of diphenylsulphide-d~0 in isooctane. It is seen that as the 
concentration decreases, the phase shift appears and the oscillation amplitude 
decreases. It was shown that, in accordance with the theoretical model, cotcp 
increases linearly with the concentration of hole acceptor. The rate constant of 
isooctane cation capture by diphenylsulphide molecules was determined from 
the slope to be (3.5+1) x 10 l~ M 1 s 1. 

4 ~ i / . L  . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

1.0. 
a 
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~ 0 . 6 2  

0 . 4  

a 

0 . 2 . .  . . . .  .,., . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
0 20 40 60 80 

Time, ns 

Figure 6. The ratio between the fluorescence decay curves in high (9600 G) and weak (170 G) 
magnetic fields for recombination of (diphenylsulphide-dlo)+/(p-terphenyl-d14) pairs in 
isooctane [29]. The concentration of p-terphenyl-dl4 is 10 .3 M. It is seen that as the 
concentration of the hole acceptor, diphenylsulphide-dl0, decreases from 0.12 M (CUlWe a) to 
0.012 M (curve b), the phase shift in oscillations appears and the oscillation amplitude 
decreases. Circles: the theoretical fit to curve (a). 
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The phase shifts of quantum beats have been studied in other alkanes as well 
[30]. As expected, in linear alkanes the rate constants of hole trapping by 
acceptors, determined from the shifts, were close to the diffusion-controlled 
ones. In cyclic alkanes (cyclohexane, cis-decalin, and trans-decalin), the hole 
mobility is known to considerably exceed the mobility of molecular ions [31]. 
In these solvents the observed phase shifts had an intermediate value between 
that expected for the highly mobile holes and that assumed for molecular ions. 
Both types of ions are likely to take part in the formation of diphenylsulphide 
radical cation in cyclic alkanes. 

The quantum beats method has been also applied for studying viscous 
squalane solutions [19], where highly mobile holes were found [32] in pulse 
radiolysis experiments. The rate constant of hole capture was determined from 
the slope to be 6.1x 10 9 M'1s "1, which confirms conclusion on the high mobility 
of holes in squalane. The rate constant of squalane hole decay was estimated 
from the intercept to be (8.3+2)x107 s ~, which is also in fair agreement with 
experiments on pulse radiolysis [32]. 

4.3. ESR spectrum parameters 
In most quantum beats experiments, the radical pairs were generated whose 

ESR spectra were either known or could be obtained independently, e.g., using 
the OD ESR method. These experiments [23,24] show a fair agreement between 
the observed beat frequencies and the splittings in the ESR spectra of a pair. 
Figure 7 shows the recent results of the study of quantum beats in the systems 
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Figure 7. The ratio of fluorescence decay curves in high and zero magnetic fields for solutions 
of hole acceptors with equivalent protons [33]. 
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with equivalent protons [33]. As hole acceptors, different hydrocarbons were 
chosen, whose radical cations have an even number of equivalent protons with 
the known hfi constants. The counterion in geminate pairs was the p-terphenyl- 
dl4 radical anion whose hfi constants are small and do not contribute much to 
the spin evolution of the pair. Cyclohexane was used as a solvent. In this 
hydrocarbon, the mobility of solvent holes substantially exceeds that for 
molecular ions which provides the fast capture of holes by added acceptors even 
at their low concentrations. 

The theoretical analysis shows that the most characteristic feature of the 
lrt(t)/lo(t) ratio for systems with an even number of equivalent protons is the 
existence of strong narrow peaks. The strongest peak arises at time r = 2n/a 
determined only by the hfi constant a independently of the number of equivalent 
protons. The appearance of this peak is related to the coincidence of the 
positions of maximum and minimum of singlet state population in high and zero 
fields, respectively. The width of this peak as well as the position and intensity 
of the weaker ones are determined by the number of equivalent protons. 

Two narrow peaks are clearly observed on all experimental curves, and some 
systems showed also the third and fourth peaks. The position of the strongest 
second peak corresponds to the published hfi constants. The form of the curves 
indicates that spin relaxation has substantial effect on spin evolution. The 
curves have a smoothly rising background and the amplitudes of peaks decay 
with time. 

Recently, the quantum beats technique was used to determine the unknown 
hfi constants of several short-lived radical anions [34]. Radical ion pairs were 
generated in the decane 10 .3 M solutions of 1,2,3,4- tetraphenylcyclopentadiene 
and its silicon and germanium analogs (A). 

When low acceptor concentrations are used, the main contribution to the 
pattern of beats is made by the (decane)+/A" pairs. It was shown that the beats 
are due to the hyperfine couplings with either the protons of CH2, Sill2, and 

Table 3. 
HFI constants for 1,2,3,4- tetraphenylcyclopentadiene radical anion and its analogs obtained 
from OD ESR spectra and from quantum beats 
Molecular fragment Atom A, G A, G 
responsible for hfi 0 D ESR Quantum beats ~_ 

CH2 H(2) 24.6 25.0 
Sill2 H(2) 17.0 15.6 
GeH2 H(2) 15.4 15.0 
GeC12 C1(2) 7.0 7.0 

GeCH3C1 C1 12.4 11.4 
, , .  i n 
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GeH2 moieties or chlorine atoms in the GeC12 and GeC1Me moieties of radical 
anions. The hfi constants derived from quantum beets simulation are collected 
in Table 3. They were supported later by independent OD ESR experiments in 
viscous squalane solvent at low temperatures [35]. 

5. CONCLUSION 

An in-depth study of spin coherence effects provides information that is 
related to the information available from magnetic resonance studies. The 
frequencies of quantum beats and the positions of lines in MARY-spectra are 
determined by the same parameters as the ESR spectrum structure. Actually, the 
methods discussed can be considered as a variant of ESR-spectroscopy of spin- 
correlated radical ion pairs without mw-pumping. The main advantage of these 
methods as well as the OD ESR technique is their extremely high sensitivity. 
Recording luminescence, it is possible to study the spin-correlated pairs at 
stationary concentrations down to 100 particles per sample. Therefore, the weak 
radioactive sources can be used for radical ion pairs generation. Compared with 
the OD ESR technique, the given methods have, however, an essential 
advantage. They can be used to study the spin-correlated pairs with shorter 
lifetimes. In OD ESR, this time is limited by the time of electron spin flip 
around microwave magnetic field of spectrometer (up to several Gauss), 
whereas in the case of quantum beats or MARY spectroscopy, this limit 
depends on hyperfine fields (usually, tens of Gauss) or the difference in radical 
g-factors. Therefore, the lifetime threshold changes from tens of nanoseconds to 
nanoseconds. 

An obvious limitation on the methods discussed in this review is the need for 
a choice of radical ion pairs with suitable ESR spectra. Actually, this limitation 
is due to the insufficient time resolution (quantum beats) or sensitivity (MARY- 
spectra) of available equipment. Improving these characteristics, one can obtain 
the spectral information about the systems with a more complex set of hyperfine 
interactions. Therefore, the further development of observation technique is an 
urgent task. 

Development of the methods and their application in radiation chemistry will 
be substantially determined by extending the range of systems and problems 
that are now only outlined but not exhausted. Undoubtedly, both of the methods 
will be applied for obtaining spectroscopic information about radical ions not 
studied in liquid solutions by means of the ESR method due to their short 
lifetimes. They can include alkane radical cations, radical anions of halide- 
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containing compounds, radical ions of element-organic compounds, etc. The 
phase shifts measurements ~ can be used for obtaining rate constants of very fast 
reactions, especially those of highly mobile solvent holes and quasifree 
electrons. Because of its universality, the method of quantum beats can be 
widely used to determine the fraction of spin-correlated pairs and to study the 
influence of various factors on the fraction of geminate recombination in the 
tracks of ionizing particles. At present, the number of theoretical papers on this 
subject substantially exceeds the body of reliable experimental data. The 
methods offer interesting future possibilities for determining relaxation times, 
which is certain to provide additional information about the interaction of 
paramagnetic particles in radiation tracks. 

Although the effects of spin coherence have been mainly studied using 
radiation-chemical processes as an example, published are the first works on the 
MARY spectra of radical ion pairs produced in solutions by photoionization. 
Probably, there are no principle obstacles to the application of the method of 
quantum beats to these systems. Interpretation of results is expected to be more 
simple, in this case, because of the use of monochromatic sources of ionization 
and the absence of cross recombination effects typical of the ionization track. 
Another manifestation of spin coherence, observed experimentally but omitted 
in this review, is the beats induced by resonance microwave pumping [36-38]. 
The range of applications of this phenomenon for studying spin-correlated 
radical ion pairs has yet to be outlined. 
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1 INTRODUCTION 

Irradiation of matter with ~/-rays, x-rays, or with high energy charged particles 
leads to a sequence of ionization events along their track during which most of 
the excess energy is dissipated. The ionization electrons themselves are normally 
highly energetic, and each of them is capable of initiating its own ionizations and 
excitations of the medium. By far the most of the defects or transient radicals and 
ions left behind in a thermalization track arise from these secondary electrons (~5- 
rays), and the direct effect of the primary particle is detectable separately only in 
solids but not in liquids or in gases. The study of the nature of these defects and 
their interactions with themselves and with the environment along a macroscopic 
portion of the track is called radiation chemistry. It is essentially all chemistry of 
energetic electrons, and differences between the primary particles arise only as a 
consequence of the different linear energy transfer (LET), the energy deposition 
per unit length of a track, which varies with mass, charge and energy of the 
primary particle, leading to much higher densities of defects in the tracks of 
heavy particles. 

In contrast to conventional radiation chemistry where only the integral effect 
along the tracks is measured there are a number of nuclear probe techniques 
where the high energy particle is suitably used as a "spy"  able to probe 
selectively and sensitively the local environment of its implantation on a 
microscopic scale. They take advantage of the properties of radioactive recoil 
atoms from nuclear reactions, or of unstable nuclei or elementary particles from 
accelerators. Popular examples are recoil tritium [1], indium, used in particular 
by the perturbed angular correlation tectmioue, the positive muon [2-5], and the 
positron [6]. They cover a wide range of masses and chemical properties, and the 
common aspects of all are that they probe the end of their ionization tracks with 
high sensitivities, due to their radioactive decays which permit the detection of 
single events with some signature of the chemical environment. The time scales 



84 

of the radiation-induced processes which can be probed with optimum sensitivity 
corresponds roughly to the lifetimes of these probes, which vary by many orders 
of magnitude from less than one nanosecond for the positron to a few 
microseconds for positive muons to years for tritium. 

Here we shall focus on the positive muon (~t +) as a probe in chemistry, and we 
shall introduce some basic aspects which range from typical radiation chemical 
effects to spectroscopic observations and to applications in investigations of 
kinetics and dynamics. With a single positive charge and a mass one-ninth of the 
proton mass, the muon mimics a fight proton in matter, even though physicists 
tend to classify it as a heavy positron with a mass 207 times the electron mass. 
Like the proton, the muon can form a bound state with an electron. This one- 
electron atom has the same Bohr radius and ionization potential, to within 0.5%, 
as the hydrogen atom. It is called muonium (~t+e -, chemical symbol: Mu), and in 
a chemical sense it is simply a fight hydrogen isotope. The muon is a spin-l/2 
particle with a magnetic moment 3.18 times that of the proton, and it is obtained 
at the ports of suitable accelerators with a spin polarization close to 100%. This 
makes it an ideal magnetic probe. The signature of its chemical nature is based 
on its magnetic properties, and the experimental teelmiques are closely related to 
magnetic resonance [4]. Muons are implanted in the sample of interest with their 
spins either perpendicular or parallel to an applied external magnetic field. The 
experimental observable is the direct analog of a Free Induction Decay (FID) in 
magnetic resonance, but the method of detection, rather than monitoring a 
magnetic induction, relies on a single particle counting technique originally 
developed to confirm parity violation in muon decay. The parameters of interest 
in time resolved experiments in transverse fields are the muon precession 
frequencies, their associated amplitudes, relaxation rates and initial phases; in 
longitudinal fields they are the relaxation rates as a function of field, and 
corresponding initial amplitudes. In plots of the time-integrated muon 
polarization this reveals resonances due to relaxation maxima at specific fields 
where there are avoided crossings of magnetic energy levels. Details of the 
experimental techniques have been described elsewhere [2-5] and shall not be 
reviewed here. 

Because of its low mass the quantum nature of the muon is much more 
pronounced than that of the proton. This is reflected in higher zero-point energies 
in spatially confined (bound) states, and in increased tunneling probabilities 
through potential barriers. The unprecedented mass ratio of a factor of nine 
between the muon and the proton, or between Mu and H, leads to very 
pronounced isotope effects. It is often these which are of particular interest to 
probe dynamics, and they are extremely sensitive probes of potential energy 
surfaces. On the other hand, if the muon is attached to a molecule by a stable 
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chemical bond it can act as a neutral spectator, a spin label that does not 
significantly influence the process of interest via its mass. In this way it can be 
used to measure chemical reactions or reorientation dynamics that may be 
difficult to access by conventional methods. 

2 THE MUON, AN END-OF-TRACK PROBE 

2.1 Muonated species 
Radiation chemical processes near the end of its thermalization track determine 

the environment in which the muon is found on an experimental time scale 
corresponding to its lifetime, % = 2.2 las. In experiments in transverse fields we 
distinguish between different components according to their signal amplitudes 
which are converted to fractional muon polarizations Pi, with ~Pi = 1.01"if the full 
initial polarization in the beam is accounted for. 

�9 Muons m diamagnetic environments (D) precess at the Larmor frequency of 
0.01355 MHz/G. The muon lifetime does not permit the observation of an 
equivalent FID signal for a duration sufficiently long to resolve chemical shifts 
or nuclear spin-spin couplings. We can therefore in general only speculate 
about the exact nature of this component. In liquid water it may represent 
MuOH, MuOH2 +, or Mull, and the fraction observed is PD = 0.62 [7]. Metals, 
or liquid carbon tetrachloride give PD = 1.0, and CC14 was therefore frequently 
used to calibrate absolute polarizations. 

�9 In gases, solid insulators, water, and in other chemically inert environments a 
fraction PM~ of muon polarization represents muonmm. It is easily 
distinguished from PD by its characteristic precession frequency of 1.394 
MHzJG in fields below ca. 20 G. The frequency is higher by two orders of 
magnitude than for diamagnetic environments because it is mainly the electron 
in the coupled ~t+e - system that determines the Larmor frequency. 

�9 In the presence of unsaturated organic molecules Mu can add to double or 
triple bonds and form free radicals (R) in which the muon is chemically bound 
as a polarized spin label, as in: 

Mu + CH2=CH2 ") MuCH2-'CH2, (1) 

�9 and is correspondingly represented by a fractional polarization PR. Only in 
exceptional cases are muonated radicals detected in the sample simultaneously 
with muonium: in C60 and C70 a fraction of Mu is trapped in a metastable state 
inside the fullerene cage, only those Mu atoms which are formed outside the 
cage can add and form MuC60 or MuCTo radical states [8]. 
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�9 The sum of the observed polarizations, PD + PMu + Pp., often does not add up to 
the original polarization in the muon beam. The amplitudes of high frequency 
precession signals need to be corrected for losses due to insufficient 
experimental time resolution, and effects due to sample size and density and 
muons stopping in the cell walls can be accounted for [9]. Even then, there is 
usually a lost fraction o f  polarization PL = 1- PD- PMu- PR. In water, PL was 
found to amount to 0.18, and it was shown to originate from depolarizing 
encounters due to spin exchange of muonium with hydrated electrons from the 
track on a time scale of about 1 ns after the muon stop [10,11]. The same 
mechanism can partly depolarize radicals. Alternatively, polarization may be 
lost due to incoherent transfer from a precursor state, for example when a 
radical is formed slowly from a Mu precursor. If the chemical lifetime of the 
precursor is sutfieiently long that there is significant spin evolution the muons 
arrive in the radical with different phases. The polarization transfer depends on 
the difference of precession frequencies in reactant and product, and thus on 
the external magnetic field [12]. To avoid such losses, the Mu lifetime should 
be xMu << COo "~ = 36 ps, where COo = 27t x 4463 MHz is the Mu hyperfine 
splitting constant. 

= Because of the lost fraction PL, the fractional polarizations Pi represent lower 
limits of the fractional chemical yields. While it is otten non-trivial to account 
quantitatively for PL it can be said that in most cases PD is not affected, but the 
fractions of paramagnetic species, Puu and PR, may be smaller than they would 
be in the absence of depolarizing effects. 

2.2 Intercepting end-of-track processes 
According to Bethe the stopping power of particles of energy E, mass M, 

charge Z and velocity v is proportional to 2Z/my 2 = ZA~mE, where m is the 
electron mass [13,14]. Thus, when v of the incident particle is large compared 
with the orbital velocities of electrons bound to an atom, which is where the 
Bethe theory holds, particles of the same charge and velocity have the same 
linear energy transfer, and for particles of the same energy the LET scales with 
M. For electrons in water, this relation holds down to energies of the order of 50 
eV, while the corresponding limit of validity is around 10 keV for muons and 
around 100 keV for protons. The LET for electrons, positive muons and protons 
adopt maxima at these energies, as depicted in Figure 1 according to calculations 
by Mozumder [13]. At energies below these limits there is a marked drop-off in 
the LET, until for positive particles but not for electrons charge exchange takes 
over as an energy loss mechanism. Thus, at energies around 100 eV, and after 
two cross-overs again around 10 eV, the LET is predicted to be highest for 
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electrons and lowest for the particle of intermediate mass (~t+). From the plot in 
Figure 1 we may conclude that an electron (and also a positron [13] but not the 
neutral positronium atom) spends its last 100 eV over a distance of ca. 1.5 nm, 
which means that it comes to rest inside or very close to its last spur, containing 
on the order of 5 radical pairs in water (mainly e-~q, H20 +, "OH)[ 14]. In the same 
energy range, the LET is lower than that of the electron by about one order of 
magnitude for the proton, and even lower for the muon. This means that the 
proton and in particular the muon come to rest in water at a distance of at least 
10-50 nm downstream of the last radical species arising mostly from charge 
exchange events. Experimentally, this very end of a track is not well known, and 
even theoretical calculations are rare, and the models are difficult to test 
experimentally. 

Recent theoretical work has suggested that, in contrast to charged"particles, 
neutralized particles slow down by optical phonon scattering, which has the 
consequence that the mean displacement of Ps, following its last neutralization 
event, is larger by four orders of magnitude than that of Mu with the same energy 
[15]. Thus, in the absence of experimental results, the situation may be depicted 
schematically as shown in Figure 2: the thermalized and solvated positron comes 
to rest in the last spur within reach ofradiolytic ions, whereas the neutral Ps atom 
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Figure 1. Stopping power of water for electrons, positive muons and protons according to 
Mozumder [13] (Copyright John Wiley & Sons Limited. Reproduced with permission). The 
LET is given in eV/nm, the energy E in eV. 
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which is born at high energies has left the last spur far behind. In addition to 
this prompt Ps there will be a second fraction of Ps which forms slightly delayed 
by combination of the positron with one of the spur electrons. In contrast, the 
muon and the Mu atom are both thought to come to rest very close to the end of 
the ion track, so that they will both be able to interact with radiolytic species. 

Investigations of PL otten involve a combination of studying the magnetic field 
dependence and of using scavenger molecules which interfere chemically in the 
depolarizing process and trap the polarization before it is lost. This may involve 
electron scavengers which convert free or solvated electrons to less mobile 
radicals (e.g. "CC13 from dissociative capture with CC14), or hydrogen scavengers 
which convert Mu to diamagnetic products. Figure 3 displays an example of a 
study using aqueous solutions of sodium nitrate which reacts with Mu atoms with 
a rate constant of 1.5 x 109 M ~ s ~ under formation of a diamagnetic product [7]. 
In a 1 M sodium nitrate solution the chemical lifetime of Mu thus amounts to 0.6 
ns. It is clearly seen that PD is highly dependent on magnetic field. At high 
scavenger concentration Mu is converted efficiently to a diamagnetic state, and 

Figure 2. Schematic representation of the last spurs (shaded areas) in the tracks of (a) a 
positron or of Ps, and Co) of a muon or Mu, respectively (Reproduced with permission: 
Adapted from [16] to take account of [15]). The signs denote the charges of the C and H20 § 
primary ionization products. 
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high fields with concomitant fast evolution of spin polarization are necessary to 
produce significant depolarization during the short Mu lifetime. 

Another technique makes use of olefins to spin-trap short-lived Mu and make it 
observable in muonated free radicals. In this way it was possible to prove that 
Mu is formed also in liquid chloroform or acetonitrile where it was never directly 
detected. This is shown in Figure 4 which presents Fourier spectra of the FID 
that was obtained with 0.2 M solutions of 2,3-dimethylbutadiene-l,3 (DMBD) in 
different solvents. At this concentration, DMBD can trap Mu on a time scale of 
ca. 40 ps in CHC13 [17]. The spin trap adduct is the 1,1,2-trimethylallyl radical 
which has the Mu atom substituted in the exo-methyl group. It shows up in the 
spectrum by two muon precession frequencies, denoted R, which are the 
equivalent of the electron-nuclear double resonance (ENDOR) transitions in 
conventional magnetic resonance of free radicals. 

A similar experiment using Mu trapping with pyrogaUol in a wide range of 
aqueous solutions gave evidence of a non-homogeneous distribution of the 
paramagnetic products near the end of a muon thermalization track [18]. 
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Figure 3. Muon polarization in sodium nitrate solutions as a function of magnetic field 
(Reprinted from [7] with permission from Elsevier Science). 
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Figure 4. laSR frequency spectra obtained with 0.2 M solutions of DMBD in four organic 
solvents in a transverse magnetic field of 2000 G. D denotes muons in a diamagnetic 
environmem, Cy is a background signal at the cyclotron frequency, and R is the radical formed 
by spin-trapping Mu ([ 17], reprinted with permission). 

While most studies of radiation chemistry track effects have been carried out in 
condensed phase, and particularly in liquids, evidence of PL due to interaction 
with track electrons or other paramagnetic species (e.g. N2 +) has also been seen 
in gases at high pressures and as well near the critical point in ethane [19]. 

At this point it is interesting to note that the distribution of muon polarization 
between Mu, diamagnetic compounds and the lost fraction may depend 
significantly on the state of  the sample. For carbon tetrachloride, for example, PD 
and PMu are both 0.5 in gaseous CC14 near atmospheric pressure, PD then 
changes to 1.0 in the bulk liquid or plastic crystallhae phase, whereas in the rigid 
crystalline phase there are two components of the diamagnetic signal with 
different relaxation rates [20]. 

More recently, an alternative method has been developed which takes 
advantage of an applied static electric field designed to pull the muon and 
electron apart before they combine to form Mu near the end of the muon track 
[21 ]. The result of a typical experiment as a function of the applied field is shown 
in Figure 5 which gives the asymmetries (un-normalized polarizations) of Mu and 
D species in solid (x-N2. It is obvious that the field interferes in the distribution of 
muons, and most remarkably, the behavior is not symmetric with respect to zero 
field. This means that the muon does not come to rest in the center of a 
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probability distribution of radiolysis electrons but that, following the last 
ionization event, it has sufficient kinetic energy available to escape the last spur 
and come to rest of the order of 50 nm further downstream (compare Figure 2). 
Analogous studies have also revealed slow Mu formation by recombination of 
the muon with an electron from its own ionization track for various solid and 
liquid systems. An additional benefit of these experiments lies in the 
determination of reliable electron mobilities over distances where the material is 
homogeneous and not affected by grain boundaries in solids. A clear electric 
field effect was also reported and discussed for Ps formation in liquid n-alkanes 
and other systems [22]. 

A detailed piece of earlier work was also concerned with muon end-of-track 
radiolytical processes in acetone [23]. The muonated species observed on a 
microsecond time scale is the radical formed formally by Mu addition to the 
carbonyl oxygen. It was shown that two-thirds of the radicals were indeed 
formed by addition of Mu on a time scale of 0.1 ns. The remaining one-third did 
not involve a Mu precursor and was instead formed by direct combination of a 
track electron with a muon-acetone complex, or of a muon with an acetone 
anion, on a time scale of about 3 ns. This conclusion was based on an analysis of 
the observed initial phases of muon precession as a function of the applied 
magnetic field, and it takes advantage of the fact that the muon in a diamagnetic 
environment precesses in the opposite direction, and with a different precession 
frequency compared with the muon in Mu. 

The above experiments show dearly that there are means to intercept end-of- 
track processes which occur on a time scale of tens of picoseconds to tens of 
nanoseconds. This has served to cool down vivid earlier discussions about the 
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Figure 5. Electric field dependence of D and Mu asymmetries in or-N2 at T = 20 K (adapted 
from [21 ]). 
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importance of "hot"  versus "thermal" contributions to the formation of muon 
containing species in condensed phase. Hot processes were generally understood 
to occur at energies far above thermal, and thus they should be too fast to be 
interceptable. It is believed that epithermal processes play a significant role in the 
gas phase whereas at lower densities spurs and tracks have no physical meaning 
[19]. 

2.3 Comparison of muonium with positronium and hot tritium 
Since positrons, muons and tritons are all end-of-track probes with single 

positive charge it is tempting to compare the results of corresponding studies and 
analyze them in terms of the different masses. While early ideas .about hot 
processes were related much to those used in recoil tritium studies it is obvious 
that the new picture emerging for muonium formation has benefited from the spur 
model of positronittm formation. It is nevertheless non-trivial to work out a 
convincing correlation between the experimental parameters which are extracted 
from Ps, Mu and T studies. The reason for this is to some extent due to the fact 
that Ps escapes its last spur largely tmaffeeted (Figure 2), but Mu and T come to 
rest close to the last spur so that they can react with it, and furthermore it is due 
to the very different time scales on which the experiments view the end of the 
tracks of the three probes. Positrons are short-lived and probe time scales on the 
order of one nanosecond [6]. Mu experiments yield direct information over what 
is available on a microsecond time scale where spurs have dissipated to a large 
extent [16]. Only indirectly, via the above trapping and electric field experiments 
do we have access to earlier times [21, 23], but the correct answer is obtained 
only when the analysis is based on the correct chemical model. Recoil tritium 
experiments require that reaction products are extracted and treated 
radiochromatographically, a process that takes minutes or hours, before the 
activity of the individual components is determined. While in muon experiments 
Mu and radicals which have escaped the spurs are directly observed they have all 
reacted to diamagnetic products quantitatively on the time scale of tritium 
experiments. 

The distribution of eyelohexadienyl radical isomers formed from toluene by 
addition of Mu, thermal or nominally hot T is very similar, suggesting that the 
conditions of formation are not significantly different (Table 1). In all cases 
addition in the ortho position occurs with higher than statistical probability, at 
cost of the other positions. The methyl substituent in toluene thus has a clear 
ortho-directing effect. CI, F and CF3 are meta-directing, and phenoxy, COC1 and 
CN are para-directing [12]. For hot atom reactions one normally expects a 
statistical distribution. 
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Table 1" 
Distribution of isomers in the addition of Mu and T to toluene 

~ 

isomer 
ortho 

m~a 
para 

"" Mu [9 i .... thermal T [24] "'hot;' T [25] 
48(1)% ' 45.7%" 46.0% 
35(1)% 41.2% 35.0% 
17(2)% 13.1% 19.0% 

i i i  i i i i  , , , , ,  

3 MUONIUM REACTIONS AND KINETIC ISOTOPE EFFECTS 

Primary kinetic isotope effects (KIE) are those in which a bond to the isotope 
is either formed or broken. They are normally found to be nfueh more 
pronounced than secondary KIE where the isotope is not directly involved in the 
reaction. 

Two types of quantum effects contribute to kinetic isotope effects, vibrational 
zero-point energy shifts, and quantum tunneling through energy barriers. They 
contribute to a different extent, depending on the nature of the reaction, and their 
effect on the KIE is often in opposite directions. 

A zero-order approach treats chemical reactions in a simplified one-dimensional 
picture in which only a single degree of freedom, the reaction coOrdinate is taken 
into account. In the transition state, the reaction coordinate gets a special 
treatment, and therefore it is only the zero-point energy of the reactants which is 
relevant. A familiar example is the reaction pair 

R-H + M u ( H ) - >  R" + HMu(H2) 
R-D + Mu (IT) - )  R" + DMu (DH), 

(2) 
(3) 

in which the abstraction of H is favored over that of D, but the attacking atom is 
the same for both reactions, and thus its effect cancels in the ratio of rate 
constants. 

At the same level of approximation the reaction barrier is simply the electronic 
potential which is independent of isotopic masses. For identical barriers tunneling 
is strongly favored for the lower mass. Thus, beeause of ttmneling, the reaction 
of Mu is expected to be faster than that of H or D, and this will be particularly 
pronounced for exo-energetic reactions which oRen have narrow and not too high 
barriers, as for example in additions to olefins (O1) 

H + O1 -)' H-01 ~ 
Mu + O1 --) Mu-Ol~ 

(4) 
(5) 
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A more complete treatment includes the other degrees of freedom. The vibrations 
orthogonal to the reaction coordinate now contribute with their zero-point 
energies to the barrier along the reaction path. This leads to a higher barrier for 
the reaction involving the lighter isotope, and it distinguishes between the 
abstraction reactions 

R-H + H -)  R" +H2 
R-H + Mu --) R ~ + HMu 

(6) 
(7) 

which have the same activation energies in the zero-order approach. 
Vibrational zero-point energy is an inherent contribution to the total energy, and 

it is therefore also the vibrational adiabatic barrier which is relevant for the extent 
of tunneling. The increased barrier height for the lighter isotope thus reduces 
significantly the tunneling probability in comparison with that expected based on 
a one-dimensional approach. 

Thus, the lower mass of Mu compared with its heavier isotopes has the 
counteracting effects that its rate constants are lower because of zero-point 
energy effects in the transition state, and that they are higher because of 
tunneling. Which of the two effects wins depends on the details of the potential 
energy surface. It is in general found that for H abstractions Mu is slower than H 
by up to 2-3 orders of magnitude, and in addition reactions it is faster than H 
again by up to 2-3 orders of magnitude. Two typical examples are given below, 
others are found in literature [26, 27]. 

Mu addition to benzene in the gas phase (N2 moderator, 1.5 bar, representing 
the high pressure limit) is faster than H addition, as shown in Figure 6. While the 
activation energy for H amounts to 18.6 kJ mol "1 it is only 6 kJ mol ~ for Mu [28, 
29]. At the same time, the pre-exponential factor for Mu is lower than that of the 
H reactions. Both effects are clear indicators for a KIE which is dominated by 
tunneling. 

The behavior observed for H abstraction from HCO2- in aqueous solution is 
displayed in Figure 7 [30]. Here we have the case where Mu is clearly slower 
than H or D, and its activation energy is higher. 

Both examples demonstrate that Mu is far more susceptible to KIE than H or D, 
and it is therefore an extremely sensitive probe of reaction theories and in 
particular of potential energy surfaces. 

A particularly illustrative example of the sensitivity of Mu to kinetic isotope 
effects is its addition to 02, in comparison with H + 02 [31 ]. In the low pressure 
regime at room temperature, Mu is slower than H by a factor of ca. 7, but there 
appears to be a cross-over at a pressure of several hundred bar, and in the high 
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Figure 6. Arrhenius plot of the Mu, H, and D addition kinetics to benzene in the gas phase, 
demonstrating that tunneling accelerates the Mu reaction ([29], reprinted with permission). 
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Figure 7. Arrhenius plot of the H abstraction kinetics from formate by Mu, H, and D, showing 
that the zero-point energy in the transition state retards the Mu reaction [30]. 
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pressure l imit Mu is predicted to be faster. A quite dramatic effect was also 
observed in the temperature dependence. The rate constant for the H reaction 
decreases with T -ls while that of Mu is essentially temperature independent. An 
analysis of the KIE reveals that the mass enters most effectively in the 
translational partition function, favoring Mu over H by a factor of 25, in the 
rotational partition function and in the density of vibrational states which disfavor 
Mu by factors of ca. 3 and 8, respectively [31 ]. An important role is played by a 
small vibrational zero-point energy barrier on top of an essentially barrier free 
electronic potential energy surface. Furthermore, the efficiency of energy transfer 
in stabilizing collisions with the moderator, a process that is theoretically not yet 
satisfactorily understood, appears to play a major role and seems to be subject to 
isotopic substitution as well [32]. 

4 SOLVATION AND DIFFUSION OF 
WATER 

HYDROGEN ISOTOPES IN 

4.1 Equilibrium and non-equilibrium solvation 
The observation that H addition to benzene is faster in aqueous solution than in 

the gas phase by a factor of ca. 35 [28], as shown in Figure 8, triggered a series 
of experimental and theoretical studies on the nature of hydrogen atoms in water. 
The kinetic solvent effect was explained by H atom equilibrium solvation. 
Atomic hydrogen in water behaves like a noble gas atom of the same polariza- 
bility, its solvation is accompanied not only by a solvation enthalpy of-4.1 kJ 
mol -~ but in particular by a strong decrease in entropy of 51 J mol -~ K -~ at 298 K, 
which is indicative of the formation of a solvent cage around a hydrophobic atom 
[28]. Since this is equilibrium solvation it should be nearly independent of the 
mass of the solvated atom. This was confirmed in recent theoretical work [33, 
341. 

If equilibrium solvation is the only cause of the solvent effect then the Mu 
reaction should also be a factor 35 faster in aqueous solution compared to the gas 
phase. This was not observed, the increase of its rate constant in water for 
addition to benzene amounts to only a factor of 3-5 (Figure 8), and it is not 
limited by diffusion. The difference was ascribed to a dynamic solvent effect and 
taken as evidence of Kramers solvent friction which increases with frequency 
and is thus obviously far more important for the reaction of Mu, the lighter 
isotope [33]. 
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Figure 8. Aqueous solution versus gas phase ratio of rate constants for addition of H and Mu 
atoms to benzene. Open symbols apply to solutions using tert-butanol, crossed squares to 
methanol as hydroxyl radical scavengers. The broken line gives the expected values based on 
the positive free energy of solvation of hydrogen atoms in water, the solid line involves a 
further correction ([28], reprinted with permission). 

4.2 Break-down of the Stokes-Einstein equation 
It is well-known that diffusion coefficients depend on the mass of the diffusing 

species in the gas phase and also in solids. In liquids, diffusion is normally 
described well by the Stokes-Einstein equation which depends on the 
hydrodynamic radius and on viscosity but not on the mass. There is no principal 
reason that prevents a mass dependence in solution, and many experiments have 
been devised to search for isotope effects [35], mostly with no clear answer. It is 
obvious that a comparison between Mu, H, and D should be particularly 
sensitive. This question has been posed long ago [16], but the answer had to 
await more recent results, as outlined below. 

Diffusion coefficients were reported to be (7.0+1.5) x 10 .9 m 2 s "1 for H in H20 
and (5.0+1.0) x 10 .9 m 2 s "l for D in s [36]. After correction for the different 
viscosities of H20 and s one obtains ~ / D D  = 1.41+0.46, which is compatible 
with ~/2 but also with unity, and it matches the presumably more accurate relative 
value of ca. 1.10 that was deduced by Han and Bartels from EPR dephasing rates 
in the reaction of the isotope with molecular oxygen [37], assuming that it is 
diffusion controlled. On the same basis, DMu/DH was determined to be 2.0+0.2, 
indicating that Mu diffuses in water significantly faster than H [38]. 



98 

Hydrogen diffusion is nearly as fast as proton diffusion (DH+ = 9.3 x 10 "9 m 2 s "1) 
which is normally considered to be particularly fast because of the favorable 
Grotthus mechanism. For atomic hydrogen, conversion of DH based on the 
Stokes-Einstein equation, D = kT/4mlRo in the slip limit, gives a hydrodynamic 
radius R0 of 0.019 nm. This is very small, less than half the Bohr radius of the 
atom, demonstrating clearly and not unexpectedly that the Stokes-Einstein 
equation breaks down for such small solutes. In this context it is interesting to be 
reminded of the evidence from molecular dynamics calculations as well as from 
the analysis of the hyperfine coupling constant that hydrogen atoms in water 
form a hydrophobic bubble state [39,40]. The bubble radius Rb was estimated 
to be about 0.23-0.25 nm, very comparable to the radius of a clathrate cage, but 
one order of magnitude larger than the hydrodynamic radius /to..Based on 
Stokes-Einstein diffusion of the bubble the large value of DH is not compatible 
with Rb. It means that the bubble is not dragged along in a diffusive displacement 
step, rather the isotope must jump to its new site which may be partially 
preformed by statistical fluctuations. In order to provide an isotope effect such a 
jump must occur more often or extend over a longer distance for the lighter atom. 
The situation is depicted schematically in Figure 9. It would be interesting to 
verify this picture with quantum molecular dynamics calculations. 
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Figure 9. Diffusion coefficients in units of 10 .9 m 2 s 1 for small atoms, molecules and ions in 
water, and schematic representation for incoherent quantum diffusion of hydrogen isotopes in 
liquid water. 
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5 MUONIUM-SUBSTITUTED FREE RADICALS 

5.1 Radical spectroscopy 
Muonium-substituted free radicals contain the muon as a polarized spin label 

which allows its detection either by the transverse field muon spin rotation (TF- 
ttSR) technique or by longitudinal field avoided-level-crossing muon spin 
resonance (ALC-I~SR) [4]. 

The muon-electron hyperfine interaction, A~, is obtained directly from the pair 
of muon nuclear precession frequencies which obey the ENDOR condition 
[4,12]. It is related to the structure of the radical in the same way as Ap for the 
proton that takes the place of the muon in conventional radical chemistry. A, is 
obtained from Ap by scaling with the ratio of magnetic moments (~/#~ = 3.183), 
but in addition there is an isotope effect of ca. 20%, favoring Mu, which is 
related to the anharmonicity of the bond, making C-Mu longer than C-H by ca. 
5% in the vibrational average [41]. In addition, for Mu atoms substituted in 
methyl groups or in other environments with rotational flexibility, there is a slight 
preference for a conformation in which the C-Mu bond is eclipsed with the pz 
orbital containing the unpaired electron- a comequence of minimization of zero- 
point energy [42]. 

ALC-~tSR spectra are scanned as a function of an applied longitudinal field. 
They show resonances at fields where there is an avoided crossing of magnetic 
energy levels which allows for additional muon relaxation. The resonance fields 
are related to the muon and nuclear hyperfine coupling constants, including their 
relative signs [4]; there is thus complementary information to TF-~tSR as well as 
to ESR. Figure 10 gives an example of both transverse field and ALC-~SR 
spectra obtained with liquid 6,6'-dimethyl-fulvene [43]. The two pairs of 
frequencies in the transverse field specman (a,a' and b,b', upper part of Figure 
10) show that two isomeric radicals are formed. The strong line at 40.6 MHz 
represents muom in diamagnetic environments. The TF-~tSR spectra give the 
muon coupling comtant, and from the ALC-~tSR resonances in the lower part of 
Figure 10 we derive the proton coupling constants. The complete set of 
information identifies the two radicals as those formed by Mu addition to the two 
inequivalent ring positions, leading to the structures which are given in the inset. 
Both muon hyperfine coupling constants, after correction for the muon-proton 
ratio of magnetic moments, are larger than the coupling constants of the protons 
at the same carbon, giving evidence of the above mentioned hyperfme isotope 
effect as a comequence of bond anharmonicity. 

Probably close to 300 different muonated free radicals have been observed to 
date. Almost all of them are derived formally by Mu addition to double or triple 
bonds, including C=O, C=S, and C=N bonds. 
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Figure 10. I~SR spectra of the radicals formed by Mu addition to liquid 6,6'-dimethylfulvene. 
Transverse field muon spin rotation spectrum (upper, with lines for the radicals a and b, and 
for muons in diamagnetic environment D), and longitudinal field avoided level crossing 
spectrum (lower), simulation and experimental data based on the structures in the inset with 
proton coupling constants given in Gauss (adapted from [43] with permission of The Royal 
Society of Chemistry). 
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Recent work has also revealed the interaction of muonated cyclohexadienyl 
radicals with copper nuclei in ZSM-5 type zeolites [44]. This observation is so 
far unique to the gSR technique, and it is of potential interest for studying 
catalytic processes. The interaction is relatively weak with copper but appeares 
to be much stronger with sodium and lithium ions. 

5.2 The muon as a non-perturbing probe of radical kinetics 
Mu addition to double bonds places the muon two bonds away from the radical 

center. Mu is thus not normally directly involved in reactions of the radical, and 
any kinetic isotope effects are secondary and thus small. This makes the muon a 
non-perturbing radical kinetics probe. Its advantage is the extraordinary 
sensitivity of the technique which requires only a single muon in the sample at a 
given time. This eliminates any radical termination reactions. With on the order 
of 108 muons needed for an experiment the concentration of the reaction partner 
does not change, and kinetics is of ideal pseudo-first order. This eliminates a 
number of sources for serious errors which often affect the accuracy of 
conventional radical kinetics. 

The technique has been used to determine rate constants for a number of radical 
reactions in solution, notably ring closure and ring fission processes which serve 
as clock reactions in conventional radical kinetics [45]. As an example, the 
bimolecular reaction of the cyclohexadienyl radical with molecular iodine is 
shown in Figure 11. The straight line behavior demonstrates a pseudo-first order 
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Figure 11. Kinetic plot for the reaction of Cd-I~u with I2 (Figure 8.4, p.77 of [12], reprinted 
with permission). 
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kinetics. The rate constant at room temperature, k = 2.5 x 109 M "1 s -1 [12], 
obtained from the slope of the plot of the muon relaxation in the radical versus 
iodine concentration, is close to the diffusion controlled limit. 

More recently, longitudinal muon spin relaxation was used to measure rate 
constants for the reactions of organic radicals with molecular oxygen and with 
NO in the gas phase [32, 46]. The reactions are important in combustion 
processes and for the degradation of organic pollutants in the atmosphere. 
Accurate determinations by conventional techniques have often proved to be 
non-trivial, so that the muon technique appears to be a very valuable addition to 
the tool box of experimental methods. 

5.3 Probing radical reorientation dynamics on surfaces and in solids 
Radicals adsorbed on surfaces can be studied by ESR as long as they are 

immobile. As soon as they gain translational mobility, which is when their 
chemistry starts to be of interest, they react with each other, and the signal 
disappears. Due to its high sensitivity the ttSR technique is much more fortunate, 
it requires a single species at a time so that it becomes possible to study radicals 
also under conditions of high mobility. Advantage has been taken of this for the 
investigation of translational diffusion of surface adsorbed cyclohexadienyl 
radicals on silica [47] and of the reorientational dynamics of radicals in highly 
siliceous ZSM-5 zeolite [48]. Reorientation dynamics has also been studied for 
radicals in rotator phase solids, such as in norbomene or in fullerenes [49, 50]. 

There is a fiarther particularly useful feature of ALC-~tSR which is illustrated in 
Figure 12. The resonances obey different selection rules, which has direct 
consequences as regards the appearance of the lines in the speemxm. The so- 
called A~ resonance is the strongest one. It is present only under anisotropic 
conditions, mostly in solids or for strongly surface adsorbed species, while the Ao 
resonances are allowed in all phases, but the A1 is absent in liquids or gases 
where the anisotropy is averaged out by rapid isotropic tumbling. The critical 
time scale is given by the inverse of the hyperfine anisotropy and is typically 50 
ns. For reorientation dynamics, particularly in the region of the critical time scale, 
the shape of this resonance is extraordinarily sensitive to the type of motion. For 
example, it disappears with increasing temperature via broadening for the Mu 
adduct to the fiallerene C60 in its rotationally disordered phase, but via narrowing 
for the adduct to C70, reflecting the fact that the lower symmetry of the latter 
changes the character of reorientational motion dramatically [50]. 
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Figure 12. Selected field range of simulated ALC-~tSR spectrum of Mu substituted 
cyelohexadienyl radical under static conditions (rhombie environment) and for different types 
of reodentational dynamics (Reprinted from [48] with permission, Copyright American 
Chemical Society). 

There are several areas in chemistry where positive muons will continue to be 
extraordinary probes: 

�9 Whenever the interest is in hydrogen isotope effects of dynamic processes 
(reaction kinetics, diffusion), the muon or the Mu atom, owing to their low 
masses, are extremely sensitive probes. 

�9 In radiation chemistry, the muon is an end-of-track probe that is suited to give 
unique information on radiolytic processes. 

�9 A principal advantage of the muon that was not discussed here is due to its full 
polarization independent of magnetic field and temperature. This makes it an 
attractive magnetic probe in low or zero magnetic fields when interactions are 
to be studied which are quenched in higher external fields and therefore not 
accessible to traditional magnetic resonance. Polarization is far from thermal 
equilibrium, therefore independent of Boltzmann population, which is a 
significant advantage for muon experiments over conventional magnetic 
resonance. 

�9 The muon can be implanted as a local magnetic probe in any material that does 
not itself contain suitable magnetic nuclei. 
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�9 There is no need for pulsing to first create coherence of spins, the time 
resolution of ~tSR experiments is therefore inherently higher by up to three 
orders of magnitude than that of  ESR or N M R  techniques. 

Considerable recent efforts have centered on the production of muons at low 
energy, which allows them to be stopped near the surface of a material or in thin 
layers. This is attractive for example in view of studies of surface magnetism. 
The currently possible count rates at such beams are still somewhat low for 
efficient experiments, but a new generation of accelerators for high intensity 
neutron spallation sources which would also permit high fluxes of muons is in the 
planning stage. At such machines, low energy muon experiments are highly 
promising for a new class of applications [51]. 
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The irradiation of a simple gas generates many primary products 
including excited states, ions, and molecular fragments, as well as more 
generations of lower energy electrons. These species are formed by energetic 
secondary electrons, which slow down in a succession of inelastic collisions 
transferring energy to the components of the medium. From this cascade of 
events a range of chemical moieties are generated which can be used in a wide 
range of fundamental and applied chemical physics situations. In gases, such 
areas of especially useful application range from understanding atmospheric 
electrical phenomena, ozone depletion chemistry, and free radicals in 
combustion through to the modelling of electrical discharges use in waste 
disposal, fluorescent lighting, high voltage switching and e-beam pumped 
lasers. 

The species generated by radiolysis in gases can also be produced by 
electrical discharges, however, the discharge technique used by plasma 
physicists is restricted to low (< 50 Tort) pressures whereas radiolysis can be 
used up to very high pressures (50 atm). Further, the quantitative aspects of 
radiation chemistry - G values via precise dosimetry - enable accurately known 
concentrations of species such as cations and electrons to be produced at will. 
Experimental developments in pulse radiolysis and associated detection 
techniques now allow direct observation of the reactions of radiolytically 
produced species from times as short as a few picoseconds. Given that at one 
atmosphere in a gas at ambient temperature, a gas molecule, on the average, 
undergoes a collision about every nanosecond then radiolytic techniques are 
able to make accurate temporal measurements of the kinetic parameters of gas 
phase reactions with time to spare! 

If radiolysis is to be used as a precise source of reactive species then it is 
essential to ensure that the fundamental energy deposition processes do not 
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temporally overlap the desired chemical reaction time zones. Both experimental 
and theoretical studies have sought to establish time domains for the various 
stages of radiolysis. The defined [ 1 ] time domains are the Physical stage, where 
the initial irradiating particle imparts its energy to the medium; the Physico- 
Chemical stage which involves the relaxation of the primary species to 
thermally equilibrated states, and the Chemical stage which encompasses the 
reaction of these thermalised species to form stable products. 

The Physical Stage 
Spencer and Fano [2] modelled the entire electron slowing down process 

by taking into account all possible electron energy loss mechanisms and 
subsequent generations of electrons. The Spencer-Fano equation is exact and 
determines the energy distribution of all electrons from the initial 
photon/particle energy down to the lowest inelastic threshold energy. However, 
it does not describe the evolution of the electron energy spectrum over time, nor 
did it attempt to describe the yield of molecular states produced in the target by 
the electron degradation. Inokuti and co-workers [3,4] generalised the Spencer- 
Fano theory to include the temporal aspects of high-energy electron energy 
degradation. A transport equation was written in terms of a time-dependent 
electron energy distribution and expressions were derived for the time- 
dependent yields of primary species. This time-dependent Spencer-Fano 
(TDSF) theory was used to calculate time-dependent yields of primary species 
and electron degradation spectra for the simple gases argon [3,5] hydrogen [6], 
mixtures of these two gases [5], and neon [7] irradiated with pulses of 2 keV 
electrons. 

The results from these calculations proved to be very interesting. It was 
predicted that the initial population of primary species, such as ions and excited 
states, would take a finite time to evolve. At low gas pressures, ~1 torr, the 
production of primary species was predicted to occur on nanosecond timescales. 
This prediction was verified by Burgers and Cooper [8] who used emission 
Spectroscopy with nanosecond pulse radiolysis techniques to prove, see Figure 
1, that excited states indeed show a delayed formation subsequent to the 
excitation pulse of high energy electrons (3 ns. from a Febetron 706). Also 
predicted was that for different gases at equal gas pressures, the excited states 
will be produced more rapidly in gases with a higher atomic number. Figure 2 
shows this for the same excited state in both neon and argon. The production of 
the 2p state of argon is discernibly faster than that for neon. Note the excellent 
agreement between the smooth curve-theory, compared to the noisy curve- 
experimental. This is a simple demonstration of greater stopping power 
associated with greater Z. 
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Other predictions were that excited states produced in gases which are 
optically connected to the ground state would be found to be produced more 
rapidly than those for which optical transitions to the ground state are 
forbidden. In argon for example the production of optically forbidden states 
such as the 3p 5 4p states (2p in Paschen notation) and the two metastable 3p54s 
states (ls 3 and lss) was predicted [3,5] to be delayed relative to the production 
of ions. 

These observations are qualitatively in agreement with the predictions 
from the TDSF theory however, a direct comparison between theory and 
experiment has not yet been made for the heavier rare gases. This delay 
prediction was validated by the observations by Burgers [7] in irradiated neon, 
where the production of neutral excited states were delayed with respect to the 
formation of excited ions. Cooper and Sauer [9] used a picosecond pulse 
radiolysis technique to investigate the formation and decay kinetics of several 
2p states in the four rare gases neon, argon, krypton and xenon at low gas 
pressures (< 5 Torr). They found that all these states had delayed formation. 

The studies of Cooper and Sauer [9] establish a time domain for the 
energy degradation of a high-energy electron (and its subsequent generations of 
secondaries) down to an energy equal to, or less than, that of the lowest 
electronic level in the target atom/molecule. This secondary electron is termed a 
subexcitation electron and is formed within a period of the order of 10 ll  
seconds in gases at one atmosphere. These studies also confirm the validity of 
the TDSF theory to accurately model the qualitative and quantitative aspects of 
electron energy degradation. 

At this point in the sequence of radiolytic events, we have a plasma 
containing "hot", i.e. 5-20 eV, electrons. Prior to ion recombination or electron 
capture processes the energy needs to be further lowered to approximately 
thermal values. 

Physico-Chemical Stage 
Subexcitation electron processes 

Subexcitation electron interactions have been observed in mixtures of 
gases; typically a bulk rare gas with a trace fluorescent additive. The only 
criterion is that the lowest electronic energy level of the bulk gas is higher than 
the electronic energy level of a trace probe gas. In this situation, energy from 
subexcitation electrons created from the bulk gas is lost by causing transitions 
within the probe gas. The observation of this was first made by Cooper et al. 
[ 10] and Denison et al. [ 11 ] who showed that the emission from the C3~u 
electronic excited state of N2 was delayed in pulse-electron irradiated, very 
dilute, mixtures of nitrogen in helium. The emission was observed to grow in 
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after the pulse and the rate was very strongly dependent on the nitrogen 
pressure, but only weakly dependant on the rare gas pressure which was always 
at least 200 times greater than that o f  the nitrogen. The formation decay kinetics 
were analysed assuming a kinetic mechanism of  the form 

e-~ + N 2 ~ N2* + e t (1) 

N2* --~ N 2 + hv (2) 

where e-~ is the subexcitation electron, e t a thermalised electron, and N2* is one 
of the excited states of  nitrogen which can be excited by e~. 

The weak dependence of the rate of formation of  the emission on the 
pressure of  the bulk gas was attributed to a collisional momentum transfer 
process between the electron and the monatomic rare gas, i.e. 

e-s + He --+ He  + e r  (3) 

where e-v is an electron of  energy less than e-~. 
Analysis of  radiolysis data taken using a Febetron 706 pulsed electron 

beam system showed that the formation-decay curves could be analysed using 
an exponential growth and decay function since the concentration of nitrogen 
and helium were always very much greater than the initial concentrations of 
secondary electrons. The formation rate constant, k~, was found to be pseudo 
first order with respect to N 2 and yielded a two-body rate constant of  5.1 x 10 ~2 
dm 3 mo1-1 s -~. Similarly, the formation rate constant was found to vary, but only 
weakly, with helium pressure and the derived rate constant for energy loss to 
helium was substantially lower. These studies were consolidated by Denison et 
al. [ 11 ] who used the subnanosecond pulse radiolysis facilities on the LINAC at 
Argonne National laboratory to study a range of  fluorescent probes in rare gas 
buffers. The rate constant data from these studies are summarised in Table 1. 

Table 1. Rate constants for the formation of emission from fluorescent additives (in dm 3 
mo1-1 s-l). 

Fluorescent Additive 

Bulk Gas Anthracene Tetracene Terphenyl Nitrogen 
Helium Ionisation Ionisation Ionisation 5.5 x 10 ~2 
Neon 9.9 x 10 ~2 8.1 x 1012 8.1 x 10 ~2 5.1 x 1012 
Argon 7.7 x 1012 - - - 
Krypton 1.3 x 1013 1.4 x 1013 1.3 x 1013 - 
Xenon 7.5 x 1013 7.8 x 1013 1.2 x 1013 - 
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Tab l e  2. Excitation levels for the rare gases. 

Gas Subexcitation Ionisation 
level ~y_) Potential ~_eV_) ...... 

Helium 19.8 24.6 
Neon 16.6 21.6 
Argon 11.6 15.8 
Krypton 9.6 14.0 
Xenon 8.6 12.1 

Essentially all the fluorescent probes used from simple diatomics 
(nitrogen) through to the complex polycyclic aromatic hydrocarbons such as 
anthracene, tetracene and terphenyl, showed very high rate constants for the 
formation of the emitting state. The singlet states of the organic scintillators 
were all formed with rate constants in the range 7-13 x 1012 dm 3 mol ~ s ~. These 
values are 40-100 times greater than the maximum expected for collisional rates 
for neutral molecular species. A further series of experiments used a trace of a 
heavy rare gas in an excess of a lighter one e.g. xenon in helium; again the 
formation of luminescence from the electronic excited states of the monatomic 
trace additive was delayed. The rate constant for the formation was also one to 
two orders of magnitude greater than the kinetic theory collisional limit. The 
subexcitation electron mechanism is further supported by these data which 
reveal that the bulk rare gas has a two to three orders of magnitude weaker 
effect on the excited state formation rates. These rates correlate well with values 
calculated from the well known energy dependent momentum transfer cross 
sections. Naleway et al. [ 12] used a monte carlo technique to successfully 
calculate the nitrogen-helium system assuming a subexcitation electron 
mechanism, and simultaneously showed that an earlier theory, the continuous 
slowing down approximation, CSDA, was inadequate in time dependent 
situations. This was due to the CSDA making no allowance for the change in 
the secondary electron distribution consequent to an inelastic electron-molecule 
interaction which resulted in a high energy loss. 

The data in Table 2 shows the subexcitation level data for five rare gases. 
Essentially, distributions of subexcitation electrons with a maximum energy of 
19.8 eV in helium down to 8.6 eV in xenon can be generated. This gives an 
opportunity to generate and study plasmas with a range of electron energy. 

Table 3 gives data showing the energy levels of some of the fluorescent 
probes used in the experimental studies. All the excited levels are capable of 
being populated by subexcitation electrons from helium whereas with xenon as 
a bulk gas, only the A state of nitrogen, the B state of iodine, and the ~S state of 
anthracene can be produced. Note that when the energy difference between the 
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Table 3. Ionisation and excitation levels for some gases. 

Gas Ionisation Excitation 
Potential (eV~ Level (~e_V_)_ . . . . . .  

Nitrogen 15.6 C 3II u 11.47 
Nitrogen 15.6 A 3Zu+ 6.17 
Iodine 9.28 B 31-Io+ u 2.4 
Neon 21.6 2p, 18.96 
Argon 15.8 2pl 12.9 
Anthracene 7.55 ~S 3.3 

subexcitation electron and the probe excited state is large, e.g. helium 19.8 
eV/anthracene 3.3 eV, then little or no emission is observed since ionisation of 
the probe (anthracene 7.55eV) is more likely. 

These kinetic data give insight into the time taken to reduce electron 
energies down from the subexcitation level of the order of 10-20eV - down to a 
few eV-  i.e. the energy level of the lowest singlet state of the additive. A simple 
calculation can be used to give an idea of this time scale. For a mixture, say, of 
a rare gas and 1 Torr pressure of Nitrogen, the "half life" for subexcitation 
electrons would be 

'l~l/2 " -  0.693/[5.5 x 1012 X 5.4 x 10 5] - 2.33 ns. 

In 1 atmosphere of pure nitrogen this lifetime would be only 3.07 picoseconds. 
In general, the effect of the monatomic rare gas, usually used as a buffer, 

is much weaker; the rate constant for the interaction of the subexcitation 
electron is of the order of 109 dm 3 tool 1 s 1. This implies a half life for the 
interaction of the subexcitation electron of the order of 13 microseconds in 1 
Torr of a pure rare gas, or about 20 nanoseconds at one atmosphere. However, 
this process only reduces the energy of the subexcitation electron to a level just 
below that of the lowest excited electronic state of the probe gas. 

Electron Thermalisation 
The secondary electron distribution is not yet thermal. In order to 

measure the time taken to attain a thermal distribution, a technique sensitive to 
the energy of the secondary electrons is required. Warman [ 13,14] and co- 
workers have elegantly developed and utilised the a.c microwave absorption 
method. This technique relies on the variation of the mobility of electrons with 
energy and/or number density to produce a change in the absorption of energy 
from an applied microwave field. 
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The change in conductivity, Ao, of the medium is given by 

Acy = Z zi e Ni  [-li 

where z~ is the charge of the ion, i, whose number density is Ni and whose 
mobility is g~. 

At constant number density, electrons are detected since their mobility is 
generally 1000 times greater than any atomic or molecular ion of either charge 
sign and hence 

Act = e Ne ge 

(g~ is a complex function of mean electron energy, collision frequency and 
momentum transfer cross section.) 

The TRMC - Time Resolved Microwave Conductivity method- has been 
used successfully in pulse irradiated gases, liquids and solids by Warman and 
co-workers [ 15]. They have shown that the time required to achieve electron 
cooling down to thermal energies is substantially longer than that for primary 
electrons to enter the subexcitation energy domain. In pure helium at 1 atm 
pressure Scales et al. [ 16] found that the time taken for the secondary electron 
swarm to attain a mean energy within 10% of thermal was 44 ns. A wide range 
of di- and polyatomic gas thermalisation times have been measured by Warman 
and Sauer [ 13]; their results, see Table 4, show that for molecular gases at 1 
atmosphere the thermalisation time is generally less than one nanosecond. The 
only exceptions are the heavier rare gases, Ar, Kr, and Xe, where the presence 
of the Ramsauer-Townsend effect delays electron cooling to times of the order 
of a microsecond. 

There is some difference between various workers as to what is the 
definition of thermalisation time. This should be defined as the time taken for 
the secondary electron distribution to become a Maxwellian distribution around 
thermal energy. The definition seem to have been strongly biased by the 
limitations of the particular technique used to measure some parameter sensitive 
to the energy of the electron. In the earliest work, Warman and Sauer [ 13] used 
the known energy dependence of the electron capture cross section for CC14 to 
analyse the decay of the electron's conductivity as it approached thermal 
energies. Later Warman and de Haas [ 14], and Scales et al. [ 16], used pulse 
radiolysis coupled with direct microwave absorption techniques to observe the 
changing mobility of the electron as its energy neared thermal. The 
characteristic time chosen was the time taken for the mobility to come within 
10% of the thermal value. Suzuki and Hatano [17] used a phase shift 



115 

Table 4. Thermalisation times for electrons in gases at 1 atmosphere and 1 torr pressure. 

Compound Thermalisation Thermalisation 
time t (sec) time t (sec) 
P = 1 atm. P = 1 Torr 

Ar 1.71 (-6) 1.3 (-3) 
Ne 8.81 (-7) 6.7 (-4) 
He 4.4 (-8) 3.08 (-6) 
N2 1.0 (-8) 7.6 (-6) 
O2 2.2 (-9) 1.7 (-6) 
HE 1.97 (-9) 1.5 (-6) 

CH4 2.6 (-10) 2.0 (-7) 
CzH6 1.9 (-10) 1.44 (-7) 

n-C6H,4 1.05 (-10) 8.0 (-8) 
C2H4 8.55 (-11) 6.5 (-8) 
c6n  6 5.0 (-11) 3.8 (-8) 
N20 4.90 (-11) 3.72 (-8) 
C02 3.81 (-11) 2.9 (-8) 
NH 3 3.68 (-11) 2.8 (-8) 

~ H  3.02 (-11) 2.3 

technique for microwave detection together with pulse radiolysis. They were 
able to fit the final few percent of  the electron signal, as it neared a limiting 
thermal value, to an exponential form. From this a thermalisation "half life" was 
determined. This value is somewhat  misleading in so much as it only applies to 
the final fractions of  an eV energy loss by the electron. It ignores the long time 
taken for electrons to approach thermal energies. For example in 105 torr of 
xenon, the exponential approach to thermal energy of  the secondary electron 
swarm is only observable for about 3 microseconds following a previous 
cooling period of  8 gs. This early behaviour cannot be described by any simple 
function and does not vary simply with total pressure. 

The data in Table 4 are given in terms of the time to achieve an electron 
swarm with a mean energy within 10% of thermal. It shows that apart from the 
heavier rare gases and the simple diatomic gases, the thermalisation times are 
all substantially less than 1 nanosecond at 1 atm pressure. Rare gases are 
frequently used as inert buffers for radiolytic generation of free radicals from 
appropriate mixtures of gases to produce stable plasmas. In the case of the 
heavier rare gases the thermalisation times are long since the momentum 
transfer cross sections for low energy electrons are very low and the influence 
of trace impurities must  play an important role. 

For some systems both thermalisation and electron capture processes are 
in operation. In the case of oxygen, for example, it has been found possible to 
resolve [ 18] the thermalisation process - first order in gas pressure, from the 
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three body capture process. Such resolution has also been achieved for helium. 
Figure 3 shows the time-dependence of the measured conductivity for ultrapure 
helium at 1 atmosphere irradiated with a 2 ns pulse of 3 MeV electrons [ 16]. 
Figure 3a shows the growth of conductivity as electrons are created and then 
subsequently thermalised, Figure 3b shows a stable, weakly ionised, plasma in 
this UHP helium sample; a further but slow growth of conductivity would be 
observed if Penning ionisation of impurities was occurring. Figure 3c shows the 
much slower decay of conductivity due to ion-electron recombination. 

Summary 
One may safely assume that in 1 atmosphere of an irradiated molecular 

gas all primary species are created and thermalised within ~50 nanoseconds. 

The Chemical Stage 
Pulse radiolysis provides a straightforward technique to initiate and study 

the reactions of secondary electrons, ions, free radicals and electronic excited 
states which are generated by ionising radiation in its primary energy deposition 
stage. Especially convenient is the very fast time resolution associated with this 
technique. Essentially the technique consists of irradiating a sample with a short 
and intense pulse of radiation, usually electrons, whilst monitoring some time 
dependent property of the system related to the composition or energy state of 
any new species produced. 

Since gaseous samples are of low density, high current electron 
accelerators are needed to produce detectable quantities of reacting species. 
High current LINACS and Van de Graafs are available and have been used to 
study gases at high (~50 atm.) pressures [ 19]. The advent of the field emission 
sources such as the Febetrons giving short intense pulses of low energy (0.6 or 
2.3 MeV) electrons, enable single shot experiments to be achieved in low (down 
to ~l Torr) pressure systems. 

Detection Techniques 
A range of techniques are available for use in pulse radiolysis experiments. 
They are fully presented in several texts, see for example the compilation of 
Baxendale and Busi [ 15]. To summarise, the detection techniques used in this 
field are mainly D.C. and time resolved microwave conductivity (TRMC), and 
Optical Absorption and Emission Spectroscopy. 

Microwave conductivity 
The passage of microwaves through a weakly ionised medium is 

influenced by the number, and type, of charges present. Anything which alters 
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the dielectric constant will produce an attenuation of microwave power and 
hence be detectable. This technique has been extensively developed by 
Warman and co-workers [ 15] to detect charged species in the gas, liquid and 
solid phases with a time resolution of the order of 1 nanosecond. 

In most experimental studies so far reported in gases, electrons are 
detected since their mobility is generally 1000 times greater than an atomic or 
molecular ion of either charge sign and hence 

Ac~ = e N e ~e 

This relationship may be used to define two useful limiting experimental 
conditions; 

(1) Ne is constant 
At low doses or when ion recombination is not occurring at a significant 

rate the change in conductivity reflects a change in the mobility of the electron. 
This can only occur by changes to the electron energy, for example, during 
thermalisation or by electron capture to produce a low mobility negative ion. 
These processes can hence be studied in isolation. 

(2) ~t e is constant. 
When thermalisation is complete then the electron mobility attains a 

constant value. Any change in conductivity is then related exactly to the change 
in concentration of free electrons in the irradiated sample. Ion-electron 
recombination reactions can therefore be studied, as can electron capture and 
charge creation by Penning ionisation. 

(i) Electron capture: 
Typical compounds that undergo electron capture, and associated rate constants, 
are given in Table 5. For the two reactions: 

e +  CC14 ~ ~ + C1- 

e-+ SF 6 ~ SF 6- (1:--~ 7gs) ~ "SF5 + F- 

the maximum rate constant occurs at, or close to, thermal electron energy. 
Based on their measured values, of the order of 2 x 10 ~4 dm 3 mo1-1 s -1, at 1 torr 
pressure the half life for capture is of the order of 100 picoseconds. 
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Table 5. Some electron capture agents and their capture rate constants. 

Compound Rate constant 
dm 3 mo1-1 s-~ 

CC14 2.53 x 1014 
CFC13 1.54 x 10 TM 

CF2C1 z 5.1 x 10 ~ 
C F  4 < 6 x 10 4 

CF3I 1.16 x 10 TM 

CF3Br 2.38 x 10 ~2 
CH3Br 4.2 x 109 
S F  6 1.24 x 1014 
C02 0 
N20 3 x 106 
02 7.98 x 10 ~* 

_C F c1 6 x 107 

* d r n  6 mol -z s -~ (three body reaction, M = 02) 

Dissociative electron capture also occurs at energies greater than thermal 
but  usually with significantly lower rate constants (cross sections) and various 
fragmentations. For example, SF6 at low energies forms a metastable molecular 
anion whereas at higher energies direct impact dissociation to SFf and F occurs 
but with a much lower cross section. 

Electron capture processes are important in determining conditions for 
the quenching of electrical breakdown in gases. Free electrons in gases in an 
electric field can be accelerated to sufficiently high energies to cause further 
ionization, which in turn can produce more secondary electrons and in a 
catastrophic avalanche lead to electrical breakdown. Chemical agents can be 
added to block such processes, and SF6 is widely used in high voltage 
applications to prevent arcing and resultant damage to switch gear. 

(ii) I o n  - e l e c t r o n  r e c o m b i n a t i o n  

The recombination of ions and electrons in ionized gases has been 
studied for over 60 years. Many techniques are available for studying this 
recombination, all consist of a form of excitation and a method to measure the 
time-dependent change in electron concentration and/or other parameters. In 
general, most of these excitation and detection methods limit the experiments to 
longer timescales, usually in the millisecond range, and to low gas pressures. 
Under these conditions, the reaction of initially produced species with 
impurities becomes important. Charge transfer, electron capture, and energy 
transfer (Penning ionization) reactions transform impurity species into various 
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atomic and molecular ions. At very low pressures primary ions can diffuse to, 
and charge neutralize, at the surface of the vessel. 

Electron pulse radiolysis technique has been well utilised for the study of 
ion-electron recombination in weakly ionized gases. It overcomes many of the 
disadvantages of discharge techniques, most notably it produces an even plasma 
distribution in a gas using a single pulse on very short timescales. This 
minimizes the effects of impurity gases and wall surface reactions. Also, very 
high gas pressures can be studied over a wide temperature ranges. 

One of the most studied gas systems is helium. From the theoretical 
studies of Bates [20] and experimental mass spectrometry studies of Cao and 
Johnsen [21 ], it has been shown that the dominant recombining positive ion 
produced in irradiated helium gas is He2 +, which is formed from the initially 
ionized He + by the three-body reaction characterised by Mahan [22] 

He + + 2He -~ He2 + + He k = 1.08 x 10 -31 cm 6 s -1 (at 300K) 

In general there will be a mixture of He § and He2 + undergoing recombination, 
depending on the timescale of measurement, the helium gas pressure, and the 
gas temperature. 

A summary of the measured overall rate constant, OfT, obtained by a range 
of plasma physics techniques is given in Table 6. As can be seen, at pressures 
below 100 Torr, the values range over two orders of magnitude; from CZT = 0.2 X 
10 -~~ to  --,3 x 10  s cm 3 s 1 

A general irradiation/recombination mechanism for electron irradiated 
gaseous helium can be written as: 

He ~ He +, He*, es 

es + He ~ eth 

He++ 2He ~ He2 § + He 
He* + He --~ He2 § + es 
e-th + He+---~ He* 
e-th + He2 § ~ He + He 
e-th + He++ He ~ He* + He 
eth + He2 § + He --> 3He 

Helium irradiation 
Electron thermalization 
Helium cation dimerization 
Hornbeck-Molnar reaction 
Two body ion-electron 

recombination (or2) 
Three body ion-electron 

recombination (%) 

This mechanism would predict that the total recombination rate constant would 
be given by 

aT : Or2 + a3 [He] 
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Table 6. Summary of the total ion-electron recombination rate constants, oc T, in ionised 
helium. 

Workers OcT Analysis Pressure 
(cm 3 s -l) technique range 

V 0 ~ )  ...... 
Biondi and Brown [23] 1.7 x 10 .8 Microwave probing < 30 
Oskam and Mittlestadt [24] < 4 x 10 .9 Microwave probing < 60 
Chen et al. [25] 8.9 x 10 .9 Optical intensity 15-30 
Hinnov and Hirschberg [26] 0.4 - 3.6 x 10 l~ Optical intensity -10 .3 
Robben et al. [27] 0.19 - 8.9 x 10 ~~ Optical intensity 0.25 
Born [28] 8.9 x 10 l~ (750K) Optical intensity 12-20 

5.9 x 10 "1~ (1000K) 
4.7 x 10 l~ (1250K) 

Berlande et al. [29] 5 x 10 l~ Optical intensity/ .10-100 
Microwave probing 
Optical imensity/ 
M i ~ r o b i n ~  

Johnson and Gerado [30-33] 1 x 10 -8 10-50 

To overcome the limitations experienced by previous workers, van 
Sonsbeek et al. [34], utilized a Field Emission Corporation Febetron 706 
electron pulser, which generated electron beam pulses of 0.2-0.6 MeV energy 
and 3ns (FWHM) duration, to investigate ion-electron recombination in helium 
over a large pressure range, 40-900 Torr, at electron densities of  approximately 
1011-10 ~3 cm -3. The a.c. microwave conductivity technique was used to directly 
monitor the electron concentration in the irradiation cell [ 14,15]. From these 
kinetic measurements van Sonsbeek et al. [34] were able to fully resolve both 
the two- and three-body helium recombination processes. Their measured rate 
constants exhibited excellent second order behaviour, and the pressure 
dependence of  their measured values at 295K is given in Figure 4. The overall 
rate constant measured is given by 

oct = (1.12 + 0.05) x 10 -7 + (2.20 • 0.25) x 10 -27 [ H e ]  c m  3 s -1 

It is important to note that at the low pressures of  almost all the earlier 
studies the total rate constant is effectively only the two body electron-ion 

recombination rate constant, (or2), with little or no contribution from three body 

effects (a3). Several hundred Torr of  gas pressure are required to clearly 
distinguish the effects of  three-body recombination. In addition, the low values 

of  C~T (< 10 .9 cm 3 s ~) measured by many of  the early workers were almost 
certainly affected by impurity reactions. Electrons attached to trace impurity 
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Figure 4. Pressure dependence of the ion-electron recombination rate coefficient, aT (in 
cm 3 s 1) in pulse irradiated helium at 295 K. Bulk gas pressures are expressed as number gas 
densities (cm3).  

molecules  have a reduced  mobi l i ty ,  and consequent ly  the loss of  charge in the 
p lasma by recombina t ion  is slower. 

Table 7 shows a summary  o f  experimental  determinat ions and theoretical 

calculat ions of  or3 rate constants in hel ium at 295K. 

Table 7. Comparison of experimental and theoretical values of the three-body ion-electron 
recombination rate constant, %, in helium at 295K. 

Worker 

van Sonsbeek et al. [34] Experimental 
Berlande et al. [29] 
Johnson et al. [30-33] 

Deloche et al. [35] 
Thompson [36] Theoretical 
Bates [37] 
Whitten et al. [38] 
Pi_taeyski i [}9] ...... 

Result 1027 tx 3 
. . . .  ~m__6_S~) .............. 

2.20 +_ 0.25 
2.0+0.5 

2n+28 
"-17 

5+1  
0.4 
1.7 
5.4 
2.5 
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Table 8. Exper imenta l  values o f  van Sonsbeek et al. [34] for the two- (cx2) and three-body 

(%) ion-electron recombinat ion  rate constants in irradiated he l ium over the temperature range 
200-295K. 

Temperature  1 0 7 (~2 1 0 27 (x 3 

...... (K) . . . . . . . . .  (cm 3 s-') .......... (cm6_s-') _ 

200 0.48 + 0.03 5.20 + 0.40 

235 0.68 + 0.06 3.33 + 0.30 
275 0.79 + 0.06 1.34 + 0.27 
295 1.12_+ 0.05 2.20_+ 0.25 

The experimental CtT = (2.20 • 0.25) x 10 -27 c m  6 s -1 value of van Sonsbeek et al. 
agrees well with the previous experimental measurement of Berlande et al. [29] 
and favours the predictions of the Bates [37] and Pitaevskii [39] theories.The 
temperature dependence of electron-ion recombination in irradiated helium was 
also investigated by van Sonsbeek et al. [34]. A summary of their measured 
two- and three-body recombination rate constants over the temperature range 
200-295 K is given in Table 8. The three-body recombination rate constant 
decreases with increasing temperature, and may be written as 

~ 3 - - C  T n 

From this data, an exponent value of n = -2.9 + 1.2 is obtained. A single- 
collision model for neutral-assisted three-body recombination based on the 
work of Thompson [36] suggests a temperature behaviour o fT  -25. A later 
modification of this theory by Bates [40] also predicts this numerical 
dependence, as does the "diffusion" of electron energy in energy space model of 
Pitaevskii [39]. Within the experimental uncertainty, excellent agreement 
between experiment and theory is obtained. 

In a series of subsequent experiments reported by Bhave and Cooper [41 ] 
and Cooper et al. [42], the electron pulse irradiation/microwave conductivity 
investigations have been extended to determine two- and three-body 
recombination rate constants for the other rare gases, as well as hydrogen, 
methane and nitrogen. For the heavier rare gases (Ar, Kr, Xe), thermalization 
times become extremely long, as direct momentum transfer by electron-atom 
collision becomes very inefficient. This problem was overcome by including a 
small pressure (typically 25 Torr) of helium in the irradiation mixture. This 
small amount of helium ensured that electron thermalization occurred on a 
microsecond timescale, a n d  any helium cations directly formed from the 
irradiation process resulted in charge transfer to the heavier rare gas. For all 
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Table 9. Summary of two- ((X2) and three-body (or3) recombination rate constants (at 295K) 
determined by Cooper and co-workers [41,42] using electron pulse radiolysis and microwave 
conductivity. 

Gas system oc, 2 oc, 3 T dependence 

Helium (1.12 + 0.05) X 10 -7 (2.20 + 0.25) x 10 -27 -2.9 + 1.2 
Neon (7.0 + 2.0) x 1 0  -9 (1.39 + 0.12) x 10  -27 not consistent 
Argon (1.1 + 0.2) x 10 .6 (5 + 7) x 10 .27 not consistent 

Krypton 2.5 x 10 .7 1.18 x 10 .26 not measured 
Xenon 1.5 x 10 -6 1.17 x 10 .25 not measured 

Methane 8.2 x 10 .7 2.04 x 10 -25 not measured 
Hydrogen 4.07 x 10 .7 9.15 x 10 .27 not measured 
Nitrogen (2.7 + 0.9) x 10 .7 (5.1 + 0.2) x 10 .27 not measured 

these studies, sufficient gas pressures were used to ensure cation dimerization. 
The recombination rate constants determined in these studies are summarized in 
Table 9. No consistent trend was noted with temperature in the neon or argon 

systems. The extremely low ot 3 value for argon is consistent with theoretical 
predictions that this gas would not be a very efficient third body for the 
recombination process. 

There has also been an optical emission study of ion-electron 
recombination in nitrogen, where the recombination coefficient for N4 § w a s  

determined by observing the C37tu emissive state of N2 [43,44]. A rate constant 
for ion-electron recombination of  3.3 x 10 .6 cm 3 s I was obtained at 298K, 
however, this result must  be treated with some caution, as the rate was found 
not to vary over the pressure range 200-900 Torr. 

There have also been several previous experimental investigations into 
electron-ion recombination in other gases using the electron pulse radiolysis 
technique. Warman and co-workers [45-47] used the a.c. conductivity 
technique to measure ion-electron recombination for pulse electron irradiated 
molecular gases at pressures up to several hundred Torr. A summary of  their 
measured two- and three-body recombination rate constants is given in Table 
10. It is clearly seen that the molecular gases are far more efficient at assisting 
ion-electron recombination, both the two- and three-body pr.ocesses, relative to 

the rare gases. The ot 3 values are particularly pronounced for the dipolar 
compounds, where it was apparent that neutral gas molecules could play a 
significant role in the recombination even at densities as low as 10 ~7 cm -3. 
The measured temperature dependencies for water and ammonia are seen to be 
consistent with the value obtained for helium, n = -2.9 + 1.2, although 
quantitative conclusions are difficult to draw due to the large experimental 
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Table 10. Summary of the two- and three-body recombination rate constants measured by 
Warman and co-workers [45-47] for molecular gases. 

Gas system ~2 ~3 T dependence 
( c m  3 S "l) c m  6 s -1 

H20 4.1 x 10 6 2.7 x 10 "23 -2.0 + 0.5 
NH 3 5.6 x 10 "6 6.9 x 10 .24 -2.5 + 0.5 
( C H 3 ) z C O  6.4 x 10 .6 5.5 x 10 .24 0 
CH3C1 7.1 x 10 -6 2.6 x 10 -24 

CO2 3.9 x 10 .6 5.8 x 10 .25 
..... 7.0 X 10 -6 . . . . . . . . . . . . . . .  2.5 x 10-2! .. . . . . . . . . . . . . . . . . . . . . . .  

Table 11. Temperature dependence of electron-ion recombination rate constants for 
hydrated hydronium ions Leu et al. [48] in units of 10 .6 cm 3 s-~). 

T Kkn 0 1 2 3 4 5 6 
540 1.0+0.2 2.0+0.4 4.0+0.8 
415 2.2+0.4 4.2+0.8 
300 3.8+0.8 5.0+0.8 
205 6.6+1.2 7.5+1.5 <10 

. . . . . . . . . . . . . . . . . . . . . .  - . . . . . . . . . . . . . . . . . . . . . . . .  

errors involved. Further  corroboration, however,  is also obtained from a later 
study of  ion-electron recombinat ion with N2 + and O2 +, from impurity nitrogen 
and oxygen ions in irradiated helium Cao and Johnson [21 ], where these 
workers also obtained a temperature exponent of  n = -2.9. 

The very large c~z rate constants for molecular ion-electron recombinat ion 
have also been reported for cluster ion studies, performed at low total gas 
pressures. Table 11 shows the results of  measurements performed by Leu et al. 
[48] on gaseous ion-electron recombinat ion involving the hydrated hydronium 
ion [H30+(H20),]. Significant increases in the recombination rate constant are 
seen for even a few cluster water molecules,  with a value for the H30+(H20)5 
cluster at 205K as h igh  as 7.5 x 10 -6 cm 3 s ~ obtained. 

Ion-ion recombination 
Since the mobi l i ty  of  molecular  ions, of  either sign, is substantially less 

than that for free electrons, the a.c. conductivity technique is not sufficiently 
sensitive to measure  ion-ion recombination.  However,  luminescence resulting 
from ion recombinat ion has been used as a probe of  the kinetics of  ion 
recombination. Al though ion-ion recombinat ion has been studied longer even 
longer than ion-electron recombination,  beginning with Thompson and 
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Rutherford [49] in 1896, very few systems have been well characterized over 
large pressure ranges. 

The first studies to be performed over pressure ranges large enough to 
discern two- and three-body effects were by Schmidt et al. [50] for recombining 
SF6§ and SF6"(SF6) m ions in irradiated SF6, and Sennhauser and Armstrong 
[46] for NH4+(NH3)n and CI'0NIH3)m ions in NH3/CC14 gas mixtures. In both 
cases n and m stand for an indeterminate number of species clustered around 
the recombining ions. These studies showed that the total recombination rate 
constant initially increased with increasing bulk pressure, but then decreased at 
higher pressures. However, quantitative characterization of these 
recombination systems was not possible due to the unknown molecularity of 
species involved in the measured process. 

The best characterized ion recombination systems are those involving 
irradiated rare gases. In the mid 1970's rare gas-monohalide systems were 
extensively studied, due to their new-found application in u.v. exciplex lasers. 
Pulsed electron irradiation of these systems was the only major excitation 
method, as it allowed investigation under realistic laser pressure conditions of 
several atmospheres gas pressure. Typically these systems were investigated by 
monitoring of the time dependence of their characteristic peak fluorescence, as 
given in Table 12. 

It was found, from pulse radiolysis experiments, that there were at least 
two temporal components to the exciplex emission, and a general mechanism 
for exciplex formation and decay was developed [57-67] which consists of 
direct reaction of electronically excited rare gas atoms with the halide source 
gas and ionic recombination. 

Table 12. Summary of peak emission wavelengths of rare gas-monohalide exciplex species. 

Species Experimental Worker 
._ pe@,(nm) ...................................................... 

NeF* 108 Rice et al. [51 ] 
ArF* 193 Golde [52] 
ArCI* 175 Golde and Thrush [53] 
ArBr* 166 Ewing [54] 
KrF* 248 Brau and Ewing [55] 
KrCI* 222 Golde [52] 
KrBr* 206 Golde [52] 
KrI* 180 Velazco and Setser [56] 
XeF* 351 Golde and Thrush [53] 
XeCI* 308 Golde and Thrush [53] 
XeBr* 280 Golde and Thrush [53 ] 

....... Xe!, .................................. 253 ................................ Brau_~_~andEwin~_ [55] 
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The initial pulsed electron irradiation of a rare gas (R) produces excited 
states (R*), ions (R +) and a range of secondary electrons (e-~) and by addition of 
a trace amount of a halide containing gas (AX), whose concentration is small 
enough that there is no direct excitation by the primary electron beam, exciplex 
(RX*) formation occurs as follows: 

R ~ R*,R+,e-~ 

e-s + R --~ e-th 

e th + AX --~ AX-/X 
R* + AX --~ RX* + A 

R+ + 2R--~ R2+ + R 
R2 + + AX-/X- --~ RX* + products 
R2 + + AX-/X-(+ R) -~ RX* + products 
RX* -~ R +  X + hv 

Initiation 
Electron thermalization 
Thermal electron capture 
Reaction of rare gas excited states 
Cation dimerization 
Two body ion-ion recombination 
Three body ion-ion recombination 
Exciplex fluorescence 

Under suitable experimental conditions, for example by lowering the initial 
electron pulse energy, (dose), or by varying the constituent gas pressures, 
resolution of the excited state processes and the ionic recombination reaction 
can be achieved. This allows isolation, and unambiguous characterization of the 
ionic recombination processes in these systems. 

Xe2+/SF6 ionic recombinat ion  
The simplest exciplex system for the study of gaseous ionic 

recombination is from the gas system Xe/SF 6. The XeF* exciplex produced is 
formed solely from Xe2+/SF6 - ion-ion recombination; there is no detectable 
emission from the reaction of xenon electronically excited states with SF 6 [68]. 
The emission from the coupled XeF*(B,C) state was found to extend from 320 
to 360 nm, with a peak at 351 nm. 

A typical emission trace for XeF* is shown in Figure 5a, for 500 Torr of 
xenon and 0.50 Torr of SF 6. This curve has several components; a X-ray signal, 
dimer rare gas fluorescence and ionic recombination formed exciplex 
fluorescence. The X-ray signal followed the time profile of the 3 ns. electron 
pulse, and was typically only a few percent of the total emission signal. The 
first emission peak was also observed in irradiated pure xenon, at all 
wavelengths across and outside the XeF* emission spectrum, and was therefore 
assigned to the broad xenon dimer, Xe2* fluorescence. The decay of the dimer 
fluorescence was typically complete within several hundred nanoseconds, and 
its intensity varied greatly with the xenon pressure. The second peak in the 
emission curve was dose-dependent, and only observed across the known XeF* 
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Figure 5. (a) Typical kinetic emission curve for XeF* at 351 nm, produced by the pulse 
electron irradiation of 500 Torr of xenon and 0.50 Torr of SF 6. (b) Transformed emission 
curve showing straight line analysis beginning at time t. (c) Integrated kinetic emission curve. 

spectrum, and assigned to XeF* emission produced by the ion-ion (Xe2+/SF6 ) 
recombination processes. 

An analysis of the exciplex production mechanism above [63], assuming 
that XeF* is at steady state, shows that a second order plot of (Emission 
intensity) ~/2 vs time gives a straight line at longer times, see Figure 5b. The 
slope of this line is readily related to the three body recombination coefficient, 
or3, via the absolute ion concentration which was derived from standard ozone 
dosimetry [69] incorporating relative stopping powers of all gases [70,71 ]. The 
ion concentration at the initial time of c~ 3 determination (time t in Figure 5) was 
obtained using an integrated kinetic trace, Figure 5c, of only the ionic 
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recombination formed fluorescence. The ionic recombination fluorescence was 
isolated from the total measured integrated kinetic trace by subtracting out the 
integrated intensity belonging to the X-ray and dimer rare gas fluorescence, by 
normalizing an additional intensity measurement at a wavelength just outside 
the exciplex emission spectrum [64]. 

To ensure that the ion recombination process was the rate limiting step, 
the experimental conditions were carefully chosen. The hot electrons, e-~ were 
thermalized by both xenon and SEa, and this process occurred typically within 
the duration of the electron pulse. The thermal electrons are rapidly captured by 
SF6, k = 2.27 x 10 -7 cm 3 s 1 [72], to form the molecular anion, SEa- , which was 
stable over the time of these experiments (0.5-2gs). Fast cation dimerization of 
the rare gas cation was ensured by using higher xenon pressures, > 30 Torr. 
The fluorescence lifetime of XeF* is short (-~ 15 ns) and thus the ionic 
recombination reaction controls the observed rate of decay of emission when 
the initial ion concentrations are very low. 

Ionic recombination rate constants were obtained by this methodology 
over the xenon pressure range 18-1400 Torr, these values are given in Figure 6. 
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The rate constants are seen to continuously increase with increasing pressure, to 
a maximum value of --4 x 10 .6 cm 3 s 1, at ~500 Torr, and then to decrease with 
higher xenon pressure. This pressure profile is attributed to the low xenon 
pressure recombination mechanism being two body [64] 

Xe2 + + SF 6 ----> X e F *  + other products 

with the increasing medium xenon pressure rate constants being due to an 
increasing contribution of three-body recombination mechanism, 

Xe2 + + SF 6" + Xe ---> XeF* + other products 

and the subsequent decrease in ~ at higher pressures being due to the ionic 
recombination becoming diffusion-controlled. From the initial portion of this 
plot ix3 was determined as 4.7 x 10 .25 c m  6 s 1. 

These ionic recombination data can also be compared to the predictions 
of ion-ion recombination theoretical models. The most general three-body 
recombination theory is from Bates [73], based on scaling of computer 
simulation results for the recombination coefficient pressure profile of the 
reaction 

O4 + -1- 04"+ 02 ~ [08] "t- 02 

The Bates model predictions for Xez+/SF6 recombination in xenon are also 
shown in Figure 6. It can be seen that the experimental data are always greater 
in magnitude than the calculated ter-molecular values, with the discrepancy 
being far worse at low pressures. The maximum in the experimental pressure 
profile is also observed at a much lower pressure than predicted. To account for 
this discrepancy between experiment and theory additional, two-body, mutual 
neutralization, ionic recombination was postulated to be occurring with a much 
higher efficiency than previously predicted. This additional ionic recombination 
mechanism is a charge exchange reaction of the form 

A+ + B---+ A + B 

and may be regarded as occurring through an avoided crossing between the 
ionic and covalent potential surfaces. The presence of a bulk gas (xenon) 
enhances this process by collisionally converting free ion pairs to bound ion 
pairs, thus allowing the avoided crossing to be traversed many more times. 
Although no quantitative estimate of the fraction of ions recombining by this 
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two-body pathway have been performed, qualitative estimates by Mezyk et al. 
[64] indicated that it could be as high as 50%. 

At very high bulk gas pressures, the ionic recombination reaction 
becomes diffusion controlled. The theory of this recombination mechanism was 
developed by Langevin [74] and Harper [75] who obtained the relationship 

etLH = 4he (g+ + g-) 

where g+ and g are the positive (Xe2 +) and negative (SF6") ion mobilities 
respectively. By substituting the average ionic mobilities for these two ions 
into this expression the diffusion-controlled limiting rate constant (CtLH) is 
obtained (see Figure 6). Excellent agreement at high xenon pressures is seen, 
with the measured data converging to the calculated diffusion-controlled limit. 
This implies a unit efficiency of recombination between the two ions, i.e. that 
the two ions always recombine to give the fluorescent XeF* once collisions 
with the bulk gas have reduced the energy of the ionic system below zero, and 
thus formed a bound state. 

Xe,+/Br ionic recombination 

By addition of a dissociative thermal electron capturing gas such as 
CH2Br 2, which quantitatively produces the atomic Br-anion, the three body 
recombination process for an anion can be determined in isolation of any two- 
body mutual neutralization reactions. For irradiated xenon-CH2Br2 gas 
mixtures, the total emission at 282 nm was found to consist of X-rays, xenon 
dimer fluorescence, and XeBr*(B,C) exciplex fluorescence formed from both 
ionic recombination and xenon excited-state reaction [67] 

Xe* + CH2Br 2 --~ XeBr* + other products 

(where Xe* represents the entire range of electronically excited xenon atoms 
produced by electron irradiation). 

As for XeF* the X-ray component for irradiated Xe/CH2Br2 was 
negligibly small. The xenon dimer fluorescence was typically complete within 
100 ns and its intensity was proportional to the xenon pressure. The exciplex 
fluorescence formed by the reaction of excited xenon atoms with CHzBr 2 was 
also observed within the first hundred nanoseconds, however its intensity was 
strongest at low xenon pressures. The ionic recombination formed exciplex 
fluorescence again had the slowest rate of production, being observed for many 
hundreds of nanoseconds. Its intensity was also dependent on total xenon gas 
pressure; being comparable to the excited-state formed fluorescence at low 
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xenon pressures but accounting for nearly all of the exciplex fluorescence at 
high xenon pressures. 

Ionic recombination rate constants were determined as described for 
XeF*, by analyzing the later, linear, portion of the transformed kinetic curve 
and using ozone dosimetry and integrated kinetic traces. The overall exciplex 
fluorescence was isolated by subtraction of the X-ray and dimer xenon 
fluorescence intensities from the integrated fluorescence as before. However, 
the experimental resolution of the exciplex fluorescence yield into neutral 
reaction and ionic recombination components was not experimentally possible 
for this system. Therefore the fractional yields for each of the XeBr* formation 
pathways, excited state reaction and ionic recombination, were calculated using 
experimental measurements of relative XeBr* emission yields. 

The selection of CH2Br2 as the halide source gas was deliberate; in 
addition to the quantitative production of the atomic anion the ionization 
potential of this gas, 10.8 eV, [76], was lower than that of Xe2 +, 11.1 eV [77], 
which meant that the charge transfer reaction 

Xe2 + + CH2Br  2 ~ 2 X e  + (CH2Br2) + 

occurred in competition with the recombination reaction 

Xe2 + + Br-+ Xe ~ XeBr* + 2Xe 

For ionic recombination rate constant measurements the charge transfer reaction 
was minimized by using a very small pressure of CH2Br2, typically 0.10 Torr, 
and keeping the ion concentration greater than 3 x 10 ~3 cm -3. 

The production of XeBr* by only the excited state reaction could be 
isolated by having a sufficiently high pressure of CH2Br: to ensure complete 
charge transfer occurred. Figure 7 shows the total relative XeBr* fluorescence 
yield dependence on CH2Br2 pressure over the range 0.02-1.0 Torr, at a constant 
xenon pressure of 80 Torr. These relative values were determined by measuring 
the total emission under the entire exciplex fluorescence spectrum. The inverse 
plot of these yields [60] shows a limiting linear slope at higher CH2Br 2 gas 
pressures (> 0.6 Torr) where the charge transfer reaction dominates and thus all 
the XeBr* fluorescence is formed by the direct reaction of xenon excited states 
with CH2Br2. The deviation from this linearity at lower CH2Br2 pressure is due 
to the additional fluorescence formed by the ionic recombination reaction. 
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At CH2Br2 pressures  greater than 0.6 Torr  exciplex f luorescence is only 
p roduced  by  the exci ted state process ,  and can be mode l led  by  the mechanism:  

Xe* + CH2Br2 ~ XeBr* + products  

Xe* + Xe ~ 2Xe 

Xe* ~ hv 

XeBr*  + CH2Br 2 --+ products  

XeBr*  + Xe ~ products  

XeBr*  + 2Xe ~ products  

XeBr*  ~ hvz8 / 

k a = 4 .2  x 10 .9 c m  3 s -l 

k b = 8.0 x 10 -13 cm 3 s 1 

k~ = 2.1 x 106 s -1 

kd = 3.5 x 1 0 -~~ cm 3 s -1 

k~ = 3.7 x 10 -~2 c m  3 s -1 

kf = 2.7 x 10 -31 cm 6 s -~ 

kg = 4.1 x 10 7 s -1 

The  rate constants  for the first three reactions in this scheme were  obta ined by 
isolat ing the excited-state reaction process  us ing low xenon  pressures  and initial 
ion concentrat ions [67]. For the quenching reactions o f  XeBr*  literature rate 
constants  were used [78-82]. F r o m  the above react ion scheme and these rate 
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constants the CH2Br 2 pressure dependence of these relative fluorescence yields 
is given by 

IE 1 *I Ra Rg 
Y*=Yo Ra+Rb+Rc R d+R e+Rf+Rg 

where Yo* is the maximum possible (relative) yield of excited state XeBr* 
production and ~ is the rate for the i th reaction in the general scheme. Yo* was 
calculated by fitting this equation to measured Y* yields over the xenon 
pressure range 50-100 Torr, under the conditions where only excited-state 
formed fluorescence occurred (using CH2Br2 pressures > 0.6 Torr). With the 
calculated Yo* value, the Y* fractions were then calculated as a function of 
CH2Br 2 gas pressure, these values are also shown in Figure 7. The difference 
between the measured YT and calculated Y* values corresponds to the fraction 
of emission produced by the ionic recombination process. This relative fraction 
then allows calculation of the ionic recombination rate constants, as described 
previously for Xe2+/SF6 . 

The measured Xez+/Br - recombination rate constants, as a function of 
xenon pressure, are shown in Figure 8. These rate constants again show the 
characteristic initial increase and subsequent decrease with increasing xenon 
pressure. Also shown in this figure are the Bates ter-molecular theoretical 
predictions [73] for Xe2+/Br - recombination in xenon and the Langevin-Harper 
[74,75] diffusion controlled limit values for this recombining ion pair. Again 
the Bates ter-molecular predictions are seen to be always lower in magnitude, 
and to peak at a much higher xenon pressure, than experimentally determined. 
However, the limiting high pressure slope of the experimental data is again seen 
to converge to the OtLH values indicating that this reaction again occurs with unit 
efficiency under these high-pressure conditions. 

Analogous experiments utilizing electron pulse radiolysis techniques 
have been performed for XeCI*, XeI*, KrF*, and KrCI* [65-67]. Table 13 
summarizes the c~3 rate constants obtained for these exiplexes, values ranged 
from (5 - 20) x 10 -25 c m  6 s "l . 

Although in principle one can also obtain or2 values from these data by 
extrapolation to zero gas pressure, the large scatter in the measured rate 
constants at low gas pressures precluded any quantitative evaluation of this 
parameter. Typical values of ot 2 were estimated to be in the range ~10 -8 to 10 -7 
c m  3 s -1. 
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Table  1 3. Summary of experimental ionic recombination, tx3, rate constants for xenon/ 
krypton exiplex species. 

Exciplex Recombining ~3 
i o n s  c m  6 s 4 

XeF* Xe2+/SF6  - (4.7 + 0.4) x 1 0 .25 
XeCI* Xe2+/cr (2.2 + 0.2) x 10 24 
XeBr* Xe2+/Br (1.3 + 0.1) x 1 0 .24 
XeI* Xe2+/I (6.7 + 0.5)x 1 0 -25 
K.rF* KI'2+/SF6" (8.9 + 0.7) x 1 0 "25 
KrCI* K r 2 + / C 1  (1.5 +,0. ! ) X  10-2L 
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Absolute Excitation and Emission Yields 
Although radiation chemical yields in many systems are known through 

absorption spectroscopy and reliable extinction coefficients for radials and ions, 
as well as via conductivity with known W values and ionic mobilities, yields of 
excitation resulting in photon emission are scarce. In e-beam and discharge 
pumped lasers the yields of photons from various pumping processes are not 
known. Recently absolute emission yields (G-values) for irradiated rare 
gas/halide gas mixtures have been performed. These values require the 
determination of both the total number of photons emitted from, and the total 
energy deposited in, each irradiated mixture. It is also required that the photon 
emission be apportioned between the various formation processes. Cooper et al. 
[83] have described the careful experimental procedures required to achieve 
reliable observations. The entire optical detection system had to be calibrated 
by absolute calorimetry over the wavelength range used. The optical system 
was free of lenses and mirrors to avoid problems with imperfections and 
geometry of light collection. 

The number of photons emitted from an irradiated gas sample were 
obtained by summing the integrated emission over the exciplex spectrum, and 
then correcting for the dimer rare gas fluorescence and X-rays. The irradiation 
energy deposited was measured using conventional ozone dosimetry [69], 
performed under identical conditions to the emission measurements. 

The results for the system xenon/SF6 are shown in Figure 9. Figure 9a 
shows the variation in total yield, GT, for XeF* as a function of xenon pressure, 
for a constant S F  6 pressure of 0.50 Torr. A continuous yield decrease with 
increasing xenon pressure was obtained over the entire pressure range studied. 
The dependence of S F  6 pressure on the XeF* GT values (Figure 9b), at a 
constant Xe pressure of 50 Torr, also shows this decrease with pressure. 

As the formation of the XeF* (B,C) state fluorescence from irradiated 
Xe/SF 6 is only by ion recombination (> 95%), the decreasing emission yields 
with increasing component gas pressure are attributable to only the quenching 
reactions of XeF*. Therefore, the G-value decreases observed in Figure 9 are 
described by the following reaction scheme: 

Xe2 + + S F  6- (+  Xe) ~ XeF* + products 
XeF* + SF 6 ~ products 
XeF* + Xe ~ products 
XeF* + 2Xe ~ products 
XeF* ~ Xe + F + hv 

ksF 6 = 1.6 X 10 -9 c m  3 s -1 

kx~ = 3.2 x 1011 cm 3 sl 
k2x e = 4.2 x 10 -3~ c m  6 S "1 

k h v -  6 .7  X 10 7 S -1 
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Solid lines are calculated values based on model presented in text. 

Based on this mechanism, the measured yield of  XeF* fluorescence, Gv, is 
given by 

[ 1 + Rhv 

G T = G  O RSF6 + R X e + R 2 X e + R h v  

where ~ is the rate of  the i th reaction in the above scheme. 
Quenching rate constants for XeF* were determined from literature data 

[84-89]. No literature value for S F  6 quenching of  XeF* (ksF6) could be found. 
By globally fitting the experimental data in Figure 9 to the G + general 
quenching equation, values of Go + = 0.26 :i: 0.02 and ksF 6 - 1.6 x 10 9 cm 3 s -~ 
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Table 14. Summary of the limiting, unquenched fluorescence yields for excited state, Go*, 
and ionic recombination, Go +, reactions for rate gas/halide gas exciplexes. 

Gas system Exciplex Go* Go + DA_X 
eV 

Xe/SF6 XeF* 0 0.26 + 0.02 2.96 
Xe/CCI3F XeCI* 2.4 + 0.6 3.2 + 0.5 3.16 
Xe/CF3Br XeBr* 0.68 + 0.10 3.4 + 0.2 3.06 
Xe/CF3I XeI* 0.31 + 0.08 4.5 + 0.6 2.32 
K r / S F  6 KrF* 0.70 + 0.10 1.70 + 0.10 2.96 

were obtained. The calculated SF6 and xenon pressure dependencies are shown 
as the solid lines in this figure, with very good agreement observed. 

The very low derived value of Go+, as compared to its theoretical value of 
4.5 based on the xenon W value of 22.1 ev/ion-pair [70], gives a photon yield 
per ion pair recombination value of 0.06. This suggests that production of the 
XeF*(B,C) state is only a very minor pathway for ionic recombination in this 
system. It is believed that dominance of other recombination products may be 
due to the involvement of the molecular anion in this system [64]. 

Absolute emission yields for other exciplexes have also been determined, 
following the methodology given for XeF*. A summary of the limiting, 
unquenched fluorescence yields for excited state and ionic recombination 
reactions is given in Table 14. 

The trends observed in these yields can be qualitatively supported by 
examination of the energetics of these reactions. The measured yield of Go+ - 
4.5 for the ionic recombination process in irradiated Xe/CF3I implies that, 
within experimental error, every ion pair formed recombines to give the 
fluorescent XeI*(B,C) exciplex. The analogous yields for XeBr* and XeCI* are 
only slightly lower, about 75% of this theoretical value. However, given the 
accepted errors in measuring fundamental emission yields, it is doubtful 
whether these differences have any mechanistic significance. 

The yields for these three exciplexes range over an order of magnitude, 
with only the value for XeCI* in agreement with the quantitative theoretical 
prediction [90] of a fixed ratio between ion and excitation yields. The deduction 
from the experimental data in Table 14 assumes that the photon yield is equal to 
the total yield of excited states in the irradiated gas and that all subsequent 
reactions produce the exciplex. Although a range of xenon excited states are 
produced in the initial irradiation pulse, given the relatively high gas pressures 
and long timescales involved in these yield determinations, it can be assumed 
that only the longer-lived xenon metastable states, the 1 s and 2p levels, with 
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energy ranges 8.31-9.56 and 9.58-11.14 eV, respectively [91] would be 
involved in exciplex formation reactions. 

For XeI* the excited-state yield is only 16% of its expected value, which 
implies that other reaction channels dominate. This additional process is the 
believed to be the production of electronically excited iodine atoms by the 
reaction 

Xe* + CF3I ~ I* + C F  3 + Xe 

The lowest excited state of the iodine atom has an energy of 0.9 eV [92]. 
However, the second lowest excited level is 6.95 eV. The addition of this latter 
value to the energy necessary for the appropriate bond dissociation in CF3I [93], 
of 2.32 eV, (see Table 14), requires that the minimum energy of the initial 
xenon electronically excited state to be 9.27 eV. This means that the higher 1 s, 
as well as all the 2p, levels could participate in this dissociative reaction, 
thereby markedly decreasing the yield of XeI* formed. 

A similar altemative pathway may be present in the Xe/CF3Br system. 
For XeBr* formation, the greater C-Br bond strength of 3.06 eV [93] and the 
higher second energy level for the excited state of Br* of 8.31 eV [94] would 
mean that only the upper 2p levels of the excited xenon atoms would be able to 
produce this electronically excited halide atom. Since the population of these 
high excited states is lower, the amount of reaction proceeding by this pathway 
would be less, giving a concomitant increase in the yield of exciplex 
production, as observed. 

In the Xe/CC13F system, the even stronger C-C1 bond (3.16 eV, [93]), and 
the higher energy level of CI* of 9.23 eV [94] means that the excited state of 
xenon is required to have an energy of 12.39 eV, which is greater than the 
ionization potential of this atom. Thus the exit channel via CI* is energetically 
impossible, and hence the exciplex production is the only feasible channel, 
giving the quantitative yield experimentally observed. 

For the two systems that incorporated S F  6 as  the halide source gas, both 
the excited state reaction and ionic recombination limiting yields are much 
lower than for the xenon/atomic anion systems, suggesting that alternative 
pathways are dominant. This is attributed to the greater dissipation potential of 
the "SF5 product radical, where energy can be absorbed by further S-F bond 
breakage, or by additional excitement of this radical or smaller fragments. The 
lack of an excited-state reaction pathway for XeF* production using SF 6 implies 
that almost all the energy of reaction is channeled into these alternative 
pathways, thus leaving insufficient energy to form this fluorescent exciplex. 
The relatively small excited state yield for KrF* is similar to the yield measured 
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for XeBr* (see Table 14) and likewise suggests that only the highest 
electronically excited krypton atoms have sufficient energy to form this 
exciplex. This is in agreement with a previous kinetic study of the K r / S F  6 

system [62], which showed that the very high KrF* formation rate constant of 
2.0 x 10 -9 cm 3 s l was in good agreement with the observed quenching rate 
constants of the krypton 2p levels (1.5 x 10 .9 cm 3 s -i) but was much larger than 
the krypton ls level quenching rate constant of 3.3 x 10 1~ c m  3 s -1. 

Summary 
An overview of the fundamental early processes discussed in this section 

is summarized schematically in Figure 10. From this time onwards, thermal 
processes proceed. 

Applications of Gas Phase Radiation Chemistry 

The application of gas phase pulse radiolysis to the study of 
homogeneous gas kinetics is well established. A full account of these 
applications is outside the scope of this presentation. However, a brief survey is 
appropriate. For further information the reader is referred to an excellent 
review by Jonah et al. [95]. 

The low electron energy, very high current, field emission devices such 
as Febetrons have been especially useful in this field. They enable a high dose 
to be deposited in a gaseous system sufficient to easily accomplish single shot 
absorption spectroscopic measurements. It has been estimated that using a 
Febetron 706 at its highest output, 0.6 MeV, 12 Joules of electron energy, 
irradiating a gas sample of, say, argon, at 2 atmospheres, would generate an ion 
concentration of the order of 0.1 torr! Truly "plasma conditions". Of course 
normal kinetics experiments would be conducted under more mild conditions. 

Using such systems a variety of free radicals have been studied. Gordon 
and co-workers [96] have studied "NH, "NH2, "OH and "HO2 radicals. In 
particular the formation of HO2 by a reaction ~ + 02 was found to be 
dramatically enhanced by the formation of hydrogen bonded complexes 
between "OH and either H20 or NH 3. The reactions of ~ 3 and ~ radicals 
with NO2 and 02 have been measured by Cumming et al. [97]. Bullock et al. 
[98] investigated ground state and vibrationally excited ~ radical reactions 
with alkanes, alkenes, 02 and NH 3. Evidence of stepwise rate enhancement for 
vibrationally excited "CN radicals was found. Hydroxyl ('OH) radicals have 
been extensively studied by several groups of workers; their reactions with H2, 
CO, alkenes, alkynes and halomethanes constitute a reliable data bank of rate 
constants and activation energies for combustion and environmental studies 
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Figure 10. Overview of fundamental early processes in irradiated gases. 

usage. Of especial mechanistic note is the work of Jonah et al. [99] who 
showed that "OH addition reactions to alkenes showed a characteristic negative 
temperature coefficient for the rate constant indicative of inadequate energy 
loss processes to stabilise the ~ adduct. This results in a substantial 
decrease in the rate, a factor of more than 10, in the range 300K to 600K. 
However, at very high temperatures, >700K, the reaction rate for "OH radical 
loss dramatically increased as a high activation energy H-abstraction reaction 
kicked in. Research has been performed in Europe investigating the use of low 
energy electron beams to effect oxidative fixing of nitrogen and sulphur oxides 
in flue gases. Effectively, radiolyisis of oxygen rich flue gases generates oxygen 
atoms which can convert sulphur dioxide into the trioxide, which can then be 
scrubbed out with ammonia giving the environmentally friendly fertiliser, 
ammonium sulphate. Similarly, the nitrogen oxides are worked up to 
ammonium nitrate rather than the oxygen depleting nitrite. 

Radiation chemistry is the basic foundation for these applications. 
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1 INTRODUCTION 

A knowledge of the radiation chemistry of water at high temperature became 
important when water-cooled nuclear power reactors came into use. These 
reactors are of two types, boiling water reactors (BWR) and pressurised water 
reactors (PWR), and the common factor is that the nuclear core is cooled by 
liquid water that is typically at a temperature in the range of 285 - 300 ~ 
depending on the particular reactor design. In B WRs the primary cooling circuit 
is connected directly to the steam generator, whereas in PWRs the primary 
cooling circuit is separate fl"om the secondary steam generating circuit. The 
coolant in PWRs can be either H20, as in the Westinghouse design, or 1920, as in 
the CANDU reactors. The cooling water is, of course, subjected to an intense 
ionising radiation field comprising low LET y-rays and 2 MeV neutrons which 
interact with water molecules to produce high LET proton radiation. 

In operational reactors it is necessary to select conditions such that the radiolytic 
decomposition of the water is suppressed, and this is achieved most effecively 
when the radiation chemistry of water under reactor conditions is understood. 
Thus, as with water radiolysis under normal ambient conditions, one needs to 
know (a) the yields (g-values) of the primary products formed in reaction (1): 

H20 ~ e~q, H, OH, H2, H202, H + (1) 

(b) the rate constants for the reactions taking place in spurs and tracks that result 
in these primary yields, and (e) rate constants for any solute systems that are used 
to determine the G-values, here expressed in units of tool j-a. Here the symbol 
G(X) is used to denote a measured yield and the symbol g(X) represents the yield 
of the primarj products of water radiolysis when the spur reactions are complete 
(10 -7 s). The temperature dependence of rate eonstams over such a wide range of 
temperature is of more general relevance, for example in gaining insight to the 
chemical step in reactions that are diffusion lirrfited at room temperature. 
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This chapter begins with a brief summary of the scheme for water radiolysis, 
followed by a description of the chemical systems used to obtain radiation 
chemical yields, or G-values, and rate constants at elevated temperatures that are 
pertinent to this scheme for both high and low LET, in H20 and D20. Next, there 
is a section showing how the data can be accommodated in a simple spur 
diffusion model, and finally Arrhenius parameters for a number of reactions of 
more general interest are presented and discussed. 

2 SCHEME FOR THE RADIOLYSIS OF WATER 

The initial processes in the radiolysis of water can be summarised as [1 ]" 

H20 ~ H20 + + e se----~ H20*vib 

OH + H 
n20*vib ~ H2 + O(1D) ~ H2 + H202 (or 2OH) 

2H + O(3p) 

n 2 0  + --~ H+aq + OH 

e~- + H20 ~ OH + H- --~ OH + H2 + OH- 

ese- + H20 ~ eaq- 

OH + H 
H20*~I~ -~ H2 + O(1D) ~ HE + H202(or2OH) 

2H + O(3p) 

Oa) 
(to) 
Oc) 
(n) 
(In) 

Ov) 
(Va) 
(Vb) 
(Vc) 

According to the model, ionisation and excitation events and the resulting 
products e~q-, H, HE, OH, H202 and H + occur in clusters called spurs. For low 
LET radiation the spurs are separated by large distances relative to their diameter; 
for high LET radiation they overlap to form a continuous cylinder. The 
decomposition products then diffuse randomly and either react together or escape 
into the bulk solution. It is the competition between reaction and escape which 
determines the yields of the radical and molecular species extant when the spur 
processes are complete. The time for this completion is generally taken to be 
10 -7 - 10 -6 s and the yields at this time are known as the primary yields. The spur 
reactions are listed in Table 1. 

The requirement, then, for reactor coolant chemistry is to measure up to 300 ~ 
in light and heavy water the primary yields for low and high LET radiation, and 
the rate constants of the spur reactions. It is also of intrinsic interest to test the 
spur-diffusion model for water radiolysis over a wide range of temperature. 
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TABLE 1 
Spur reaction set for the chemical stage in water radiolysis [ 1 ] 

i 

Reaction k/101~ dm 3 mo1-1 s -1 

at 25 ~ at 300 ~ 

R1 e~q- + I T  --> H 2.3 15 

R2 e,,q- + OH -~  OH- 2.9 11 

R3 I-I + + OH" --), H20  11.0 107 

R4 e~q- + e~- --> H2 + 2OH-  0.64 18 

R5 e~q- + H --> H2 + OH- 2.1 30 
R6 H + H --~ H2 0.54 10 
R7 H + OH --> H20 1.5 6 
R8 OH + OH ~ H~O2 0.47 2 
R9 e~q- + H202 ~ OH + OH- 1.4 27 

3 MEASUREMENT OF G-VALUES 

The methods adopted, pulse and steady state radiolysis, are those that have been 
widely used in making such measurements at room temperature. Most 
measurements have been made using radiation of low linear energy transfer 
(LET) such as 6~ 7'-rays or high energy (typically > 1 MeV) electrons, but some 
key data have also been otained with radiation of high LET. A limitation, of 
course, is the stability of the chemical system at elevated temperature. 
Experimentally, one only needs to be able to pressurise the reaction vessel 
sutficiently to prevent boiling. This requires about 20 atm at 200 ~ and 100 atm 
at 300 ~ Under these conditions the chemical effects of pressure can be 
ignored. 

3.1 g(e~q) and {g(H) + g(H2)} 
A suitable system for the measurement of g(e~q) and {g(H) + g(H2)} up to 

200 ~ comprises a deaerated solution containing 10 -3 mol d m  3 s o d i u m  nitrate 
and 5 x 10 -3 tool dm -3 sodium phosphite [2,3]. Steady-state radiolysis of this 
system produces nitrite ion and hydrogen, which are measured at room 
temperature. G(NO2-) provides a measure of g(e~q-) and G(H2) is equated with 
{g(H) + g(H2)}. Ptflse radiolysis can also be used to measure g(e~q) but a 
limitation is that the molar absorption coefficient, 6, of the species formed has to 
be known at the temperature being studied since the measurable quantity is Go. 
Deoxygenated solutions containing 1,1'-dimethyl-4,4'-bipyridinium ion (methyl 
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viologen, MV 2+) can be used up to 200 ~ and g(eaq-) has been measured in 
solutions containing 2.5 x 10 -4 mol dm 3 MV 2+ and 10 -2 mol dm -3 tert-butanol (to 
scavenge OH) buffered with phosphate or borate [3]. Under these conditions 
M W  is formed in reaction (2); it has s = 1370 m 2 mol -~ at 605 nm at room 
temperature [4] and was assumed to be temperature independent up to 200 ~ [3]. 
Values of g(eaq) derived from this system agree well with those obtained using 
the nitrate solutions described above. 

e~- + MV 2+ --+ MV + (2) 

3.2 g(H2) 
A convenient way of measuring g(H2) is by r-radiolysis of degassed solutions of 

sodium nitrite because the nitrite ion scavenges all the primary radicals, eaq, H 
and OH, very efficiently [5]. Elliot et al. [3] obtained g(H2) by extrapolation of a 
plot of G(H2) vs. the cube root of the nitrite ion concentration to zero 
concentration to allow for scavenging of the precursors of HE in the spurs (see 
Table 1) [6]. 

3.3 g(OH) 
The yield of the hydroxyl radical can readily be obtained by pulse radiolysis of 

aerated hexacyanateferrate(II) solution by measuring the yield of the product 
hexacyanateferrate(HI), formed in reaction (3), whose molar absorption 
coefficient is well known (~420 = 104 m 2 mol 1 [3]): 

OH + Fe(CN)64- ---~ OH- + Fe(CN)63- (3) 

The radicals e~q- and H are scavenged by oxygen and do not interfere. 
Unfortunately, hexacyanateferrate(II) solutions can only be used to measure 
g(OH) up to 105 ~ because of their thermal instability. In order to extend the 
temperature range to 300 ~ Elliot et al. [3] measured G(CO3-) from aerated 
solutions of hydrogenearbonate where reaction (4) replaces (3): 

OH + HCO3- --~ H20 + CO3- O) 

In this case only G~(CO3-) is measurable and it is necessary to evaluate 6 for 
CO3-over the whole temperature range. However, although the wavelength of 
maximum absorption, 2 m ~ -  600 nm, of the spectntm of CO3- is invariant with 
temperature, the band shows some slight broadening at elevated temperatures. 
Elliot et al. [3] concluded that the G-values were best assessed by assuming that 
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s does not change with temperature, and they obtained good agreement with the 
hexacyanateferrate(II) data with 6600 for CO3- = 193.4 m 2 mo1-1. 

3.4 g ( H 2 0 2 )  

Measurement of the primary yield of hydrogen peroxide requires the use of a 
solute that scavenges eaq-, H and OH which would otherwise react to destroy the 
peroxide. A suitable solute is aerylamide [7] and Elliot et al. [3] ?'-irradiated 
solutions containing 5 x 10 -4 mol dm 3 acrylamide to obtain g(H202) up to 100 ~ 
Kent and Sims [8] extended the temperature range to 270 ~ by irradiating 
slightly alkaline solutions of N20-saturated solutions of potassium iodide in a 
high-temperature loop experiment. Here the key reactions can be represented as: 

OH + I- ---> 0.512 + OH- 
H202 + I2 ---> 02 + 2H + + 2I- 

(5) 
(6) 

and g(H202) = G(O2) [9]. 

3.5 g-Values for other conditions 
Elliot et al. [10] have also used some of the solute systems described above to 

measure primary yields in H20 irradiated under steady-state conditions with high 
LET radiation, specifically 23 MeV 21-I+ and 157 MeV 7Li 3+ ion beams. In this 
case it was not possible to measure g(OH) and so it was determined from the 
material balance equation (7): 

g(OH) = g(eaq--) + g(H) + 2g(H2)  - 2 g ( H 2 0 2 )  - 3 g ( H O 2 )  (7) 

where g(HO2) = 4.1 x 10 -8 mot j-1 was  taken from LaVerne et at. [ t l ]  and 
assumed to be temperature independent [10]. Elliot et  al. have also measured the 
primary yields in D20 for low LET radiation [3] and high LET radiation [12] 
under similar conditions. The data for H20 (low and high LET) are collected in 
Figure 1, and those for D20 (low LET only) in Figure 2. 

4 MEASUREMENT OF RATE CONSTANTS OF SPUR REACTIONS 

Measurement of the rate constants for the reactions listed in Table 1 has been 
achieved using pulse radiolysis up to 200 ~ or 300 ~ depending on the 
apparatus available; the pressures needed to prevent water boiling at these 
temperatures are 20 atmospheres and 100 atmospheres, respectively. Where it 
has not been possible to make measurements at 300 ~ values of the rate 
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constants have been estimated from short extrapolations of Arrhenius plots as 
described below. 

Most of the reactions listed in Table 1 are diffusion controlled at room 
temperature, but those involving OH as one of the reactants do not remain 
diffusion controlled at elevated temperatures. This is because the reaction rate 
becomes limited by the rate of the chemical step in the overall process of 
diffusion of the reactants together followed by their reaction to form products. In 
the general ease the observed rate constant, kob,, is given by equation (8) [13]: 

kobs -1 = kdiff  -1 + kreact -1 (8) 

The temperature dependence of kdiff is given by the Smoluchowski equation: 

kato(T) = 4 zr.NAD(T) rflfD(T) (9) 

where NA is Avogadro's number, D is the sum of the diffusion coefficients, r is 
the sum of the reaction radii, fl is the statistical spin factor for radical-radical 
reactions [14] andfo denotes the Debye factor. When the reactants are both ions 
fD = 6/(e ~ -  1) where 8 depends on temperature through the relationship" 

= ZAZ  /(4 Xe.oar) rkB r) (lo) 

where ZA and ZB are the charges on the ions, ~ is the permittivity of free space, 
and e(T) is the dielectric constant of water at absolute temperature, T K [ 15]. 

The Arrhenius equation (11) is used to evaluate k ~ t  empirically [13 ]: 

kreaet = A T exp (-EadR T) (11) 

4.1 k(OH + OH) 
The method for evaluating rate constants outlined above is nicely illustrated by 

the self reaction of OH (reaction R8 in Table 1). Measured rate constants, kob~, 
are shown in Figure 3 together with calculated values of kd~ and k ~ t  that 
simulate the experimental data very well [14]. The calculated values were 
obtained with Do~ = 2.3 x 10 -9 m E s -1, fl = 1, ton = 0.22 nm, A = 3.7 x 107 dm 3 
mo1-2 s 1 K -1 and E~, - 0 ld  mo1-1. Don was assumed to have the same 
dependence on T as the self diffusion coefficient of water [ 16]; roll was assumed 
to be independent of T. fl is the statistical spin factor, which is the probability that 
random encounters between two doublet radicals produce a singlet state. If the 
spin relaxation time, r~, for the radicals is longer than their encounter time, re, 
then fl = 0.25; if r~ is shorter than re then fl = 1. The latter value is required to 
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simulate the data in Figure 3 and is not inconsistent with the estimate that re < 1 
ns for OH [17]. 

Before the measurements in Figure 3 were made, it had been generally assumed 
that spur reactions which are diffusion controlled at room temperature remained 
so at elevated temperatures and early modelling of the radiation chemistry of 
reactor coolant water was based on this premise. However, it is now evident that 
there is no sure substitute for experimental measurements in this field. 

4.2 k(H +H) 
Figure 4 shows data obtained by Sehested and Christensen [18] for this reaction 

(R6 in Table 1). In this case the data are accurately represented by equation (9) 
with f l=  0.25, taking Dn = 7 x 10 -9 m 2 s -1 at 25 ~ [19] and rH = 0.19 nm [14]. 
Evidently this reaction is purely diffusion controlled, as would be expected for 
such a simple isotropic reactant, and fl = 0.25 is consistent with r, > 13 ~ts [20]. 

4.3 k(H + OH) 
In measuring this rate constant, one must take into account the self reactions of 

OH and H which occur concurrently with their cross reaction (R7 in Table 1). 
Data obtained by Buxton and Elliot [14] show that k(H + OH) has the same 
temperature dependence as k(OH + OH), with fl = 1 and Eact = 0 kJ mo1-1, so that 
kreaet has an influence on kob,( + OH). This result is qualitatively consistent with 
transition-state theory [21] which, for the gas phase, predicts that the reaction 
probability for an atom and a diatomic molecule is 10-100 times smaller than for 
two atoms. A comparison of k(H + OH), k(H + H) and k(OH +OH) is shown in 
Figure 5. The similarity in the values of k(H + H) and k(OH +OH) at 25 ~ is due 
mainly to the different spin factors,/3, for the two reactions which counterbalance 
the difference between DH and Doll. 

4.4 k(eaq- + eaq-) 
The self reaction of the hydrated electron (R4 in table 1) is an important 

contributor to g(H2) in water radiolysis [1]. Its rate constant has been measured 
by Christensen and Sehested [22] in alkaline solution. They found that kob~ 
increased with temperature up to 150 ~ and then decreased at higher 
temperatures, the value at 250 ~ being about the same as that at room 
temperature. However, they also fotmd kob, at high temperature to be independent 
of pH (room temperature values) for pH > 10, but to increase sharply below 
pH 9. These findings were interpreted [22] in terms of reactions (12) and (13): 

eaq- + eaq- -~"- (eaq)2 ~ HE + 2OH- 
(enq-)2 + H30 + ~ HE + OH- 

(12) 
(13) 
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Figure 5. Comparison of the Arrhenius plots for k(OH + OH), k(H + H) and k(H + OH). 

with the dissociation of the dielectron, (e~q-)2, having an activation energy of 
more than 125 kJ mo1-1 and reaction (13) being rapid. 

Evaluation of k(e~q- + e~q-) requires a knowledge of the molar absorption 
coefficient ~(e~(). Whilst there is general agreement [23] amongst reported 
measurements of the temperature dependence of G~e , ( )  at the wavelength of 
maximum absorption, 2m~, Christensen and Sehested [22] took ~ x  to be 
independent of temperature whereas Elliot and OuUette [23] showed that it 
decreased according to the following relationship: 

e , , ,~ (T /~  2 mo1-1 = 2 0 3 6 . 4  - 2 . 0 4 T  (14) 

Using this relationship to evaluate ~ results in a lower activation energy of 20.3 
kJ mol -~ for the data up to 150 ~ [23]. However, attempts to model the 
radiolysis of water using the values of k(eaq- + eaq) in alkaline solution produces 
a sharp inflection in the g-values at 150 ~ [25] which is not observed in the 
measured values. This discordance between modelling and experiment suggests 
that the values of k(e~q- + e~q-) obtained in alkaline solution are not appropriate 
for the acidic conditions in the spur. Support for this idea is provided by the 
normal behaviour of k(e~q- + H) described below. 
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4.5 k(e~q + H) 
The rate constant for reaction R5 shows normal Arrhenius behaviour up to 

250 ~ with E~ = 14 kJ tool -~ [23]. In evaluating their data, Christensen et al. [24] 
made corrections for the simultaneous occurrence of reactions R6 and R4, using 
the values of k(e~q- + e~q-) obtained in alkaline solution [22]. Reaction R5 is likely 
to proceed as follows: 

eaq- + H ---} H- 
H- + I-I20 ---} H~_ + OH- 

(15) 
(16) 

Thus, in the case of reactions (12) and (13), the proposed intermediate dielectron 
may protonate sufficiently rapidly at the lower pH that the forward step of 
reaction (12) becomes rate determining. Making this assumption, Swiatla-Wojcik 
and Buxton [1 ] were able to model g(e~q-) quite accurately up to 200 ~ as shown 
in Figure 1 and described in Section 5. 

4.6 k(e.q- + OH) 
Two sets of values have been reported for k(eaq- + OH) [23,24]. In measuring 

this rate constant, account has to taken of other reactions of eaq and OH. 
Christensen et al. [24] obtained an activation energy of 14.7 kJ mo1-1 up to 
200 ~ whereas Elliot and Oullette [23] reported a value of 7.9 kJ mo1-1 up to 
150 ~ The latter value is in keeping with the activation energies obtained for the 
reaction of OH with itself and with H. 

5 MODELLING OF SPUR AND TRACK PROCESSES UP TO 300 ~ 

Although stochastic treatments of the radiolysis of water seem the more logical 
approach to modelling spur and track processes, they are more complex and there 
are several examples to show that the essential features can be represented 
satisfactorily using deterministic methods and the 'average spur' concept [25-30]. 
As mentioned in Section 2, the spur diffusion model for low LET radiolysis of 
water assumes that energy deposition occurs in localised well-separated regions 
of spherical symmetry [25,26]. The deterministic spur diffusion model is based on 
the concept of an average spur with 62.5 eV deposited in it [30] producing an 
initial yield of electrons and ionised and excited water molecules which undergo 
thermalisation through random collisions with the surrounding water molecules. 
In pure water each spur contains a number of reactive species, eaq-, H, OH, H2, 
H202, IT, formed in the initial processes (I) - (V) shown in Section 2 and are 
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assumed to have a Gaussian distribution after thermalisation. These radiolytic 
products then either react within the spur as it expands by diffusion or escape into 
the bulk water. 

Swiatla-Wojcik and Buxton [1] have applied this deterministic approach of the 
spur diffusion model quite successfully to water up to 300 ~ as shown by the 
data in Figure 1. They also extended this approach to cover high LET radiation 
[31 ] and obtained reasonable agreement with the available experimental g-values; 
these results are also shown in Figure 1. 

The required parameters for the spur diffusion model are the initial yields, G ~ , 
and the spur radii r~ for e~q, and r~ = r ~ for i = H +, H, OH, H2 and H202. In their 
treatment, Swiatla-Wojcik and Buxton [1,31] chose these parameters to fit the 
extensive data available for low LET radiation at ambient temperature. The 
values are listed in Table 2. The values of G ~ were then assumed to be 
independent of temperature and the spur radii were scaled with temperature 
according to the density, with the result that r~ and r~ increased by no more than 
11.5% up to 300 ~ The main factors determining the temperature dependence of 
the g-values, therefore, are the rate constants listed in Table 1. Thus, the 
significant increase in g(OH) compared with g(e~q-) reflects the fact that the spur 
reactions of OH (R2, R7 and R8 in Table 1) become significantly slower than the 
diffusion-controlled rate, whereas reactions R1, R4, R5 and R9 are close to 
diffusion-controlled over the whole range of temperature. 

The same approach has been applied successfully to heavy water for the low 
LET case [32] as shown in Figure 2. This was achieved by assuming that 
G~ and G~ are the same as in light water (Table 2) and 
increasing re and r~ to 3.17 and 1.45 nm, respectively. 

Table 2 
Initial yields and spur radii for modelling water radiolysis [ 1 ]a 

i 

entity H20 + H20* OH e~q- H HE IT 

G~ "Tmol j-1 5.39 0.76 5.68 4 .95  0.34 0.21 5.13 

re = 2.3 nm;  

rt = 0 .85  n m  

a In [ 1] and [31] G-values are expressed in units of molecules (100 eV) -1. 

OH- 

0.18 
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6 NON-LINEAR ARRHENIUS BEHAVIOUR OF RATE CONSTANTS 

The development of apparatus to study the radiation chemistry of water at 
elevated temperatures opened the way to investigate rates of reaction of more 
general interest. Examples of reactions of e . (  and OH that exhibit non-linear 
Arrhenius behaviour are presented in the next two Sections. They show how the 
true chemical rate of a reaction is revealed when the diffusion limitation is lifted. 

6.1 Some reactions of eaq- 
In early work on the chemistry of e~q it was fotmd that, although the rate 

constants for its reactions spanned many orders of magnitude, the measured 
activation energies were mostly in the range 12 - 17 kJ mol -~. This led Hart and 
Anbar [33] to suggest that an electron transfer process with an invariant 
activation energy, associated with solvation shell orientation, is involved. 
However, measurements of rate constants up to 200 ~ for the reaction of e~q 
with NO2-, NO3-, SeO42-, $2032-, N20 and phenol revealed that Eaa becomes 
negative at elevated temperatures for each of these reactions [34]. This is 
exemplified by the data for NO2- and SeO42- shown in Figures 6 and 7. 

These reactions can be described by the following general scheme for transfer of 
an electron from a donor D to an acceptor A [35] 

D + A - - - "  [D/A] - - "  [D/A]* ---- + -. -. -. �9 [19/A-]* ~ [D+/A ] --~ product (17) 

where [D/A]* and [D§ -] represent the reorganised precursor and successor 
complexes involved in the electron transfer step. This scheme predicts that the 
observed activation energy for transfer can switch from positive to negative if the 
relaxation of [D/A]* back to [D/A] has a larger temperature dependence than the 
reorganisation of [D/A] to [D/A]*. In the case of SeO4 2- the calculated line in 
Figure 7 is obtained with values of Eoa for these reaction steps of 46.1 and 18.8 
kJ mo1-1, respectively [34]. 

6.2 Reaction of OH with aromatic molecules 
The reaction of OH with C6HsX (X = H, C1, NO2, CO2-, CO2H) produces the 

hydroxycyclohexadienyl radicals, [HOC6HsX], as shown by their absorption 
spectra [36]. At ambient temperature the rate of OH addition is close to diffusion 
controlled, but measurements up to 200 ~ reveal that kob~ increases by less than 
three-fold up to 150 ~ and then decreases slightly up to 200 ~ as shown in 
Figure 8. Evidently the electronic properties of the substituents X have little or no 
effect on the temperature dependence of kob,, although the absolute values do 
differ. 
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A simple explanation [36] for these observations is that formation of the 
[HOC6HsX] radical proceeds v i a  an  intermediate that can dissociate back to the 
reactants in competition with the forward step. It has been proposed [36] that the 
intermediate is a x-complex m which the electrophylic OH interacts with the 
~r-electrons of the aromatic ring as a precursor of the ~-bonded [HOC6HsX] 
radical. Such a mechanism has also been considered by others [37-39]. 

Treating the data in Figure 10 in terms of the following mechanism: 

OH + C6HsX --+ [HOC6HsX]= 
[HOC6HsX]= --+OH + C6HsX 

[HOC6HsX]~ + [HOC6HsX]a 

(18) 
(19) 
(20) 

and applying the steady-state approximation to [HOC6HsX]=, leads to: 

(21) 

Then, substitution of kobs ill equation (8) results in the parameters listed in 
Table 3. These show that rearrangement of the x-radicals to the or-radicals 
requires little or no activation energy, whereas dissociation of the er-radieals has 
an activation energy of ca.  20 kJ tool -1. 
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Table 3 
Parameters that simulate the values ofkob~ shown in Figure 8 [36]. 

, 

X Dphx/10 -9 m 2 s -1 r]nm klg]109 s -1 k20/109 s -1 

E~c~J mo1-1 
for reactions 

(19) (20) 

H 1.43 0.2 6.5 14 
CI 0.4 0.2 4.0 12 
NO2 0.4 0.18 4.0 4 
CO2- 0.6 0.18 3.8 13 
CO2H 0.6 0.18 4.0 8 

18 0.5 
22 0.5 
20 1.3 
21 1.0 
23 1.0 

Values o f k l 9  and k~o are at25 ~ Don = 2.3 x 10 -9 m 2 mol-1; roll = 0.22 nm. 

Finally, the differences in the absolute values of kob~ are largely reflected in the 
values of k2o, suggesting that the electronic effects of the substituents X govern 
the rearrangement reaction (20). 

7 CONCLUDING R E M A R K S  

The most important information arising from studies of the radiolysis of water at 
elevated temperatures concerns rate constants. First, the temperature dependence 
of the rate constants of the various spur reactions account for the temperature 
dependence of the primary radiation chemical yields (g-values). Thus the greater 
changes in g(OH) and g(H202) with temperature, compared with g(e,q-), g(H) and 
g(H2), reflect the fact that the rates of the spur reactions involving OH become 
limited by the rate of the chemical step when restriction of the ditfiasion rate is 
litted, whilst reactions of e~q- and H remain essentially diffusion controlled over 
the whole temperature range. Second, these kinetic characteristics are also 
observed for reactions of e~q- and OH with solutes of more general chemical 
interest and show that measurements of rate constants over extended high 
temperature ranges can provide insight to the detailed chemical mechanism. 

The original impetus to measure rate constants in water at elevated temperatures 
was provided by the development of nuclear power reactors but, as in many other 
innovations, there is a spin-off of value to wider fields of research. 
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Radiation chemistry of concentrated inorganic aqueous 
solutions 
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1. D I R E C T  AND I N D I R E C T  
A Q U E O U S  S O L U T I O N S  

A C T I O N  OF R A D I A T I O N  IN 

Radiation induced reactions in dilute aqueous solutions have been studied 
over fifty years and, from a practical view point, almost enough knowledge 
has been accumulated. When the aqueous solution is irradiated with ionizing 
radiation, ionization and excitation take place. As a result, water 

decomposition products such as eaq- , "OH and oH are formed and will react 

with solute molecules, which are consumed or converted. Here, radiation 
energy is mainly absorbed by water molecules and it can be said that the 
radiation induced reactions start from the decomposition of the water 
molecules. This is true only when the concentration of the solute is small. 
Since radiation energy is deposited through the interaction of radiation with 
electrons in the medium, the fraction of the energy absorbed due to the solute 
would be negligible in diluted solutions. Under this condition, the action of 
radiation on the solute is considered as an indirect one. 

When the concentration of the solute is increasing, above assumption cannot 
hold. Let us think of a 1M HNO 3 aqueous solution, as an example. The total 

number of electrons from HNO 3 in one liter of the solution are (1 + 7 + 8 • 

3) • N A = 32 • N A, where N A indicates the Avogadro number. On the 

contrary, the number from water molecules can be calculated approximately 
as (1 x 2 + 8) x 56 x N A = 560 x N A. The fraction of HNO 3 is about 6%. 

Therefore, the direct energy deposition to the solute cannot be neglected and 
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should be taken into ,account, when the concentration of solute becomes 
higher. Then, the well known picture of the water radiolysis is representative 
for the direct action of radiation to water. 

Because of the practical demands especially in nuclear technology much 
attention has been paid to the radiolysis of the concentrated aqueous solution. 
Highly concentrated nitric acid more than 3 M is used under the strong 
radiation field as an aqueous phase at the reprocessing of nuclear spent fuels in 
the so called Purex (P__lutonium uranium re.._duction ox...idation) Process [1]. 
Then, it is inevitably important to understand the radiation damage of the 
nitric acid in order to keep the operation highly efficient and safe. Similarly, 
perchloric acid is a useful and powerful solvent in solution chemistry because 
normally perchloric acid does not act as a ligand of the metal ions and 
therefore is not interfering with the chemistry of actinide ions, which is well 
understood under radiation [2]. In addition, direct processes are also closely 
related to the radiation effects in biology because the content of water in the 
living body is less than 80% and direct and indirect action on DNA damage is 
a typical subject [3]. 

When the radiolysis in concentrated aqueous solutions is concerned, the 
solvent I-I20 with an electron fraction of fw and solute with fs can be assumed 

to be separated as shown in Figure 1. Energy deposition occurs in 
proportional to the electron fraction of each component. The product, P, is 
assumed to be a sum of the products from the reaction of water decomposition 
product with solute and from the solute itself and, then, the G-value of the P 
would be described as follows. 

G(P) - G w fw + Gs f s -  Gw (1-fs) + Gs fs (1) 
fw + f s -  1 (2) 

where G w and G s represent the G-values of transients from water and solute 

which form the product P at fw-  1 and fs - 1, and fw and fs indicate electron 

fractions of the solvent and solute, respectively. When the product P is 
produced only from the solute, P is proportional to the fs and experimental 

data can be plotted as closed circles in Figure 2. Typical examples are NO3o 

and SO4 ~ formation in nitrate and sulfate solutions, respectively. On the other 

hand, the data would be expressed as open circles in Figure 2, when the 
product is produced from both water and solute. Examples are the formation 
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f w  

so lu t ion  solvent ,  H20 solu te  

P - -  Gw f w + G s  fs 7 

J 

~ qr'O " " ~ 1 7 6  .. 

fs = 0 ,, ' ,,.-"~ fs = 1 

fw = 1 "-., fw  =0 

Gs 

Figure 1 Schematic separation of water 
component with an electron fraction of fw 
and solute one with fs in concentrated 
solutions. 

Figure 2 The cahnge of the product yields as 
a function of electron fraction of solute fS in 
concentrated solution. The upper line 
describes the sum of the products from water 
and solute. The lower line indicates that the 
product is coming only from solute. 

of NO3~ and 804 ~ radicals not only from direct process but also from indirect 

reaction of "OH with HNO 3, and HSO 4- and H2SO 4 in acid solutions (see 

below). 
Before presenting the radiolysis of several concentrated aqueous solutions, 

the electron fraction will be briefly discussed. While the electron fraction can 
be simply defined as a ratio of the number of electrons of the solute to the 
solution in the same volume, all electrons are not equivalent; some bind 
strongly to the nucleus. Then, it has been proposed that only valence electrons 
should be calculated [4]. But the values of the fraction from two different 
calculations are almost the same within a few percent not strongly dependent 
on the calculation, and thus the simple calculation is taken in the present 
chapter. 

2. N I T R I C  A C I D  AND N I T R A T E  S O L U T I O N S  

As mentioned before, radiolysis of nitric acid has been an important and 
complicated subject in nuclear technology and much data has been accumulated 
not only in low LET radi01ysis but also in c~-radiolysis. The radiolysis study 
of the nitric acid started at the Oak Ridge National Laboratory in 1950s and 
many peculiar phenomena strongly dependent on the concentration were 
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observed [5]. Direct action on the nitrate has also been discussed. After the 
pulse radiolysis method was introduced, several groups in USA [6], Poland [7], 
Soviet Union [8] and Japan [9] conducted several experiments on the formation 
and yield measurement of NO3o radical. While the NO3o radical is one of the 

major transients in the radiolysis, different values reported for the absorption 
coefficient have opened the debate on the G(NO3o ). 

In recent times interests in atmospheric chemistry have got scientists together 
not only from radiation chemistry but also from other fields to investigate the 
characteristics of the NO3o radical [10]. In addition, the treatment of the 

nuclear waste composed of high concentration of nitrate which has been 
accumulated during the development of nuclear weapons is an urgent subject. 
Therefore, an intensive work is in progress [11], which is also closely related 
the radiolysis of concentrated nitrate solutions. 

When nitric acid is irradiated with an electron pulse of 10 ns duration, two 
formation processes, fast and slow, are observed as clearly shown in Figure 3. 
The fast process is completed after the duration of the pulse but the slower one 
grows up to 200 ns in 3 M nitric acid. If an "OH scavenger is introduced, the 
slow component is easily reduced without the reduction of the fast component. 
This finding strongly suggests that the slow process is attributable to the -OH 
radical reaction with nitric acid or nitrate ion. When the sample is replaced 

n t 3 ~  
, , . v v . , '  '~ i . . . .  I '  ' ' '  I r ' T ' -  

0 . 0 5 ~  ................... 
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Figure 3 Time profiles of NO3 �9 radical 
formation in 6 M HNO3 (A), 6 M HNO3 
with 0.1M ethanol (B), 3M HNO3 (C) and 
3 M HNO3 with 0.1 M etanol (D). 

Figure 4 G(NO3") as a function of electron 

fraction of nitric acid or nitrate ions. Total (O) 
and fast (0)  component in HNO3 and fast one 
in LiNO3 (1-1) and NaNO3 (A). 
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with sodium nitrate solution, only the fast component is observable. This fast 
component is not hardly affected by the addition of the .OH scavenger as 
observed in nitric acid. Since the .OH radical is not reactive toward the nitrate 
ion, the slow one would be the "OH reaction with undissociated nitric acid. By 
using the ion dissociation data of the nitric acid the experimentally determined 
formation rate of the radical versus concentration of the molecular nitric acid 
could be placed on a straight line but a curve was obtained when concentration 
of nitrate is taken. Then, the slow process is interpreted as a "OH abstraction 
rather than an electron transfer reaction from molecular nitric acid as follows 

[91. 

�9 OH + HNO 3 --* H20 + NO3o k = (1.4_+0.1) x 107 M -1 s -1 (3) 

The yield of the NO3o can easily be evaluated if a reliable molar absorption 

coefficient at ;Lma x is known. While there have been several reported 

evaluations, the values are scattered. Although still a discrepancy exists, a 

recent value of .~1250 M-lcm -1 at ;Lma x ~ 635 nm would be acceptable [12, 

13]. In Figure 4, G-values of the NO3o radical as a function of the 

concentration of nitrate in nitric acid and nitrate solutions are plotted. It is 
clear that the values of the fast component in nitrate and nitric acid are 
proportional to the electron fraction of the solute with G s of 4.8. The role of 

I-I20+ for the NO3o formation was discussed and it seems to be a minor 

contribution [9]. 
There are several reports on 0 2 gas evolution. A recent report analyzed the 

published data and revealed that the O(3p) formation as shown below is the 

major origin of the 0 2 formation with Gs-value / (100 eV) -1 of 6.8 and 7.4 

for NO 3- and HNO 3, respectively [14]. 

NO 3" ~ NO2-+  O(3p) (4) 

HNO 3- ~ HNO 2- + O(3p) (5) 

O(3p) + NO3- -"~ NO 2- + 0 2 (6) 

Furthermore, precise measurements of Ce 3+ formation in nitric acid and 

nitrate solutions in the presence and absence of T1 § and the G-values of the 
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water decomposition were reported. The value is strongly dependent on the 
nitrate and nitric acid concentration. The value of 7.9 for G(-H20 ) was 

derived, which was much larger than the value of 4.08 and 4.5 in neutral and 
acid solutions, respectively [15]. This might be related to a fact that the nitrate 
ion is one of the well known efficient scavengers for the precursor of the 
hydrated electron [16]. A role of the nitrate ion in concentrated solution is far 
from complete understanding and much work is expected. 

G-values of I-I 2, HNO 3, 02, H20 2 have been determined by different 

researchers but the agreement is not satisfactory. Most of the references 
related to the radiolysis of nitric acid and nitrate solutions was recently 
summarized elsewhere [17]. 

3. S U L F U R I C  A C I D  AND S U L F A T E  S O L U T I O N S  

Aqueous sulfuric acid is widely used as a solvent for the Fricke dosimeter 
and much work has been done over these decades. The products from sulfuric 
acid after irradiation at various concentrations and the importance of the 
direct action was pointed out [18]. By using the pulse radiolysis techniques, the 
reaction of "OH with HSO 4- was observed and the formation of sulfate radical, 

SO4"- with a peak position at 450 nm, was investigated at the Hahn Meitner 

Institute [19] and the Soviet Academy of Science [19], independently. The first 
report on the SO4-" radical formation through direct action of radiation on 

sulfuric acid was reported in 1972 and the yield of SO4"- was found to be 

proportional to the electron fraction, fs(H2SO4), with Gs(SO4" ) = 4.3 on the 

basis of the E(SO4"- ) - 1000 M -1 cm -1 [21]. Recently two distinct formation 

processes of the SO 4"- radical in sulfuric acid at different concentrations were 

reported; a very rapid formation of the 450 nm peak within the time duration 
of electron pulse (10 or 100 ns) and a slow formation strongly dependent on 

HSO 4- or H2SO 4 concentration [22]. The slower one can be eliminated by the 

addition of the "OH scavenger but the fast one is hardly affected by the 
scavengers. The fast formation process was identified as the direct action to 
the solute, sulfuric acid. Similar fast formation was also observed in sulfate 
solutions such as Na2SO 4 and Li2SO 4. 
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Considering the acid equilibrium of  SO42- + H § ----, HSO 4- and HSO 4- + H + 

"--" HzSO 4, the following reactions were determined from the growth rate of 

SOn'-. 

�9 OH + HSO 4- ~ SO4�9 g 2 0  4.7x105 M -1 S -1 (7) 

�9 OH + H2SO 4 --> HSO4o + g20  1.4x107 M -1 s -1 (8) 

Using the value of  E(SO4 �9 - 1600 M-lcm -1 at 450 nm [23], Gs(SO4 ~ / (100 

eV) -1 was obtained to be 2.9, which is in good agreement with the one 

reported earlier [20] assuming E(SO4"- ) - 1000 M-lcm -1. The above evaluation 

was confirmed by the measurement of the Ce 4+ yields after the oxidation 

reaction of Ce 3+ by the SO4"- radical. In much higher concentrated sulfuric 

acid, several products such as HSO3o, HSO 5- as well as SO4"- or HSO4o were 

detected by pulse radiolysis measurement [24, 25] but successive reactions are 
not yet made clear. 

4. P HOS P HOR IC A C I D  AND P H O S P H A T E  S O L U T I O N S  

Flash photolysis [26] and pulse radiolysis [27, 28] studies were carried out in 
�9 - �9 2-were identified but the phosphoric acid solutions. H2PO4~ , HPO 4 and PO 4 

evaluated absorption coefficients and acid-base equilibria seemed smaller and 
slightly confused, respectively. However, the accepted molar absorption 
coefficients and acid-base equilibrium of these transients have been established 
as follows [29]. 

pK a 5.9 pK a 10.7 

H2PO4 ~ ~ HPO4 �9 ~ PO4 2- 

520 510 530 

1850 1550 2150 

pK a value 

peak position/nm 
molar absorption coefficient/M -1 cm -1 

Pulse radiolysis s tudy  on the concentrated phosphoric solutions were 
reported and H2PO4o radical formation was detected. Again, two formation 

processes of the transient, the fast and the slow, which are corresponding to 
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the direct one and the "OH reaction with H3PO4, respectively, were observed 

[30]. The total formation yield as a function of the electron fraction of the 
phosphoric acid is sum of the above two processes, G(H2PO4" ) / (100 eV) -1 = 

3.1 fw + 3.4 fs" The values are not consistent with recent report of G(H2PO4 o) 

= 1.6 for 2-10 M solutions [31] in spite of the same 1850 M -1 cm -1 was taken. 
The reason has not been made clear however. 

5. P E R C H L O R I C  ACID AND P E R C H L O R A T E  S O L U T I O N S  

In the radiolysis of concentrated perchloric acid the products C103-, C10 2, 

CI-, 0 2 and H e were identified and measured as a function of the concentration 

[32-34]. G-value of the C10 4- decomposition was determined to be 5.1+__0.3 

[34]. The experimental results were slightly different from each other. A 
recent pulse and y-radiolysis study evaluated the G-values for the following 
direct processes [35]. 

CIO 4- ~ CIO 3 - + 0 ( 3 P )  G s / ( lOOeV)  -1= 1.0 (9) 

C10 4- ~ C104~ + e- G s / (100 eV) -1 - 0.86 (10) 

C10 4 ~ C103~ + O'- G s / (100 eV) 1 - 0 . 5 4  (11) 

In the pulse radiolysis study an absorption band composed of a 350 nm peak 
corresponding to the C103. radical (next section) and a 460 nm one was 

clearly detected. The behavior of the latter absorption is dependent on the 
concentration and increased in highly concentrated condition. The band was 
tentatively assigned to C104o (HC104"+) and it was proposed that an acid-base 

equilibrium brought the peculiar change. Details still remain to be solved. 
Furthermore, in order to reproduce the reported experimental data [34], a 
mathematical modelling was proposed [36]. 

6. O T H E R  S O L U T I O N S  

In spite of many reports on the direct effect on chloride solutions, 
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fundamental processes of C12 ~ formation are not made clear yet. Sometimes, 

the arguments are completely opposite [37-  39]. In LiC1 solution, the yields 
o _  of C12 and e aq as a function of the C1- concentration were measured. The 

C12"- yield increases with increasing [C1-] and it tends to decrease above 9 M, 

namely fs > 0.20. At 9 M G(C12"- ) was 3.4. From this data, it was concluded 

that direct effect on C1- ions gives rise to almost no C12"- [37, 38]. On the 

contrary, this saturation was assumed to be caused by the electron-hole 
recombination due to the change of the solvent property at high 
concentrations of C1- and it was concluded that the direct action on C1-ions 

has a value of G s - 7.0 +_ 0.4 / (100 eV) -1 for C12"- formation [39]. Therefore, 

this is still an open question to be solved in future. In LiI solution, however, 
the formation of 12"- and 13"- are detected and the G-values of 4.8 and 7.3 are 

evaluated for indirect and direct effects of G(I2"- ) + 2G(I3"- ) formation, 

respectively [40]. 
In chlorate solutions pulse radiolysis investigation was made and C102. and 

C103o radicals with Gs-values of 1.0 and 1.5, respectively, were measured 

[41]. The latter radical was observed for the first time. Later, the 
identification of the chlorate (C103.) radical was confirmed by the production 

of the same radical through the reaction of SO4"-with  C10 3- in laser 

photolysis [42]. However, the molar absorption coefficient for the C103. 

radical was 4700 and 1500 M-lcm -1 in former and latter experiments, 
respectively. The reason for the difference is not clear. 

The direct action of the radiation on solute molecules in concentrated 
aqueous solutions has been observed in various measurements by product 
analysis and pulse radiolysis, where the product yield is proportional to fs" 

However, it is still not clear whether the product is formed through 
ionization, dissociation of the corresponding excited state or any other ultra- 
fast reactions. In order to grasp the details of the process, much experimental 
work is required. The highly time resolved experiment in a time range of ps 
or fs might bring the clear insight of the elementary processes of the direct 
effect. 

In each system, the corresponding radical is formed through the direct 
action of the radiation and this will provide a new method to produce the 
corresponding radicals. Typical example is the C103~ radical observed for the 
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first time in concentrated solution, which was confirmed by a using different 
production method.  In addition, this direct formation is frequently taken to 
measure the reactivity of the radical of interest [43, 44]. Finally, it is noted 
that in the concentrated aqueous solutions the micro-structure and the 
properties such as viscosity and dielectric constant are not the same with the 
bulk water any more.  Therefore ,  the elementary processes are affected by the 
above factors and fur ther  analysis taking the above factors into consideration 
is highly expected. 
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1. I N T R O D U C T I O N  

In this chapter, we examine radiolysis of neat organic liquids. The better 
studied and most common organic solvents are saturated hydrocarbons and 
alcohols. By virtue of having low dielectric constant and only C-C and C-H 
bonds, hydrocarbons represent an ideal medium to examine the fundamental 
mechanisms of radiolysis in non-polar media. For lack of space, the discussion 
will be limited to paraffins, branched alkanes, and cycloalkanes. 

Many studies of saturated hydrocarbons have been carried out over the 
years; we refer the reader to previous reviews by Hummel [1], Swallow [2], 
and Holroyd [3]. Here we focus mainly on the last decade and discuss some of 
the more recent studies. Not too surprisingly, many issues examined in this 
chapter relate to the topics addressed in our own work; we apologize for this 
deficiency and hope that other reviews in this volume would complement this 
chapter. Specifically, we concentrate on the early stages of radiolysis and 
exclude from our scope chemical transformations of secondary radiolytic 
products, in particular, those derived from the solutes. We also limit our 
examination to low-LET radiation, such as UV and VUV photons, x- and 7- 
rays, and fast electrons. Significant progress has been made in understanding 
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the chemistry in the high-LET tracks and the omission is only due to the lack 
of space. Finally, we do not review the studies on dynamics and chemistry of 
electrons. Again, this is not to ignore excellent studies carried out over the last 
decade. However, our emphasis is on the bond-breaking chemical reactions. In 
radiolysis of hydrocarbons, these mainly occur in the excited states and solvent 

holes. 

A brief sketch of radiation evems in hydrocarbons is appropriate at this 
point. The ionizing radiation interacts with the solvent to produce excited 
solvent molecules and electron-hole pairs. Spurs containing one or several 
electron-hole pairs are generated in scattering events involving the primary and 
secondary electrons. A large fraction of the ejected electrons thermalize before 
they escape the Coulomb attraction of the positive charges. Few of these 
electrons can escape beyond the Onsager radius (at which the Coulomb 
attraction between the charges is - kT) and the majority recombine with the 
holes. The distance an electron travels in the medium reflects its kinetic energy 
and the thermalization properties of the medium. Being non-polar, 
hydrocarbons are unable to "solvate" the electrons as happens in polar liquids 
(water, alcohols) and localized electrons remain close to the conduction band. 
Thermal promotion of these electrons to the conduction band leads to overall 
high mobility. As a result, rapid charge recombination is a dominant feature of 
the radiation chemistry of hydrocarbons and represents a "clock" against which 
all other processes compete. 

The recombination of electron-hole pairs yields energetic, unstable solvent 
excited molecules. These excited states and pre-thermalized charges are 
surrounded by the solvent, and the fate of the excitation is determined by the 
deactivation, fragmentation, and chemical reactions of these short-lived species 
with the surrounding molecules. Understanding these rapid processes is the 
most important problem in the radiation chemistry. Unfortunately, the last 
decade witnessed little progress in this field. This impasse may continue since 
even the nature and chemistry of the lower excited states and relaxed solvent 
holes remains poorly understood. We believe that solving several long-standing 
problems in the chemistry of these species was the main achievement in the last 
decade. These studies provide a beachhead for the attack on the final frontier: 
the chemistry of highly excited neutral and charged states. Judging from the 
past experience, solving this "radiation chemistry" problem will require going 
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far beyond radiation chemistry methods such as pulse radiolysis. This is why 
the ultrafast laser studies on ionization and excitation in hydrocarbons, started 
in this decade, are so important. 

While one may dream that developments in other fields would bring 
closure to some of the "radiation chemistry" problems, other problems can be 
solved only by radiation chemists themselves. Among the latter problems is the 
modeling of complex spur reactions. In multiple-pair spurs, many reactions 
occur simultaneously, resulting in tangled, inhomogeneous kinetics" charges 
recombine, excited solvent molecules fragment yielding radicals and neutrals, 
these species react with the primary ions and each other, the secondary ions 
react with the products, etc. Due to the high density of the reactive species, 
such transformations may occur in mere nanoseconds. This complexity makes 
the analysis of the early events a challenging task. Any understanding of the 
radiation chemistry will require adequately complex models of the spur 
processes. Development of such models has progressed significantly in this 
decade. Though the current computer models are still crude and primitive, they 
provide a benchmark against which theoretical ideas may be tested. These 
modeling efforts have already revitalized old discussions about the nature of 
radiolytic spurs. Without doubt, the future belongs to the more involved and 
rigorous models and, eventually, to the first-principle calculations. At the 
present, however, even the most elaborate computer models are as good as the 
parameters fed into them, and many of these parameters have not been 
experimentally measured. 

This chapter is organized in the following way. First, studies on high- 
mobility solvent holes in cyclic alkanes are discussed. This topic unifies many 
issues in the chemistry of the solvent holes; these are examined along the way. 
Second, we summarize the recent advances in understanding the spur 
chemistry, starting from the laser and VUV studies of isolated ion pairs to 
modeling the multiple-pair spurs. The origins of spin effects and the 
importance of these effects for radiolysis are discussed in the same section. 
Third, we examine the studies on solvent and solute excited states in radiolysis 
of hydrocarbons. In the concluding section, we outline the most important 
problems to be addressed in the forthcoming decade. 
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2. SOLVENT HOLES WITH ANOMALOUSLY HIGH MOBILITY 

2.1 High mobility cations. Ionization of several cycloalkane liquids - 
cyclohexane, methylcyclohexane, trans-decalin and cis-decalin - produces 
cations whose drift mobilities are 5-to-25 times greater than the mobilities of 
normally-diffusing molecular ions and (in some cases) thermalized electrons in 
these liquids [4-8]. These high-mobility cations are shown to be cycloalkane 
solvent holes with unusually long natural lifetimes (0.2 kts to 5 kts). This long 
lifetime and the high mobility of the cycloalkane holes makes it possible to 
study their reactions using microwave [7-9] or direct current (dc) [10-19] 
conductivity, an option that does not exist for other hydrocarbons. Indeed, in 
room-temperature paraffins, the solvent holes have natural lifetimes ranging 
from 1 ns (C5) to 33 ns (C16) [20,21] due to rapid dissociation of the C-C or C- 

H bond(s) and deprotonation, 

RH o+ + RH . . . .  Ro + RH2 + (1) 

Similarly short lifetimes are expected for branched alkanes, such as isooctane 
[22]. Due to these lifetime limitations, the chemical behavior of cycloalkane 
holes is understood in more detail than that of the solvent holes in other 
hydrocarbon liquids. 

From conductivity studies, it is known that the cycloalkane holes rapidly 
react with various solutes, typically by electron or proton transfer [7-19]. 
These scavenging reactions establish the identity of the high-mobility cations as 
the solvent holes: Rapid generation of aromatic radical cations (Ao+) in 
reactions of the holes with aromatic solutes (A) was observed using pulse 
radiolys is-  transient absorption spectroscopy [4,5,6,20,23-25] and, more 
recently, using pulse-probe laser-induced dc conductivity [26]. Rapid decay of 
the conductivity and transient absorbance signals from the cycloalkane holes 
was also observed [4-25]. 

It has long been speculated that the high-mobility solvent holes exist in 
hydrocarbons other than the four cycloalkanes. Recently, high-mobility solvent 
holes were observed in 2,6,10,15,19,23-hexamethyltetracosane (squalane) [24] 
and in cyclooctane [27]. In the squalane, rapid electron-transfer reactions of 
solvent holes with low-IP solutes were observed using transient absorbance 
spectroscopy and magnetic resonance [24]. Fast diffusion and high-rate 
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scavenging reactions of the squalane holes were also observed using magnetic 
level-crossing [28,29] and quantum beat [29] spectroscopies (see reviews [30] 
and [31] for the principles of these recently developed spin coherence 
spectroscopies). Rapid scavenging reactions were also found to account for the 
anomalies in the magnetic field effect observed for delayed solute fluorescence 
induced by VUV excitation of squalane [32,33]. In cyclooctane, high-mobility 
solvent holes were observed using time-dependent electric-field-modulated 
delayed fluorescence [27] (with this technique, the electric field is used to sort 
the radical ions by their drift mobilities [34]). This study supports previous 
observation of rapid scavenging of cyclooctane holes by aromatic solutes in the 
initial stage of radiolysis [35]. Both in the squalane and cyclooctane, the natural 
lifetime of the high mobility solvent hole is less than 20 ns [24,27-35]. It is still 
unclear whether this lifetime is limited by the inherent instability of the solvent 
holes or by their reactions with impurity. Perhaps, future work will reveal 
more examples of such short-lived high mobility holes. There is a recent 
suggestion of the presence of such holes in cyclopentane and cycloheptane; their 
natural lifetimes must be less than 5-10 ns [27]. Faster-than-normal scavenging 
of short-lived isooctane holes by diphenylsulfide and biphenyl was observed 
using quantum beat [36] and transient absorption spectroscopy [20]. Therefore, 
in addition to a few cycloalkane liquids that yield long-lived high-mobility 
solvent holes there may be many more hydrocarbon liquids that exhibit short- 
lived high-mobility holes. Importantly, not all hydrocarbon liquids can yield 
the high mobility solvent holes: Neither short-lived nor long-lived high- 
mobility cations have been found in linear alkanes. 

2.2 The solvent holes. Previous suggestions that high-mobility cations are 
proton adducts or carbonium ions have been abandoned [37]. These suggestions 
originated by consideration of anomalous chemical and physical properties of 
cyclohexane and trans-decalin holes [38]. One of the peculiarities is that these 
solvent holes, while being paramagnetic species, were not observed by 
magnetic resonance techniques, both in neat cycloalkanes and in dilute solutions 
of cycloalkanes in high-IP liquids [39-48]. Instead, the resonance signals from 
olefin radical cations were observed (see below) [42,44,48]. This suggested a 
short life time for the solvent holes. The kinetic data on delayed fluorescence 
[49] and transient absorbance [6,20,25] in radiolysis of cyclohexane supported 
this conclusion. It was concluded that the lifetime of the solvent hole is only 20- 
30 ns [6,25], or 10 times shorter than the lifetime of the high-mobility cations 
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observed in the conductivity experiments. Only recently was it determined 
what causes the appearance of the lifetime-limited kinetics in the pulse 
radiolysis experiments: Some impurities in cyclohexane reversibly trap the 
solvent holes reducing their lifetime [ 11-14,25]. 

Another crucial finding was the realization that rapid spin-lattice (T1) 
relaxation in the high-symmetry cycloalkane radical cations precludes their 
detection with optically-detected magnetic resonance (ODMR) [39-48], the 
technique which was routinely used to study radical cations in radiolysis of 
hydrocarbons [38, 50]. For example, trans-decalin o+ isolated in room- 
temperature cyclohexane has T1 -- 7 ns [50] while typical solute radical cations 
have T1 - 1 gs. Since it takes several tens of nanoseconds to flip the electron 

spin with the microwave radiation (which is required for the magnetic 
resonance detection) radical cations of some cycloalkanes cannot be detected by 
ODMR. 

The ultrafast spin-lattice relaxation is caused by dynamic averaging 
between the ground and excited states of the radical cations. The near 
degeneracy of the lower two states results through the Jahn-Teller distortion of 
highly symmetric radical cations [51,52]. The gap between the two lower states 
is greater for methylcyclohexane o+ and cis-decalino+ and these two radical 

cations exhibit more regular magnetic resonance behavior. For cyclohexane o+ 
in hydrocarbon matrices, the dynamic averaging is so efficient that using 
ODMR this radical cation cannot be observed even at 4 K [39-41, 45-47, 50]. 
In trans-decalino+, the quasi-degenerate states are very close in energy (ca. 
0.43 eV in the gas phase [52]) and van der Waals interaction with the host can 
stabilize the "excited" 2Bg state instead of the "ground" 2Ag state (see 

discussion in references [50,52]). Therefore, for these high-symmetry radical 
cations no distinction exists between the "ground" and "excited" states, 
especially at 300 K. For less symmetric radical cations, the state mixing was 
not observed. 

Radiolytically-generated solvent holes have initial excess energy of several 
electron-volts. It is generally believed that these excited species relax to the 
"ground" state on a picosecond time scale or even faster [37,38,53]. 
Nevertheless, some authors suggest that certain excited cycloalkane holes have 
lifetimes in nanoseconds [54,55]. Such suggestions are not completely 
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groundless: in conformationally-hindered species, the structural relaxation may 
take a long time. For example, the twist-boat to chair transition in room- 
temperature cyclohexane occurs on a microsecond time scale. Perhaps, the best 
supported claim for such a long-lived excited solvent hole is found in the study 
of geminate pair dynamics in methylcyclohexane at 143 K [55,56]. Using 
transient absorption spectroscopy, it was concluded that the (high-mobility) 
solvent hole [56] has a (high-mobility) precursor with the natural lifetime of 
300 ns [55]. The decay of the precursor can be accelerated upon addition of 
N20; without the quencher, the precursor either fragments yielding 

methycyclohexene radical cations (90 %) or relaxes (10%) [55]. 

It is difficult to assess the plausibility of this scenario because the data 
allow for more than one interpretation. N20 rapidly scavenges thermalized 

electrons and quenches the solvent excited states thus reducing the yield of 
olefins (that form by the fragmentation of these excited states) [1]. Since in 
some hydrocarbons the olefin radical cations may be formed in reactions of the 
solvent holes with the olefins in spurs (see below), the yield of these cations 
will decrease in the presence of N20. Therefore, the changes observed upon 
the addition of N20 are not a clear-cut evidence for the involvement of the 

excited solvent holes. 

The optical absorption spectra of the high mobility solvent holes resemble 
those for the radical cations isolated in freon matrices [20,22-25]. All of these 
spectra are bell-shaped featureless curves with maxima in the visible and/or 
near IR regions. In pulse radiolysis studies, the absorption signal from the 
solvent hole always overlaps with the signals from the fragment (and/or 
secondary) radical cations ("satellite ions"), even at the earliest observation 
times [22-25,57]. Therefore, complex deconvolutions are needed to extract the 
spectra of the solvent holes. This leaves large uncertainty as for the exact shape 
of the absorption spectra and the extinction coefficients. 

2.3 The mechanism for the high mobility. In the early studies, the high- 
mobility cycloalkane holes were viewed as radical cations that undergo rapid 
resonant charge transfer [8]: 

RH o+ + RH ~ RH + R H  o+ (2) 
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At any given time, the positive charge was assumed to reside on a single solvent 
molecule and, once in 0.5-2 ps, hop to a neighboring molecule. Reaction (2) 
was believed to have low activation energy due to similarity between the shapes 
of cycloalkane molecules and their radical cations. 

This model is consistent with many observations. Dilution of cycloalkanes 
with high-IP alkanes (or higher-IP cycloalkanes)results in the decrease in the 
hole mobility that correlates with the mole fraction of the cycloalkane in the 
mixture" the hopping rate decreases when the density of the like molecules 
decreases [8,14]. The activation energies for the hole mobility, as estimated 
from conductivity data range from -(3+_1) kJ/mol for trans-decalin and 
cyclohexane to (6-7) kJ/mol for methylcyclohexane and cis-decalin [7,8,10]. 
The activation energies for the highest-rate scavenging reactions range from 4 
10/mol to 9 kJ/mol [ 10]. Apparently, the migration of the solvent hole requires 
little thermal activation. 

The occurrence of reaction (2) is firmly established experimentally. 
Charge transfer between c-C6D12 o+ and c-C6H12 was observed in the gas 

phase, where it proceeds at - 1/3 of the collision rate [58]. Reaction (2) was 
observed for radical cations and molecules of cis- and trans-decalins in dilute 
cyclohexane solutions (where it proceeds with a diffusion-controlled rate) 
[50,59]. In low-temperature solid hydrocarbons (4-30 K), the hole hopping due 
to reaction (2) may be observed through the time evolution of the resonance 
lines in ODMR spectra [39,45]; the residence time of the self-trapped holes at a 
given molecule is 0.1-1 kts. At higher temperatures, the spectral diffusion 
caused by the rapid reaction (2) causes the ODMR spectrum to collapse to a 
single narrow line. For solvent holes in liquid cis-decalin, trans-decalin, and 
squalane, this narrow line was observed, albeit indirectly, using magnetic level- 
crossing and quantum beat spectroscopies [28,29,50,59]. In squalane, the 
residence time of the hole at the solvent molecule is relatively long, ca. 0.2-0.3 
ns [24,28,29], and any mechanism of the hole migration other than reaction (2) 
is implausible. Thus, there is little doubt that reaction (2) occurs in liquid 
hydrocarbons. Nevertheless, it is doubtful that this reaction per se is the cause 
for the high mobility of the solvent holes in cycloalkanes. 

Indeed, both matrix-isolation EPR experiments and quantum-mechanical 
calculations indicate that the neutral cycloalkanes and their ground-state radical 
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cations have rather different geometries [50,51,52]. For example, in cis-and 
trans-decalins the bridging C9-C10 bond elongates from 0.153-0.156 nm in the 
neutral molecules to 0.19-0.21 nm in the 2A1 and 2Ag states of the radical 

cations, respectively [10,52]. Upon charging, the molecule undergoes 
considerable structural and energetical relaxation, losing at least 0.5-0.7 eV. If 
the charge transfer reaction (2) were a single-step process, it would require the 
activation energy of 1-2 eV [ 10]. 

What makes this resonant charge transfer possible? It was suggested that in 
the gas phase, reaction (2) proceeds through the formation of a collision 
complex in which the charge is shared by both of the cycloalkane molecules 
[58]. This sharing considerably reduces the barriers for the structural 
relaxation. According to MNDO calculations, the C2-symmetric 

cyclohexane2 o+ dimer in which the charge is shared equally between the 

cyclohexane monomers, is only 150 meV higher in energy than the state in 
which the charge is localized on a single monomer [10]. Continuing this line of 
reasoning, it may be assumed that in liquid cycloalkanes the charge is shared 
between several solvent molecules and this sharing further reduces the hopping 
barrier. In such a case, the solvent hole is a small polaron whose rapid 
migration is caused by phonon-assisted hopping [ 10]. 

The formation of the polaron causes delocalization of the hole. Unusually 
large reaction radii in electron-transfer reactions of the solvent holes were first 
considered as evidence for such a delocalization [8]. However, more recent 
measurements of the hole mobility suggest that these radii were overestimated 
[10,14]. The best evidence for the delocalization of the solvent hole was 
provided by studies on dc photoconductivity in cyclohexane-methylcyclohexane 
mixtures [10,11]. While the addition of less than 5-10 vol % of 
methylcyclohexane reduces both the dc conductivity signal and its decay rate, 
further addition of methylcyclohexane yields little change in the conductivity 
signal and kinetics. The initial reduction is accounted for by rapid reversible 
trapping of cyclohexane holes by methylcyclohexane (AGO = -0.11 eV [11]). 
Since the isolated radical cations of methyl-cyclohexane in cyclohexane have 
normal mobility, the excess conductivity signal is proportional to the 
equilibrium concentration of the cyclohexane holes. At higher concentration of 
methylcyclohexane, the equilibrium fraction of the cyclohexane holes becomes 
lower. When this fraction becomes less than the ratio t.th/l.ti of the mobilities of 
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the high mobility (#h) and normally diffusing (#i) ions, the conductivity should 

decrease severalfold. This decrease was not observed. We conclude that the 
migration of methylcyclohexaneo+ in 5 vol % methylcyclohexane solution is as 
rapid as that of the solvent holes in neat methylcyclohexane. When the 
methylcyclohexane is diluted by n-hexane instead of the cyclohexane, the 
conductivity signal decreases proportionally to the fraction of n-hexane. Thus, 
it was cyclohexane which made the difference. 

This result suggests that the methylcyclohexane holes are coupled to the 
solvent, forming a polaron. This coupling makes the charge migration of 
methylcyclohexane holes in cyclohexane as efficient as in neat 
methylcyclohexane. From the critical concentration of methylcyclohexane, the 
delocalization radius was estimated as ca. 1 nm, or 4 to 5 molecular diameters 

[101. 

2.4. The formation o f  high-mobility holes and "satellite ions". As was briefly 
mentioned above, radiolysis of hydrocarbons results in the formation of several 
types of cationic species besides the solvent holes. Most of these "satellite ions" 
are generated within the first nanosecond after the radiolytic pulse. 

Transient absorption spectra of some "satellite ions" closely resemble the 
spectra of olefin radical cations. In cyclohexane, a band centered at 270 nm (at 
2 ns [22]) is observed from 250 ps [25] after the ionization event (this band 
overlaps with the strong 240 nm band of cyclohexyl radicals [22]). The 
scavenging behavior and the decay kinetics of the UV-absorbing species suggest 
that they are normally-diffusing radical cations [25]. In the first few 
nanoseconds after the ionization event, the VIS absorbance is dominated by 
solvent excited states [22,57]. When the thermalized electrons are rapidly 
scavenged using a suitable electron acceptor (halocarbons or N20), this 

absorbance is much reduced and, in addition to cyclohexeneo+, one observes 
the absorption bands of cyclohexane holes (the latter may be rapidly scavenged 
using alcohols) and some other cations that absorb in the red [25]. The latter 
signals are clearly distinguishable as early as 1-5 ns after the radiolytic pulse 
(at earlier delay times, these signals are swamped by absorption of the excited 
states). The VIS spectra of the red-absorbing cations resemble those from 
cyclohexene dimer radical cations or cyclohexadiene radical cations. Thus, 
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shortly after ionization of cyclohexane with fast electrons, at least three types 

of cation species were observed spectroscopically. 

In some cases, the identity of paramagnetic "satellite ions" was established 
by ODMR [42,44,48]. For example, 9,10-octalin o+ was identified in decalins 
and their solutions [42]. ODMR spectra of "satellite ions" in cyclohexane were 
related to EPR spectra of matrix-isolated cyclohexene o+ (Note that in the liquid 
cyclohexane, cyclohexene o+ undergoes a fast ring-puckering motion that 
averages hyperfine coupling constants for equatorial and axial protons, so the 
the EPR spectra of cyclohexeneo+ in liquid and solid matrices are different) 
[42,44,48]. In both of these cases, the olefin radical cations were formed in 
spurs rather than in a reaction of the solvent hole with the olefin in the solvent 
bulk [42] (octalins gradually accumulate as radiolytic products). Olefin 
"satellite ions" were also observed in squalane [24]. 

How do these "satellite ions" form in the early stages of radiolysis ? Two 
ideas were put forward [1,37,42]. First, the "satellite ions" could be generated 
by fragmentation of short-lived electronically- and/or vibronically-excited 
solvent holes formed upon the ionization of the solvent, for example 

RH o+* . . . .  olefino+ + H2 (3) 

Reaction (3) is exothermic even for the ground-state alkane radical cations 
(0.4-0.6 eV) but requires overcoming a high potential barrier. Several authors 
(e.g., [22, 37]) have considered the possibility of deprotonation of the excited 
hole, 

RH o+* + RH . . . .  Ro + RH2 + or Ro + R + + H2 (4) 

In cyclohexane and decalins, reaction (1) is endothermic by 0.1-0.4 eV [60] and 
it seems reasonable that the excitation of the hole may facilitate the proton 
transfer. Fragmentation of matrix-isolated hydrocarbon radical cations upon 
excitation with 2-4 eV photons was observed by EPR (see review [61]). For 
cycloalkanes, the main photoreaction is reaction (3). For radical cations of 
methyl-branched alkanes, the loss of CH4 was also observed, while the radical 

cations of linear alkanes prefer to fragment to 2-butene o+ and the residual 
paraffin [60]. Thus, even the lower excited states of some radical cations are 
dissociative. One suggestion is that the recombination of electronically-excited 
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solvent holes with electrons yields strongly dissociative higher excited states of 

the solvent [53]. These states are likely to fragment before they relax to the 
lowest S1 state. In this way, it is possible to explain the low yield of the 

fluorescent S 1 states in some hydrocarbons. 

Second, the "satellite ions" could be generated in scavenging reactions of 
the solvent holes with radiolytic products in multiple-pair spurs [25,61-65]. 
The olefins are formed upon the fragmentation of excited solvent molecules 

generated in recombination of short-lived electron-hole pairs [ 1 ] 

RH o+ + e- ---~ 1,3RH* (5) 

1RH* . . . .  olefin + H2 (6) 

RH o+ + olefin . . . .  RH + olefino+ (7) 

This mechanism would also account for rapid generation of carbonium ions in 

reactions of the solvent holes with radicals [65] 

RH o+ + R o . . . .  RH + R + (8) 

The results on low-temperature ODMR suggest that in some hydrocarbons, no 

"satellite" radical cations are formed via the dissociation of excited-state holes. 
No prompt generation of olefin radical cations was observed in solid paraffins, 

decalins, and methylcyclohexane at 4-50 K [39-41,45-47]. At these low 

temperatures, the holes have negligible mobility [39,45] which makes electron 
transfer reaction (7) slow and inefficient, as it may occur by long-range 
electron tunneling only. Since the excited-state holes should also be formed in 

the solid, these ODMR observations suggest that the "satellite" radical cations 
are generated mainly in ion-molecule spur reactions (at least, in some 

hydrocarbons). 

The prompt formation of the "satellite ions" introduces ambiguity in the 
measurement of the hole mobility in pulse radiolysis. Indeed, the conductivity 

is a product of the mobility and the yield [8]. The latter quantity is poorly 
defined since the branching ratio fh between the high-mobility solvent holes 

and the "satellite ions" is unknown. 
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The way around this problem is to generate solvent holes by means other 

than radiolysis. Since the formation of "satellite ions" is partly due to spur 
chemistry, in the laser multiphoton ionization of neat hydrocarbons [ 14-18] 

RH + n hv . . . .  RH o+ + e- (9) 

(that yields isolated electron-hole pairs only) the yield of "satellite ions" would 

be much reduced. Another way of generating the solvent holes is by a valence- 

band electron transfer 
injection") [ 10-13,26] 

to the photoexcited aromatic radical 

A .+ + hv . . . .  A .+* 

A o+* + RH . . . .  A + RH o+ 

cation ("hole 

(10) 

(11) 

The photoexcitation of A o+ may be carried out using the same UV pulse that is 
used to ionize the solute or using a delayed laser pulse of a different color. The 

latter method is preferable because by using a delay such that only free A o+ 

exist the solvent hole can be generated without a geminate counterion. 
Therefore, the scavenging kinetics can be disentangled from the geminate 

recombination. Both of these approaches were used to study long-lived solvent 

holes in cycloalkanes. 

Solvent holes in neat cycloalkanes were generated by multiphoton 

ionization (3 x 4 eV or 2 x 5 eV) of the solvent at fluxes in excess of 0.01 

J/cm 2 [15]. In a typical experiment, the laser-induced dc conductivity was 

measured as a function of the delay time with resolution better than 3 ns. A 

similar setup was used to observe the dc conductivity in pulse radiolysis with 
fast 16 MeV electrons [14]. The decay kinetics of solvent holes in cyclohexane 
and decalins were consistent with the value of fh =1 for multiphoton laser 

ionization. For cyclohexane, a lower ratio of fh =0.5 was needed to account for 

the kinetics observed in pulse radiolysis. (Note that these ratios refer to the 

situation at ca. 10 ns after the ionization event; the conductivity signal of the 

holes cannot be measured at earlier time). To be consistent with the 
observations, the simulations required a higher value for the mobility Ph of the 

cyclohexane holes (1.7x10-2 cm2/Vs [12,14]) than previously estimated [7,8]. 

High yield of the "satellite ions" is not a universal property: In radiolysis of 
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decalins, the ratio fh > 0.8-0.9. Apparently, the yield of the "satellite ions" 

varies apreciably with the hydrocarbon structure. 

Knowing the absolute values of fh is important since using the previous 
estimates for #h led to unrealistically large reaction radii for reactions of 

cyclohexane and methylcyclohexane holes with low-IP solutes (2-3 nm!) [8, 14]. 
These radii suggested extreme delocalization of the solvent hole. Using the 
correct mobilities reduces these radii to ca. 1 nm which is close to a typical 
electron-transfer radius in a non-viscous hydrocarbon. 

When reaction (11) is induced by the VIS photons (at 2.3 eV), the initial 
excess energy of the solvent hole is 0.7-1.2 eV (for low-IP solvents such as 
decalins) and the question may be raised about the occurrence of reaction (4). 
The pump-probe conductivity experiment outlined in reference [26] shows that 

tnphenyleneo+ disappears by after the trans-decalin hole produced from " * 
reacting with the triphenylene in solution, the ground-state triphenylene o+ is 
completely recovered. The kinetics of the recovery mirrors the decay kinetics 
of the solvent hole. These observations indicate that no "satellite ions" are 
formed in reaction (11). Direct photoexcitation of trans-decalin holes at 2.3 eV 
also did not result in the reduction of the conductivity signals from these holes. 
No cations other than A o+ and high mobility solvent holes were found upon the 
5 eV photoexcitation of triphenylene in trans-decalin, despite the high excess 
energy in the holes (ca. 3.8 eV) following the UV-photoinduced "hole 
injection". Apparently, the excited solvent hole in the trans-decalin is very 
stable; even the anticipated deprotonation does not occur. This explains the low 
yield of "satellite ions" in radiolysis of cis- and trans-decalins. It is presently 
unclear what factors control the stability of electronically-excited holes in 
hydrocarbon solvents. 

Quantum yields Oh for single-photon "hole injection" for aromatic solutes 

in trans-decalin correlate well with the gas-phase IP of the aromatic solute. For 
triphenyleneo+, Ch--0.016 was obtained for excitation with 5 eV photons (ca. 3 

times the value for 2.3 eV excitation) [26]. 

2.5. Ion-molecule reactions of  high-mobility solvent holes. There are several 
classes of such reactions" 
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(i) fast irreversible electron-transfer reactions with solutes that have low 
adiabatic IPs (ionization potentials) and vertical IPs (such as polycyclic 
aromatic molecules); 

(ii) slow reversible electron-transfer reactions with solutes that have low 
adiabatic and high vertical IPs (such as dimethylcyclopentanes); 

(iii) fast proton-transfer reactions; 

(iv) slow proton-transfer reactions that occur through the formation of 
metastable complexes [9,26]; 

(v) very slow reactions with high-IP, low-PA (proton affinity) solutes. 

Rate constants for cyclohexane holes may be found in references 
[7,8,11,13,14,17], for decalin holes- in references [8,9,12,14,26], for methyl- 
cyclohexane holes - in references [12,122], for squalane holes - in references 
[24,30]. The data on the temperature dependence of rate constants of 
scavenging for the four cycloalkane holes are in reference [10]. For these 
holes, most of the rate constants were measured by determining the decay 
kinetics of the transient conductivity signals as a function of the solute 
concentration. The preferable way of studying the scavenging reactions is by 
detection of the excess dc conductivity following the "hole injection" reactions 
(10) and (11) [10-13,26]. In cyclohexane, the determination of the rate 
constants is complicated by the fact that the solvent hole is in equilibrium with 
an impurity in the solvent [ 11]. 

Class (i) reactions were observed in all four cycloalkanes that exhibit 
long-lived high-mobility holes [4-8,10,13,14,17]. These reactions were also 
observed in squalane [24, 31] and cyclooctane [26]. The reaction rates linearly 
scale with the hole mobility as a function of temperature (with exception of 
trans-decalin) and the fraction of cycloalkane in the solvent mixture [14]. The 
highest rate constants were observed for reactions of cyc!ohexane hole with 
low-IP aromatic solutes, (3-4.5)x1011 M-1 s-1 at 25oC [13,14]. In these 
irreversible reactions, a solute radical cation is generated. 

Class (ii) reactions were directly observed for the solvent holes in 
cyclohexane [11] and methylcyclohexane [122]. For some solutes (SH), the 
equilibrium 
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RH .+ + SH ~ RH + SH -+ (12) 

is set on the time scale of the conductivity experiment (> 10 ns). In this case, 
the decay kinetics of the solvent holes are biexponential. Addition of 1,1- 
dimethylcyclopentane, trans-l,2-dimethylcyclopentane, and 2,3-dimethyl- 
pentane to cyclohexane or trans-decalin, bicyclohexyl, and iso-propyl- 
cyclohexane to methylcyclohexane results in such bimodal scavenging kinetics. 
The former two cyclopentane derivatives are present as impurity in 
commercial cyclohexane (10-100 ppm). For addition of methycyclohexane to 
cyclohexane, the equilibrium (12) is reached so rapidly that the decay kinetics 
are exponential. Similar rapidly-set equilibria exist for high-mobility holes in 
mixtures of cis- and trans-decalins [14,38] and the decalin holes and benzene 
[26]. 

The rate constants, k12, of the forward reaction (12) are an order of 

magnitude lower than those of the class (i) reactions, though some of the hole- 
trapping solutes have comparably low adiabatic IPs. The values of k12 did not 

correlate with the observed AG O of reaction (12). An explanation was proposed 
that the rate constants are controlled by the height of the activation barrier 
determined by the difference in the vertical IP of the solute and the adiabatic IP 
of the solvent [ 11 ]. This suggests that electron transfer to the rapidly-migrating 
solvent hole (as it passes by the scavenger molecule) is much faster than the 
relaxation time of the solute radical cations. 

Class (iii) reactions include proton-transfer reactions of solvent holes in 
cyclohexane, methylcyclohexane, and squalane [4-8,1 O, 13,14,17,26 ]: 

RH + SH-----~ Ro + SH2 + (13) 

The corresponding rate constants are 10-30% of the fastest class (i) reactions 
and exhibit short reaction radii of 0.15-0.4 nm. Unlike the electron-transfer 
reactions (that may occur through space), the proton transfer requires close 
proximity of the donor and acceptor. Thus, short reaction radii of class (iii) 
reactions suggest a low degree of the solvent hole delocalization. 

Class (iv) reactions include proton-transfer reactions in trans-decalin and 
decalin mixtures [9,12,14,26]. In neat trans-decalin, the reaction rates for high- 
IP solutes correlate poorly with the solute IP and PA [9, 12]. In binary 
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mixtures of cis- and trans-decalin, the mobility of the solvent hole linearly 
scales with the fraction of trans-decalin (for which #h is 4.5 times higher than 

in cis-decalin) [14]. While for most of the solutes the rate constants also scale 
linearly with the hole mobility, for aliphatic alcohols the rate constant 
systematically decreases with the fraction of trans-decalin approaching the 
value of (5-6)x109 M -1 s -1 in neat trans-decalin [12,14]. This constant is only 

10% of the rate constant for alcohols in cis-decalin. 

Recently, it was demonstrated that the scavenging of trans-decalin holes by 
some alcohols proceeds through the formation of a metastable complex [26] 

RH + SH ~ {RH .. SH }.+ (14) 

~ R. + SH 2 
{RH .. SH }o+ 

SH R. + H+(SH)2 
(15) 

with a natural lifetime between 24 ns (2-propanol) to 90 ns (tert-butanol) at 
25oC. In neat decalins, the rate of the complexation is ca. 1/2 of the highest 
electron-transfer rates (the reaction radius is 0.5-0.7 nm); the overall decay 
rate is limited by slow proton-transfer reactions (15). The rate constant of 
unimolecular decay of the complex is (5-10)x106 s -1. Though for other class 
(iii) reactions the bimodality was not observed [9,26], the basic mechanism 
must be the same. Only for secondary and ternary alcohols is the equilibrium 
(14) reached so slowly that it can be observed at 25oC on the time scale of the 
conductivity experiment (> 10 ns). For primary alcohols, the scavenging 
kinetics are pseudo-first order. However, for C3-C6 alcohols the rate constants 

do not scale lineraly with the solute concentration, betraying the fast equilibria 
(14). For these alcohols, PA is relatively low and the decay of the complex is 
mainly bimolecular. Termolecular reactions analogous to reaction (15) were 
observed in the gas phase, e.g., for c-C6H12 o+ and water [60]. 

A detailed analysis of the thermodynamics and energetics of reactions (14) 
and (15) i s  given in references [26]. Forward reaction (14) has near-zero 
activation energy; reaction (15) is thermally-activated (20-25 kJ/mol). The 
stability of the complex increases with the carbon number of the alcohol; the 
standard heat of the complexation decreases in the opposite direction (AH2980 

changes from -39 kJ/mol for ethanol to -25 kJ/mol for tert-butanol). 
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Complexes of cis-decalin o+ are much more stable than complexes of trans- 

decalin o+ since for the former, the standard reaction entropy AS2980 is 35 J 

mol-1 K-1 more positive. The decrease in the entropy is small for both decalins 
(AS2980 > - 8 0  J mol-1 K-l),  approaching zero for higher alcohols [26]. 

Similarly small changes in the standard entropy were observed for class (ii) 
reactions of methylcyclohexane o+ [122]. Since the molecular complex 
formation could only reduce the degrees of freedom, to account for the small 
change in the entropy there must be an increase in the solvent disorder. This 
would be consistent with a hole being a small polaron that orders solvent 
molecules around it. When the positive charge is compensated, the solvent 
becomes disordered, and the reaction entropy increases. 

Complex mechanism of class (ii) and (iii) reactions may account for the 
puzzling result in the studies on radiation-induced fluorescence in cis- and 
trans-decalins containing 3-100 mM of benzene [54], where it was concluded 
that on the time scale of geminate recombination of primary pairs in trans- 

decalin (< 1 ns), the hole is scavenged by benzene with rate constant of 
7.7x1010 M -1 s -1 (vs. (5-5.5)x109 M -1 s -1 observed in the transient conductivity 

experiments [7,8,12,14]). This was taken as evidence for the involvement of 
short-lived, reactive excited solvent holes. 

It is more likely that the higher rate constant corresponded to the rate 
constant of forward charge transfer reaction (12) or complexation reaction 
(14). The gas-phase IP for benzene and trans-decalin are very close. In trans- 

decalin solution, A l P - . -  0.25 eV, and benzene.+ readily transfers positive 
charge back to the solvent ( ~ - - -  -0.27 eV [26]). This was demonstrated 
through efficient generation of trans-decalin holes by biphotonic ionization of 
benzene [14] and careful analysis of scavenging kinetics [26]. The decay of the 
solvent hole is due to slow proton transfer reaction (13) and dimerization of 
benzene ,+ with rate constant of 5.7x109 M-1 s-1. Since benzene2 o+ has 0.65 eV 

lower energy than benzene.+, backward charge transfer from the dimer cation 
is inhibited, and the dimerization shifts the equilibrium (12) to the right side 
[26]. The forward charge transfer (or complexation) proceeds with rate 
constant of (1.1+0.1)xl011 M-1 s-l, while k-12 -- 1.3x108 s-1 (at 25oC) [26]. 

Therefore, while in the fluorescence studies the solvent holes were observed 
before the equilibrium (12) was reached (ca. 7 ns in 3 mM solution), in the 
conductivity studies the solvent holes were observed well after this equilibrium 
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was reached. Characteristically, for the low-IP solute toluene (a class (i) 
solute), the rate constants measured on short [54] and long time scales [9,12,14] 
are identical. 

Although class (iv) reactions were observed for several high-IP, low-PA 
solutes [8,14,17,19,20], the kinetic data were easy to misinterpret due to traces 
of low-IP impurity in the inert solute (in particular, for C10-C16 paraffins 

[20]). The only reliable data were obtained for scavenging the solvent hole in 
cyclohexane by cyclopropane [8,17] and for scavenging the solvent holes of 
cyclohexane and decalins by oxygen [14,19]. For the latter reactions, the 
reaction constants are (1-3)x108 M-! s -1 [14], more than two orders of 
magnitude lower than those for class (i) reactions. Our thermochemical 
analysis suggests that this reaction is initiated by the H atom transfer to 02 [ 14]. 

A possible mechanism for scavenging reaction with cyclopropane is the H2- 

transfer [8]. 

In concluding this section, we observe that though the nature and the 
migration mechanism for the high-mobility holes are not yet fully understood, 
a consistent picture of their chemical, dynamic, and magnetic properties begins 
to emerge. 

3. SINGLE-PAIR AND MULTIPLE-PAIR SPURS 

3.1. Single-pair spurs. Single-photon VUV or multiphoton UV ionization of 
neat liquid hydrocarbons results in the formation of isolated geminate ion 
pairs, reaction (9). The reaction dynamics in such paris is less involved than the 
dynamics in multiple-pair spurs formed in radiolysis. The availability of 
synchrotron radiation in the 10-40 eV region and short-pulse UV lasers led to a 
rapid increase in the number of studies on "single-pair spurs". In particular, 
ultrafast pulse-probe laser spectroscopy was used to study ionization, geminate 
recombination, and generation of the solvent excited states in neat 
hydrocarbons [66-69]. This field is still in its infancy: Only in 1997 has the 
first reliable data on the geminate kinetics of electron-hole paris been obtained 
[69]. Eventually, these studies will complement the studies using pulse 
radiolysis and VUV photoexcitation. 
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In these ultrafast UV laser studies, the pump energies varied between 4 eV 
and 5 eV, while the probe pulse energies varied between 0.55 eV and 3.1 eV. 
Upon biphotonic 5 eV or triphotonic 4 eV excitation, hydrocarbons (such as 
paraffins, isooctane, cylopentane, cyclohexane, and trans-decalin) yield both the 
solvent excited S 1 states and the electron-hole pairs [66]. Questions were raised 

as to the significance of the ionization channel, since more than 75% of the 
transient absorbance in the VIS range was from the solvent S 1 states [67,68]. It 

is presently realized that there is a strong spectral overlap between the 
absorbance signals from these excited states and the primary charge carriers. 
The S 1 state dominates the absorbance in the 1.8-3 eV region [67], while below 

0.8 eV, the absorbance is from the electrons only [69]. A biphotonic 3.5-4 eV 
laser excitation yields the S 1 states without the concurrent ionization [70]. Thus, 

both the S1 state dynamics and the geminate dynamics of single electron-hole 

pairs may be studied separately using the appropriate excitation and detection 
conditions. This option does not exist in pulse radiolysis studies. 

The results of the ultrafast laser studies are very preliminary. The 
observed geminate kinetics suggest that the electron thermalization distance 
distribution in isolated electron-hole pairs can better be described as the 
exponential than the often assumed r2-Gaussian [65]. This conclusion was 
supported in the studies on magnetic field dependence of hexafluorobenzene 
fluorescence in recombination of geminate C6F6 o- - solvent hole pairs 

generated upon 10 eV photoionization of isooctane. One study found that even 
the exponential distribution law was too steep to account for the data and that a 

power law tail is more appropriate [71] (for radiolytic spurs, Gauss-power 
distributions had long been advocated [72]). The results on the solvent 
photoionization are in contrast with the data on multiphoton UV laser 
ionization of aromatic solutes in the same hydrocarbons that demonstrated good 
applicability of the r2-exponential or r2-Gaussian distributions for simulation 
of the geminate pair recombination and free ion yield (for example, [16]). On 
the other hand, no systematic studies on the pump energy dependence of the 
geminate kinetics in neat hydrocarbons have been carried out, while it is known 
from other ultrafast studies (in particular, on photoionization of liquid water 
[73]) that the thermalization distances strongly depend on the pump energy and 
the ionization mechanism. 
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Arguably, the greatest import of the forthcoming ultrafast studies would 
be assessing the role of short-lived pre-thermalized charges and highly excited 
states of hydrocarbons. The first step in this direction has been made: It was 
found that in n-hexane and isooctane the electron band in the near IR is shifted 
to lower energies in the first 2 ps after the ionization event [69]. This finding 
suggests that the thermalization of electrons in hydrocarbons is not as rapid as 
generally believed. Therefore, a considerable fraction of reactions in spurs 
involves pre-thermalized charge carriers. 

A recent study [74]  demonstrated the potential of femtosecond 
photoemission spectroscopy to study localization (thermalization) dynamics of 
electrons in hydrocarbons. The electrons were injected into n-heptane bilayer 
on A g ( l l l )  surface (at 120 K) using a powerful 4 eV pump pulse. The 
electrons were then ejected to vacuum using a weaker 2 eV probe pulse. The 
extended and localized electron states were distinguished by the angular 
dependence of the kinetic energy spectrum. The lifetime of the localized 
electrons was ca. 1.6 ps (eventually these electrons recombine with the mirror  
charge). Initially, the electron is in an extended state with effective mass of 1.2 
me. The localization proceeds with rate constants between 4x1011 s-1 and 

3x1012 s -1 depending on the electron wave vector (band energy) that 
determines the exothermicity of localization (which varied between 10 meV 
and 150 meV). Both the thermalization dynamics and energetics were studied 
simultaneously. Hopefully, more ultrafast photoemission studies will follow. It 
would be particularly interesting to carry out such observations on small- 
diameter jets in order to study chemical processes in the bulk of the solvent. 
Studies on photoelectric spectroscopy of liquid jets (water, alcohols, n-nonane) 
were recently reported [75]. 

3.2. Triplet state vs. singlet state formation: spin effects. It is commonly 
believed that the initial spin state of the multiple-pair spur is singlet. Shortly 
after the ionization event, positively and negatively charged ions recombine 
yielding singlet or triplet products. In the contact exchange approximation, the 
multiplicity of the product depends on the spin phasing at the instance of 
recombination [32, 76]. (Calculations with more realistic spin exchange 
potentials support this approximation [77]) Recombination of the initially 
singlet-correlated ("geminate") ion pairs yields singlet products, including the 
fluorescent excited states. Random cross-recombination of ions in multiple-ion 
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pair reduces the singlet yield and increases the triplet yield: statistically, 75% 
of the random-pair encounters yield the triplet excited states [76,78]. In 
squalane, the probability fs of the singlet recombinations decreases from 80% 

at 16 eV photoexcitation to less than 40% at 120 eV photoexcitation [32]. For 
alkanes, the most probable energy loss is 22-24 eV [79] and the steep decrease 
in fs with the photon energy follows the increasing formation of multiple-pair 

spurs. 

Coherent spin evolution in the geminate ion pairs is the basis for several 
optical spectroscopies, including magnetic field effect [32,33,62-65,71,76,80], 
ODMR [24,39-48], magnetic level-crossing [21,28,50,59] and quantum beat 
spectroscopies [29-31,36,80,81]. Unpaired electrons in radical ions interact 
with static and microwave magnetic fields of the spectrometer (Zeeman 
interaction) and local magnetic fields generated by protons (hyperfine 
interactions). These weak magnetic interactions flip the electron spin and cause 
intersystem crossing in geminate pairs, eventually changing the singlet/triplet 
yields [76]. These spin-sorting interactions underline the magnetic and 
microwave field effects in radiolysis of hydrocarbons. 

The importance of the magnetic and spin effects in radiolysis has been 
frequently discussed and we refer the reader to reviews by Brocklehurst 
[32,76]. There is one essential point which is seldom emphasized in the 
literature: Due to the very nature of quantum entanglement, the triplet and 
singlet channels exist only in the context of the product formation. In the 
absence of spin-sorting reactions or special initial conditions, pairwise spin 
correlations (i.e., "geminate" pairs) in many-particle spurs are forbidden by 
the laws of quantum mechanics. The only exceptions are single-pair spurs and 
spurs in which all but one pair have recombined. Given that the ion escape 
yield in most of hydrocarbons is < 5 %, the latter type includes most of the 
multiple-pair spurs that remain a few nanoseconds after the ionization event. 
Put together, these two types of spurs contain a large fraction of the long-lived 
"geminate" pairs formed in radiolysis and account for most of spin correlations 
observed in magnetic field and magnetic resonance experiments. As was noted 
by Brocklehurst [32], these long-lived pairs have a tendency to be singlet- 
correlated since most of the stable neutral products are singlet. 
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The origin of the spin effects in radiolysis has always been murky. The 
photoionization of the solvent could proceed directly or via short-lived highly 
excited solvent states. This autoionization may completely change the spur 
chemistry. A recent study examined the magnetic field effect on the solute 
fluorescence in squalane as a function of the VUV photon energy [32,62]. The 
magnetic field effect increased between 11 eV and 16 eV and reached the 
maximum corresponding to 80% singlet recombination. This probability is 
significantly lower than the value of 100% expected for single-pair spurs, 
while the photon energies do not allow one to account for the loss of spin 
coherence through cross-recombination. Analogous results were obtained for 
other systems (alcohols, benzene) [32]. Since ODMR and related studies 
indicate that for squalane holes the spin-lattice relaxation is longer than their 
decay [24,28,29], this loss of spin coherence cannot be accounted for by spin 
randomization of primary pairs due to magnetic interactions in the charges. It 
appears that the initial state of  the electron-hole pair is not purely singlet. 
According to Brocklehurst [62], only direct ionization yields singlet-correlated 
electron-hole pairs while the autoionization results in the partial loss of spin 
coherence due to spin-orbital coupling in the highly excited states. This 
scenario is not entirely unrealistic given the possible excitonic nature of these 
states. However, it must be noted that the spin mixing postulated by 
Brocklehurst was not supported by VUV studies on solvent fluorescence [82]. 

Another fundamental problem is the wavefunction structure of the initial 
singlet state. Consider a spur consisting of two pairs, (elhl) and (e2h2). There 
are two orthogonal singlet states, I1)=lelhl)s le2h2)s and 12)=1/~f3 {ielh2)s 
le2hl)s + iele2)s Ihlh2)s}, where I..)s is the singlet state of the pair [77]. In the 

general case, the initial singlet state is a linear combination of l l) and 12). It is 
easy to demonstrate that pairwise correlations are possible only if the initial 
singlet function is multiplicative (e.g., state I1)) [77]. In order to have these 
pairwise correlations prior to the spin-sorting recombination, the electron- 
hole pairs must be generated in spatially- and electronically-separated events 
[76,78]. While this assumption seems plausible in radiolysis of gases, in the 
condensed phase the excitation and charge delocalization could lead to 
significant mixing of the singlet wavefunctions. Another concern is that 
ionization events induced by low-energy secondary electrons entangle these 
electrons with the electron-hole pairs. Such entanglements create complex spin 
correlation patterns in the spur. 
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If the initial multiplicity of the spur is singlet, the probability fs to form 

the singlet product is given by the formula [78] 

fs  --- 0 + 1/4 (1-0), (16) 

where 19 is the probability of recombination of "spin-correlated geminate 
pairs". This expression has been used to calculate the fs from the data on 

magnetic field effects [32] and quantum beats [31,80,81] in delayed solute 
luminescence (spin-coherence spectroscopies). Given that the premises of these 
methods are identical, it is understandable that the probabilities fs determined 

for fast electron spurs using these spectroscopies are comparable. 

A serious complication in the measurements of O is the occurrence of spin 
relaxation in the charge carriers [33,50]. While the electrons have relatively 
long spin-lattice relaxation times, the solvent holes may relax on nanosecond or 
even subnanosecond time scales (see section 2.2). For ion pairs involving such 
species, the spin coherence is lost on the time scale of the singlet product 
formation. This problem is exacerbated when the geminate recombination is 
slowed down after scavenging of the primary ions by the scintillator. Even 
relatively slow spin relaxation induced by electron dipole-dipole coupling and 
anisotropic magnetic interactions in the radical cations is capable of destroying 
the initial spin correlation on the submicrosecond time scale [33]. This effect 
must be taken into account in the studies on long-lived ion pairs in viscous 
solvents and solids. 

The common problem in studies on the efficiency of triplet and singlet 
recombinations is that only a fraction of the singlet/triplet products are 
detected. Alkane solvent holes rapidly fragment or transfer a proton which 
causes the loss of the solvent/solute luminescence. The recombination of pre- 
thermalized holes could yield other products than the lowest excited states 
[37,53]. In dense spurs, excited states can be quenched by radicals and radical 
ions. Computations show that these quenching reactions can be a significant 
mechanism of disappearance of the singlet excited states [65], and experimental 
evidence has been obtained supporting the reduced production of solute S1 

states in spurs of 20-100 eV photons due to the quenching [32,62,65]. 
Shortening of the solvent S1 state lifetime with increasing excitation photon 

energy was observed in radiolysis of cis-decalin and n-dodecane with 4-to-14 
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keV x-rays [83]. This shortening was accounted for by quenching of the alkane 
S 1 states by alkyl radicals generated in the same spurs. 

Even more important are reactions of radiolytic products with the 

precursors of these excited states. Results from recent experiments in which 

the solute luminescence and magnetic field effect were compared for radiolysis 
of cyclohexane or isooctane with 0.5-2.2 MeV electrons, 1-5 MeV protons, and 
2-20 MeV 0~-particles suggested that the decrease in the solute luminescence and 
the magnetic field effect was due to both the increasing importance of cross- 
recombination and the "intervention of radicals or other transient species with 
the precursors" with the fluorescent states [63]. The effects of spin relaxation 
and ion-radical reactions in dense spurs were identified as likely causes for 
reduced magnetic field effects, fluorescence yields, and probabilities t9 in 
spurs from 17-40 keV x-rays as compared to the spurs from fast electrons [80]. 

In short, to model the experimentally-determined singlet-to-triplet ratio, 
the initial state multiplicity, spur chemistry, and spin relaxation must be given 
same attention as the interplay between the cross- and geminate recombination. 

3.3. Modeling of  light -particle spurs. Many simulations of the spur kinetics 
in hydrocarbons have been reported over the last decade [84-89] (see reference 
[84] for a review). As may be anticipated, none of these simulations attained the 
level of complexity needed to obtain a self-consistent picture of the early 
radiolytic events in hydrocarbons. The threefold problem is the uncertainty 
about the initial spur structure, intractability of the inhomogeneous kinetics and 
poor understanding of spur chemistry. Due to the limited state of knowledge, 
the present-day simulations should be viewed as exploratory. While some 
researchers focus on the general aspects of spur dynamics using stochastic 
Monte Carlo simulations [84-88], others focus on the chemical kinetic aspects 
assuming simple (inhomogeneous) dynamics [23,24,89]. There are also models 
intended to integrate the chemical kinetics and the charge recombination 
dynamics [25,65]. At the present time, such models are ahead of their time, 
since only a few of the postulated 25-120 spur reactions have been studied 
experimentally. 

Not having enough space to summarize all of the recent work, we will 
give a couple of examples. A welcome new development is the integration of 
energy-loss calculations [79,87] with the stochastic Monte Carlo simulations of 
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charge recombination in order to obtain free ion yields as a function of the 
primary electron energy [87]. In these calculations, the charge carriers are 
treated as point charges of given mobility that migrate in their mutual 
Coulombic field. These simplifications are justifiable since the calculations of 
the track structure (which yield the initial positions of the point charges) are 
even more simplistic. The estimated free ion yields and their energy 
dependence [84,85,87] correspond well to those determined experimentally for 
spurs from soft x-rays [90]. The import of these calculations is that the distance 

distribution for thermalized electron-hole pairs is independent of the primary 
electron energy in the keV range, while ca. 50% wider distributions are needed 
to account for the free ion yields for MeV electrons [87]. This unexpected 
result needs further verification. There is also a report on the calculations of 
the distance distribution in the modified model of Mozumder and Magee [88]. 
It was found that in single-pair spurs the distribution was much more diffuse 
than in the multiple-pair spurs. The significance of this result for the free ion 

yield calculations has not been addressed. 

A detailed chemical model of hydrocarbon radiolysis was advanced in 
order to account for the radiolytic yields of H atoms and H2 as a function of 

iodine concentration (the latter was used as a radical scavenger) [89]. To 
simplify the kinetic scheme, it was assumed that the electron-hole pairs 
recombine yielding only the lowest singlet and triplet states of the solvent. 
Although this assumption is thoroughly unrealistic (and large corrections were 
made to recover the balance of radiolytic hydrogen), it allows simplification of 
the reaction scheme to just 10 reactions, using the deterministic diffusion- 
kinetic approach. Time-resolved yields of H atoms, H2, radicals, olefins, and 

other products were estimated. From the simulation of the experimental data it 
appears that while the solvent S1 states decay mainly via reaction (6) (the 
intersystem crossing was estimated to be only 10-15% efficient), the T 1 states 

decay via reactions 

3RH* . . . .  Ro + oH (17) 

3RH* + RH -----~ 2 Ro + H2 (18) 

with relative yields between 
structure. 

1"1 and 3:1, depending on the cycloalkane 



201 

While being useful exercises, both of these simulations were based on 
simplified kinetic schemes and physical models of spur dynamics. For some 
problems (free ion yields) these considerations may be of little importance, for 
other (product yields) the oversimplification leads to ambiguous results. In 
particular, this applies to calculations of the "singlet yields" (implicitly 
identified with the yields of the lowest S1 states) where the estimates entirely 

depend on the kinetic scheme [85,86]. Most of such calculations address only 
one facet of the problem: the relative significance of "geminate" recombination 
and cross-recombination in multiple-pair spurs. In the recent Monte-Carlo 
simulations [85], the initial spatial distribution of ionization events was 
calculated using the same approach that was used in the calculations of the free 
ion yield (see above). The total yield of singlet recombination for the primary 
pairs was estimated. 

Superficially, these estimates correlate well with the energy dependence of 
the singlet ratio fs determined from the magnetic field effects on the solute 

luminescence yield [32,64]. However, some of the latter results were obtained 
using low-energy photons (< 120 eV) for which the stochastic Monte-Carlo 
calculations completely failed to reproduce the photon energy dependence of 
the free ion yield [64]. Radiolytic yields of the solvent S1 states and free ions 

upon excitation of decalins and n-dodecane using 4 keV to 15 keV photons have 
been measured [83,90]. Even in this energy regime (where the Monte-Carlo 
calculations gave good estimates of the free ion yield), agreement between the 
calculated and measured yields was observed for one solvent only, cis-decalin. 
In the same studies, significant variation of the S 1 state lifetimes with the x-ray 

energy was observed which was a signature of quenching reactions in multiple- 
pair spurs [83]. Thus, the Monte-Carlo model was inadequate and the good 
correlation obtained between the experimental and simulated results was 
coincidental. Only when an understanding of the dynamics of short-lived 
excited states and pre-thermalized charges is reached, will development of an 
adequate model of the spur chemistry be possible. 

Q GENERATION OF SOLVENT AND SOLUTE EXCITED 
STATES. 

4.1. The lower excited states. Though excited solvent states have been discussed 
throughout this chapter, it is worth repeating a few points. Only the lower 
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excited states have been considered, the fluorescing singlet S1 state [91] and the 
putative, dissociative, triplet T1 state [92]. These excited states are produced 

mainly via charge recombination; the singlet states may also be produced by 
direct excitation of the solvent by secondary electrons and Cerenkov light [93]. 
The S1 state lives between 0.5 ns and 2 ns; this lifetime is longer (3-5 ns) for 
long-chain paraffins [92,94]. In multiple-pair spurs, the S1 state lifetimes are 

shortened due to quenching of the excited state by radiolytic products [83]. 
Eventually, the S1 state either fragments via reaction (6) or crosses to another 
excited state, possibly T1 [92] or $2 [95]; the radiative decay is very inefficient 

(< 1%). For homologous hydrocarbons, the quantum yield of fluorescence 
depends linearly on the excited state lifetime. For C7-C 17 paraffins, the radiative 

rate constant is ca. 1.3x106 s -1, for alkylcyclohexanes - 7x106 s-1 [94]. The 
fragmentation is temperature-dependent (with activation energy of 0.145-0.21 
eV), while the crossing is temperature-independent [92, 95, 96]. The yield of the 
S I~T1 (or S1---$2) crossing for cyclo- and n-alkanes varies between 10% and 

40%; for some branched alkanes (such as isopropylcyclohexane and 2,3- 
dimethylbutane) this yield approaches 50-60% [92]. 

Cyclohexane fluoresces in liquid, solid and vapor, with lifetimes 0.8 ns 
(298 K), 1.85 ns (at 225 K), and 2.07 ns (298 K), respectively (7.3 eV 
excitation) [95]. For liquid cyclohexane at 298 K, the rate constant of crossing 
is 3.6x108 s -1, the activation energy and pre-exponential factor for the 
fragmentation are 0.135 eV and 1.6x1011 s -1, respectively, and the quantum 
yield of fluorescence is ca. 0.01 at 7 eV photoexcitation [92]. For cyclohexane 
(and most of other saturated hydrocarbons), this quantum yield rapidly 
decreases with the excitation energy (to 3.5x10 -3 at 8.4 eV, the onset of 
photoionization) [60,82,92,94]. All of the hydrocarbon S1 states have energies 

around 7 eV above the ground state (bottom-to-bottom) [92] and radiate 
between 5 eV and 6.5 eV [91]. The excited singlet states mainly dissociate to 
olefin/carbene + H2 or alkyl radical + H atom. For cyclohexane (n-hexane), the 

relative yields of these two fragmentation channels change from 4:1 (3:1) upon 
7.6 eV photoexcitation to 2:3 (1:1) upon 11.6 eV photoexcitation [97]. 

The nature of the long-lived S1 states has been the subject of much 

speculation. Some authors view these states as liquid-phase analogs of Rydberg 
states in the gas phase. Others identify these states with self-trapped excitons, 
drawing from solid-state physics. Both of these descriptions offer no insight in 
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what defines the experimental properties of these states, such as their reactions, 
energetics, and absorption spectra. Apparently, only first-principle calculations 
and further spectroscopic studies (in particular, in the IR) will be useful. 

The lowest triplet states lay ca. 1 eV below the S1 states [92]. These states 

are presumed to be extremely short lived (0.1-1 ps). The putative triplets are 
believed to decay via reactions (17) and (18). In paraffins and branched 
alkanes, the C-C bond dissociation is thought to be as efficient as the C-H bond 
dissociation; in alkylcyclohexanes, biradical formation was suggested [92]. 
Another study suggested the involvement of the $2 state that dissociates yieding 

the same products as reaction (17) [95]. 

While this much is presumed or accepted, the role of these (and other) 
excited states in the radiolysis remains poorly understood. The results obtained 
over the last decade only add to the existing uncertainties. 

4.2. Non-fluorescing excited states o f  alkanes. Several relatively long-lived 
non-fluorescing ("dark") excited states of hydrocarbons capable of sensitizing 
singlet solute luminescence have been proposed in recent years. 

The strongest evidence of such states is from the work of Lipsky and co- 
workers [98-100] who have shown that the sensitization of solute fluorescence 
by transfer of energy from the photoexcited solvent (cyclohexane, n- 
hexadecane, 2,3-dimethylbutane, and cis- and trans-decalins) can be explained 
by the participation of two solvent excited states" the fluorescent S1 state and a 

"dark" state. In cis-decalin containing 0.01 M of 2,5-diphenyloxazole (PPO), ca 
10% of the solute luminescence is sensitized from this second singlet state. In a 
20 lxM solution, ca. 70% of the solute excitations are mediated by the "dark" 
state, with 0.25% of such energy transfers per each 7.7 eV photon absorbed or 
0.06 per "dark" state produced. In 0.01 M solutions, the "dark" state transfers 
energy with 97% efficiency. In experiments where a biphotonic 3.7 eV or 4 eV 

laser excitation was used instead of 7.6 eV light, the same "dark" states were 
observed [99]. These states have a quantum yield of only a few percent of the 
fluorescent states and do not yield the S 1 states on deactivation. From the laser 

experiments, the conclusion was made that the "dark" states live much longer 
than the S1 states, though their lifetimes must be less than 10 ns. Neither this 

lifetime nor the efficiency of the energy transfer from the "dark" state varied 

with the solvent viscosity when cis-decalin was diluted with higher-IP alkanes 
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(2,3-dimethylbutane and isooctane). Lipsky and co-workers suggested that the 
"dark" states are exciplexes that migrate with a diffusion constant of 4x10 -4 
cm2/s [98]. Because the "dark" states have relatively low yield, their 

contribution to the solute fluorescence is most noticeable at low solute 

concentration. 

A "dark" state capable of rapid energy transfer to aromatic solutes has 
been proposed in irradiated cyclohexane on the basis of experiments in which 
the formation of the S1 state of cis-decalin (added as a scintillator) was 

measured and compared with the amount of this S1 state expected from ion 
recombination and energy transfer from the S1 state of cyclohexane [101]. A 
significant yield (0.8 per 100 eV) of the cis-decalin S1 state was attributed to 

energy transfer from the "dark" state of cyclohexane. If one considers 
concentrated solutions, this "dark" state seems to be more important in the 
radiolysis than the "dark" state identified by Lipsky and co-workers. "Dark" 
exciton states were also postulated to account for the high yield of luminescence 
from 2,5-bis-(tert-butylbenzoxazolyl-2)-thiophene in picosecond pulse 
radiolysis of decalins and cyclohexane [ 102]. The radiolytic yield of this "dark" 
excitonic state was estimated at 1 per 100 eV and the rate of the energy transfer 
from these states was estimated as (1-3)x1011 M -1 s -1. We are inclined to think 
that the observations of "dark" states in radiolysis are artifacts of data analysis. 
It remains to be seen whether these "dark" states are real. 

4.3. Low yields o f  the solvent $1 states. Radiolytic yields of the solvent S1 
states observed in the fast electron radiolysis of some alkanes (e.g., C3-C8 

paraffins) and cycloalkanes (e.g., C5-C7 cycloalkanes and methylcyclohexane) 

are unexpectedly low (see tables IX.3-11 in reference [102] for available data). 
For example, in radiolysis of cyclohexane, the yield of the S1 states is only 

1.45+0.15 per 100 eV [104] (other estimates are 1.5+0.4 [105], 1.4-1.7 [100], 
and 1.75 per 100 eV [89]) while the T1 states are generated at 3.4 per 100 eV 

[89], as estimated from the solvent luminescence yield and the product analysis, 
respectively. If these S1 states were mainly produced in recombination of 

electron-hole pairs (as follows from studies of the effect of electron scavengers 
on the yield of solvent luminescence), the radiolytic yields would seemingly be 
equal to the G-value of ionization times the singlet recombination probability, 
fs. For fs -~ 0.5 (see below), one obtains the ionization yield of 3 pairs per 100 

eV, whereas the experimental estimates are between 4.5 and 5 pairs per 100 eV 
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[1]. Therefore, it appears that only 50-65% of the ionizations produce the 
electron-hole pairs that involve solvent radical cations. 

One way to explain this deficit of solvent S1 states is to postulate the 

prompt formation of "satellite ions" whose recombination does not yield the 
solvent S1 states or any other fluorescent states [37,53]. As discussed in section 

2.4, there are many results suggesting significant yield of "satellite ions" in 
ionization of hydrocarbons. For cyclohexane, the dc conductivity data suggest 
that ca. 50% of the cations observed 10 ns after the ionization event are not 
solvent holes. Promptly-generated cyclohexene o+ ions were observed by 
ODMR and transient absorbance spectroscopies. In the latter experiments, the 
"satellite ions" were observed as early as 250 ps after the ionization event. 

Very high yields of fragment cations in cyclohexane cannot be accounted for 
by scavenging reactions (7) and (8) in radiolytic spurs. For cis- and trans- 
decalins, where no conductivity or magnetic resonance data exists that indicate 
a high yield of the "satellite ions", the radiolytic yield of the S1 states is 

roughly twice that in cyclohexane (see below). Apparently, in some 
hydrocarbons there must be rapid fragmentation of pre-thermalized solvent 
holes. Cyclohexane is prone to such fragmentations: In gamma radiolysis of 
gaseous cyclohexane, the radiolytic yields of C6H12 o+, C6Hll + (-H), and 

C6H10 ~ (-H2) cations are 2.0, 0.62, and 0.35 species per 100 eV, respectively, 

out of the total ion pair yield of 4.4 per 100 eV [1]. In scavenging experiments 
with ammonia, the radiolytic yield of c-C6Hll + cations in liquid cyclohexane 

was estimated as 0.7 ions per 100 eV [ 106]. 

Measurement of the effect of electron scavengers on the 1RH* yield show 
that scavengers are more effective in reducing this yield than they are in 
scavenging electrons. A kinetic mechanism was proposed in which a fraction of 
the solvent holes are initially in an excited state that does not yield the solvent 
S1 state upon recombination [53]. The relaxation and fragmentation of the pre- 

thermalized solvent hole is expected to occur on the time scale of a few 
picoseconds. 

4.4. Estimates of  excited state generation by final product analysis. We have 

already mentioned the product analysis studies on the yield of the solvent 
excited states and the products of theft decomposition [89]. Using iodine 
scavenging, the radiolytic yields of H2, olefins and radicals were determined 
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for C5-C8 cycloalkanes as a function of LET [89,107]. To obtain the observed 
yield of H2, a high yield of promptly generated H2 (0.75 molecules per 100 eV 

for cyclohexane) was postulated. As discussed above, this hydrogen is likely to 
be from reaction (6). Therefore, it is instructive to compare the data on 
cyclohexane with such data for decalins, which seem to yield more stable 
excited solvent holes. Decalins also yield relatively stable highly excited states, 
since quantum yields of fluorescence vary little with the photon excitation 
energy [82]. This suggests efficient relaxation to the lowest S 1 state. 

A recent study has provided the needed information [108]. Product yields 
from the S1 state of cis-  and t rans-  decalins were determined in 7.6 eV 

photolysis. Only 40-50% of these states were found to fragment (which is an 
unusually low dissociation yield for a saturated hydrocarbon). The yields of the 
solvent S1 states in 3 MeV ~-radiolysis were determined and, combined with 

the photolysis results, were used to estimate the fraction of radiolytic products 
that originate from the S1 states. The rest of the products were assigned to the 

T1 states. Table 1 summarizes the results. As seen from this table, for cis-  and 
trans-decalins the probabilities fs of singlet recombination are close to 0.5. This 
probability is in fair agreement with the recently corrected estimate of f s  = 

0.65 obtained from the measurements of absolute fluorescence yields [109]. 
According to Table 1, the S1 yields in decalins are roughly twice that in 
cyclohexane while the T1 yields for all three of the cycloalkanes are 

comparable. We conclude that highly excited states of neutral and charged 
decalins, unlike those of cyclohexane and many other hydrocarbons, exhibit 
low yields of fragmentation. 

TABLE 1. 

Radiolytic yields of solvent excited states in decalins (3 MeV electrons) [108] and cyclohexane 
(6~ ~,-radiolysis) [89] estimated from product analysis. 

yield per 
100eV 

S 1 state 

T1 state a 

f~ b 

cis- 
decalin 

314 

3.0 

0.53 

trans- 
decalin 

2.8 '" 

3.2 

0.47"' 
, ,  

cyclo- 
hexane 

1.75 

3.40 

~3.34 
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prompt H2 

H2 froin S 1 

H2 from T1 

c c 

1'43 1.40 

2.47 3.OO 

0.75 " 

1.49 

1.9 d 

a) before S l---T1 conversion [89]; 

b) probability of singlet recombination for electron-hole pairs; 
c) not included in the kinetic scheme; 
d) reaction (18) only. 

While product analysis is an important source of information on the early 
stages of radiolysis, this approach has a serious problem: For all of the alkanes 
studied, the yield of primary decomposition estimated from the total product 
yields significantly exceed the ionization yield: 6 to 6.5 per 100 eV vs. 4.5 to 5 
per 100 eV [1]. This suggests that some of the products were counted twice: 
i.e., that fragmentation of the excited states is more extensive than was 
assumed. For example, instead of H2 elimination, the exited state may eliminate 

two H atoms. Such decompositions were observed in gaseous methane (see 
discussion in reference [110]). In the fast-electron radiolysis of dilute solutions 
of methane in liquefied noble gases, the prompt yield of free H atoms is ca. 5 
times higher than the prompt yield of methyl radicals. Using time-resolved 
EPR, these species were detected several tens of nanoseconds after their 
generation, and the yield of the methyl radicals was unaffected by cross- 
recombination (extremely long thermalization distances in the simple liquids 
make the kinetics homogeneous from the onset [110]). These results suggest 
that in a large fraction of recombination/excitation events involving methane 
and its cations, a methylene and two H atoms are generated. The implications of 
such fragmentations in radiolysis of neat hydrocarbons are obvious. 

Alkyl radicals are one of the most chemically-important products of 
hydrocarbon radiolysis [1-3,60]. Their generation is very fast; e.g., for 
cyclohexyl radicals, the rise time of the formation is < 20 ps [22]. It is 
generally believed, that the radicals are generated in dissociation of the T1 

states or higher singlet states, in rapid reactions of "hot" H atoms and in "slow" 
reactions of thermalized H atoms generated in reaction (16) with hydrocarbons 
(the relaxed H atoms have lifetime of ca. 10 ns). Other pathways include 
deprotonation of solvent holes (reactions (1) and (4)) and neutralization of 
proton adducts and carbonium ions [37]. Radiolytic yields of radicals were 
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estimated from the product analysis: the yield of cross-linking products, 
halocarbons generated upon scavenging the radicals with TI and I2, and from 

the isotope sampling [1-3]. For long-chain paraffins, this analysis is 
complicated by uncertainties about the significance of hydrogen ~-shifts and 
radical disproportionation [111]. Promptly generated radicals (< 100 ns) may 
be observed using time-resolved EPR; on this short timescale the secondary 
radical reactions are unimportant and one can directly measure the absolute and 
relative yields of neutral radicals [112,113]. Interestingly, these prompt yields 
change little upon addition of electron scavengers [113], which suggests that 
radicals might be generated on time scales faster than charge recombination 

(e.g., via reaction (4)). 

For paraffins, the ratio of yields of penultimate and interior -H radicals is 
20% higher than expected from the abundance of the corresponding C-H bonds 
(this was observed using both by the product analysis [111] and EPR [112]). 
Since the C-H bond dissociation energies for carbon-2 bonds are higher than 
those for interior carbon atoms, this preference cannot be explained through 
the abstraction by H atoms. One way to explain the observed preference is to 
assume the occurrence of reaction (4)" it is known that in low-temperature 
solid paraffins reaction (1) yields mainly terminal and penultimate radicals 
[114]. In addition to the -H radicals, paraffins exhibit high yield of radicals 
formed upon C-C scissions, preferably for interior carbon atoms [3]. 

For branched alkanes, the fragmentation pattems could be very complex 
[3, 111 ]. The prompt yield of the -H radicals is always minor; the highest yields 
are of the radicals formed by scission of skeletal C-C bonds next to the 
branches. For example, in radiolysis of isooctane only 15% of the radicals are 
of t h e - H  type, the rest being tert-butyl and 2-propyl radicals [111]. In 
radiolysis of 2,3-dimethylbutane, 70% of radicals are 2-propyl and 30% are -H 
radicals (2,3-dimethyl-2-butyl). It is not known what species dissociate 
(singlets? triplets? excited holes? excited radicals?) and what controls these 
fragmentation patterns. 

4.5. Generation o f  solute excited states. In radiolysis of hydrocarbon solutions 
of aromatic scintillators (A), a significant fraction of solute fluorescence in the 
first several nanoseconds is sensitized by the energy transfer from the solvent 
S 1 state 
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1RH* + A . . . .  RH + 1A* (19) 

Direct excitation of A is usually unimportant, but excitation of A by Cerenkov 
light is not negligible [49]. For many solutes, reaction (19) has large reaction 
radii (1-1.5 nm) and low activation energy (-- 50 meV). 

Solute fluorescence is also induced by charge scavenging followed by 
radical ion pair recombination 

e - + A  . . . .  Ao- (20) 

RH o+ + A . . . .  RH + Ao+ (21) 

RH o+ + Ao- ---~ RH + 1,3A* (22) 

A o+ + Ao- - - -~ A + 1,3A* (23) 

A o+ + e- ---~ 1,3A* (24) 

Triplet solute states (3A*) are formed only in these reactions. Since, typically, 
electron scavenging reaction (20) is faster than hole scavenging reaction (21), 
reactions (22) and (23) account for most of the delayed solute fluorescence. In 
the first few nanoseconds, only reactions (19) and (22) are important. Reaction 
(24) is important only in the studies on solute photoionization in hydrocarbons. 
The 3A* + 3A* annihilation is a minor source of delayed fluorescence, though 
there have been reports to the contrary. 

Radiolytic yields of solute 1A* states have been determined in several 
laboratories by measuring the fluorescence from solutions of aromatic 
scintillators on the subnanosecond time scale [49,100,101,109,115-118]. At 
Argonne [49,118], the motivation was to compare the experimental values with 
stochastic Monte-Carlo simulations using a single ion-pair model in order to 
determine whether the experimental kinetics could be matched by this model. 
The approximate correspondence between the experimental and simulated 
kinetics appeared to be possible only by making the assumption that the solvent 
holes were unstable on the time scale of the fluorescence measurement, 
undergoing a transformation that partially "disabled" reaction (22). This 
assumption allowed fair agreement with the shapes of the fluorescence kinetics 
for 1, 10 and 50 mM solutions of the aromatic scintillator, but the agreement 
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with the absolute radiolytic yields was poor, 
disagreement varied with solute concentration. 

and the magnitude of the 

A factor which contributes to the complexity of the analysis is the 
occurrence of reaction (19) which accounts for a large fraction of the 1A* 
states. For cyclohexane, this process can be accounted for with reasonable 
certainty. For n-hexane, the simulation is less satisfactory because the yield of 
the solvent S1 state has not been accurately measured (1.6+0.5 per 100 eV 

[119]), and the estimates of its lifetime vary from 0.3 ns [95] to 0.7 ns [94]. 

Here we examine again what is perhaps the most puzzling aspect of the 
results, i.e., rapid leveling of the 1A* yield in dilute scintillator solutions (-- 1 
mM). Qualitatively, simulations show that production of 1A* by energy 
transfer from the solvent S1 state has a time profile very similar to the 

observed kinetics. The question is why does not the yield of 1A* continuously 
increase after 2 ns despite the occurrence of reactions (21) and (22)? Since the 
cyclohexane hole has long lifetime, the flatness of the kinetics must be due to 
something else than the hole instability. For n-hexane, a re-examination of the 
results indicates that the occurrence of reaction (22) is needed to explain the 
kinetics observed; the latter can be simulated assuming that 50% of 
recombinations (22) yield 1A*. However, the calculated G(1A *) at 5 ns is 
larger than the experimental value of 0.07 per 100 eV by a factor of ~-1.8, so 
quantitatively, the situation with n-hexane is not settled. 

While it is an open question whether the quenching reactions in multiple- 
pair spurs and sensitization of solute fluorescence by "dark" states can explain 
the discrepancies, it seems more likely that the loss of the solute luminescence 
is due to some irregularity in the behavior of cyclohexane holes. One 
possibility is that rapid electron spin-relaxation in these holes randomizes 
{RH o+ Ao-} geminate pairs and reduces the 1A* yield (see section 2.2). The 
occurrence of such randomization does not contradict the experimental 
estimates of fs =(0.5-0.6) for recombination of secondary pairs: these estimates 

were obtained in concentrated solutions (>0.1 M) of the scintillator in which 
the solvent hole was scavenged prior to the spin relaxation (see below). 
Alternatively, one may speculate that for cyclohexane, reaction (22) does not 
produce solute excited states or at least does so with reduced efficiency. 
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4.6. Time-resolved measurements of  the singlet recombination probability. 
For saturated hydrocarbons irradiated with fast electrons and y-rays, the 
estimates of singlet recombination probability fs obtained using spin coherence 

methods (such as magnetic field effect and quantum beat spectroscopy) are 
between 0.4 and 0.65 [31,32,80,81]. These probabilities were estimated from 
the fraction O of spin-correlated geminate pairs by implementation of formula 
(16). Importantly, this fraction was determined for secondary radical-ion 
pairs. To prevent the loss of spin coherence due to spin relaxation in the 
solvent holes, both the solvent hole and the electron were scavenged in less than 
1 ns, using 0.12 M diphenylsulfide and 1 mM para-terphenyl, respectively 
[80,81]. Still, the estimates of ~9 were compromised by involvement of pairs 
that included "satellite" ions, such as olefin radical ions [81]. In the latter 
species, the electron spin is strongly coupled to protons. This speeds up the spin 
dephasing of the geminate pair. Thus, the reported values of /9 are the low- 
limit estimates [31 ]. 

Given that the validity of formula (16) and the premises of the spin- 
coherence methods are not obvious, it was important to determine fs for 

secondary ion pairs in a direct way. The time dependence of the 1A* and 3A* 
yields in 0.1 M solutions of biphenyl and naphthalene in cyclohexane, n-hexane, 
and isooctane was measured [ 118]. In these solutions, reactions (19), (20), and 
(21) was over in a fraction of a nanosecond, and reaction (23) was the only 
source of 1A* and 3A* states between 1 ns and 70 ns. From the derivatives of 
the G-values of 3A* and 1A*, the time-dependent probability ft=l-fs of triplet 

recombination was obtained. This probability was 0.5+0.1 regardless of the 
delay time. Surprisingly, no experimentally significant decrease in fs during 

the first 10 ns after the ionization event (due to spin mixing in the secondary 
geminate pairs, e.g., by hyperfine interaction in the radical ions) was found. 
Thus, the spin-coherence methods seem to give reliable estimates of fs. 

In the same work, the probability ft for long-lived secondary pairs was 

estimated by time-resolved measurements of G(3A*) and G(Ao-) over the solute 
concentration range 1 mM to 0.1 M and for times out to 1 bts. Corrections were 
made to take into account dimerization of A o+, 1A*~3A* crossing, triplet- 
triplet annihilation, reactions of 1A* and Ao- with cyclohexyl radicals, etc. 
[118]. No provisions were made to account for spin dephasing in secondary 
pairs, though this dephasing is not negligible on the long time scale. It was 
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found that the kinetics simulated using ft = 0.5-0.7 were in a reasonable 

agreement with the experimental ones, and the fit quality was not improved by 
allowing ft to vary with time. 

An interesting result that still awaits theoretical explanation is a 

remarkable similarity in the formation kinetics for 1A* and 3A* states 

observed between 60 ps to 5 ns in concentrated solutions of aromatic 

scintillators in n-hexane (0.05-0.1 M) [49,118]. At these concentrations, the 
electrons are scavenged in < 10 ps and the formation of the solvent S 1 states is 

much reduced, so that reaction (19) is relatively unimportant. Thus, most of 
the 1A* states are formed in the same reaction as the 3A* states, via 

recombination of the solvent holes (reaction (22)) and "satellite ions" with Ao-. 

The similarity of the formation kinetics for the 1,3A* states suggests that on the 

short time scale the probability of cross-recombinations and geminate 

recombinations are very similar. It was concluded that "the spurs are made of a 

collection of negative and positive ions instead of separate geminate pairs" 
[118]. As was emphasized above, this view (the loss of pairwise spin 

correlations in multiple-pair spurs) does not contradict the occurrence of spin 
coherence phenomena in radiolysis. Whether this result can be explained using 
the conventional Monte-Carlo models of the spur kinetics needs to be 
determined. 

5. CONCLUDING REMARKS 

Radiation chemistry of saturated hydrocarbons is far from being well 
understood, and is a province of numerous controversies and speculations. No 

closure is in sight. At the same time, no other medium with exception of liquid 

water has been studied as comprehensively as liquid alkanes and cycloalkanes. 

Below, we provide our list of the most important and challenging problems in 
the radiation chemistry of saturated hydrocarbons: 

�9 The chemistry o f  "hot" intermediates: pre-thermalized charges, highly 

excited solvent states, energetic fragments (such as "hot" H atoms). What is the 

nature of these states ? What role do they play in radiolysis? How do they relax 

and react ? What happens to the heat dissipated in radiolytic reactions 7 What is 

the mechanism for vibrational deactivation of the products? Could the heat be 
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dissipated through the formation of unusual conformers and what chemical 
consequence would that have? 

�9 Understanding the spur structure as a function of the electron energy, 

especially below 1 keV. What is the relative significance of ionization and 
autoionization processes? What is the origin of the observed spin effects ? 

�9 First-principle simulations o f  the excitation dynamics, charge localization, 

and charge transport in liquid hydrocarbons. Are there excitons, Rydberg 
states, and exciplexes in liquid hydrocarbons? What are the mechanisms for 
localization of electrons and holes in non-polar liquids? What is the mechanism 
for rapid diffusion of holes and excited states? What determines the 
fragmentation pathways of triplet and singlet excited states? 

�9 The role o f  "silent" species, in particular, hydrogen atoms, "dark" states, 

proton adducts, and carbonium ions. How do these species form and interact 
with each other, excited states, and primary and secondary ions? Are there 
chemically-significant short-lived intermediates, such as carbenes and biradicals 
or some other unrecognized species? 

This list may be expanded to include most of the issues discussed in this 
chapter. A lot of these problems stem from insufficient knowledge of short- 
lived intermediates and the complexity of spur dynamics. The use of traditional 
methods of radiation chemistry, such as product analysis or transient 
absorption and fluorescence spectroscopies, has its limitations. The "real 
action" in radiolysis takes place within the first few tens of picoseconds, when 
the hot species form, relax, fragment, and react. The existing pulse radiolysis 
facilities provide the time resolution to 20-30 ps. A new generation of laser- 
coupled linacs will push this time resolution to 500 fs [120]. The linac at the 
Osaka University already provides pulses of 800 fs with 2 nC charge (3 ps time 
resolution). Tabletop accelerators that use intense laser light (> 1018 W/cm2) 
to genera te-  1 nC of photoelectrons with energies up to 30 MeV have been 
demonstrated [121,123]; with this technique, 50-100 fs electron pulses will be 
available. Thus, the time resolution will soon be improved. Will this 
improvement bring the closure? 

Several decades ago, picosecond pulse radiolysis was as eagerly anticipated 
as the femtosecond pulse radiolysis today. Knowing what followed thereafter 
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suggests that, by itself, the improved time resolution would not solve many 
outstanding problems" Though quite a few of the intermediates in radiolysis of 
hydrocarbons (e.g., solvent holes and solvent S1 states) live for nanoseconds, 

their nature remains elusive and their formation and decay mechanisms 
undetermined. The most daunting task in the development of ultrafast pulse 
radiolysis is not only in the generation of short electron pulses. Rather, it is the 
development of better detection techniques (see reference [120], p. 17). 
Transient absorption spectroscopy was proven inadequate on the time scales of 
picoseconds or nanoseconds; there is no reason to expect that it would fare 
better on the shorter time scales. Actually, the situation would be worse since 
there are fewer sufficiently fast reactions to sort out light-absorbing species by 
their reactivity. Separating the overlapping absorbance signals from excited 
states, charge carriers, and fragments would be impossible given that none of 
these species have distinctive absorption bands. Most of techniques that 
complemented transient absorption spectroscopy on longer time scales 
(magnetic resonance, conductivity, fluorescence spectroscopy, etc.) cannot be 
used on the picosecond and subpicosecond time scales. 

We conclude that putting the emphasis on the time resolution without 
offering adequate spectroscopic base would ensure a new stalemate. Therefore, 
the development of  fast, highly selective and sensitive techniques for detection 
of  short-lived intermediates in spurs is the most urgent experimental problem 
in radiolysis of  liquids. Ultrafast laser spectroscopy must be utilized to prepare 
the ground for the ultrafast pulse radiolysis with the development of better 
detection techniques. 

This work was performed under the auspices of the Office of Basic 
Energy Sciences, Division of Chemical Science, US-DOE under contract 
number W-31-109-ENG-38. 
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Radiation chemistry of organic haHdes in aqueous solution 
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1 INTRODUCTION 

Halogenated organic compounds are frequently employed as solvents, 
pesticides and refrigerants and for the study of electron transfer reactions in 
radiation and electrochemical investigations [1-8]. Many of these compotmds 
are hazardous and toxic in nature if metabolized in riving species and cause 
e n v i m ~ t a l  and toxicological problems [8-11]. The toxic action of these 
compotmds is associated with the generation of free radicals during their 
metabolism and cause cell damage due to high oxidizing behavior [12-15]. The 
reaction of these flee radicals in biological systems is difficult to study due to 
many poss~le reaction pathways. However, in radiation chemical studies, 
selective free radicals can be generated and their reactions with biological model 
compounds can be investigated. Similarity in product pattem between metabolic 
and free radical degradation has been observed for certain halogenated organic 
cmnpotmds [16-18]. ~ ~ e  con~tmds are also known to have important role in 
the depletion of tropospheric ozone [19]. The degradation of the compotmds in 
atmosphere is by the reaction with "OH radicals. The tropospheric life time of 
these compounds would depend on the rate constant of the reaction of "OH 
radicals. A significant attention is focused to obtain the kinetic data for 
halogemted compotmds. 

The identity and reactivity of the transient species prodtw~ on radiolysis and 
photolysis of halogenated organic compmmds has been the subject of recent 
interest [20-24]. The recent advances in the methods of generation and detection 
of transient intermediates have made the radical ion chemistry an active area of 
research both in the gas and condensed phase [25-28]. The natme and reactions 
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of the transient species can be investisated by time resolved stt~es employing 
the technique of pulse radiolysis and laser flash photolysis [29-39]. Most of the 
studies are carried out in aqueous solutions in which the primary radiolytic 
species of water ('OH, "H, e~') and secondary radicals (SOi', N3", Clf) are used 
to generate different types of reactive species [40-43]. In order to understand the 
physico-chemical properties of the halogenated organic compounds, it is 
therefore necessary to know the identity and reactivity of the transient species 
generated under different experimental conditions. 

At room temperattue, the life-time of the transient species is generally very 
small. However, in the solid state at sufficiently low ten~ratm~ (77 K) the 
reaction of transients can be slowed down so much that they can be observed 
over periods of minutes or hours and could be conveniently studied by optical 
absorption investigations in glassy matrix of 3-methylpentane (3MP), 2- 
methyltetrahydmfinn and by elecuon spin resonm~ measuret~nts [44-50]. 
With the availability of pulse radiolysis technique, the identity of transients can 
be investigated at room temperature [29-39]. 

1,-radiolysis of water gives us three highly reactive species (e.q', "OH, "H) in 
addition to the fommtion of less reactive or inert molecular products (H202, H2.) 
[40]. One can study the reaction of any of these species with halogenated 
organic cong~ut~ under different conditiom. The reaction of "OH radicals is 
investigated in N20-saUwated c o . o r e ,  whel~ Ceq" is quantitatively converted 
to Y)H r a d i ~  with G('OH) = 5.6 (G denotes the number of species per 100 eV 
of absorbed energy). The reaction of "H atoms can be investigated in N2- 
saturated neutral solutions with G('H) -- 0.6, in presence of t-butyl alcohol to 
scavenge "OH radicals, t-Butyl alcohol acts as a weak "H atom and strong "OH 
radical scavenger. The reaction of "H atoms can also be investig~t in acidic 
solutions with G('H) = 3.2 as trader these conditions, e~  would be converted to 
"H atoms. The reaction of O" can be studied in highly alkaline (pH ffi 13) 
solutions where "OH radicals are converted to O" with a pK, value of 11.9. The 
reaction of e,q" is investigated in Nz-sammted solutions in presence of t-butyl 
alcohol to scavenge "OH radicals with G(e~' )  = 2.7. 

The specific one-electron oxidants (C12", Br2", I2% N3. SO4", TI 2+ ) 
reductants (CO0", a-hydroxyalcohol radicals) are generated on reaction of 
prinmy radiolytic species of water radiolysis with standard solutes under 
conditiom such tim primary radiolytic species don~ react with the substrate 
~ .  The one-electron oxidants and reductaals would then react with the 
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substrate [43,51,52]. The mmre of the transient species has been investgated by 
employing the technique of pulse radiolysis [53-57]. 

The radiation chemistry of organic hafides in aqueous solution, particularly the 
formation of transient species, has been discussed in detail in this chapter. 
However, a brief introduction on the radiation chemistry of organic halides in 
hydrocarbons and matrix isolation technique for the investigation of transient 
species has also been mentioned here. Radiolysis of hydrocarbons with high 
energy electrons result in the formation of positive ions and electrons. While in 
liquid phase, positive ions have high pmbab'flity of reaction with an electron 
giving rise to a G value of 0.1 - 0.2 for electrons, more electrons escape prompt 
recombination with high value of trapped electron (0.8 - 3, depending on the 
nattge of the solvent) at 77 K. Due to the high mobility of electrons and positive 
holes produced on y-radiolysis of hydrocafl~ns (3MP) at 77 K, electrons and 
positive holes react with the organic compounds present in the hydrocarbon 
matrix and generate cations and anions. The ionization potential of halogenated 
organic cong~tmds is lower than that of 3MP (10.08 eV), and the migrating 
positive charge can be efficiently trapped by these cong~tmds. The natme of the 
intermediates is investigated with known hole and electron scavengers. The 
assignment of the transient absorption bands to solute cation is based on the 
following facts. (1) The absorption bands were suppressed in the presence of 
hole scavengers. (2) These bands remained insensitive to electron scavengers. 
(3) The insensitivity to photobleaching of these absorption bands also suggests 
that the bands are due to cations and not due to anions because the electrons are 
easily photodetached from anions whereas cations may not be easily 
photobleacheA [58-62]. 

The reactivity of trapped electrons in aqueous and organic glassy matrix at 77 
K has been investigated and found to react with the solute by nmneling 
mechan~m [63-65]. The maae of the transient intermediates and stable 
products f o ~  on u of halogenated orgainc compom~ in 
hydrocarbon matrix have been investigated in detail [66-72]. The aggregation of 
alkyl halides in non-polar matrix of 3MP at 77 K was observed to play an 
important role on the natm~ of transients and stable products formed on 
radiolysis. The aggregation of the polar solutes in non-polar solvents at 77 K, 
such as halogenated organic compounds in 3MP, can be affected by the mtta~ 
of freezing of the smnple [58]. The variation in the products yield on 7-radiolysis 
of CHI3 in 3MP at 77 K was explained as due to the formation of solute 
aggregates [66]. The linear variation in the products yield, as a fimcfion of solute 
concentration, was observed at 300 K whereas the yield was appreciably high at 
high solute concentration at 77 K. Benzene, which is known to lessen 
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aggregation of alkyl halides due to charge transfer complex formation, was 
observed to affect the distribution pattern of stable products. The matrix 
isolation studies are very useful in studying the transient properties of the solute 
catiorL The radiation chemical su~es on halogenated compotmds in 
hydrocarbon matrix at room temperacue have been investigated in detail and the 
y-dose-rate-dependent formation of stable products was explained as being due 
to a chain reaction [73,74]. u of aerated aqueous solutions of CH31 has 
shown the formation of hydrogen peroxide and methyl hydroperoxide with G 
values comparable to the primary species of water radiolysis. It is also shown 
that the reaction of e~  with CHsl is dissociative in muae and CHsI" does not 
react with W [75,76]. 

2 FORMATION OF TRANSIENT SPECIES 

z.z  etiou with 
The reaction of esq" with halogenated organic con~unds is dissociative in 

mttue due to the high electron ~ of the halogen. In case of aromatic 
compom~ (ArX), the electron capuae may involve the ~r orbital of the aromatic 
moiety equation (l a) or the substituent halogen atom equation (lb). In gas 
phase, the former process generally has electron capture energy tl,eshold 
whereas the latter process has either lower or no tlueshold depending on the 
aromatic ring and the substituent [77]. The equation (lb) gives an aryl radical 
and halide ion from a repulsive state formed as electron enters a strongly 
antibonding orbital On the oOm" hand, molecular anion framed in equation (1 a) 
is a bound state and depending upon the relative magnitudes of the bond energy 
of C-X bond, presence of substituents and electron affmity of halogen, may 
cross over to the repulsive state leading to dissociation similar to equation (1 b) 
[78,79]. Most of the fluoro compom~ form molecular aniom in gas phase as 
well as in the condemed phase, whereas the chloro, bromo and iodo aromatic 
compounds on electron captme give intermediate bound state which may cross 
over to a repulsive state resulting in the scission of C-X bond. 

(Y- 
Scheme I 

e~ 
7 U Oa) 
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The rate of fluoride elimination from radical anion depends on the orbital 
occupied by the ~ i r e d  electron. If the unpaired electron occupies an orbital 
that has a significant o character, a rapid rate is expected. A relatively slow rate 
is expected for a ~ radical as it requires an intramolecular electron transfer to the 
orthogonal o orbital of the C-F bond [80-83]. The presence of a substituent with 
high electron atfmity would ~ r  reduce the rate. The fluoride ion yield was 
equal to G(eaq') for higher fluorinated cong~ounds (C6F6) and much lower yields 
were found for the reaction of e ~  with mono and difluorobenzenes indicating 
that scavenging of an electron by fluorobenzene may not necessarily lead the 
elimination of a fluoride ion [77]. The transient optical absorption spectra (Z,~ 
- 280, 390 nm, k = 1 x 10 l~ dm 3 mol "1 s "~ ) obtained on reaction of eaq" with 
deprotonated form of pent~uomphenol is assigned to H-adduct formed via 
equations (2, 3) [84-88]. In the case of iodopentafluoro benzene, the reaction of 
eaq" has not shown any defluorination and the transient absorption bands are 
assigned to the radical anion, which can protonate to form the H-adduct via 
equations (4, 5) [88]. 

c 5o" + (C6F40) + F 
(C6F40)" + H20 --* (C6F4OH)" + OH" 
C sI + e.q" (C sI) 
(C6FsI)" + H20 "-~ (C6FsIH)" + OH" 

(2) 
(3) 
(4) 
(5) 

The nature of the transient species f o r n ~  from the reaction of e ~  with 
perfluorobenzene can be determined from electron transfer studies with a 
suitable electron acceptor. Based on these studies it was concluded that the 
reaction of eaq" with perfluoroacetophenone or perfluorobenzaldehyde formed 
radical anions whereas the reaction with hexafluorobenzene, pentafluorophenol 
or pentafluoroaniline resulted in the formation of a radical species with fluoride 
ion eliminatiorL Similarly, the reaction of electron with alkyl halides (RX) lead 
to the formation of the alkyl radical and the halide ion. 

2.2 Formation aad reaction of peroxyl radicals 
Except for fluorinated organic compotmds, the radical species (alkyl, phenyl) 

generated on dissociative electron capture process have absorption bands at Z < 
300 nm. The peroxyl radicals generated on addition of oxygen also have 
absorption bands at Z < 300 nm except for phenyl peroxyl ra.~cals which show 
absorption band in 400 - 600 nm region [89-92]. Phenyl peroxyl radicals 
(PhOO', E ~ ~ 0.7 V vs NttE) are much more reactive than alkyl peroxyl radicals 
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(ROO') and halogen substitution in the aromatic ring f i u ~ r  increase the 
reactivity [89-96]. Halogenated alkyl peroxyl radicals are much more reactive 
than their non-halogen analogues. The reactions of these peroxyl radicals with 
organic compounds are investigated from the fommtion kinetic studies and the 
reactions of a large n ~  of peroxyl radicals with a variety of compounds 
have been investigated [ 9 7 - 1 0 4 ] .  The bimolecular rate constant values for the 
reaction of a number of peroxyl radicals with a variety of organic compotmds 
have been compiled and are found to vary linearly with Taft's (c~*) inductive 
parameter [97, I05-I08]. Recent studies have shown that (I) the reaction of 
alkyl peroxyl radicals increase with the number of halogen atoms in the alkyl 
group (CC13OO" > CHCI2OO" > CH2CIOO" > CH3OO'). (2) The alkyl peroxyl 
radicals having a halogen with high electron affinity are more reactive (CI > Br 
> I). (3) The peroxyl radicals of chloromethanes are more oxidative in natme 
than those of chloroethanes. (4) In the case of chloroetlumes, the Oxl'dative 
power of peroxyl radicals is found to be independent of the position of the 
chlorine atom, i.e., the oxidative power for peroxyl radical of l , l , l -  
trichloroethane and l,l,2-trichloroethane are almost the same. (5) The peroxyl 
radical of CF2C12 is more oxidative in natme than that from CH2C12 [98-104]. 

2.3 R u e t i m  of 'OH radieab 
The radiation chemical investigations on the mttue of'OH radical reaction with 

organic halides has been the subject of c ~  interest [109,110] particularly 
with aromatic halides containing electron donating s u b s t i ~  [111-136]. The 
measurement of the rate constants, the oxidation of OH-adduct by various 
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Figure 1. Transient at~rption 
obtained on pulse radiolysis of N20-sattmmted 
nmm~ aqueous solmion (1 x 10 .3 tool dm "~) 
ofCH3I -(a) and CF3CH21 - Co). 

Figure 2. Transient ebsorption 
obtained on pulse radiolysis of N20-saturated 
nemral aqueous solution (1 x 10 .3 reel dm "3) 
of Cl(CH2)3I -(a) and ClCI-Izl -Co). 
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Table 1 

Kinetic ~ of the transient species f o r n ~  on reaction of 'OH radicals 
alk~l ludides in neutral aqueous soltion 

Reaction Lm / s / IO s k / 10 9 kd / l0 s 
nm dm 3tool "~ cm "l dm 3tool "~ s "1 s "~ 

CH3I + "OH 310, 350 4.6 2.2 0.69 

CI(CH2)3I + "OH 315, 345 2.5 4.7 1.50 

Br(CH2)4I + "OH 310, 350 --- 2.5 0.53 

CI(CH2~I + "OH 315, 360 1.9 4.7 5.20 

C2HsBr + "OH < 280 . . . . . .  

C3H7C1 + "OH < 290 . . . . .  

CICH2I + "OH < 290 . . . . . . .  

CF3CH2I + "OH < 290 --- 

Br(CH2)4Cl + "OH < 290 --- 

oxidants and stable product analysis have been commonly employed for 

radiation chemical studies. The reaction of "OH radicals are most extensively 
studied as they can undergo a variety of reactions i.e., addition, abstraction and 
electron transfer. The natm~ of the reaction is influenced both by the halogen 
and the substitution in halogenated organic compotmds. Therefore, it is very 
important to know the naUue of the transient species generated both from 
aromatic and aliphatic organic compounds as this knowledge is also required for 
evaluating the reactivity of the transient species generated from halogenated 
organic compotmds. 

2.4 Reaction with alkyl Imlides in mut ra l  mlut iom 
The reaction of 'OH radicals with alkyl halides is observed to depend on the 

halogen. In alkyl iodides, the transient absorption bands at 310 and 350 nm 
formed on pulse radioly$is of N20-satumted neutral aqueous solution of CH31 

(Fig 1) are assigned to OH-adduct equation (6) [22,137-139], whereas "OH 

radicals react by "H atom abstraction with alkyl bromides equation (7) forming a 
carbon centered radical with absorption at Z < 280 nm [137]. The transient 
absorption specmnn (Fig 1) decayed by first order kinetics with k =- 6.9 x 104 s "l. 
The bimolecular rate constant (ks) determined by formation kinetic studies at 
350 nm gave a value of 2.2 x 109 dm 3 mol "l s "l, close to that obtained by 
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competition kinetic studies (1.2 x 10 9 d l n  3 l I lOl  "1 S "l) u s i n g  KSC]q as the standard 
solute. The absorbance of  the transient specmnn remained independent of solute 
concentration (0.7 - 6) x 10 "3 mol dm "3 and the molar absorptivity at 350 nm was 
determined to be 4.6 x 103 dm 3 mol "l cm "l. 

CH3I + "OH --, CH3I.'.OH 

CH3Br + "OH --, "CH2Br + H20 

(6) 
(7) 

The pulse radiolysis studies have been carried out with a number of  alkyl 
halides (Figs 1, 2, Table 1) [22,23,139-148] and it can be concluded that (1) the 
transient absorption bands in the region of  310 and 350 nm formed on reaction 

o f 'OH radicals with alkyl iodides are due to OH-adduct, forming a 3-electron 
bonded species between iodine and oxygen. (2) The transient species f o r n ~  on 

reaction of "OH radicals with alkyl bromides and alkyl chlorides showed very 
little absorption in 300 - 700 nm region and assigned to a carbon centered 

mdic~ formed on abstraction of 'H  atom, which has an absorption band at Z < 
280 nm. The OH-adduct is probably not formed. (3) The nattue of the transient 

species formed on reaction of 'OH radicals is observed to depend on the nattwe 
of  additional halogen and its relative position with respect to iodine in alkyl 
iodide. In l,n-chloroiodoalkanes, OH-adduct with absorption bands in 310 and 

350 nm region is f o r n ~  only if n ~ 3. With n ~ 2, "OH radicals react with the 
formation of  a transient species having absorption band at Z < 280 nm (Fig 2). 
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Figure 3. Transient absorption ~ Figure 4. Variation ofabsorbence at 415 nm 
o ~  on pulse radiolysis ofN20-saturated f o n ~  on pulse radiolysis of aerated aqueous 
aqueous (pH = 3) sohtfon of CH31 (1 x 104 solution of CHsl (8 x 10 -3 tool dm "3 ) 

3 3 3 tool din" ) -(a) ,1 x 10" tool dm" -(b) and 8 x as a ~ n  ofpH. 
10 "~ tool dm "3 -(c). 
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The same is true for l,n-bmmochloroalkanes. (4) C2Hsl on reaction with "OH 
radicals showed absorption bands in 310 and 350 nm region whereas in 
CF3CH21, the absorption is observed only below 280 nm (Fig lb). 

2.5 Reaction with alkyl Imlidm in acidic solutions 
In acidic aqueous solutions of  alkyl iodides, the transient absorption specmun 

obtained on reaction of "OH radicals is observed to depend on the so l t~  
concentration. In dilute solutions of  CH31 (1 x 10 4 mol dm "3, pH = 3), the 
transient absorption spectrum (Fig 3a) is assigned to the solute radical cation 

equation (8). The bimolecular rate constant for the reaction of 'OH radicals with 

CH3I + "OH + H +--~ CH3I "+ + H20 (8) 

CH31 to form a solute radical cation is determined by formation kinetic studies at 
3 10 nm and the value is 4.5 x 10 9 dm 3 l l lol  "1 S "1. The competition kinetic studies 
using KSCN as the standard solute also gave similar value (5.2 x 109 dm 3 mol "l 
s "n ). TI~ molar absorptivity at 3 lO nm is determined to be 3.9 x 103 dm 3 mol "j 
~ n .  As the solute concentration is increased, the transient absorption at 3 l0 nm 
decreased (Fig 3b) with a simultaneous increase in the absorbance at 415 nm 
(Fig 3b). The absorption at 415 nm sattrated at 8 x 10 "3 mol dm "3. At this 
concentration, only one band at 415 nm is observed (Fig 3c). Since the 

< ,e,/'" 0.01 so o 

4 ~ ~  : . I II , II 

O. 4OO 
~.lnm 

I " I q 

< a b 

y.: 
c o 

so ,  ! . . . .  , . i ~ 9 9 . v v  v .  

600 0"00300 400 500 600 
~.lnm 

Figure 5. Transient absorption spectrum Figtwe 6. Transient absorption spectrum 
otgained on pulse radiolysis of aerated acidic o ~  on pulse radiolysis of aerated acidic 
[HCIO4 - 7.8 mol dm "3] aqueous solution of aqueous sohRion of (CIC~IsI - 1.2x104 tool 
C3HTBr (1 .2  x 10 .2 mol  dm'3), dm "3, pH - 2)  - (a); (CIC3Hd ffi 6 x 10 -3 mol 

dm "3, HCIO4 ffi 6 mol  dm'3)-~);  (CICH2I ffi 4 x 
10 -3 tool dm "3, pH ffi 2) -(c) and (CICHd ffi 4 x 
10 .3 mol dm "3 , HCIO4 ffi 6 mol dm "3) -(d). 
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Table 2 

Kinetic parameters of the mmsient species formed on reaction of'OH radicals with 

RX RX-+ (RX)I* 

7~.J nm kf/10 9 s / 1 0  3 
dm3mol-~s-t dm3mol'Icm'~ 

7 , ,  / nm kf/109 s/103 
dm 3mot t ff~ dm3mol'~cm "~ 

CH31 310 4.8 3.9 415 3.5 6 
ICd'Id 435" - -  4.7 . . . . .  
C2HsBr --- - -  - -  410 - -  6.7 
BrCd-l~r 400 b 6.5 4.8 --- - -  --- 
C3Fvl - -  --- --- 420 - -  - -  
CF3CH21 340 --- - -  435 1.7 - -  
BrC21-14CI . . . .  430 4.5 - -  

3 8 0  �9 . . . . .  

B ~ 4 s l  4404 2.2 . . . . .  
CICd4d 420" 3.5 5.5 --- --- --- 
CIC~Hml --- - -  - -  430 2.1 - -  
CK~I61 345 - -  - -  430 . . . .  

a -  intra-molecular monomer redic~ cation ; l . ' . u ~ ;  b- intra-molecubr monomer radical 
+ 

cation; ~ ;  c- intm-molecular monomer radical cation ; ~ ;  d- intra-molecular 
monomer radical cation; ~ ;  e- intra-molecular monomer radical cation; 

absodmnce and the life time of  this band was observed to increase with solute 
concentration, it is assigned to dimer radical c ~ o n  formed according to the 

following equilibriun~ 

CH3I + "OH + H + ~ CH3 I'+. I CH3 + H20 (9) 

The ass ignn~nt  of  solute monomer and dimer radical cation has been assessed 
from conductivity and electron transfer studies. The bimolecular rate constant 

for the reaction o f  "OH radical with CH31, forming a dimer radical cation is 
determined by fommtion kinetic studies at 415 nm and the value is 3.5 x 109 dm 3 

mol "l s "l. The competition kinetic sUgiies using KSCN as the standard solute 
also gave similar results. The formation of  415 nm band was not observed to 
follow the decay of  310 nm band, indicating that dimer radical cations are 

formed in the overall reaction (9) and not on decay o f  CH3I "+. The variation o f  

absorbance at 415 nm as a f i r e . o n  o f  pH (Fig 4) 8ave an inflection point at pH 
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= 3.5. Since the absot4mnce at 415 nm reached n t tn t ion  ~ the solute 
c ~ ~ o n  was in the range of  (6 - 8) x 10 "3 tool dm "3, the molar absorptivity 
at 415 nm was calculated to be 6 x 103 dm 3 tool "t cm "l. At high solute 
concemmtion, "OH radicals can react with CH31 in acidic solutiom according to 
reaction (9) or with solute dimm according to reaction 00). The pulse 
radiolysis of acidic aqueous solution of CH31 has not shown any variation in the 
mttae of the uamient spectrmn in the presmr, e of  benzene, which is known to 
affect the aggregation of CH~I, and thus excluding the possibility of reaction 
(lo). 

(121"131)2 + "OH + l'I + --, (CH31)2 "§ + H20 (1o) 

The pulse radiolysis studies in acidic aqueous solutions have been c ~  out 
for a variety ofalkyl halides (Figs 5, 6, Table 2). It is observed that the nanne of  
the "OH radical reaction depends (I) on the ratine of haloge~ Alkyl iodides 
form monon~ and diner radical cations in low and high soh~ concentrations 
respectively (Fig 4). Alkyl bromides form only dinter radical cations (Fig 5). TI~ 
tnumient absorption in 300 - 700 nm region was not observed with alkyl 
cModdes. (2) In the presence of an additional halogen atom, the nature of the 
"OH radical reaction depends not only on the mttge of halogen but also on the 
relative distance between two halogens. In the case of l,n*diiodoalkanes and 
l,n.dibrotmalkanes, intra-molecular monon~ radical cation is observed only 
when the chain length between two halogen atoms (n = 3 - 5) provide 
appreciable p-orbital overlap. In the absence of sufficient p.orbital overlap (n < 
2, > 5), dimer mdic~ c~ttion is observed imtead of intm-molecular monomer 
radical cation. (3) The site of radical cation, in a l k y ~ d e s  containing two 

halogen atoms, is the halogen with lower ele~mnesativity i.e., iodine 
in the case of chloroiodoalkanes and bromoiodoalkanes and bromine in bromo 
chloroalkanes. (4) Intm-moleeular monomer mdic~ c~on  between two 
dissimilar halogen atoms is formed if sufficient p~rbital overlap is provided and 
the difference in the electronesativity between two halogen atoms is small. 
Alternatively, d i n ~  mdic~ cations are formed (Table 2). (5) The concentration 
of W required for the acid-c~talyzed oxidation of alkyl halides is fotmd to 
depend on the electronegafivity of the halogen. The solute radical cations of 
alkyl iodides are observed at pH < 3 whereas in the case of alkyl bromides, it 
was possible only when [HCIO4] > 2 mol dm "3. The requb~ conc~mration of 
H + is also observed to depend on the chain length. Lower concentration of I-l + is 
required for the oxidation of C41-19Br as compared to C2HsBr. The requil~ 
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concentration of W increases if the solute contains more than one halogen mona. 
Based on these results, acid catalyzed oxidation of alkyl halides can be 
represented by equation (1 l) and is discussed below. 

[YRX]+ 
y x x  + ' o u  + H + "  t ~r_~_..~l + "  ' ~ + I"120 

[YaXi"/ 

(l~ a) 

(11 b) 

(11 c) 

X =  I, Br ; Y = H, I, Br, CI 
Scheme 2 

(1) Alkyliodides result in the formation of iodine-centered monomer, dimer 
radical cation at low and high solute concentration respectively (equations 1 la, 
1 l c). (2) Intra-molecular radical cations are formed with l,n-diiodoalkanes and 
l,n-dibronmalkanes (equation 1 lb). (3) Iczlkze.4amm~ intra-molecular radical 
cation is formed with chlorine and bromine if sufficient orbital overlap is 
provided between oxidized iodine and the other halogen atom (equation 1 lb). 
(4) Bromhte . .~~ed  intm-molecular radical cation is formed between oxidized 
bromine and chlorine under favorable condiu'om (equation lib). The 
equilibrimn, in the fommtion of radical cation of alkyl halides is affected by the 
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Figure 7. Tmsknt optical~6orption spectra Figure S. Tumsiem optical absorption 
obcakted on pulse radiolysis of  N20 - spectrum obtained on pulse radiolysis of 
satiated nmm~ aqueous soh~n (1 x 10 .3 N20-satumtod nmm~ aqueous solution of 
tml dm "3) of l - f l uo ro -4 - iodo~  and of pentafluoro iodobamme (1 x 10 .3 tool din'3). 
l-chloro-3-iodobmmme in the inset. 
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Table  3 

Kinetic and spectral pagangqe~ of  the OH-addtgt framed on reaction o f 'OH radicals with 

Solute gem / k / o ~  prolmble r / 103 2k / 109 
nm 109 din3 si teof 'OH dm3mol'l dm3m~ 

mot ~ s -I cm-t s-z 8Uaek 

CeHsF 310 5.7 -0.07 4 3.2 1.1 
~ 5 C 1  330 3.2 0.11 4 6.2 1.0 
C4d4sBr 325 5.2 0.15 4 4.5 2.2 
C.4~sl 325 2.7 0.14 4 4.5 3.4 
CH3CeH4Cl (2) 325 6.5 -0.17 2 3.6 5.0 
CH3C_4~Cl (3) 330 3.5 -0.11 4 4.2 1.1 
CH3Cdt4CI (4) 310 5.5 -0.31 4 4.0 4.7 
CeH4Ch (1,2) 325 2.5 0.2 1,2 --- - -  
~ C h  (1,3) 330 2.2 0.31 4,6 --- - -  
CH3C~3Ch (3,4) 325 1.7 -0.11 4 1.4 0.6 
Cl~C~3Ch (2,6) 320 2.5 0.23 2,6 - -  --- 
O C H 3 ~ C l  (3) 340 9.3 -0.58 4 5.1 3.7 
CH2CIC~3Ch (3,4) 330 2.5 0.34 4 3.5 1.8 
CHChC4d43Ch (2,6) 325 4.9 - -  .-- 1.5 0.7 
C F 3 ~ C I  O) 320 2.0 0.72 4 2.7 0.7 
ClCeH4COCI (2) 315 4.1 0.1 5 2.8 1.9 
C H 3 ~ r  (2) 330 1.7 -0.17 2 - -  - -  
C H 3 ~ r  (3) 330 4.9 -0.10 4 5.3 2.3 
C H 3 ~ r  (4) 315 2.9 -0.31 5 - -  - -  
CeH4Br2 (1,2) 330 2.3 0.21 1,2 --- - -  
Cdl4Br2 (1,3) 330 1.9 0.36 4,6 --- - -  
CeH4Br2 (1,4) 325 2.8 0.15 1,4 --- - -  
C H 3 ~  (2) 325 1.7 -0.17 2 2.1 1.1 
CF3CeH41 (2) 325 0.8 - -  --. 2.4 1.3 
2 - C I ~ F ~ C H 3  330 4.2 0.4 2 2.9 3.1 
l -Cb3-F~t l4  320 4.8 0.13 6 3.0 3.1 
I-Br-2-CI-C4~ 330 2.0 0.2 1 3.2 1.6 
I-Br-3-F-CeH4 310 3.5 - -  --- 2.8 2.5 
l-F-3-l-Cdt4 315 3.0 0.14 4 --- - -  
I-F-4-I-C4J-h 310 4.2 -0.07 4 4.2 3.4 
I - B r - 3 - C ~  325 2.3 0.32 6 --- --- 
I-Br-4-CbCeH4 320 2.9 0.11 1 - -  --- 
I-Br-4-I-CeH4 325 2.6 0.14 1 1.6 0.9 
1-4~1~I-C4~ 320 3.0 0.11 4 2.5 0.8 
I-Br-2-F-CeH4 315 4.1 0.21 2 3.0 2.6 
I - F - 2 - 1 ~  310 3.2 0.14 3 2.1 2.9 
I - C I - 2 - F ~  305 2.1 0.2 2 --- - -  
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nature of halogen. High concentrations of W are required for halogens with 
higher electronegativity. At low W concentration, hydration of solute radical 
cation is very f~t  and solute radical cations are not observed. 

2.6 Reaetion with aromatic Imlides in neutral solutions 
The reaction of "OH radicals in the netmal aqueous solutions of halogenated 

benzenes showed the fommtion of a transient optical absorption band with Zmax 
in 300 - 340 tun region (Fig 7, Table 3). The transient optical absorption 
spectnnn was not observed in the presence of t-butanol (0.5 tool din'3), an 
efficient "OH radical and weak "H atom scavenger, indicating that the transient 
absorption spectra (Figs 7, 8, Table 3) are due to the reaction of "OH radicals 
with the solute and the contribution of "H atom reaction is negligible. The 
bhnolecular rate constant for the reaction of "OH radicals with halogenated 
benzenes was determined by monitoring the growth of the transient absorption 
at Zmax as a fmgtion of solute concentration (1 - 8) x 104 tool dm "3 and the value 
was in the range of (1 - 8) x 10 9 d m  3 tool "t s "t. The absorbance remained 
independent of solute concentration (0.6 - 2) x 10 .3 tool dm "3, indicating that the 
entire yield of'OH m d i ~  have reacted with the solute. The molar absorptivity 
of the transient species is in the range of (1.5 - 6.2) x 103 dm 3 mol "tcm "t. The 
band was observed to decay by second order kinetics with a bhnolecular rate 

(2k) in the range of (0.6 - 5) x 10 9 dm 3 mol "t s "l. In most cases, only 
one Uamient absorption band with ~ in 300 - 340 nm region (Table 3) is 
observed. TI~ band is assigned to the OH-adduct formed on addition of "OH 
radical to the benzene ring forming a cyclohexadienyl radic~ (12a, scheme 3) 
[77,80,89-91,124-130]. 

J 
§ "OH 

H 

P r o d u c t s  

H 

+ X" 

Products 

(128) 

02 b) 

X = V  =H, CI, Br, I 
S c ~  3 
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Table 4 

Kinetk and spectral lmmmetem of the OH-addua fonm~ on reaction of'OH 
~ haogemed beezems in N20-mtmted neet~ aqueous sohaion 

2 k / ~ 0  0 

Solute Zem/nm k/ I0  9 ~ pmbal~ 8/I0 3 dm 3 
dm3 nml'l s'l site of'OH din3 morl m~ s'l 

attack cm'l 

I-Br-2-I-CeH4 320 1.7 0.21 1,2 2.9 4.6 
I - C I ~ F ~  300 4.5 -0.07 1 4.4 2.2 
I-Br-3-I-CeH4 330 2.8 0,21 1 2.9 1.6 
I-CI-2-I-CeH4 320 2.7 0.20 2 3.3 3.9 
I-CI-3-I-CeH4 330 2.1 0.32 4 3.0 1.5 
C~sl  290,400 1.2 --  - -  3.0" 5.2 

a- 290nm 

The addition of 'OH radicals at the ipso position would result in the formation 
of  phenoxyl radical and halide ion (12b, scheme 3). The phenoxyl radicals have 
absorption in 360 - 430 nm region [77] and the small absorption observed in this 
region on reaction of 'OH radicals with l-chloro-3-iodobenzene (inset of Fig 7) 
may be due to the fommtion ofphenoxyl radical. The absorption in this region is 
observed only for halogenated benzenes shown in Table 4. Using the molar 
absorptivity of the phenoxyl radicals at gmx - 1.5 x 103 dm 3 tool "~ cm "~, the 
maximtan fraction of "OH radicals forming phenoxyl radicals was for l-chloro- 
3-iodobenzene (~ 20%). For other derivatives, it was much less, except for 
C6Fsl for which only phenoxyl radicals were formed. In the case of 
pentafluoroiodobenzene, tl~ transient absorption spectrum showed bands at 290 
and 400 nm (Fig 8) and were quite different from those obtained for o ~  
halogenated benzenes (Table 3). In this case, ~__dition of "OH radical at any 
position would result in the formation of phenoxyl radicals. Hexafluoro benzene 
has also shown the formation of phenoxyl radicals alone in contrast to the 
formation of OH-adduet with monofluoro benzene. 

The hydroxyl radicals behave as an elecuophile and the substituent effect can 
be correlated by the Hammer equation~ It is reported that the ortho and pant 
positions are more favored for "OH radical attack with substituted benzenes 
[124-128]. The algebraic sum of the Hanenett constants (op + or o + )  for para 
and _nma subsfittmas and Taft's constant (o")  for ortho s u b s t i ~  has been 
used to determine the more probable site of "OH radical attack where o value 
(o~)  is expected to be minimum [105-108]. The minimum Oad values for 
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different compounds are shown in Table 3. The d'mribution pattern for "OH 
radical attack can be estin~ed by asstm~g that the site with maximmn o value 
has zero probability and the site with minimmn o value has more probable site 
of attack. However, only from steady state analysis of product distribution, 
direct evidence for the probable site of "OH radical attack can be obtained. The 
rate constant values for diffumiowcontroHed r~__ctions are not normally expected 
to obey the Hammett relationship as was seen from the leveling of log k vs o~a 
plot for the oxidation of OH-adduct by IrCI62" and Fe(CN)~'. A good linear 
relationship is observed only for log k values between 9.3 and 9.5 and the slope 
(p+) calculated from the Hammett plot is fotmd to be between -0.4 and -0.6. The 
plot of log k vs o ~  values (Fig 9) for different c o n ~ t u ~  (Table 3) has not 
shown a good linear relationship in the entire range. However, in a narrow range 
of log k value between 9.3 and 9.5, the slope (p+) was calculated to be -0.6, 
which is in good agreement with the reported values of-0.52, -0.5, -0.4 for 
some of the s u b s ~  benzenes [121, 124-126]. For log k values > 9.5, the 
linear relationship was not good indicating that the Hammett relationship is not 
valid in this region and log k values remained nearly independent of o~  values. 

2.7 Reaetim with arematie halMes in acidic solatiom 
In-spite of the high oxidation potential of'OH rad ic~  (2.8 V vs NHE at pH = 

0), one-electron oxidation has been reported only for the compoumds containing 
electron releasing substittm~ [110, 129-135]. Even in the reaction with SO4", 
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the radical cation is not stable and t n l e r ~  hydration to form the OH-addtgt. 
The main reason for not observing the radical cation of halogenated aromatic 
congmunds is due to the fact that the hydration oft l~ radical cation is a vewfast 
process tn ler  nomml pH conditions. On the basis of the photoionization studies 
on benzine, the lifetin~ of the benzene radical cation was estimated to be ~ 20 
ns [110]. In the presence of electron-domting substitmms, (-CH3) the lifefit~ of 
the radical cation of toluene is 30 ns at pH -- 5 - 6 and increases at lower pH. 
With metlmxy s u b s f i ~ ,  the stability oftl~ radical cation is hish enough and 
it could be observed even at pH = 6 - 7 [130, 159]. Considering the increase in 
the lifetime of the radical cation at lower pH, we have carried out the pulse 
mdiolysis studies of halogenated benzenes, in highly acidic solutions, and the 
tmmient absorption b ~  observed in the visible region were assigned to the 
solute radical cation. The acid-catalyzed dehydration of the OH-adduet of 
halogenated benzenes (Cd'IsX; X = F, CI, Br, I) showed the formation of 
transient optic~ absorption bands with ~ : 630 (I), 550 (Br), 475 (CI), 395 
nm (F) and assigned to solute radical cation (Figs 10 - 13) (scheme 4). In the 
presence of high W concentration, the reaction (13) shifts towards fight and the 
solute radical cation is stabilized. The yield of the radical cation was observed 
to increase with [IT] reaching a saturation value at high [H +] and the amount of 
W concentration required for the acid-catalyzed dehydration of OH-adduct was 
observed to depend on the electronegafivity of the halogen. For CcJ'Isl, the 
saUgafion value was attained at pH - 1 and for C6HsBr, it was observed when 

oce:  I 4 4 0.04 

300 400 ~00 ~10 700 
7. I n m  
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Figure 11. Tramiem optical atzorption Figure 12. Tramient optical at~rption 
six--'urn obtained on pJ.dse radiolym of spectrum obtaiz~ on imlse radiolysis of 
aerated acidic fl iCK), : 7.8 mol dm "3) amted acidk (lICK),, : 7.8 mol dm "3) 
aqueous solution of bromobenzme (1 x 10 .3 aqueous solution of chlorobenzene (1 x 10 .3 
tool dm'3), tool dm'3). 
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HCIO4 couee~afion was close to 10 tool dm "3. For Cj-IsCI, the saUntion value 
could not be attained even at the highest available ~ o n  of HClO4. 
Althoush the electronesafivity of fluorine is very hish (4.1 eV), the 
concentration of HCIO4 required (2 tool dm "3) for the acid-catalyzed dehydration 
of OH-adduct of CeHsF and the concentration of HCIO4 for the satmation value 
(6 tool dm "3) was low and does not follow the linear relationship (Fig 14) [160]. 
The unusual behavior of fluorine may be due to strong electron withdrawing by 
the field inductive effect and the weak electron pair donating nature 
[69,87,161,162]. 

4- 

*.20 
03) 

X = F, Cl, Br, I 
Scheme 4 

The fonmtion of tramient abmtption bamh on pulse radiolysis of aqueous 
s o l . o r e  of halogemted organic compotagls in highly acidic conditiom is due to 
the reaction of 'OH radic~ with the solute and not due to any other factors as 
discussed below. (1) The transient absorption bands were not observed in the 
presenc~ oft-butanol, an efficient "OH radkal scavenger. (2) The bands are not 
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Figure 13. Transient optical al~rption Figure 14. Variation of [HCIO,] required for 
spectrum obtained on pulse mdiolysis of the acid catalyzed dehydration of OH-adduct 
aerated acidic (pH = I) aqueous sohaion of of halogemted benzenes as a fimction of 
iodobenzene (1 x 10 .3 tool d i n ' 3 ) ,  electronegativity oflmlogen. 
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due to the transient species generated from radiolysis of HCIO4, as ~ species 
have absorption at 350 nm. .pulse radiolysis of concentrated acidic solutions of 
HCIO4 had shown the formation of transient absorption band with low yield and 
molar absorptivity and were assigned to CIO3 radicals [163, 164]. The transient 
bands were also not observed in the absence of the solute. HCIOg + with Zmx = 
440 nm is formed only when [HCIO4] was more than 10 tool dm "3. (3) These 
bands are also not due to the reaction of these species with halogenated organic 
compomah as the transient bands of solute radical cations were also generated 
in the presence of an other acid (H2SO4). (4) The halogenated organic 
con~unds are stable in highly acidic conditions within the expednmmd time. 
(5) The reaction of the transient absorption bands generated from halogenated 
organic c o n ~ m ~  showed electron transfer reactions with inorganic ions, 
confirming the cationic mUae of the transient absorption bands. (6) The bands 
are neither due to "H/HO2" radicals nor due to their reaction with the solute, as 
the sutdies in the presence of t-butanol have not shown the formation of any 
transient absorption bands and "H/HO2" radicals absorb well below 300 nm [41]. 
The redox potential value of the HO2" radicals is quite low (~ 1.0 V) and even 
stronger one-electron oxidants failed to produce one-electron oxidation of the 
halogenated organic compotmds [165]. (7) The bands are not due to the high 
ionic strength of HCIO4 as the transient absorption bands were not p rod t r~  on 
pulse radiolysis of n e ~  aqueous solution of NaCIO4 (7.8 mol dm "3) containing 
low concentration of halogenated orgenic compounds. (8) The transient 
absorption bands are due to solute radical cations as similar transient absorption 
spectra were also observed on matrix L~olation stt~es of halogenated benzenes 
in 3-methyl pentane at 77 K and also in 1,2-dichloroethane [166]. 

Pulse radiolysis of aerated acidic aqueous solution of benzene showed the 
formation of a transient absorption band at 310 nm with a broad absorption in 
350 - 500 nm region [167]. Although the position of the main band at 310 nm 
nmtehed with that observed in netm~,d solutions, the redox properties were 
different and it is assigned to solute radical cation~ The radical cation site of 
these aronmtic c o m p o ~  is expected to be the halogen atom as the position of 
the absorption maxima was very different and a different c ~ o n  of 
HCI04 was required in each case. It is possible that halogen cemered radical 
cation may then undergo resonance stabifization with the aromatic ring (equation 
14, scheme 5). The OH-adduet of halogenated benzenes was observed to 
undergo a c i d ~ y z e d  dehydration to form the solute radical cation. Unlike 
OH-adduet fonned in neutral solutions, the natme of the transient optical 
absorption specmun formed in acidic solutions was observed to depend on the 
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Table 5 
Kinetk and spectral parameters of the radical cation fenned on reaction of'OH radicals 
with halogemed benzenm in aerated acidic fflClO4 = 7.8 tool dm '~ueous  solutmn 

Solute X~/mn k/IO ~ C~ / ~O ' Minimum ~clo,] 
dm 3 mor t dm 3 mot ~ for tadiml cation 
s "t ctn "t femmion/tool dm "s 

CeHsF 395 
C~sCI 295, 475 
CeHsBr 320, 550 

310, 650 
C H 3 ~ C l  (2) 295, 470 
Cl-lsCe~Cl O) 295, 495 
C H 3 ~ C l  (4) 300, 485 
c ~ c h  (1~) 315, 520 
~ c i z  0,3) 325,52o 
CHsC~sCE (3,4) 305, 485 
CH3C~CI= (2,6) 3OO, 525 
O C ~ C ~ C I  (3) <29O,47O 
CH2C~-4~C12 (3,4) 320, S25 
CHCI=C~,Cb (2,6) 32O, 530 
CF3CetI4Cl (2) 315, 470 
ClC4~COCI (2) 310, 470 
C~C~H4Br (2) 290, 52O 
CHsC6H4Br (3) 295, 545 
C H 3 ~ r  (4) 310. 525 
C,~dBr2 0,2) 310, 54O 
CeH4Br2 (1,3) 310, 550 
Cellar2 (1,4) 310, 500 
CHsCeH41 (2) 310, 640 
CFsCell4I 320, 650 
CeFsl 310, 660 

+ 

O 

6.1 - -  1 . 8  

1.7 1.33 6.1 
8.9 1.63 3.1 
4.7 2.1 0.1 
2.2 1.14 3.8 
3.2 1.20 3.6 
2.0 1.56 4.1 
0.8 1.98 6.5 
1.0 0.72 6.8 
2.2 1.08 6.4 
2.0 0.81 5.9 
5.1 1.81 3.9 
1.1 0.60 6.9 
1.1 0.42 7.2 
0.7 0.36 7.5 
1.5 1.07 5.1 
- 1.14 2.1 
3.4 1.26 2.1 
1 . 3  1 . 9  1 . 5  

1.3 1.6 5.1 
1.1 1.1 5.9 
- 0 . 4  - 

1 . 9  1.7 0.1 
3.3 1.8 0.1 
5.5 - 1.1 

(14) 

X = F ,  CLBr, I 
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Table 6 
Kinetic and spectral parameters of the mdk~ cation fom~ on reaction 
of'OH radicals with halogenated bemenes in aerated acidic (HCIO4 - 7.8 
tool dm "3) aqueous solution 

Solute kln Inm k I I0 9 dm 3 tool "t s "l 

I-CI-3-F-C6~ 300, 485 4.5 
I-Br-2-I-C4~ 310, 650 3.2 
1 - B r - 2 - C ~  300, 530 4.1 
2-CI-6-F-CH3~ 290, 490 2.7 
1 - B r - 3 - F ~  300, 540 2.9 
1 - F - 3 - 1 ~  310, 650 3.5 
I - B r - 3 - C ~  305, 545 4.2 
I -Br -4-CI-~  315, 540 5.3 
1 -Br -4 - I -~  310, 645 4.9 
1-C1-~I-C4~ 310, 640 3.8 
I - F - 4 - I ~  305, 640 2.6 
l-CI-2-I-Cd'I4 320, 645 3.9 

natt~ of the halogen and its relative position with respect to the other halogen 
in dil~ogemted benzenes. Pulse radiolysis studies have been camed out for a 
number of dihalogenated benzenes in acidic aqueous solutions. Table 5 shows 
the kinetic and spectral parameters for dihalogenated benzenes containing two 
similar halogen atoms. It is clear from this that (1) the [HCIO4] required for the 
formation of the transient absorption band of the solute radical cation increased 
with the nmnber of halogen atoms and other electron withdrawing groups (CF3) 
present in the molecule. (2) Decreased with the presence of electron donating 
substituents (CH3, OCH3). (3) The bhnolecular rate constant values, determined 
by formation kinetic st~ies, were observed to vary in (0.7 - 5.1) x 10 9 dm 3 
mor t s "~. The naUae of the transient absorption specmun remained same. The 
transient absorption s p e c ~  obtained on pulse radiolysis of acidic aqueous 
solution of 2-chloro-benzoylchloride was sindlar to that obtained for 
chlorobenzene (Fig 12). Sin~arly, the transient absorption specmnn of 
pentafluomiodobenzene matched with that of iodobenzene (Fig 13). The 
bimolecular rate constant for the reaction of OH-adduct with W is very fast and 
could not be measured, except for fluorobenzene for which the value is 1.4 x 10 5 
dm 3 mol "s s "~. In the case of dihalogenated ~nzenes containing two different 
halogens, the mttae of the transient absorption spectra depends strongly on the 
rouge of the halogen. Studies carded out on a nmnber of dihalogenated 
benzenes containing two different halogens (Table 6) revealed that the amount 
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of HCIO4 required for the formation of solute radical cation was more than 
monohalogenated benzene and the position of the transient absorption band 
matched with the halogen having lower electronegativity. A typical example of 
the transient absorption spectrum obtained on pulse radiolysis of l-bromo-2- 
chloroenzene, identical to that obtained from bronwbenzene, is shown in Fig 15. 
The transient absorption spectrum similar to that of fluorobenzene could not be 
obtained from dihalogenated benzene containing fluorine. This could be due to 
hisher electronegativity of fluorine. When out of two halogens, one is fluorine 
and the other halogen is at the ortho position, the naOme of the transient 
absorption spectnun was different under different acidic conditions. Figure 16 
shows the transient absorption spectra obtained on pulse radiolysis of l-chloro- 
2-fluombenzene under two different acidic conditions. At low concentration of 
HCIO4 (5.9 mol dm "3) the transient spectrum is identic~ to that of fluorobenzene 
and at high HCIO4 eoncentration (9.8 tool dm "3) the transient spectrum is same 
to that ofchtombenzene. Dihatogenated benzenes, which showed two d'tfferem 
Uamient absorption spectra under two different acidic cor~tions are shown in 
Table 7. The transient absorption spectrum obtained on pulse radiolysis of 
aerated acidic aqueous solution of l-fluoro-2-iodobenzene showed the formation 
of transient absorption band of fluorobenzene (390 nm) and iodobenzene (630 
nm) radic~ catiom. The transient absorption bands corresponding to 
fluorobenzene and chlorobenzene are observed on pulse radiolysis of aerated 
acidic aqueous solution of l-chloro-2-fluorobenzene. Although the yield of 
radical cation of fluorobenzene, observed in the case of l-fluor-2-iodobenzene is 
low, the distinct absorption of fluorobenzene radical cation could be seen. 
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Figure 15. Transient absorption spectrum Figure 16. Transient absorption 
obtained on pulse radiolysis of aerated acidic obtained on pulse radiolysis of aerated acidic 
(HCIO4 = 7.8 tool dm "3) aqueous solution of aqueous solution of l-chloro-2- 
l-brotm-2-chlorobenzene (2 x 10 .3 tool dm "3) fluorobenzene (2 x 10 .3 tool dm'3), H C I O 4  - 

5.9 tool dm "3 - (a) and 9.8 mol dm "3 - (b). 
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Table 7 
Kinetic and spectral perameten of the radical cation fonmd on reaction of 

-OH 

Soh~ HCIO4 / mol dm "3 X.m/nm k / 109 dm 3 rooF' s "l 

I - B r - 2 F ~  3.9 310, 380 0.6 
7.8 300, 520 3.1 

I-CI-2-F-C~H4 5.9 305, 395 0.3 
9.8 290, 470 2.5 

I-F-2-I-C6H4 0.1 390, 0.2 
...................................................................................... 3 ! 0 ,  6 2 . 0  ......... 4.__7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

3 OXIDATION POTENTIAL OF SOLUTE RADICAL CATIONS 

The OH-adduct of benzene and substituted derivatives can be oxidized by 
oxidants such as Fe(CN)63". The radical cation of halogenated benzenes are 
observed to be oxidizing in nature. The transient absorption band of the solute 
radical cation showed accelerated decay on addition of low concentration of 
inorganic ions such as I', Br', SCN" and the bimolecular rate constant values are 
in the diffusion-controlled limits. One-electron oxidants such as 12", Br2" failed 
to ul~ergo electron-transfer reactions with halogenated benzenes. On the other 
hand, halogenated benzenes are able to transfer electron to strong one-electron 
oxidams such as C12" and SO4 ~ and the redox potential value for the radical 
cations ofhalogenated benzenes is estimated to be in 2 - 2.4 V range. 

4 CONCLUSIONS 

Hydroxyl radicals are able to undergo electron trrmsfer reaction with 
halogenated organic c o n ~ m ~  in highly acidic conditions. The concentration 
of the acid required depends directly on the electronegativity of the halogerL In 
the case of aromatic b~_logenated con~tmds,  the Zm~ of the solute radical 
cation depends strongly on the mtme of the halogen i.e., 630 nm for I, 550 nm 
for Br, 475 nm for CI and 395 nm for F. The transient absorption specmm~ 
r e ~  identical in dihalogenated benzenes containing the same halogen atoms. 
If the halogen atoms are different, the position of the transient absorption band 
depends strongly on the mane as well as on the relative positions of halogen 
atoms. The transient absorption band matches with that halogen having lower 
electronegativity and the transient absorption spectra similar to both the 
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halogens, under two different conditions, is observed only if one of the halogens 
is fluorine and is ortho to the other haloge~ 

In the case of alkyl halides, only iodides and bromides are able to undergo 
electron-transfer reaction. In contrast, cMorides can not transfer an electron even 
in highly acidic conditions. Iodine-centered monomer radical cations have well 
defined absorption band arour~ 310 nm and is able to form dimer radical catiorL 
Bromine-centered monomer radical cations are highly unstable and are 
converted to dimer radical cation. Oxidized iodine and bromine are able to form 
an intra-molecular radical cation on p-orbital overlap with another halogens 
(iodine, bromine, chlorine) under favorable geometrical considerations. The 
acid-catalyzed oxidation of OH-adduct is a diffusion-controlled process, except 
for fluombenzene. In the case of fluorobenzene, the decay of the OH-adduct is 
affected in the presence of I-1 +, accompanied by the fornmtion of the solute 
radical cation with k = 1.4 x 105 dm 3 mol "l s "~. 
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1. INTRODUCTION 

The 3-dimensional icosahedral structure of [60]fullerene gives rise to a point 
group of high symmetry (Ih) (1). This, in turn, leads to a five-fold degeneracy of the 30 
doubly-occupied ~-orbitals, accommodating the 60 ~-electrons. In the ground state the 
five-fold degenerate 4hu orbital is the highest occupied molecular orbital (HOMO) with 
an energy of-7.32 eV (2). This orbital is, based on the complete population, well 
resonance stabilized. Semiempirical calculations regarding the electron distribution of 
[60]fullerene reveal a three-fold degenerate lowest-unoccupied molecular orbital 

(LUMO), namely, 5tlu (-4.34 eV). In particular, these are the tlu-• tlu-y and tlu-z orbitals. 
The moderate HOMO-LUMO gap of ca. 1.8 eV makes the 3-dimensional [60]fullerene 
an excellent electron acceptor, comparable to those of 2-dimensional planar moieties 
(quinones etc.) (3). 

[60]Fullerene 

Based on the fullerene's high electron affinity, [60]fullerene forms anions of the 
general  A3C60 and A6C60 type with a number of alkali and alkali earth metals (4-6). The 
primarily occurring population of the 5tlu levels shifts the associated Fermi energies to 
smaller values. A half-filled occupation of the three-fold degenerate 5tlu levels, which 
corresponds to a three-electron reduction process, results in a A3C60 type composition. 
These composites are characterized by a metallic behavior and display superconductivity 
below temperatures of around 33 K (Rb3C60). A further filling of the 5tlu LOMO 
produces the completely filled A6C60 phase, which is, however, insulating. Besides alkali 
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metals, doping of [60]fullerene has been probed with a number of alkali earth metals 

(Ca5C60, Sr6C60 and Ba6C60). Hereby, a partial occupation of the likewise three-fold 

degenerate 2tlg-Orbitals (LUMO + 1; -3.18 eV) is noticed. 

In electrochemical studies, a reversible one-electron reduction step around -0.44 
V v e r s u s  SCE with anodic-cathodic peak separation of ca. 0.05 mV is noted in deaerated 

dichloromethane solutions (7,8). This process corresponds to the fullerene's first 

reduction and clearly underlines the small energy gap between valence (4hu) and 
conduction band (5tlu). Another five reversible one-electron steps follow the first step 

and, eventually, complete the population of the fullerene 5tlu level. The formation of the 
hexaanion, C606-, is in good resemblance with the three-fold degeneration of the 5tlu 
orbitals. It is interesting to note that all six one-electron reduction steps are energetically 

equally separated from each other, which points to the electron delocalization within the 

fullerene carbon network. In contrast to the reduction of [60]fullerene, oxidation, which 
corresponds to the removal of an electron from the fully-occupied 4hu HOMO, is made 

more difficult by the resonance stabilization of this orbital and is limited to two one- 

electron oxidation steps. Only the first oxidation step is found to be reversible at a 
potential of +1.26 v e r s u s  Fc / Fc § in tetrachloroethylene. The potential difference 
between the oxidation and the first reduction processes for [60]fullerene is 2.32 V which 
provides a good measure for the energy difference between the 4hu HOMO and 5tlu 
LUMO in solution. Finally it should be added that in the case of [70]fullerene, which is 

easier to oxidize by 0.06 V (+1.20 V v e r s u s  Fc / Fc+), a second, but irreversible oxidation 
process is reported at a potential of + 1.76 V v e r s u s  Fc / Fc +. 

A powerful technique to detect paramagnetic radical species, such as the one- 
electron reduced n-radical anions (C60"-) and oxidized n-radical cation (C60 "+) is electron 

spin resonance (ESR) (9,10). Studies, regarding the characterization of fullerene 
intermediates v i a  employing the ESR technique are, however, still somewhat 

controversial. Absorption spectrophotometry, on the other hand, is been successfully 

employed in matrix irradiation, silver mirror reduction in tetrahydrofuran (THF), and 

detection of transients in time-resolved laser photolysis and pulse radiolysis (10,11). 

The scope of the following review is to summarize the radiation chemical studies 
that are concerned with the radical-induced redox, excitation and alkylation reaction of 
fullerenes. In particular, the reactivity of fullerenes and functionalized fullerene 

derivatives are compared in homogeneous and also heterogeneous systems, including 
micelles, vesicles and guest-host complexes. 

2. I601, I701, I761, 1781 AND 1841FULLERENES 

In light of aspects involving charge transfer and radical addition processes, the 
unambiguous characterization and identification of r~-radical anions, rt-radical cations and 
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radical adducts of [60]fullerene is of fundamental importance. It is expected that this 
sheds light into a better understanding of functionalized fullerene derivatives and, in 

addition, as a data set for covalently linked, fullerene containing donor-bridge-acceptor 
dyads and triads. 

2.1. Fullerenes in homogeneous systems 

Reduction: Typical fullerene solvents are organics of low or medium polarity, 
such as toluene, benzonitrile, chlorinated hydrocarbons and CS2. In contrast, fullerenes 
are poorly soluble in polar solvents, including various alcohols. In polar solvents a 

spontaneous and irreversible cluster formation is noticed, yielding aggregates of various 
sizes. In aqueous solutions, [60]fullerene and its higher homologous, are practicable 

insoluble. It should be noted that most of the listed solvents cannot per  se be employed 
for radiation-induced reduction studies. 

Accordingly, a concept was developed, that involves one of the organic 
compounds, e.g., toluene as a fullerene-dissolving medium (12,13). The systematic 
fullerene reduction was then obtained via addition of adequate co-solvents, namely, 
acetone and 2-propanol. Acetone was chosen as an efficient electron scavenger to hinder 
a reaction between solvated electrons and toluene. Followed by a fast protonation a 

radical species with a reducing character is formed. In addition, the (CH3)2"COH species 

is identical with the main product of the radiolysis of the second co-solvent, 2-propanol. 

(CH3)2CO + e-sol ~ >  (CHs)2"CO- 

(CH3)2"CO- + H + ~ >  (CH3)2"COH 

(CH3)2CHOH ~rad io ly s i s~> (CH3)2"COH 

(1) 

(:2) 

(3) 

Upon pulse radiolytic reduction of an oxygen-free [60]fullerene solution, 
containing toluene, acetone and 2-propanol in a 8:1:1 v/v ratio, strong absorption changes 

were noted throughout the visible part of the spectrum. A net decrease of the absorption 
around 300 nm, a region which is dominated by strong fullerene ground state absorption 

suggests consumption of the fullerene as a result of a reaction with (CH3)2"COH radicals 
according to equation 4. Spectral analysis in the NIR region gave further evidence for the 
nature of the product. In particular, the detection of a maximum around 1080 nm (Figure 

1) is in excellent agreement with an independently performed CNDO/S calculation 

regarding the electronic structure of the fullerene n-radical anion, C60"- (10). A 
bimolecular rate constant of 8.5 x 108 M l s  ~ was determined for the [60]fuUerene 
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reduction in a toluene/2-propanol/acetone solvent mixture (8:1:1 v/v) which is close to 
the diffusion controlled limit in this solvent composite (kdiff- 4.5 x 10 9 M "l s'l). 

(CH3)2"COH + C60 ~ >  (CH3)2CO + C60"- + H + (4) 

Similar observations were made in radiolytic experiments with N20 or N2- 
saturated 2-propanol solutions of [60]fullerene, despite the poor fullerene solubility. 
Radiolysis of N20 / 2-propanol solutions leads also to a single reactive species, namely, 
(CH3)2"COH and the fullerene reduction proceeds similar to the one outlined in the 
toluene/2-propanol/acetone solvent mixture (13). In N2-saturated 2-propanol solutions the 

solvated electron (esol), existing beside the (CH3)2"COH radical, reduces the 
[60]fullerene with a rate constant of 1.0 x 10 l~ M l s l :  

C60 + e-sol - - >  C60"- ( 5 )  

�9 
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Figure 1: Differential absorption spectrum in the near-IR region of the n-radical anion 
(O), ~-radical cation (ram) and radical adduct ( 0 )  obtained upon radiolysis of C6o (12,13). 
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Table l" Rate Constant for the Radiation-Induced Reduction of C60 in Organic Solvents (12,13) 

COMPOUND 

C60 (Ih) 

MEDIUM 

Toluene/Acetone 

2-Propanol 

2-Propanol 

2-Propanoi 

REAGENT 

(CH3)2 COH 

esol 

RATE 

CONSTANT 

[ 101~ M-1 s-l] 

0.085 

(CH3)2 COH 

1.0 

0.05 

PRODUCT; 

MAXIMUM 

[nm] 

o _  

C60 �9 1080 

B 

C60 " 1080 

o 

C60 "1080 

Oxidation: The radiation-chemically induced ionization of chlorinated 
hydrocarbons, i.e., dichloroethane (DCE) leads to the initial generation of the 

corresponding solvent radical cation, [DCE] "+. The electron affinity of the latter is 

sufficient to oxidize the fullerene moiety ([60]fullerene: El/2 = +1.26 versus  Fc / Fc+). 
Pulse radiolytic experiments with [60]fullerene in nitrogen-saturated or aerated DCM 

solutions yielded a doublet with maxima at 960 and 980 nm (Figure 1) (12-18). This 

fingerprint is identical to that detected in photolytic oxidation experiments and that 

computed in CNDO/S calculations. Rate constants for the [60]fullerene oxidation are 
typically very fast with estimated values k7 > 2 x 101~ M l s  "1. The rt-radical cation is 

short-lived and decays via a concentration-dependent bimolecular dimerization reaction 

with a ground state molecule (ks = 6 x 109 M-is -l) (13). 

DCE--radiolysis--> [DCE] "+ + e-sol (6) 

[DCE] "++ C 6 0 - - >  DCE + C60 "+ (7) 

C60 "+ + C60 m >  (C60)2 "+ (8) 

Radical Addition: The radiolysis of DCE or dichloromethane (DCM) leads, 

beside the above mentioned solvent radical cation [DCM] "+, to the carbon centered 

"CH2C1 and "CHCI2 radicals. These are formed via  dissociative electron capture and 
subsequent H+/C1 dissociation. In oxygenated solvents the radical formation is followed 

by a rapid reaction with molecular oxygen, yielding the respective "OOCH2C1 and 

"OOCHC12 peroxyl radicals. 

CH2C12 + e-sol D >  "CH2C1 + CI (9a) 
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CH2C12 + [DCM] "+ ~ >  "CHC12 + H + +  DCM 

"CH2C1 + 02 ~ >  "OOCH2C1 

"CHCI2 + O2 ~ >  "OOCHCI2 

(9b) 

(lOa) 

(lOb) 

It should be noted that the surface curvature of the carbon network exerts a 
profound impact on the reactivity of the fullerene core. The most striking consequence is 
the pyramidalization of the individual carbon atoms. Influenced by the curvature, the sp 2 
hybrids, which exist in truly 2-dimensional planar carbon networks, adopt a sp z278 

hybridization with p-orbitals that posses a s-character of 0.085 (19). Accordingly, the 
exterior surface is much more reactive than planar analogues, and becomes comparable to 
those of electron deficient polyolefines. This, in turn, rationalizes the high reactivity of 
the fullerene core towards many photolytically generated carbon- and heteroatomic- 
centered radicals (20). 

In this light, a simple addition, rather than a redox reaction, was expected to 
dominate the reaction of [60]fullerene with the above mentioned radiolytically generated 
carbon- and heteroatomic-centered radicals (12-18,21,22). Spectrophotometric evidence 
for the postulated adduct formation stems from the broad 900 nm absorption band (Figure 
1), substantially different from those of the singly reduced or oxidized fullerene, i.e. the 
n-radical anion (1080 nm) and n-radical cation (960 / 980 nm), respectively (12,13). 

"CH2C1 + C 6 0 - - >  (C60-CH2C1)" (11) 

Complementary experiments with "CH3, "CHeCH2C1, "CH2C(CH3)2(OH) and 
"CH2Br radicals corroborated this assignment. The generated radical adducts have 
different electronic configuration and, in turn, give rise to characteristic shifts of the 
absorption maxima, ranging from 890 to 920 nm. In conclusion, the position of •rnax of 
the different fullerene adducts can be rationalized as a function of the electron inducing 
or withdrawing effects of the covalently bonded substituents. This is an important 
parameter, which helps to interpret the observations made for functionalized fullerene 
derivatives, which are discussed later. The corresponding rate constants for the adduct 
formation are between 1.7 -4.8 x 10 9 M l s  "l. 

With the help of steady-state radiolysis radical-induced multiple addition 
reactions were carried out. Via chromatographic separation the complete degradation of 
the hydrophobic educt, e.g., [60]fullerene was monitored during the course of the 
irradiation. An intermediate formation of a transient eventually leads to a quite polar 
product. Unspecific UV absorption and the high radical concentration both suggest a 
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highly  func t iona l i zed  fu l le rene  der iva t ive .  A comple t e  charac te r i za t ion  of  the 

intermediate and the final product has not yet been achieved. 

Table 2: Rate Constant for the Radiation-Induced Reduction of C70, C76, C78 and C84 in Organic 
Solvents (23-26) 

RATE 

COMPOUND 

C70 (D5h) 

t276 (D2) 

C78 (C2v,) 

Cs4 (D2) 

PRODUCT; 

MEDIUM 

Toluene/Acetone 

2-Propanol 

H20/Triton 

H20/Triton 

Toluene/Acetone 

2-Propanoi 

H20/Triton 

H20/Triton 

Toluene/Acetone 

2-Propanol 

H20/Triton 

H20/Triton 

Toluene/Acetone 

2-Propanol 

REAGENT 

(CH3) 2 COH 

m 

eaq 

(CH3) 2 COH 

(CH3)2 COH 

eaq 

(CH3) 2 COH 

(CH3)2 COH 

eaq 

(CH3)2~ 

(CH3)2 COH 

CONSTANT 

[101~ M -1 s -i ] 

0.08 

3.9 

0.03 

0.13 

3.3 

0.071 

0.16 

3.6 

0.072 

0.I 

MAXIMUM 

[nm] 

C70 "880 

C70 880 

~  

C70 "880 

o 

C76 �9 905 

~  

C76 �9 920 

o 

C76 920 

~  

C78 .975 

o m  

C78 .980 

o 

C78 980 

C84"-; 960 
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Identical reaction pathways for the reduction, oxidation and radical addition, were 
established for the higher fullerene homologues (23-26). It is interesting to note that the 
associated symmetries of the higher fullerenes have a large impact on (i) the relative 
position of the corresponding n-radical anion and n-radical cation absorption bands, (ii) 
their relative intensity and (iii) equally important on the electrochemically determined 
reduction potentials (Table 2). As a direct consequence of the smaller HOMO-LUMO 
energy difference, higher fullerenes are proposed to be better electron acceptor moieties 
than [60]fullerene. Faster rate constants of 1.3 x 10 9 M ' I s  "1 and 1.6 x 10 9 M ~s l for the 

radiation induced reduction of [76]- and [78]fullerene with (CH3)z'COH radicals, 
respectively, relative to [60]fullerene (8.5 x 108 M ~ s ~) are in perfect agreement with this 
hypothesis. Electrochemically determined oxidation potentials reveal a similar trend, e.g., 

lower oxidation potentials for the higher homologues. This has an important consequence 
for the stability of the r~-radical cations. Specifically, an increasing fullerene size 
correlates well with a higher stability of the 7t-radical cations. The rate constants (k8) for 
the reaction of a fullerene ~-radical cation with another non-oxidized fullerene molecule 
are 6 x 10 9 M ' I s  "1 ([60]fullerene), 6 x 10 9 M l s  "1 ([70]fullerene), 9.8 x 108 M-Is l 

([76]fullerene) and 7.9 x 108 Mls  "1 ([78]fullerene). In summary, higher fullerenes are 

both better electron acceptors and better electron donors than [60]fullerene. 

Triplet Excited States: Pulse radiolysis has also been shown to generate the 
triplet excited state of various fullerenes and a large number of functionalized fullerene 
derivatives via triplet-triplet energy transfer from an energetically high lying triplet 
sensitizer (27-32). The triplet excited state of, for example, biphenyl, with an energy level 

(ET = 2.74 eV) sufficiently above typical fullerene triplets (ET - 1.50 eV), can be 
produced efficiently during the radiolysis of oxygen-free toluene or benzene solutions 
containing high concentrations of biphenyl (0.02 M). Rate constants (k12) for the 
proposed energy transfer are nearly diffusion controlled (ca. 1.0 x 10 ~~ M-~s-~), in line 
with an exchange mechanism (27). 

3*(biphenyl) + C 6 0 - - >  biphenyl + 3"(C60 ) (12) 

In general, the underlying rate constants differ only slightly from fullerene to 
fullerene. This independence can be ascribed to the large energy gap between the triplet 
sensitizer, e.g., biphenyl and the various fullerenes. This technique is particularly useful 
for the investigation of higher fullerenes, e.g., [76]fullerene (~ -- 0.05) and [78]fullerene 

(~ -- 0.12), that are subject to a moderate intersystem crossing yield relative to the much 
higher effectiveness of [60]fullerene (q~ --- 1), with respect to quantum yields, extinction 
coefficients and lifetimes (24). 
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2.2. Fullerenes in heterogeneous guest host structures 

Table 3: Watersoluble Host-Guest Structures for the Incorporation of  Fullerenes 

COMPOUND HOSTSTRUCTURE COMPLEXATION GUEST 

y-Cyclodextrin 

Calix[8]arene 

Triton X- 100 
(reduced Form) 

Cetyltrimethyl- 
ammonium 

chloride 

DABCO 

Lecithin 

DHP 

/0... C OH 

_ H O ~  
- 8  

CH3 H3C~ CH3 

T 
c - S  

s'o~ Na~ 

CH 3 CH. ,.--.., 

CH~ CH~ 

CH3(CHJl ~N +(cH3)3 

H3C(H20)16 \<(~ 

H3C(H2C)I 6 / 

,-, Q, ,,O 
H3C(H2C)14 -~O.,'-,3.,.,'~ ,1:~O.( ~ 

H3C(H2C)14 -If O O > 
o ;<o 

H3C(H2"q15 -O,, .O 
H3C(H2C)15.0/1:~O ~ 

C60 
monofunctionalized 
derivatives 

C60, C70 
monofunctionalized 
derivatives 

C60, C70, C76, C78 
monofunctionalized 
derivatives 
bisfunctionalized 
derivatives 

C60, C70, C76, C78 
monofunctionalized 
derivatives 

C60, C70 
monofunctionalized 
derivatives 

C60, C70 
monofunctionalized 
derivatives 

C60, C70 
monofunctionalized 
derivatives 
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The insolubilty of pristine fullerenes in polar solvents provokes a variety of 
complex questions. A viable concept to overcome this solubility problem involves the 
incorporation of pristine fullerenes into the hydrophobic cavity of water soluble host 
structures. Table 3 shows a survey of host structures, which were successfully employed 
to accommodate [60]fullerene etc. and, in turn, to dissolve fullerenes in aqueous media. 
The large van-der Waals radius of fullerenes, with typical values of 5 + 1.5 A, limits the 
selection of adequate host complexes. This will be discussed in more details in the 
following. 

Prior to the herein described investigations, concerns were raised whether 
fullerene reduction can be actually achieved, because of the shielding induced by the 
different host structures. Furthermore, these studies were helpful to highlight the 

beneficial role of the heterogeneous system in stabilizing charge-separated radical pairs 
or even to preserving the optical properties relative to a homogenous organic solution. 

Cyclodextrin: Cyclodextrines, e.g., alpha (or), beta ([3) and gamma (y), are cyclic 
oligosaccharides with hydrophilic cavities. A consideration regarding the right balance 
between cavity radius and fullerene size leads to the assumption that y-CD should be the 
most promising candidate to host [60]fullerene. Molecular modeling suggests, 
nevertheless, that a full incorporation, in form of a 1:1 complex, is practically impossible 
to achieve. Despite this apparent size mismatch, an incorporation of a single [60]fullerene 
molecule between the cavities of two ~--cyclodextrin molecules has been postulated and 
later confirmed by various spectroscopic techniques (33,34). Parallel experiments 
attempting to incorporate [60]fullerene into 0~- or [3-cyclodextrin failed. 

Radiation-induced reaction of the C60/y-CD complex with hydrated electrons 
(e-aq) in aqueous solutions (N2-saturated, at neutral pH) led to strong UV-VIS changes, 
resembling those described for the reduction experiments in the toluene/2- 
propanol/acetone solvent mixture (8:1:1 v/v) (12,13,35,36). More importantly, 
differential absorption changes in the NIR region showed unequivocally the C60"- 
fingerprint at 1080 nm. This demonstrates the successful reduction of the q,- 
CD-incorporated fullerene core by hydrated electrons (eq. 13). To obtain further 
evidence for the fullerene reduction various m-hydroxyl radicals namely, "CH2OH, 
CH3"CHOH and (CH3)2"COH were also probed. The rate constants for the underlying 

C60/y-CD reduction follow the strength of these m-hydroxyl radicals. 

C60/3t-CD + e-aq ~ >  C60"-/T-CD 

C60/3t-CD + (CH3)2"COH ~ >  C60"-/3t-CD + (CH3)2CO + H § 

(13) 

(14) 
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The reduction experiments disclose a noticeable slow-down of the C60/y-CD 
reduction (k14 = 2.7 x 108 Mls l ) ,  initiated by the bulky (CH3)2"COH radicals, relative to 
a bimolecular reaction in homogeneous systems (k4 = 8.5 x 10 s M -1 sl). In conclusion, the 

fullerene core is not completely shielded from the aqueous phase and, thus, can be 

efficiently reduced v ia  hydrated electrons and various t~-hydroxyl radicals. 

Under anaerobic conditions the singly reduced C60"-/T-CD is quite stable and 
reacts only slowly with molecular oxygen (37). 

C60"-/T-CD + 02 ~ >  C60/7-CD +O2" (15) 

Addition of base or acid had, however, a significant impact on the stability and yield of 
the characteristic 1080 nm absorption band. A semilogarithmic correlation between the 
proton concentration and the intensity of the fullerene re-radical anion band (1080 nm) is 
observed in anaerobic aqueous solutions. This observation has been ascribed to a 

reversible protonation of C60"-/'f-CD. Experimental proof for this assumption was brought 
forward by the fact that the 1080 nm absorption, in an alkaline solution (pH 10), 
diminished upon acidifying (pH 3) and was completely restored upon addition of base 

(pH 10). The reversible protonation process gives rise to a pKa of 4.5. 

C60"-/3t-CD + H + --~ (C60-H)'/T-CD (16) 

Based on the depicted equilibrium and the observed lifetime a rate constant for 
the forward reaction of 103 M ~s ~ was estimated. The slow protonation rate of the one- 

electron reduced fullerene 7z-radical anions can be understood in terms of the charge 

delocalization and also the hybridization of the generated carbanion. Furthermore, the 
heterogeneous and hydrophobic environments of the host's interior can be assumed to be 

beneficial for the slow-down of the protonation dynamics. In homogeneous aqueous 

solutions the protonation rate should be faster, a hypothesis that was substantiated by 
recent radiolytic experiments with bisfunctionalized fullerene derivatives. The latter 

compounds are soluble in aqueous solutions without employing a solubilizer (host) and 
give rise to protonation rate constants of 3 x 104 M'Is -1 (38). 

Radiolytic experiments of C60/T-CD under conditions that generate carbon- 
centered radicals, such as "CH3, were in line with a radical addition mechanism. It is 

interesting to note that a reaction of [60]fullerene even with the strongly oxidizing C12" 
radicals (oxidation potential of +2.3 V v e r s u s  SCE) give an absorption that suggests a 

(C60-C1)" adduct. This is in contrast to a prediction that is purely based on the 
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thermodynamic driving force, which would rather predict an oxidation of the fullerene 
core. No spectral evidence was, however, obtained in support of the formation of C60"+/y - 
CD (38). 

C60/7-CD + C12"-~> (C60-C1)'/7-CD (17) 

In addition to the radical-induced reduction of the y-CD incorporated 
[60]fullerene, even the formation of C60-radical adducts were demonstrated to occur. 
Considering the configuration of the y-CD/C60/y-CD complex, a reaction with radical 
species is only possible through the two caps of the cyclodextrin moieties and should thus 
be restricted to small radicals. In light of this aspect, a reaction with a bulky radical 

species such as "CH2(CH3)2COH should be made more difficult or even be ruled out. In 
fact, the lack of any spectral evidence for a (C60-CH2(CH3)2COH)" adduct supports this 
view. 

Finally, the reaction with the two remaining primary radical species that are 
generated during the course of the radiolysis of water, e.g., H" and "OH radicals, should 
be discussed. However, due to their rapid reaction with the 7-CD host molecule, such 
reactions with the fullerene core are practically precluded and, accordingly, could not be 
observed (35). 

Calixarenes: Calix[8]arene host structures give rise to a significantly increased 
hydrophobic cavity with a mean diameter of nearly 8.6 A relative to the above discussed 
cyclodextrin. In this context, the diameter of [60]fullerene of 7.1 A should be 
emphasized. Corresponding attempts to incorporate [60]fullerene and also [70]fullerene 
into calix[8]arene were successful (39), but radiation-induced reduction by hydrated 
electrons or "CH2OH, CHa'CHOH and (CHa)E'COH radicals failed (40). Spectral analysis 

of the differential absorption changes, recorded upon radiolysis in anaerobic aqueous 
solutions, suggests that the aromatic arene units of the calix[8]arene scavenge the 
generated hydrated electrons and tx-hydroxyl radicals. A subsequent electron transfer 
reaction from the reduced host molecule to the fullerene host could, however, not be 
substantiated. 

Surfactants: Two other classes of host molecule, with, however, flexible cavities, 
are amphiphilic micellar and vesicular assemblies. In a simple view, these molecules bear 
a hydrophilic headgroup (e.g., ionic, zwitter ionic, or non-ionic) and a hydrophobic tail 
(carbon hydrogen chain). Depending on the solvent environment they organize in 3- 

dimensional surface-active assemblies. For example, in aqueous solutions their alignment 
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creates a hydrophobic core, comprised by the hydrophobic tails. These domains are 
capable of accommodating water-insoluble entities including hydrophilic fullerenes. A 
very intriguing aspect is the structural flexibility of micellar and vesicular assemblies, 
which should enable them to host, in contrast to the rigid cyclodextrins and 
calix[8]arenes, even higher fullerenes ([70], [76], [78] and [84]fullerenes) (41-49). 

A variety of surfactants, ranging from non-ionic Triton X-100, Tween 20 and 
BRIJ 35 to cationic cetyltrimethylammonium chloride, were successfully shown to host 
the hydrophobic fullerene moieties. Well resolved absorption bands throughout the UV- 
VIS-NIR part, in close resemblance with organic solutions, and the lack of any 
significant light scattering, points to the monomeric dissolution of the fullerene moieties 
within freshly prepared surfactant ensembles. Of particular interest is the possibility of 
dissolving [76]- and [78]fullerenes, and even nanotubes for investigation in aqueous 
solutions (42). 

The pulse radiolytically induced reduction of the fullerene were followed in N20- 
saturated aqueous solution containing 1% of the micelle and 10% 2-propanol (42). In 
such systems, similar to the homogenous solution, the only reactive species formed is the 
(CH3)2"COH radical. The differential absorption spectrum recorded after the completion 
of the reaction resembles the one obtained in neat 2-propanol, including the NIR 
fingerprint (~,max 1075 nm). Hence the reaction can be ascribed to the formation of the 
C60"-radical anion generated via the reaction between the incorporated [60]fullerene and 
(CH3)2"COH radicals. A bimolecular rate constant of k = 6.1 x 108 Mls  "~ has been 
derived from the respective absorption time-profile throughout the UV-VIS-NIR. The 
rate resembles that in homogeneous solution. Complementary reduction experiments with 

hydrated electrons, namely, in N2 rather than N20 saturated solutions, led to spectral 
changes superimposable to those described for the (CH3)2"COH system. More 
importantly, the comparison between the rate constants for the fullerene reduction by 
hydrated electrons in the surfactant incorporated system (2.6 x 101~ M 1 s -1) with the 7- 
CD-incorporated ensemble (1.8 x 10 l~ M'ls l )  leave little doubt about monomeric 
fullerenes. Under anaerobic conditions C60"-is stable over the experimental time scale of 
the pulse radiolysis. 

C6o/surfactant + e-aq ~ >  C6o'-/surfactant (18) 

Vesicular Systems: Vesicular solutions of [60]fullerene in DODAB (positively 
charged head group), DHP (negatively charged) and lecithin (zwitter ionic) all showed 

yellow-brownish colors rather than the magenta color of C60 in toluene or 
dichloromethane (41,50). The spectral features, e.g., absorption bands at 220 nm, 260 nm 
and 340 nm, confirm the incorporation of the fullerene into these lipid bilayer 
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membranes. One of the most significant results emerges with respect to the [60]fullerene 
334 nm UV band which is subject to remarkable changes in the vesicular environment as 

compared to homogeneous organic solutions or micellar aqueous systems. The UV bands 
are generally red-shifted with increasing [C60]/[vesicle] concentration ratio with the 
extent depending strongly on the nature of the vesicle. Furthermore, the spectral shifts are 
accompanied by light scattering and significantly decreasing extinction coefficients. 

These concentration-dependent changes in the spectral characteristics of the fullerene UV 
band (334 nm) are suggested to indicate the aggregation of hydrophilic [60]fullerene 

cores located within the interior of the lipid bilayer membranes. 

The aggregation of fullerenes in these heterogeneous systems can be rationalized 
in terms of their strong intermolecular n-n association forces. This phenomenon will be 

discussed in further details below. Additional experiments, characterizing the fullerene 
triplet lifetime in the DODAB, DHP and lecithin systems gives further proof for the 
proposed aggregation. Specifically, reduced triplet lifetimes (z < 0.2 gs), relative to a 
fullerene monomer (~ = 100 gs), indicate an enhanced contribution of triplet-triplet or 
triplet-singlet ground state annihilation to the triplet deactivation. 

[60]fullerene, incorporated into the three types of vesicles discussed, was 
successfully reduced to C60"-n-radical anions by hydrated electrons (e'aq) and 
(CH3)2"COH radicals. The latter reaction was monitored in pulse radiolysis experiments 
with N20-saturated, aqueous solutions of the respective [60]fullerene-containing vesicles 
in the presence of 2-propanol. The experiment revealed differential absorption changes 
with respect to the bleaching of the [60]fullerene UV band at the respective )~max (around 
340 nm) and formation of a new transient absorption in the NIR, as reported in 

homogeneous solutions. The yields of the [60]fullerene reduction in the vesicles, as 

calculated from the measured changes in absorption (340 nm) and the respective 
extinction coefficients of [60]fullerene are unequivocally highest for the positively 
charged DODAB vesicle and lowest for the negatively charged DHP vesicle. This finding 
suggests that the transfer of an electron from the 2-propanol radical through the vesicle 
surface to the [60]fullerene is most favored for the charge-wise least repelling head group 

barrier, namely, positively charged DODAB vesicle. 

C6o/vesicle + e-aq ~ >  C6o'-/vesicle (19) 

Detection of an NIR band for DODAB, lecithin, and DHP solutions of 
[60]fullerene confirmed our earlier report, which was based on differential absorption 

changes in the Vis region. Interestingly, the characteristic NIR-band of C60"- within these 
lipid materials reveals a blue shift with a maximum centered around 1020 nm as 

compared to organic solutions of [60]fullerene and aqueous C60/3'-CD where the 
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maximum was recorded at 1080 nm and remained unaffected by the host material. The 
1020 nm band is also substantially broadened and, consequently, attributed to fullerene 

aggregation. 

In summary, incorporation of [60]fullerene into artificial bilayer membranes, 
despite being successful in principle, nevertheless, disclosed a number of unexpected 
complications. The most dominant parameter, in this view, is the strong aggregation 

forces among the fullerene cores. The lack of appropriately structured domains within the 
vesicular hosts, which could assist in keeping the fullerene units apart, is believed to be 

the reason for the instaneous cluster formation. The incorporation of a number of suitably 
functionalized derivatives, which on their own bear hydrophobic and hydrophilic 

substructures, will be discussed further below. 

2.3. Intermolecular electron transfer with fullerenes 

The combination of a high degree of electron delocalization within the fullerene's 
n-system and their effective sizes prompts to the application of this carbon material as 

new electron accepting moieties. More importantly, the total reorganization energy upon 
reduction has been shown to be relative small. Hence, fullerenes became very appealing 

spheres for inter- and intramolecular electron transfer processes under the aspect of 

energy conversion and energy storage. In the following two examples are described 
which demonstrate the participation of fullerenes in reductive and oxidative electron 
transfer reactions with a variety of electron donor (one-electron reduced 

metalloporhyrins) and electron acceptor moieties (one electron oxidized arenes), 
respectively. 

Intermolecular  electron transfer between radiolyt icai ly-reduced 
metailoporphyrins and [60]fullerene (51,52) Metalloporhyrins were reduced in a 

radiolytical experiment carried out in a similar solvent mixture described above for the 

reduction of fullerenes, e.g., containing toluene, acetone and 2-propanol in a 8:1:1 v/v 
ratio. Again, the solely reducing species in this solvent mixture is the radical derived 

from 2-propanol by hydrogen-abstraction, i.e. (CH3)2"COH radical. This radical is known 
to reduce a number of metalloporphyrins (MP) quite rapidly. 

(CH3)2"COH + MP ~ >  (CH3)2CO + H + + MP'- (20) 

Pulse irradiation of oxygen-free solutions containing various metalloporphyrins, 
MP, resulted in the formation of broad absorption in the 600-800 nm range. These 
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absorptions are ascribed to the n-radical anions, resulting from the reduction of the 
porphyrin ligands. In the absence of other electron acceptors the n-radical anions decay 

slowly v ia  a sequence of disproportionation and protonation reactions. The lifetimes of 

the n-radical anions have been shown to depend strongly on the medium and on the 

reduction potential of the respective metalloporphyrin. 

Addition of various concentrations of [60]fullerene, for example, to a ZnTPP 
solution, resulted in an accelerated decay of the n-radical anion (ZnTPP'-). The observed 
rate was linearly dependent on the [60]fullerene concentration, which, in turn, has led to 

the assumption that the ZnTPP n-radical anion reacts with [60]fullerene. To confirm a 

probable electron transfer, the formation of the characteristic C60"- absorption in the NIR 
(~max = 1080 nm) was also monitored. The grow-in rate of the C60"- absorption at various 
wavelengths in the 980-1060 nm range was nearly identical to the decay rate of the MP'- 

absorption at 650-750 nm. For example, in the case of ZnTPP n-radical anion (ZnTPP'-), 
a bimolecular rate constant of (2.5+1.0) x 109 Mls  "1 was derived from the ZnTPP'- decay 

(720 nm) and (1.4+1.0) x 109 Mls  l from the C60"- formation (970 nm). These two values 

are in reasonable agreement and confirm unmistakably the electron transfer from the one- 
electron reduced metalloporphyrin (ZnTPP) to the singlet ground state of the fullerene: 

M P ' - +  C 6 0 - - >  MP + C60 ~ (21) 

The rate constants for electron transfer from various metalloporphyrin n-radical 
anions to [60]fullerene are found to be in the range of (1-3) x 109 Mls  "l, despite the large 
variation in one-electron reduction potentials for the examined metalloporphyrins 

between E1/2 ZnP/ZnP "-= -1.35 V and El/2 SnP/SnP "-= -0.8 V v e r s u s  SCE. This lack of 
dependence of the rate constant on the driving force for the reaction probably reflects the 
fact that the investigated porphyrins and [60]fullerene experience already electronic 

interactions in the ground state which lead to nearly diffusion-controlled reactions (k~iff = 
3.5 x 109 Mls-l). It should be noted, however, that no ground state charge transfer 
interactions were detectable, e.g. as perturbation of the ground state absorption. The latter 

appears simply a good superimposition of the two different components 

(metalloporphyrin and fullerene). 

Tin-(IV) porphyrins (SnWP) are very easily reduced to their long-lived n-radical 
anions. Because their reduction potential is only slightly more negative than that of 

[60]fullerene, it was expected that the electron transfer between these two species, if 
sufficiently rapid as compared with the decay of the radicals, may lead to the observation 

of equilibrium conditions. Indeed, we found such an equilibrium with a tin-(IV) 

porphyrin (SnlV(ph)3(Py)P). Reduction of this porphyrin resulted in formation of the 

characteristic n-radical anion with absorption in the 700-800 nm range. 
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Upon addition of various [60]fullerene concentrations, the rate of decay of this n- 
radical anion increased linearly with C60. However, the rate of decay was also found to 

increase upon raising the porphyrin concentration at constant [60]fullerene 

concentrations. Such a dependence of the rate of reaction upon both concentrations is 
indicative of an equilibrium process. To confirm this tentative assignment and, 
furthermore, to determine the equilibrium constant, we measured the rate constant with a 

series of different SnlVp and [60]fullerene concentrations. The results show the expected 
linear dependence. The kinetic plot gives k22 = 3.2 x 10 9 M'~s l ,  k.22 = 2.1 x 108 M ~s -l, 

and K22 -- 15. In good agreement with this figure, the absorbance plot gives K22 = 13. 
Thus the average equilibrium constant (K22) from these plots is 14 + 3. 

(SnIVp) " -+  C60 ~ SnIVp + C60"- (22) 

In contrast, one-electron reduction of crnIMSP, NinTPP, and CuI~TPP is known to 
occur at the metal center yielding crnMsP, NiITPP, and CuITPP, respectively. Reduction 

of the metal center results in only minor spectral shifts of the metalloporphyrins Sorer- 
and Q-bands, and lacks, in particular, the intense absorption in the 600-800 nm region. 

The decay of these species upon reaction with [60]fullerene was monitored in the 500 nm 

range, where the reduced metalloporphyrin absorbs more intensely than the parent 
compound. The rate constants for these reactions were derived from the linear 

dependence of the decay rate upon [60]fullerene concentration. 

These rate constants (0.68 - 2.4 x 108 M i s  l )  are substantially lower than those 
measured for the reduction by the n-radical anions despite the similarity in the reduction 
potentials (El/2 CrnIp/crnp =-1.14 V; El/2 NiIIp~qiip =-1.18 V; El/2 cunp/cuIP =-1.2 

V v e r s u s  SCE). Possibly, the small size of the reactive metal center, v e r s u s  the large size 
of that in the porphyrin n-radical anions, i.e. geometric constrains, may be the cause for 

the decreased rate constants. 

Extending the studies on the reductive electron transfer from reduced 
metalloporphyrin states to [60]fullerene into aqueous media requires employment of a 
water-soluble form of [60]fullerene. Therefore, a micellar assembly consisting of the 

fullerene incorporated into Triton X-100 was investigated. The electron transfer does 
indeed occur across the interface of the micellar assembly. The rates exhibit a 

considerable slow-down compared to the homogeneous systems but, on the other hand, 

show a clear dependence on the reduction potential of the water-soluble 
metalloporphyrin. 
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Intermolecular electron transfer between radiolytically-oxidized arenes and 

[60]fullerenes (25,51) Oxidative electron transfer from [60]fullerene to various organic 

radical cations was studied in CH2C12 (DCM) as a solvent. The kinetic study makes use 

of the unequally sized reaction partners, e.g., a large-sized electron donor and small-sized 

electron acceptor couple, and benefit from the low viscosity of the DCM, both elevating 

the diffusion-controlled limit. 

In analogy to the fullerene oxidation, the arene radical cations were generated in 
deoxygenated DCM solutions containing ca. 2 x 10 .2 M of the respective arenes. As a 

convenient means to probe the formation and the lifetime of the generated (arene) "+ the 

respective absorptions in the UV-VIS region were monitored. 

[DCE]'§ + arene n >  DCE + (arene) "+ 

(arene)'+ + C60 N >  arene + C6o ~ 

(23) 

(24) 

To study the electron transfer from [60]fullerene to the arene radical cation, 
deoxygenated DCM solutions of, for example, m-terphenyl were irradiated in the 
presence of variable [60]fullerene concentrations (0.7 - 6.0) x 10 -5 M. The short life-time 

of some of the (arene) "§ in combination with the unfavorably high ionization potential of 

[60]fullerene limited the ability to measure the electron transfer process to, however, only 

a few (arene) "§ Formation of the electron transfer product, namely, C60 ~ was  confirmed 

spectroscopically by measuring the NIR fingerprint at ~max = 980  nm,  which resembles 

that found upon direct oxidation of [60]fullerene. 

The rate constants k24 for biphenyl, t-stilbene, m-terphenyl, and naphthalene vary 
between 2.5 x 109 M l s  -l and 7.9 x 109 Mls  l (Table 4). The driving forces (-AG) of the 

bimolecular electron transfer, calculated on the basis of the difference in the respective 

arenes' and fullerenes' ionization potentials (-AG = AlP = IParene- IPfullerene), show no 

linear correlation with the measured rate constants for the electron transfer reactions. In 

fact, it is interesting to note that these results indicate even a decrease of the rate constant 

at higher AIP' s. 

The substantially reduced ionization potentials of [76]fullerene (D2) (IP = 7.1 eV) 

and [78]fullerene (C2v') (IP = 7.05 eV) relative to [60]fullerene (Ih) (IP = 7.59 eV) are 

beneficial for following the envisaged intermolecular electron transfer processes, for a 

significantly increased number of suitable electron accepting substrates. 

Similar to the [60]fullerene case, addition of [76]fullerene and [78]fullerene in the 
10 -5 M concentration range resulted in an accelerated decay of the arene radical cation's 

UV-VIS absorption, with rates linearly depending on the fullerene concentration. At the 

same time, formation of the fullerene radical cations became observable in the NIR 
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confirming the underlying process to be, indeed, an intermolecular electron transfer 

according to reaction 24. Bimolecular rate constants could be measured for a large 

number  o f  a renes  with ioniza t ion  potent ia ls  r ang ing  f rom 7.21 eV (9- 

anthracenemethanol) to 8.2 eV (durene). 

25 i . . . .  

�9 i 
24 ........................................... i. ...... �9 ' i ........................................... 

i o ~ 

~ 23 
,.~ i g o  

~ 22 

21 

20 

0 0.2 0.4 0.6 0.8 1 1.2 
-AG = AIP (C - a r ene )  l eVI  76 

Figure 2: Plot of  In kob s for electron transfer from [76]fullerene (D2) to (arene) "+ in DCM 

at room temperature as a function of  the free energy changes for the reactions (25). 

A pronounced parabolic dependency is noticed (Figure 2), including a decrease of 

the rate constants with increasing free energy towards the highly exothermic region. 

Maxima are found around 0.6 eV corresponding to total reorganization energy of 13.8 

kcal mol -]. These values are in excellent agreement with those calculated from the 

classical dielectric continuum model for the different arenes, with ~'s ranging from 11.14 
to 16.33 kcal mol 1. 

These relatively low values together with minor vibrational differences in the 

fullerene oxidized state relative to its ground state, are both consequences of  the large 

degree of  delocalization within the resonance structure of  the fullerenes n-system. 

Furthermore, the relatively low reorganization energy is clearly beneficial for the 

possibility of  establishing a Marcus-inverted region as it facilitates reaching the 

maximum of the exothermic electron transfer process at lower -AG. In the light of these 

findings the limited set of data obtained with [60]fullerene may now also be viewed as, at 

least, qualitative evidence for a Marcus-inverted behavior as well. 



)ichloromethane at Room 

Table 4" Rate Constant for Electron Transfer from C60, C76 and C78 to Various (Arene) ~ in 

(25,51) 

COMPOUND IP 

C60 ( lh)  C76 (D2)  [eV] 

kobs kobs 

10 1 1 10 1 1 
[10 M" s- ] [10 M" s" ] 

durene 8.2 0.66 

naphthalene 8.15 0.25 0.89 

m-terpheny I 8.01 0.38 1.1 

biphenyl 7.95 0.79 2.0 

hexamethy ibenzene 7.9 2.1 

triphenylene 7.86 2.9 

phenanthrene 7.85 3.0 

fluorene 7.78 3.2 

trans-Stilben 7.7 0.68 

9-anthraldehyde 7.69 2.9 

chrysene 7.59 4.5 

9,10-dibromoanthracene 7.58 2.8 

anthracene 7.45 1.5 

pyrene 

coronene 

7.41 1.0 

7.29 0.36 

9-anthracenem eth an o I 7.21 O. 078 

272 

kobs 

IOM-1 -1 s ]  

0.93 

1.5 

2.5 

2.0 

2.3 

2.5 

2.9 

3.0 

4.2 

2.7 

1.7 

1.1 

0.2 

C78 (C2v,)  

[10 

0.69 
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3. MONOFUNCTIONALIZED FULLERENE DERIVATIVES 

~~ OOEt 

OOEt 

N--CH 3 

Scheme I 

The unique reactivity and the predominantly hydrophobic nature of [60]fullerene, 
stimulated broad and interdisciplinary interest to modify its polyfunctional structure 

which contains 30 reactive double bonds located at the junctions of two hexagons via an 
extended number of addition reactions (53-58). Covalent attachment of a large number of 
addends at the hydrophobic fullerene core has been shown to lead to novel and innovative 

materials with unique properties ranging from drug delivery to advanced nanostructured 

devices. In the following sections, studies are reviewed that focus on time-resolved and 

steady-state experiments with functionalized fullerene derivatives. 

C60C(COOEt)2 (1) and C60(C4H9N) (2): Pulse irradiation of an oxygen-free 
toluene, acetone and 2-propanol solution (8:1:1 v/v) containing C60C(COOEt)2 resulted 

in the formation of a distinct absorption pattern in the NIR. This band is ascribed to the ~- 

radical anion formed in the general reaction (59,60): 

(CH3)2"COH + C60C(COOEt)2 m >  (CH3)2CO + H § + (C60"-)C(COOEt)2 (25) 

The differential absorption spectrum obtained upon pulse radiolysis of 

C60C(COOEt)2 exhibits a maximum at 1040 nm, hypsochromicly shifted by 40 nm 
relative to the 1080 nm ~:-radical anion band of [60]fullerene. A corresponding blue-shift 

was also observed for the ~-radical anion of C60(C4H9N) (61). This reflects the 
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perturbation of the fullerene HOMO's and LUMO's in the monoadduct relative to those 

of [60]fullerene. For example, the molecular orbitals of C60C(COOEt)2 show a 

significant electron deficit in the HOMO, especially in the equatorial area. Reduction, by 

means of an addition into a vacant LUMO leads to an electron distribution with a notable 

localization in the equatorial area. This may serve as supportive evidence to explain the 

substantial optical differences between ground state, reduced state and excited state 

spectra of [60]fullerene and C60C(COOEt)2 derivatives. 

3.1. Hydrophilie Addends 

Functionalization of the fuUerene core with hydrophilic groups (Scheme 2) has 

emerged as an important goal, which if successfully reached, enables the pulse radiolytic 

investigation in aqueous media without the necessity of employing solubilizing host 

molecules. 

(~OOC ,CO0 (~ 

i~ O ~0/~0~/~0~0.. 
"~0- '~  0~0 / 

H3C~N(~/CH3 

f 1 
Scheme 2 
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C60C(COO )2 (3)" Surprisingly, no evidence was found for any reduction of the 
functionalized fullerene dicarboxylate, C60C(COO )2 (Scheme 2), in aqueous solution 

(62). This emerged from pulse radiolysis experiments with an aqueous solution 
containing a wide concentration range of this fullerene derivative. The absorption 
attributable to the hydrated electron remained virtually unaffected upon addition of 

C60C(COO )2 and the characteristic NIR-absorption of the fullerene radical anion was 

completely lacking. Similarly, any attempt to achieve reduction by "CH2OH, 

CH3"CHOH, (CH3)2"COH and (CH3)2"CO-failed. 

This finding is explained by a micellar aggregation of the C60C(COO )2 
derivative in water as a result of its amphiphilic structure. These clusters are considered 
to contain an inward oriented hydrophobic fullerene moiety and a hydrophilic layer of 

carboxylate head groups, which prevent penetration of the electron. This conclusion is 

corroborated by corresponding experiments in solvents with lower polarity where the 
carboxylate groups become neutralized and facilitate the fullerene reduction again. 

Evidence for clustering in aqueous and alcoholic systems is also provided by the ground 

state spectra. In particular, the visible region is dominated by strong dynamic light 
scattering. 

The incorporation of the functionalized fullerene into a host molecule, such as a y- 
cyclodextrin or surfactants is an elegant way to bypass the aggregation of C60C(COO-)2. 
As demonstrated in studies with [60]fullerene this host can accommodate only a single 

fullerene molecule, which still has access to the solvent phase. The ground state spectrum 

of this guest-host complex shows the same narrow bands as, for example, monomeric 

C60C(COOEt)2 or C60/y-CD and clearly differs from the presumed {C60C(COO )2}n 
cluster. 

Pulse radiolysis of C60C(COO-)2/qt-CD in aqueous media leaves no doubt that this 
nonaggregated fullerene complex is rapidly reduced by the hydrated electron. Variation 

of the fullerene concentration resulted in an accelerated formation of the characteristic 

fullerene radical anion in the near NIR band, which maximizes at 1040 nm, and decay of 

the hydrated electron absorption around 760 nm. Both rates are linearly dependent on the 

fullerene concentration, and in excellent agreement with each other, suggesting that the 
observed reaction can be ascribed to an electron induced reduction of the 
C60C(COO-)2/Y-CD complex. The rate constant amounts to 9.8 x 109 M -~s -~, and is only 
slightly lower than the one found for [60]fullerene encapsulated in y-CD. This trend 

parallels the electrochemically determined reduction potentials of [60]fullerene and 
various monofunctionalized fullerene derivatives. It is also in line with the fact that, 

saturation of a C=C double bond of the fullerene core usually raises the LUMO energy 

and, in turn, shifts the reduction potentials to more negative values. 
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C60C(COO-)2/7-CD + e - a q - - >  (C60"-)C(COO-)2/7-CD (26) 

Table 5" Rate Constant for the Radiation-Induced Reduction of C60 and Monofunctionalized Fullerene 
Derivatives in Various Solvents (50,59-64). 

RATE PRODUCT; 

COMPOUND ' MEDIUM REAGENT CONSTANT MAXIMUM 

[lOl~ M "1 S -1 ] [nm] 

C60/7-CD 

C60C(COOEt)2 

(1) 

H20 

C60C(COO-)2 

(3) 

C60C(COO-)2/Y-CD 

H20 

Toluene/Acetone 

2-Propanol 

H20/Triton 

eaq 

(CH3)2"COH 

(CH3) 2 COH 

1.8 

0.027 

0.11 

C60 " 1080 

C60~ 1080 

C60 -1040 

(3) 

C60[C(OCH2CH2)3CH312 

(4) 

C601C(OCI'12CI-12)3CH312 

/v-CD (4) 

C60(C3H7N) 

(2) 
+ 

C60(C4HIoN ) 

(s) 

C60(C4H10 N )/y-CD 

(s) 

H20/Triton 

H20 

H20 

H20/Triton 

H20/Triton 

H20 

H20 

Toluene/Acetone 

2-Propanol 

H20 

H20 

H20/Triton 

H20/Triton 

vesicle 

H20 

eaq 

(CH3)2"COH 

eaq 

(CH3)2 COH 

eaq 

(CH3)2 COH 

eaq 

(CH3)2 COH 

(CH3) 2 COH 

eaq 

(CH3) 2 COH 

eaq 

(CH3) 2 COH 

eaq 

eaq 

1.7 

0.054 

0.98 

0.036 

1.3 

0.061 

0.92 

0.052 

0.098 

0.36 

0.09 * 

3.5 

0.077 

3.2 

2.8 

e _ _  

C60 1015 
e _ _  

C60 .1015 
e _ _  

C60 "1040 
e _ _  

C60 -1040 
e _ _  

C60 "1010 
e _ _  

C60 1010 
e _ _  

C60 1030 
e _ _  

C60 "1030 
e _  

C60 1025 

e _  

C60 "1010 
e _ _  

C60 1010 

C60 "1015 
e _ _  

C60 "1015 
e _ _  

C60 "1015 
e _ _  

C60 �9 1030 
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C60[C(OCH2CH2)3CH3] 2 (4): To discriminate the contribution that stems from a 
potential charge repulsion between the hydrated electrons and the charged fullerene core 
a fullerene derivative was probed that bears a solubilizing triethylenglycol chain 
(C60[C(OCH2CHE)3CH3]2) (Scheme 2) (63). From the pulse radiolytic experiments 
however the concern emerged that, beside the charge repulsion, clustering has possibly 
the comparatively stronger effect on the fullerene reactivity. This assumption correlates, 
in fact, with the ground state and excited state properties of an aqueous solution of 
C60[C(OCH2CHE)3CH3]2: Strong light scattering of the absorption spectrum and a very 
short triplet lifetime substantiate the fullerene clustering. In essence, only the surfactant- 
capped or 7-CD incorporated complex revealed the expected ease of radiolytic reduction. 

C60(C4H10N +) (5): Finally in an attempt, not only to overcome the Columbic 
charge repulsion, but, more importantly, to attract a reaction of the hydrated electrons 
with a charged fullerene core, a positively charged pyrrolidinium salt, e.g., C60(C4H10 N+) 
(Scheme 2), was probed (64). Despite the also unequivocally occurring clustering in 
aqueous media, attachment of a pyrrolidinium group enhanced the rate for reduction of 
these clusters by hydrated electrons and (CHa)2"COH radicals as compared to the 

negatively charged system {C60C(COO )2 } n. 

{C60(C4H10N+)}n + e - a q - - >  {(C60"-)(C4H10N+)}n (27) 

The NIR fingerprint indicated also significant differences relative to the reduced 
y-eD-incorporated monomer ((C60"-)(C4HloN+)/y-CD). The spectral features of the 
fullerene cluster, for example, are much broader. This is further corroborated by lower 
yields of the reduced cluster compared to the reduced monomer. 

Concerning the reduction of C60(C4H loN+)/surfactant and C60(C4H loN+)/y-CD by 
hydrated electrons a significant rate enhancement over [60]fullerene and negatively 
charged C60C(COO )2 (surface-capped or y-CD-incorporated) is noticed (Table 5). This 
can be understood in terms of the Columbic forces which decelerate a reaction between 
hydrated electrons and the negatively charged fullerenes while they facilitate reduction of 
the positively charged fullerene. On the other hand, electron transfer rates from 
uncharged (CH3)2"COH radicals, which should be less affected by the surface charge of 
the respective functionalized fullerene derivative, still follow the trend observed for 
reactions of the hydrated electron. This suggests, in line with the quenching rates, an 

anodic shift of the reduction potential of C60(C4H10 N+) relative to C60C(COO-)2 and 

[60]fullerene. 
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In summary, functionalization of C60 shows that a single hydrophilic addend is 
not sufficient to prevent the strong hydrophobic 3-dimensional interactions among the 
fullerene moieties and the resulting tendency to form aggregates. This precludes 
formation of stable monomers of monofunctionalized fullerene derivatives in aqueous 
solution and leads to the irreversible formation of clusters. 

3.2. Vesicular Systems 

The systematic variation of the functionalizing addends, covalently linked to the 
fullerene core, has also been used to facilitate their incorporation into different vesicular 
matrices, and to probe these systems in electron transfer studies (50). 

Functionalized fullerene derivatives in lipid bilayer materials exhibited the 
characteristic fullerene ground state absorption. In particular, the 213,259, 324, and 426 

nm bands are fingerprints for mono-functionalized fullerene derivatives (C60(C4H10 N§ 
and C60[C(OCH2CH2)3CH3]2) evolving from their partially broken C2v' symmetry. 

Obstruction of cluster formation in case of C60(CnHloN § and C60[C(OCH2CH2)3CH3]2 
derivatives points to an amphiphilic behavior. These compounds contain addends that 
may establish strong interaction with either the polar head group of the hosting matrix or 
the surrounding aqueous phase. It should be pointed out that the pyrrolidinium group in 

C60(C4H10 N§ resembles the head group structure of DODAB and lecithin. On the other 
hand, the triethylenglycol chains in C60[C(OCH2CH2)3CH3]2 should implement 
interaction, through the polar interface, with the aqueous medium. 

Electron transfer to the electron-accepting fullerene moieties was probed by pulse 
radiolysis under strictly reductive conditions. The experiments showed significantly 
reduced lifetimes of the hydrated electron absorption around 700 nm suggesting reaction 
28 to occur. Characteristic changes were also observed with respect to the fullerene rt- 
radical anion band in the NIR. 

C60(C4HloN+)/vesicle + e - a q - - >  (C60"-)(C4HloN+)/vesicle (28) 

The shape and, more importantly, the yield of the rt-radical anion absorption depend 
mainly on the charge of the vesicle head group. The data demonstrate that, regardless of 
the derivative, the most efficient fullerene reaction takes place within the positively 

charged DODAB vesicle, while the least effective reduction was found to occur in the 
negatively charged DHP systems. This trend suggests that variation of the head group 
charge impacts the dynamics of the associated electron transfer process. A possible 

rationale is based on charge attraction or repulsion exposed to the negative electrons by 

the oppositely or equally charged vesicle interface, respectively. 
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The rate constants for the reduction of C60(C4HloN+)/DODAB and 
C60[C(OCH2CHE)aCHa]2/DODAB systems by hydrated electrons amount to 3.2 x 101~ 
M-is ~ and 1.7 x 10 l~ M-Is ~, respectively. They are in excellent agreement with those 

established for the corresponding 7-CD inclusion complexes and fullerene surfactant 
solutions (see Table 5). 

In conclusion, structurally balanced fullerene derivatives were successfully 
incorporated into various vesicular matrices. Truly monomeric immersion of amphiphilic 

C60(C4H10 N+) and C60[C(OCH2CH2)3CH3]2 derivatives into the polar head group 
anchored the fullerene core still close enough to the lipid bilayer interface to facilitate 

very efficient reductions by hydrated electrons and "CH2OH radicals. 

4. MULTIPLY FUNCTIONALIZED FULLERENE DERIVATIVES 

Introduction of a second and, subsequently, a third hydrophilic ligand to the 
fullerene core leads to materials, which, in essence, display an enhanced surface coverage 
of the hydrophobic fullerene surface. It was expected that fullerene aggregation may be 
impacted to a noticeable extent and that micellar aggregation does not play a role in the 
reactivity of these functionalized fullerenes. It should be noted that these water-soluble 
derivatives are important alternatives to the t-incorporated and surfactant-capped 
fullerenes. 

C60[C(COO )2]2 (6-8) and C60[C(COO )213 (9)- A series of water-soluble 
mult iplyfunctionalized fullerenes, namely, e-C60[C(COO )2]2 ( 6 ) ,  trans-3- 

C60[C(COO-)212 (7) ,  trans-2-C60[C(COO )2]2 (8),  and e, e, e-C60[C(COO )2]3 (9) 
(Scheme 3) were probed in radical-induced studies and compared to those of 

{(C60)C(COO )2}n clusters from the monofunctionalized fullerenes (65). Ground state 
absorption spectra, recorded up to 1.0 x 10 .4 M, show no deviation from the Lambert 

Beer law and thus speak against any clustering. The strongly enhanced triplet lifetime (= 

40 Its) relative to {(3C60)C(COO-)2}n clusters (x = 0.4 Ias) also indicates a truly 
monomeric appearance of these bis- and trisfunctionalized fullerenes in aqueous 

solutions. 

Pulse radiolytic reductions were conducted without employing a hydrophilic host 
molecule. Radical-induced reduction of e-C60[C(COO-)212 in N2-purged aqueous 
solution showed that the expected formation of the diagnostic NIR transition band occurs 
synchronously with the decay of the electron absorption. The fullerene n-radical anion, 
absorbs at 1055 nm, which is 5 nm blue-shifted relative to the analogous reduced ester 

derivative. 
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e-C6o[C(C00-)212 + e - a q - - >  e-(C60"-)[C(CO0 )2]2 (29) 

coo|174 coo 

c o o  ~ 

# coo  1 
%06 

| 
_ O O C  CO@ 

,c %o,.. coo | 

Scheme 3 

From the first-order rate constant v e r s u s  concentration dependency a bimolecular 
rate constant of 2.9 x 109 M I s  l was derived for reaction 29. All bisfunctionalized 

fullerene derivatives investigated were successfully reduced by means of hydrated 
electrons ((0.75 - 3.4) x 109 M l s  "1) and (CH3)2"COH radicals ((0.9 - 2.2) x 108 Mls  l )  

(Table 6). These values are, however, significantly lower than those for the reduction of 

C60/surfactant (C60C(COO-)2)/surfactant and the respective T-CD encapsulated 
complexes. Such an effect reflects the perturbation of the fullerene re-system caused by 

placing two functional negatively charged appendices onto the fullerene core. 
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Table 6: Rate Constant for the Radiation-Induced Reduction of Various Bisfunctionalized 
Fullerene Derivatives in Homogeneous (H20, 10 vol % 2-propanol, pH 9.7) and Heterogeneous 
(5% Triton X-100) Aqueous Solutions (65). 

RATE 

COMPOUND 

e-C601C(C00)212 
(6) 

trans-3-C60lC(CO0-)2]2 

(7) 

( ) 
trans-2-C60[C(CO0-)212 

(8) 

e,e,e-C60[C(CO0-)213 

(9) 

PRODUCT; 

MEDIUM 

H20 

H20 

H20/Triton 

H20/Triton 

H20 

H20 

H20/Triton 

H20/Triton 

H20 

REAGENT 

H20/Triton 

eaq 

(CH3)2 COH 

eaq 

(CH3)2 COH 

eaq 

(CH3)2 COH 

eaq 

(CH3)2 COH 

eaq 

CONSTANT 

[101~ -1] 

0.29 

0.022 

0.34 

0.021 

0.19 

0.011 

0.26 

0.024 

0.34 

MAXIMUM [nm] 

(C60"-)R; 1040 

o _  

(C60)R; 1040 

(C60"-)R; 1040 

(C60~ 1040 

o 

(C60)R; 995 

o _  

(C60)R; 995 

(C60)R; 995 
o 

(C60)R; 995 

o o  

(C60)R; 880 

H20 (CH3) 2 COH 0.019 (C60 )R; 880 

0.32 

0.02 

0.075 

H20/Triton 

eaq 

(CH3) 2 COH 

eaq 

(CH3) 2 COH 

H20 

H20 0.009 

o 

(C60)R; 880 
o _  

(C60)R; 880 

(C60)R; 1020 

o 

(C60)R; 1020 
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Bisfunctionalized C60 carrying negatively charged carboxyl groups, 

C60[C(COO-)212 , or positively charged quaternary ammonium groups, C60(C4H10N+)2, 
have been shown to exhibit high water-solubility without cluster formation. This renders 

them excellent target molecules for free radical attack in aqueous environment. Absolute 
rate constants on the order of 8 x 109 M'~s land 1.5 x 109 M -1 s ~ have been measured for 

the addition of "OH radicals to the fullerene core for a variety of bisfunctionalized 

stereoisomers.  Water-soluble polyfunct ional ized fullerenes, namely, e,e,e- 

C60[C(COO-)213, C60[(CHz)4SO3H]6, and C60(OH)18) exhibited, however, a lower 
reactivity towards "OH radicals (66). Polyfunctionalization reduces the number of 

reactive sites on the fullerene surface due to sp2 278-carbon hybridization, and eventually 

leads to fullerene derivatives that show little resemblance to the original [60]fullerene. 

e-C60[C(COO-)212 + " O H - - >  e-(C60-OH')[C(COO-)2]2 (30) 

In the case of C60/Y-CD, C60C(COO )2/y-CD, and C60[C(OCH2CH2)3CH3]2/y- 
CD the supramolecular host (y-CD) may, as shown for the example of "OH-radicals, 

serve as an efficient radical trap. It even seems to prevent a consecutive transfer of the 

radical site created at the host to the fullerene guest. 

C60(O1-I)18 (10): Polyhydroxylation (Scheme 4) of the hydrophobic [60]fullerene 
core enhances the water solubility of this carbon allotrope up to 4.0 x 10 -2 M (67). The n- 

radical anion, (C60"-)(OH)18, generated by electron transfer from hydrated electrons and 

(CH3)z'COH radicals, absorbs with maxima at 870, 980 and 1050 nm. The bimolecular 
rate constant for a reaction with hydrated electrons is 4.5 x 108 Mls  ~. Based on electron 

transfer studies with suitable electron donor / acceptor substrates, the reduction potential 

of the C60(OH)lg/(C60"-)(OH)18 couple was estimated to be in the range between -0.358 

V and-0.465 V v e r s u s  NHE. 

C60(OH)18 + e-aq ~ >  (C60"-)(OH)18 (31) 

In conclusion, the extended and highly delocalized n-system experiences a 
gradual destruction. Specifically, a perturbation is noticed which depends strongly on i) 

the degree of functionalization, ii) the relative distance of the individual addends to each 

other, and iii) the electronic structure of the substituent. 
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5. CONCLUDING R E M A R K S  

Radiation chemical techniques were employed to characterize transient 
intermediates and stable products following the one-electron reduction and oxidation of 

fullerenes and functionalized fullerene derivatives. In particular, these techniques are 
excellently suited for conducting energy transfer and alkylation reactions with fullerenes 
in homogenous and heterogeneous environments. The NIR fingerprint of all the different 
fullerene products (e.g., n-radical anion, n-radical cation, triplet excited states and alkyl 
adduct radicals) proved to be a powerful means to differentiate between the different 
reaction pathways. A fundamental advantage of pulse radiolysis, for example, is the low 
solute concentration, at which a meaningful experiment can be performed. This is an 
important aspect in view of the generally poor solubility of fullerenes. This allowed, 

beside the spectral identification of transients and the determination of the individual 

reaction rate constants for intermolecular reactions between fullerenes and a variety of 
reducing / oxidizing radicals and stable g-radical anion / rt-radical cations with high 
accuracy. Furthermore, the spectral and kinetic parameters determined helped to gain a 
comprehensive mechanistic view of the formation and deactivation of fullerene 

intermediates. 

Two findings are particularly noteworthy. First, the experiments in which the 
reactivity of water-soluble fullerene derivatives in aqueous media was probed (62-64): 
Not only, that the intermolecular reactions with hydrated electron and various radicals 
provided unequivocally evidence for the presence of fullerene clusters. But, furthermore, 

these investigations helped, in reference to the kinetics of the fullerene monomers, to 
estimate the agglomeration number for, for example, the mono pyrrolidinium salt in the 
respective fullerene cluster. Secondly, the intermolecular electron transfer reactions 

between radiolytically generated arene n-radical cations and higher fullerenes (25,51): 
The noted parabolic dependence of the rate constants on the thermodynamic driving force 

is one of the rare confirmations of the existence of the "Marcus-Inverted" region in 

forward electron transfer. 
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More recently, pulse radiolysis started to play a major role in the characterization 
of photolytically generated (A ' -~D "§ radical pairs in a variety of fullerene containing 
donor-bridge-acceptor dyads (68,69). While the latter evolve from photoinduced 
intramolecular electron transfer reactions complementary employment of pulse radiolysis 
allowed to generate the reduced and oxidized entities in separate experiments and to 
superimpose the features of the two reactive moieties. In this context, it should be noted 
that conventional methods, such as cyclic voltammetry, due to their unfavorable time 
resolution, fail to contribute to the radical pair characterization. 
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1. INTRODUCTION 

Quinones, having at least two carbonyl groups in the para-position of a ring, are 
known to act as very efficient electron accepting agents [1-4] and have evoked 
strong interest as a separate class of compounds during the second half of the 
twentieth century. Since 1955, the National Cancer Institute (USA) has screened 
over 2000 potential drugs for antitumour activity [5,6]. Many potential drugs 
have been identified. Out of these, majority are quinones (Figure 1), the first 
being the simple quinone, 2-methyl-p-benzoquinone. 

O OH O O 

CH3-~...__ ~ R = OH Adriamycin Mitomycin C 
R = H Daunomycin 

HOCH 2 CH 2 NH(CH 2 ~ HN O OH 

HOCH2 CH2NH(CH 2 

NHCOOC2H5 

H5C2OOCHN/ ~ "NN~ 

Mitoxantrone AZQ 

Figure 1. Structure o f  some quinone anti tumour agents.  
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A considerable amount of research has gone into elucidating the molecular 
mechanism of action of these antitumour quinones. While several mechanisms 
are possible, a single mechanism may not fully explain all of the observed 
cytotoxic effects. One of the objectives of the NCI and other studies elsewhere 
has been to determine if there were any structure-activity relationships within the 
major structural groups ranging from the simplest benzoquinones to the complex 
multiple heteroatom quinones. One of the main conclusions from these studies 
was that the most active compounds were mitomycin C, the 3,6- 
diaziridinylbenzoquinones with 2,5-alkylamino substituents, adriamycin 
(doxorubicin), daunomycin (daunorubicin) and AZQ (Figure 1). 

It can be seen that the only apparent similarity in these structures is that all of 
them contain a quinone group. The number of such compounds that has been 
studied by advanced techniques of pulse radiolysis and flash photolysis is 
increasing rapidly over nearly last three decades. Around the main objectives 
cited above, a large number of studies [7-12] have simply been made on the 
structure-property relationship. 

Anthraqtfinone derivatives also constitute a commercially important class of 
vat dyes for dying synthetic fibres [13]. Many anthraquinones are used as 
photoinitiator for crosslinking or degradation of polyethylene. In the present 
article, an effort is made to capture the essence of these studies in quinones and 
also point out some future prospects. 

During the last 27 years, a number of excellent monographs [7-12] have 
appeared in the literature on the subject topic, the first being in 1974 and the last 
being in 1999. While efforts will be made to minimise overlap, a certain extent of 
commonality will be inevitable, as a vast amount of research in the subject area 
has been credited to this author's research schools at Manchester (U.K.) and 
BARC (India). 

0 FORMATION OF SEMIQUINONES IN AQUEOUS SOLUTIONS 

Quinones are capable of reacting with a large number of radiation-produced 
H" primary species like e~q, and OH" [14-16]. While eaq and H" may reduce 

quinones by one-electron reduction process to the semiquinone, OH" may either 
add to the ring or some suitable substituent position and give rise to one-electron 
oxidation to some form of transient. Formation of semiquinones by y-radiolysis 
has been discussed in detail in earlier monographs [7,9,17-19] and will not be 
included here. Pulse radiolysis kinetic spectrophotometry technique [20,21] has 
opened up new scope for detailed studies [8-12,15,16,22-25] on semiquinones. 
On pulse radiolytic one-electron reduction of quinones, semiquinones may be 
formed as follows :- 
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H20 ~::--*'~ > eaq , H', OH', H2, H202 (1 )  

O + e~q > Q~ (2) 

Q + H" > QI-t ~ ~ Q ' -  +H + (3) 

In aqueous solutions containing sodium formate, the reaction may be: 

HCOO- + OH" (H ~ > CO2"- + H20 (H2) (4) 

Q + CO2"- ) Q'-  + CO2 (5) 

As reaction (2) also takes place, yield of Q ~ increases in this case. 
In aqueous alcoholic solutions containing either methanol or 2-propanol, 
following reactions take place. 

CH3OH + OH~ ~ > "CH2OH + H20(H2) (6) 

(CHs)2CHOH + OH* (H ~ > (CH3)2C~ + H20(H2) (7) 

H20 x. 
O + "CH2OH f O~ + H2CO + H + (8) 

Q + (CH3)2C'OH > Q~ + (CH3)2CO + H + (9) 

Higher alcohols may also be used. However, more branched radicals, e.g. 
~ (formed by reactions of OH'/H ~ with tea-butanol) are normally 
unreactive. 

Semiquinones are also formed photolytically from quinones by abstraction of a 
hydrogen atom from the solvent by the triplet state of the quinone. 

Q* + (CHs)2CHOH > QI-I" + (CHs)2C~ 

The organic radical formed may give more semiquinone by reaction (9). 
Excited quinones may also abstract electrons from suitable donors. 

Q* + O H -  > Q'-  + OI-I" 

(10) 

(11) 

Quinones may also be reduced by excited states of other molecules by electron 
transfer reaction 

Q + Chl* > Chl ~ + Q~ (12) 

Semiquinones may also be formed from hydroquinones by photoionisation. 
hv 

QH2 ~ QI-I" + e~q + IT (13) 
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Excited dye molecule (D*) can oxidise hydroquinone (QH2) to the semiquinone. 

D* + QH2 -------> DH ~ + QH ~ (14) 

We will confine ourselves mostly to radiation-induced generation of 
semiquinones. 

In most cases, an aqueous solution of the quinone has been used for radiation 
chemical studies. However, the reaction sequence depends entirely on the added 
scavengers like sodium formate, methanol, 2-propanol, tert-butanol or others. In 
our own work, we have extensively used a relatively novel solvent system 

comprising of a mixture of 2-propanol (5 mol dm -3) and acetone (1 mol dm -3) in 

water (32.5 mol dm-3). The advantage of this system, over and above solubilizing 
quinones insoluble in water, lies in the chemistry involved [26,27], so that 
(CH3)2C~ radical is produced as an exclusive reducing agent. 

In our aqueous-organic mixed solvent system, reactions (2),(3),(7) and (9) are 
supplemented with reactions (15) and (16). 

eaq + (CH3)2CO ) (CH3)2CO" (15) 

(CH3)2CO" + H20 ," (CH3)2C~ + OH- .(16) 

The solute quinone (Q) is reduced to its semiquinone by any combination of the 
above reductants (reactions 2, 3, 5, 8 and 9). 

Q CHARACTERISTICS OF SEMIQUINONES 

3.1 Optical absorption characteristics 
Study of physical chemistry of semiquinones relies heavily on knowledge of 

optical absorption characteristics of the free radicals, namely, absorption maxima 
and molar extinction coefficients. As radiation dose can be calculated fairly 
accurately, the yield of free radicals can be easily estimated. From the observed 
absorbance at a given dose, molar extinction coefficient of the semiquinone can 
be calculated. 

The observed absorbance (AA) after an electron pulse is given to the solution 
containing quinone and a suitable additive, will constitute a difference absorption 
spectnnn given by: 

A,4 = (6semiquinon e -8qu inon  e ) .ACquinon e .1 (17) 
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where, 1 = optical path length, ACquinon e is the amount of quinone converted 

into the semiquinone and ~ terms are the respective molar extinction coefficients. 

Three cases may arise at a particular wavelength ~obs :- 

O) esemiquinon e = equinone " AA=O 

(ii) esemiquinone ) equinone ; A A = + V e  

(iii) esemiquinon e ( ~quinone " z ~ = - v e  

The ease (iii) denotes depletion and will occur in the wavelength region where 
the parent quinone absorbs more strongly than its semiquinone. The 
eorrecponding (semiquinone-quinone) difference absorption specmnn shows a 

depletion region (Figure 2). As 8quinon e is known at all wavelengths, and 

ACquinone can be easily calculated at a given dose (as G-value is known under 

different experimental conditions), ~;semiquinone can be calculated at any given 
wavelength by using equation (18). 

z~A obs x(G e)dos im eter  
esem iqu inone  = equ inone + A d o s i m e t e r x G s e m i q u i n o n e  

(18) 

t~  

o 
%=- 

x 
< 
<1 

40 

20 

-20 

/ 

400 600 800 

Wavelength (nm) 

~ 15 

i,o 

= 0 6;0 8;0 
WavelengliJ1 (nm)  

Figure 2. Semiquinone-quinone difference 
absorption spectra for adriamycin at (o) pH 1.1 
mol dm -3 formic acid + H2SO4); (e) pH 9.1 
(10 1 mol dm 3 formate+ borate buffer). 
Dose = 5.5 Gy. 

Figure 3. Absolute absorption spectra 
of adriamycin semiquinone obtained 
from data of Figure 2, (o) pH 1.1, (e) 
pH 9.1. (Figures 2 and 3 are reproduced 
from reference [41 ] with permission.) 
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Table  1 
Comparison of spectroscopic characteristics and pK(1) of quinone s. 

Quinone kmax nm 
(e / 103 dm 3 mo1-1 cm "1) 

QH ~ Qo" 

pK(1) 
of 

QH ~ 

Ref 

Benzoquinone (BQ) 

1,4-NaphthoquinonefNQ) 

2,3-Dimethyl-NQ 
2-Hydroxy-NQ (Lawsone) 
5-Hydroxy-NQ (Juglone)" 
5,8-Dihydroxy-NQ 
(Naphthazarin) ~ 
9,10-Anthraquinone (AQ) 

AQ- 1-sulphonate "r 
AQ-2-sulphonate ,x 
AQ- 1,5-disulphonate" 
AQ-2,6-disulphonate" 
1-Amino-AQ b 

1-Hydroxy-AQ b 

1-Amino-4-hydroxy-AQ b 

1,4-Diamino-AQ b 

1,4-Dihydroxy-AQ 
(Quinizarin) b 
Quinizarin 2-sulphonate" 

Quinizarin 6-sulphonate" 

5-Methoxy-quinizarin b 
1,5-Dihydroxy-AQ b 

1,8-Dihydroxy-AQ b 

1-Chloro-AQ 
1,5-Dichloro-AQ b 
1,8-Dichloro-AQ b 
2-Hydroxy-AQ b 
2,6-Dihydroxy-AQ b 

415(4.7)", 410 (3.8) b 425(6.9f, 430 (3.6) b 

370 (7.2) a, 370 (8.1) b 390(12.5)a,375 (7.8) 

380(7.3) 
370 (5.9) a 
370 (12.6) 

380 (11.8), 760 (2.7) 

375 (9.8) ~'c 
380 (8.9) b 
385 (10.7) 
390 (11.2) 
385 (8.4) 
388 (9.5) 

400 (10.5) 
470 (2.9),650 (2.0) 

390 (10.5) 
520 (1.1),620 (1.4) 

410(6.8) 
490 (4.7),700 (2.5) 

390 (6.5) 
490 (8.0),720 (2.2) 

410(11.6) 
680 (3.0),720 (2.7) 

425 (12.4) 
680 (3.0) 

420b(12.4) 
680 (3.0) 

370 (6.6), 420 (12.1) 
410 (12.4) 
620 (2.2) 

400 (15.8) 
620 (3.4) 
380 (8.9) 
380 (8.0) 
375 (9.9) 
380 (6.6) 

390(11.0) 

4.0 ~, 9 a, 
4.7 b 28 b 
4.1 a, 9a,28 b 
4.3 b 29 b 

400(11.4) 4.25 9 
390 (6.3) a 4.7 a 9,29 
385 (12.2) 3.65 29,30 
380 (10.5) 2.7 29,31 

425 (8.9), 720 (1.7) 
395(7.0)~'c,480(6.5) ~'c 5.3" 9"28 b, 
385 (6.7) b, 490 (5.2) b 4.4 b 29,32 
400 (7.2), 500 (7.2) 5.4 32,33 
400 (7.3), 500 (7.3) 3.25 32,34 
390 (5.6), 500 (5.7) 6.1 32 
396 (6.4), 515 (8.3) 3.0 31 

390(6.7) 5.8 35 
480 (10.3), 740 (2.0) 

390 (8.1) 4.6 35 
445 (7.9), 730 (1.7) 

390 (6.3) 6.3 36 
500 (13.1), 740 (3.4) 

385 (6.0) 7.9 36 
510 (14.4), 740 (3.3) 

388 (5.8) 3.3 26,37 
475 (13.7), 720 (1.8) 
390 (6.4), 475 (17.2) 2.2 37 
700 (2.6), 780 (2.3) 

390 (6.4), 475 (17.2) 2.2 37 
700 (2.6), 780 (2.3) 

375 (6.5), 480 (16.9) 3.65 35 
390 (8.0), 3.65 38 

440 (13.0), 720 (1.4) 
380 (8.5) 3.95 38 

450 (14.7), 720 (1.8) 
390 (5.0), 500 (5.4) 4.2 39 
390 (4.7), 520 (4.8) 39 
390 (5.1), 530 (6.0) 3.9 39 
400 (6.6), 450 (4.4) 4.7 40 
410 (9.0): 450 (4.5) 5.4 40 
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Table 1 Continued .... 
Comparison of spectroscopic characteristics and pK(1) of quinones. 
Adriamycin/Daunomycin* 420 (13.2) 380 (5.0) 2.8 41 

720 (4.2) 480 (14.8), 720 (3.4) 
5,12-Naphttmcene quinone b 390 390 (3.3), 460 (2.6) 6.0 28 
a : 10 ~ mol dm -3 sodium formate in water; b: 5 mol dm 3 2-propanol + 1 mol d m  "3 acetone in 
water; e: corrected e - values[32]. 

A plot of esemiquinon e vs ~, will constitute a corrected absorption spectnnn of 

the semiquinone (Figure 3). Numerous studies have been made and corrected 
absorption spectra of the semiquinones have been determined ( Table 1). 

A close examination of Table 1 reveals few interesting trends. For example, 
most neutral semiquinones generated from naphthoquinone and anthraquinone 
derivatives absorb strongly around 370-390 nm region, while their anions absorb 
at longer wavelength with higher molar extinction coefficients. Except for 
naphthoquinone and 2-hydroxynaphthoquinone, they all have molar extinction 
coefficiem in the vicinity of 12,000 dm 3 mol 1 crn "l. In the ease of dihydroxy- 
substituted quinones, a weak and broad absorption band was observed at 700- 
760 nm region. Unsubstituted or sulphonated anthrasemiquinone radical anions 
have two distinct absorption peaks around 400 and 500 nm with comparable 
molar extinction coefficients For other substituted anthrasemiquinones, on the 
other hand, molar extinction coefficients of these two bands differ widely. 
Dihydroxy-anthrasemiquinone derivatives show weak absorption bands (molar 
extinction coefficient --6,000 drrl "3 mol ~ c m  "1) around 380-390 nm and stronger 
absorption bands (molar extinction coefficient ~13,000-17,000 dm 3 tool 1 cm ~) 
around 475 nm. The exact nature of the red band is still a matter of intense 
speculation. The effect of matrix (i.e. change of solvent) on the absorption 
characteristics has been very minimal in general, showing that in most cases 
intramolecular stabilisation is predominant. 

A close examination of the formation of semiquinone from quinone shows that 
the parent quinone structure changes to aromatic in the semiquinone. All UV- 
visible absorptions are thus considered as due to ~-n* transitions. As the shift in 
~,rnax between the neutral semiquinone and its anion is usually small, it is safely 
assumed that the orbitals involved in the absorption process are not significantly 
affected by protonation. Similar arguments hold good for substituted quinones, 
where the effect of ring substitution on ~,max has been seen to be very small (see 
Table 1). However, for-OH substitution, the effect is more prominent due to 
stronger intramolecular hydrogen bonding [42]. 
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While determining extinction coefficient, it is essential to establish that 
formation of the semiquinone is complete. Otherwise a lower extinction 
coefficient will result (CAUTION !). 

Some researchers have argued [43] that a semiquinone may exist in an 

associated form (Q .... Q"). This is possible in specific eases if the parent 
quinone is aggregated. Unless more comprehensive work is done, it is premature 
to have a discussion on this issue. In dilute aqueous solutions, however, the 
probability of dimerisation is indeed very small and can be neglected. 

3.2 Acid-base dissociation constants 
Semiquinone radical anions can undergo protonation steps to form neutral 

semiquinone or in very strongly acidic solution, a semiquinone cation radical. On 
the other hand, semiquinone radical anions containing ionisable H can undergo 
deprotonation to form dianion, trianion or even polyanion. An example is the 
case of naphthazafin (5,8-dihydroxy-l,4-naphthoquinone)(NzH2) [31] where 5 
different states of protonation of the semiquinone radicals are possible. 

NzH2 , r e d u c t i o n  .~ NzH2 ~ (anion) 

NzH4.+ pK(-1) > NzH3" pK(1) > NzI..I2 o- 

(19) 

pK(2) ~ NzH-2 - pK(3) > Nz-3 - (20) 

Studies on pK(-1) are rare [44]. It is probably believed that in very strong 
acidic solutions, semiquinone radicals can remain in the cationic form. Except 
some ESR studies [45-47], very little research has been oriented to this 
direction. Irradiation of p-benzoquinone in a CFCI3 matrix at 77 K and 
subsequent ESR studies [48] established a symmetric o-radical cation. In situ UV 
photolysis of p-benzoquinone in CFaCOOH at room temperature apparently gave 
a synunetric n-cation radical [49,50]. The question of the nature of the radical 
cation still remains unresolved. 

Mayer and Kraslukianis [44] carried out pulse radiolysis of p-benzoquinone, 
1,4-naphthoquinone, naphthazarin, 9,10-anthraquinone and quinizarin, in freon 
113 (CF2C1-CFC12) solution at room temperature. Blue shifted UV-visible 
absorption spectra were assigned to the radical cations. High formation rate 
constants (~ 101~ dm 3 mol 4 s 4) have been reported. The value of pK(1) is the 
most important parameter as pK(2) and pK(3) are normally measurable in very 
strongly alkaline solutions only [31 ]. 
As the absorption spectra of neutral and anionic semiquinones differ 
considerably, it has been possible to estimate pK(1) and in many cases, even 
pK(2), by choosing appropriate wavelengths and a modified Hendersen's 
equation [40] 
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Aob , = 10vXl+p/<2_2p H 1+ 10 px(1)-pH + 
+ 

AQH~ 

1 + 10 pH-pK(~ + 10 pK(2~-pI~ 

+ AQ~r'- 

1 + 10 2pH-pK(1)-pK(2) -'k 10 pH-pK(2) (21) 

A representative plot of AA vs pH is shown m Figure 4. However, whereever 
such intramolecular stabilisation effect is not present, the pK(1) value goes up, 
e.g. 9,10-anthraquinone-l,5-disulphonate; 1,4-diamino-9,10- anthraquinone; 1- 
amino-4-hydroxy-9,10-anthraquinone; 5,12-naphthacene quinone, etc. 

In the case of benzo-semiquinone the pK(1) value is 4.1 m aqueous solution [9] 
and 4.7 in the aqueous-organic mixed solvent [28]. However, in substituted 
quinones, especially OH-substituted quinones, the anion is more stabilized due to 
the intramolecular H-bonding. As a result, pK(1) values are lower, as shown in 
Table 1. 
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Figure 4. Variation with pH of change in 
absorbance at 475 nm produced by pulse, 
[adriamycin] = 5.6 x 10 .5 mol dm "3. The 
solid line is a computed best fit with 
pK(1) = 2.9. [Reproduced from 
reference [41 ] with permission] 

Figure 5. Normalised ESR signal (o) and 
[NzH2 ~ at equilibrium as obtained from 

optical pulse radiolysis (A). [Reproduced 
from reference [52] with permission.] 

3.3 Charge on the semiquinone 
One important aspect of chemistry of semiquinones is determination of the 

charge on the molecule. Conventional ionic salt effect studies in the absence of 
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any buffer often gives indication of the net charge at near neutral pH [31]. 
However, we have shown that by a judicious use of ionic salt effect studies, 
together with pulsed conductance studies and electron spin resonance 
spectroscopy, one can identify the ionic charge on the molecule without any 
doubt [51,52]. Once charge on a transient species at a given pH is known, 
charge on the species at other pH values can be ascertained by knowing the pK 
values of the transient. 

Mukherjee et al [51,52] demonstrated the efficacy of the above methods by 
comparing the yield of the semiquinone derived from naphthazarin with the 
normalised ESR signal. Not only an extremely good correlation was obtained 
(Figure 5), but the unique chemical structure of the semiquinone, with the odd 
electron delocalised over the entire structure, could also be established. 

m 

Another advantage demonstrated is that all those semiquinones, which show 
some stability over a pH zone, can be generated in situ cleanly by a combination 
of micellar solubilisation and photolytic irradiation [51,52]. 

3.4 Rate constants for formation of semiquinones 
Quinones are electron attracting type of molecules and can be reduced by a 

large variety of reducing radicals. Typically, rate constants for formation of 
semiquinones due to reactions with e~q (or, esolv') are virtually diffusion- 

controlled and fall around (1-3) x 101~ dm 3 tool -1 s 1 (see Table 2). These rate 
constants are normally directly calculated from a zkA versus t plot at-~720 nm, 
representing decay of e~q, and correcting for the matrix. Alternatively, 

competition kinetics with another solute may also be used. In the presence of 
substituents, the electron affinity of the molecule changes. However, it has been 
difficult to have a direct correlation between e~q rate constants and substitution 

effects. 
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Table 2 
Formation rate constants of transients formed by one-electron reduction of some 
representative quinones e (k in 109 dm 3 mo1-1 s -1) 

Quinone e~" (pH) CO2" (pH) (CH3)2C'OH H" Ref 
(oH) ,., (oH) 

i I 5.0 (2.5) i 28 
2.3 (8.0), 3.0 (c) 

i I 1.7 (2.5) i 28, 
2.6 (7.0), 2.3 (c) 29 

i I 3.9(1.8), 1.0(6.7) i 29 
1.3(10.3) 

2.3 (13.0),1.0(c) 
28(6.4),21(10.5) 4.4 (1.2) 3.1(2.0),2.9(7.0) 2(1.2) 29, 

3.8(6.4),1.3(10.5) 1.7 (10.4) 30 
1.4 (13.0),3. l(c) 

31.0 (5.8) 5.1 (5.8) 1.5(1.3),2.0(5.2) 8.9 29, 
24.0(9.2),22(13) 2.2(9.2),1.4(13) 1.5 (7.0),1.5(11) (1.2) 31 

i i 2.7(2.0),1.8(8.0) i 28, 
1.6 (12.0), 1.9(c) 29, 

32 
i i 3.0(2.0),3.2(8.0) i 35 

2.8 (12.0),0.9(c) 
i i 3.2(2.0),2.8(8.0) i 35 

1.5 (12.0),2.0(b) 
8.0 (11.0) 1.0 (11.0) 1.3(1.5),1.3(7.0) 30 

0.9 (13.0),1.3(c) . . . . .  
i i 0.9 (5.5) i 36 

50.0(11),53(~14) 1.1(11),1.3(-~14) 1.6 (8.8) 36 

Benzoquinone 
faQ) 
1,4-Naphtho- 
quinone (NQ) 
2-Hydroxy-NQ 
(Lawsone) 

5-Hydroxy-NQ 
(Juglone) a 

5,8-Dihydroxy-NQ 
(Naphthazarin) ~ 
9,10-Anthra- 
quinone (AQ) ~ 

1-Amino-AQ b 

1-Hydroxy-AQ b 

2-Hydroxy-AQ b 

1,4-Diamino-AQ 
1-Amino-4- 
hydroxy-AQ b 
1,4-Dihydroxy-AQ 
(Quinizarirg QZ)f 
Methoxy-QZ 
(QZOMe) 
1,5-Dihydroxy -AQ 

1,8-Dihydroxy-AQ 

2,6-Dihydroxy-AQ 

i 3.3(1.2),3.2(5.4) i 26, 
1.5(10.4) 37 
1.8(--14) 

45.0(11.0) 1.0 (11.0) 
53.0(-~14) 0.27 (-14) 
34.0(11.0) 1.7 (11.0) 
38.0(-14) 0.37 (-~14) 
14.0(11.0) 1.0 (11.0) 

AQ-I,5- 17.0 (8.4) 10.0 (8.4) 
disulphonate 
AQ-2,6- 10.0 (7.0) 0.8 (7.0) 
disulphonate 
QZ-2-sulphonate 27.0 (6.5) 3.1 (1.1),3.2 (5.7) 
(QZ-6- sulphonate ) 18.0(!1.7 ) 1 (!0.4),0.2 (-~14) 

2.2 (---) 38 

2.0 (---) 38 

2.3(1.5),1.2(7.0) 
0.7 (13.0),0.7(e) 

2.4 
(2.0) 
3.0 

(1.4) 

40 

32 

32 

37 
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Table 2 Continued 
Formation rate constants of transients formed by one-electron reduction of some 
representative quinones e (k in 109 dm 3 mol "l sd). 
1-Chloro-AQ i i 2.5(2.0),2.4(9.0) i 39 

1.6 (c) 
1,5-Dichloro-AQ i i 2.2(2.0),2.0(9.0) i 39 

1.7 (c) 
1,8-Dichloro-AQ i i 2.9(2.0),2.6(9.0) i 39 

2.2 (c) 
5,12-Naphtha- i i 3.1 (2.0),1.7(8.0) i 28 
cenequinone 2.1 (c) 
Adriamycin 25.0 (6.5) 3.5 (1.1),3.4 (6.5) 2.9 41 

15.0(11.5) 0.18 (11.5) ..... (1.1) 
a, b, c : as in Table 1, e : excludes those reported in reference [8], i : not determined due to 
insolubility in water, d : k with "CH2OH 2.1 x 108 dm 3 mol "l s -I [53] (in alkaline methanol 
solution), f: k with "CHEOH (acidic solution)= 7.5 x 108 dm 3 molls "1 [54]. 

A few general (but not universal) observations are as follows. 
a) In alkaline solutions k values are lower, obviously due to the Coulombic 

repulsion between the negative charges on the two reactants. However, 
the difference in k-values is not very significant. A number of specific 
examples have been discussed in reference [12]. Others are observable in 
Table 2. 

b) Where a negatively charged substituent is attached to the molecule (say, 
-SO3), the rate constant increases with substitution, due to the electron 
withdrawing ability of the -SO3 group from the aromatic ring, stabilising 
the radical anion. 

c) Reducing agents other than e~q always react much slower, typically by an 
order of magnitude. Same trend as in (a) above was observed in such 
cases too. 

d) Neutral radicals (e.g. (CH3)2C'OH) react at a slower rate than the anionic 

radicals (CO2"-, CH20"- ). 
e) At acidic pH, rate constants for H atom reactions are much higher than for 

bulkier radicals like "COOH, "CH2OH etc.). 

3.5 Disproportionation reactions of semiquinones 
In de-oxygenated aqueous solutions, a semiquinone normally undergoes a 

bimolecular disproportionation reaction, forming the parent quinone and the 
corresponding two- electron reduced hydroquinone. 

2 Semiquinone > Quinone + Hydroquinone (22) 
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Typical rate constants fall in the range of 108-109 dmamol-ls -1. However, in 
cases where substituents are presem, an equilibrium of the type of reaction (23) 
has been observed over a range of intermediate pH values. 

2 Semiquinone ~ Quinone + Hydroquinone (23) 

Especially in the case of hydroxy-substituted naphthoquinones [30,31] and 
anthraquinones [26,35-38], such equilibrium was seen to lie heavily to the left, 
showing exceptional stability of the semiquinones. In case of naphthazarin 
[26,37], for example, we could preserve a de-oxygenated solution containing high 
concentration of the naphthazarin semiqumone for months ! 

It was conclusively established that such exceptional stability was due to the 
nearness of the E 1 (one-electron reduction potential), E 2 (second one-electron 
reduction potential) and E m (two-electron reduction potential) values of the 
quinone and the characteristic changes of E l, E 2 and E TM as a function of pH as a 
consequence of the pK values of the quinones, semiquinones and hydroquinones. 
These are discussed later in the section dealing with redox potentials. 

Mayer [12] has discussed a very interesting case from our studies [32] involving 
anthraquinone sulphonates (mono- and di-), where the mono-sulphonate showed 
an increase in the value of log K~ for the reaction (23) on either side of pH of 
about 8.5, while the di-sulphonates showed a continuous drop in log Keq with pH, 
ending in a plateau at pH-~14. These observations could also be explained on the 
basis of the redox characteristics. 

As pointed out by Mayer [12] from our studies [30,51], stable juglone 
semiquinones could not be formed and the semiquinones decayed by a second- 
order process. The importance of redox potentials falling close to one another in 
an intermediate pH range, for extra stability, is fin-ther exemplified by this 
observation. 

Mukherjee et al attempted [26,41] to quantify the observed stability of 
semiquinones as a function of pH, by correlating the IQq values with pK values of 
the species involved and their redox characteristics (Figures 6 and 7). As the 
details may be out of scope for this review, readers are encouraged to see our 
work on quinizarin and adriamyein [26,41 ]. 

3.6 One-electron reduction potentials 
The reduction potentials for semiquinones are those for formation from the 

parent quinones, i.e. the one-electron reduction potential of the parent quinone, E 
(Q/Q"), and for reduction to hydroquinone, i.e. the second one-electron reduction 
potential, E(Q'TQ 2-) for addition of the second electron to the quinone. These 
reduction potentials depend on pH as Q, Q" and Q2- can all be protonated. 
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Pulse radiolysis has been established as possibly the "cleanest" method for 
determining these potentials [ 16,55]. After the anionic form of a semiquinone has 
been formed at low concentration by the action of an appropriate electron- 
donating reducing agent, it is possible to establish an equilibrium of the type 

Q~ + R -- Q + R ~ (24) 

with a reference redox couple R / R ' ,  under ideal chemical conditions, before Q '  
can disappear by disproportionation or other chemical reactions. Measurement 
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Figure 6. Variation of log K~ with pH for 
solutions containing adriamycin(o)or 
daunomycin (,)or both(�9 Solid line 
indicates the computor best fit. (Figures 6 
and 7 are reproduced from reference [58], 
with permission.) 
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Figure 7. Variation with pH of one- electron 
reduction potentials of adriamycin (,)and 
daunomycin (o). A Single best fit line is 
calculated on the basis ofE 1 = -365 mV at pH 
8.5, pK(1) = 2.8, pK(2) = 9.2 and pK(3) > 14. 

The insets show changes of optical transmittance 
with time for daunomycin at pH 9.2. 

of equilibrium optical absorbance can then give the equilibrium constant K for the 
reaction (24). If the reduction potential E(R/R") is known, the value of E(Q/Q") 
at 25~ vs NHE can easily be derived as 

EI(Q/Q ~ = EI(R]R "-) - 59.16 logK (25) 

where all E values are in mV. The reduction potential E(Q ~ is obtained 
from: 

E2(QO-/Q2-) = 2Em(Q/Q2.) _ EI(Q/QO_) (26) 
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w h e r e  Em(Q/Q 2-) is the k n o w n  t w o - e l e c t r o n  potent ia l  o f  the  quinone.  

It is impe ra t i ve  to have  an  accura t e  E 1 va lue  for  the r e f e r e n c e  f rom the l i terature  

[55]. Ca re  has  to be t aken  a b o u t  so lven t  also,  as M u k h e r j e e  et al [27] have  

d e m o n s t r a t e d .  Fo r  example ,  the  E I ( M V 2 §  ~ is - 450  m V  in a q u e o u s  sys t em 

whi le  it is - 330 m V  in 2 - p r o p a n o l - a c e t o n e - a q u e o u s  (mixed)  solvent .  

Table  3 
Redox potentials of several quinone/semiquinones systems 

Quinone El7 / mV E27 / mV Era7 / mV Ref 

Benzoquinone (BQ) b -3 0 - 
1,4-Naphthoquinone (NQ) b -200 - 
NQ-2-sulphonate -60 +300 
2,3-Dimethyl-NQ -240 - 
2-Hydroxy-NQ b -350 - 
5-Hydroxy-NQ -95a,-125 b +157 (pH 2 f  
5,8-Dihydroxy-NQ - 109 ~, - 115 b - 15 ~ 
9,10-Anthraquinone (AQ) -445b,(-266) - 
AQ- 1-sulphonate a -415 - 
AQ-2-sulphonate a -380 -76 
AQ-1,5-disulphonate ~ -418 -283 
AQ-2,6-disulphonate a -215 - 
1-Amino-AQ b -435 - 
1-Hydroxy-AQ b -385 - 
1-Amino-4-hydroxy-AQ b -408 b .348 b 
1,4-Diamino -AQ b -410 -329 
1,4-Dihydroxy-AQ (quinizarin) b -249 b, (-326) -188 
Quinizarin 2-sulphonate" -270 ~, -298 b -246 
Quinizarin 6-sulphonate" -249 ~ -213 
5-Methoxyquinizarin b -333 - 192 
1,5-Dihydroxy-AQ b -326, -306 b -273 
1,8-Dihydroxy-AQ b -298 (pH 7), -345,-325 b 

-377 (pH 11) 
1-Chloro-AQ b -360 - 
1,5-Dichloro-AQ b -370 - 
1,8-Dichloro-AQ b -410 - 
2-Hydroxy-AQ b -440 - 
2,6-Dihydroxy-AQ b -400 - 
Adriamycin/Daunomycin" -341 -260 
Mitomycin C -310 a 
AZQ" -70 a 
BZQ a -376 A 
5,12-Naphthacene quinone b . -380 . . . . . . . . . .  

- 2 8  

- 28 
+120 56 

- 56 
- 29 

+ 6 9  (pH 2) a 29,30 
-62 a 29,21 

- 28 
- 32,33 

-228 32-34 
-350 32 

- 32 
- 3 5  

- 35 
-388 b 36 
-380 36 
-229 26,37 
-258 37 
-231 37 
-263 26 
-300 38 

-415, -380 38 

- 39 
- 3 9  

- 3 9  

- 4 0  

- 40 
-300 57,58 

59 
5 
5 

28 

(Abbreviations as in Table 1.) 
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Over last two decades a large number of E 1 values have been determined 
accurately by this simple method. Some chosen values are shown in Table 3. 
When only a single ionisation of the semiquinone is considered, E I(Q/Q ~ is 
related to pH as: 

EX(Q/Q ~ = EX(Q/Q~ + 59.16 log (K+[H+]) / (K+10 -7) (27) 

where K is the ionisation constant of the semiquinone. Thus in the pH' 
independent region (pH > pK), the redox process is the simple addition of an 
electron, whereas in the acidic region, it involves addition of a proton (i.e. Q + i-r 
+ e~q ---> QH~ More complex correlation between E 1 and pH has been done and 

experimentally verified [57,58]. 

3.7 Anthracyclines and their model quinones 
3.7.1 First one-electron step 

The most basic structural model for anthracyclines adriamycin (doxorubicin) 
and daunomycin (daunorubicin) was considered to be the strongly 
mtramolecularly hydrogen-bonded naphthazarin (5,8-dihydroxy-l,4- 
naphthoquinone) (Section 3.2). It is usually customary to study the way in which 
such simple qumones form radicals in order to gain insight into the way more 
complex quinones might produce toxic and other effects. This is more so as the 
radical centres in the complex molecules are usually located in these simpler 
model structures. Treatment of naphthazarin will also demonstrate how various 
data may be compiled and compared. 

In aqueous solution, naphthazarin (NzI--I2) can  exist in the fully protonated form 
(NzH2), anionic form (NzH') or dianionic form (Nz 2-) depending on the pH. 

pK=7.85 pK=lO.7 
NzH2 " ' NzH" '" Nz ~ (281 

Pulse radiolytic one-electron reduction of naphthazarin in aqueous 
formate/formic acid solution [31] leads to various protonated forms of the 
semiquinone. Change in absorbance at chosen wavelengths of the semiquinone 
absorption spectra, plotted as a function of pH, allowed three of the four forms to 
be identified, with pK~ and pK2 values of 2.7 and >13.8, respectively. The charge 
on the semiquinone at pH--5 was confirmed to be -1, based on ionic strength 
effect on the disproportionation rate. The semiquinone at this pH was thus 
assigned the structure N z H 2  ~  . The transition NzH3 ~ ~ NzH2 ~ was assigned 
the pK = 2.7. The reduction in pK value by 1.4 units over that of simple 1,4- 
naphthoquinone was easily attributed to the strong intramolecular hydrogen 
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bonding in NzH~ ~ . Pulsed conductance studies and ESR studies further 
confirmed structural assignments [51,52]. It may be mentioned here that the 
stability of the NzH2 ~ form of naphthazafin semiquinone over a pH range of 
11.1 units is the best known example of stabilisation due to intramolecular 
hydrogen bonding. 

The ESR studies also established that the pK > 13.8 could be assigned to the 
transition NzH2 ~ --~ N z H  ~ and that the structure of the semiquinone was a 
strongly intramoleculady hydrogen-bonded highly symmetric structure where the 
unpaired electron is delocalised over the entire ring structure (Section 3.2). 
The one-electron reduction potential (E ~) values were calculated at several pH 
values using several redox standards. From these measurements, E17 = - 109 m V  

vs NHE at 25~ was established. A E 1 versus pH plot shows a region 
independent of pH, i.e. no proton involved in the reduction process, confimaing 
the above structural assignments. 

3.7.2 Second one-electron step 
In many cases, semiquinones are present at appreciable concentrations in 

solutions containing quinones and the corresponding hydroquinone. In the case 
of naphthazarin, the NzH2 ~ form was found to be extremely stable in the weakly 
alkaline solutions unlike at the two extremes of the pH range when the 
disproportionation of the semiquinone was complete. The reaction (23) was 
studied over the entire pH range 1-14. Within pH ~6 to 11, the 
disproportionation was incomplete and the semiquinone was stable over hundreds 
of milliseconds at least. The equilibrium concentration of the semiquinone was 
measured and the equilibrium constant I~q was calculated. Such stability 
constants were related to the one-electron reduction potentials for the quinone 
and the semiquinone (at 25~ via the expression: 

E 1 (Quinone/Semiquinone)  - E2(Semiquinone/Hydroquinone)  

- -59.16 log Keq (29) 

The two one-electron reduction potentials are related in turn to the two-electron 
reduction potential of the quinone (equation 26), 

E l(Quinone/Semiquinone) + E2(Semiquinone/Hydroquinone) 
= 2Em(Quinone/Hydroquinone) (3o) 

Extremely good correlation was obtained among the measured and the 
calculated physical parameters, establishing a complete chemistry of naphthazarin 
semiquinones. The hydroquinones were actually formed in-situ in the cell in the 
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pulse radiolysis set-up, by giving a large number of electron pulses to the 
solution and measuring the absorbance immediately [60]. The close proximity of 
E l, E 2 and E m vs pH over a small pH range (Figure 8) gives physicochemical 
explanation about the exceptional stability of the naphthazarin semiquinones. 

3.7.3 Quinone antimmour drugs 
Several quinones are used clinically in the chemotherapy of cancer [61,62]. 

Some examples are adriamycin (doxorubicin), daunomyein (daunorubicin), 
mitomycin C and more recent diaziridinyl benzoquinones and diamino 
anthraquinones [5]. Physiological enzyme based reduction of these quinones 
caused by xanthine oxidase, cytochrome P450 reductase etc.[63], leads to the 
formation of semiquinone and hydroquinone forms. Pulse radiolysis can generate 
and characterise these intermediates and products [10]. 

4 0 0  

2OO 

o 

d "  �9 v 

o ' + a 12 
pH 

Figure 8. Variation with pH of reduction potentials of adriamycin and daunomycin. First one- 
electron reduction potential E l (...); second one-electron reduction potential E 2 (~); two- 
electron reduction potential E m ( .... ). (Reproduced from reference [58] with permission). 

Mitomycin C undergoes reduction in hypoxic tumour cells to form damaging 
adducts with DNA bases by aziridine ring opening. Steady state studies are 
rather inadequate to answer all the puzzling aspects of the mechanisms involved. 
For example : how to account for the number of different products which are 
produced when Mitomycin C undergoes one-electron reduction by characteristic 
enzyme systems. By combining the techniques of pulse radiolysis, HPLC and 
enzyme assay, it has been established that only three initial products are formed 
by the reduction of Mitomycin C and two of them are isomers [64]. Many other 
products observed by other workers will have been formed by further reduction 
of the initial products. It is presumed that the ring opening process must occur at 
the one-electron reduction to the semiquinone state. The Mitomycin C 
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semiquinones have now been studied for times as long as several seconds using 
very low doses of radiation and a 10 cm capillary cell. The only reaction 
observable is the dismutation reaction [64]. 

Aziridine ring opening was observed to occur after the hydroquinone had been 
formed. Further proof that the reactions do not occur at the semiquinone stage 
was obtained from analysis of yields of products formed from radiation dose from 
a linac, favouring dismutation of the semiquinone, and a 137Cs source, favouring 
prolonged lifetime of the semiquinone. The yields of products were the same in 
the two cases, further confirming that they are formed from the hydroquinone. 
Final confirmation of the complete mechanism came from pulse radiolysis data 
over time scales of between 0.1 s and 1 minute. The most interesting aspect is the 
intramolecular oxidation and rearrangement of the hydroquinone of Mitomycin C 
forming a modified quinone, observed using pulse radiolysis over time scales of 
33 s / division. However, the authors did not account for the Brownian motion. 

Clinically most successful antitumour drug, adriamycin undergoes redox cycling 
reactions producing also some toxic side effects. When adriamycin is reduced by 
one-electron reducing enzymes, the daunosamine moiety is liberated. As in 
Mitomycin C, it was believed that the process occurred at the semiquinone stage. 

Radiation chemistry of adriamycin and daunomycin could be studied on the 
basis of the studies made on naphthazarin. These anthracyclines are much 
complex molecules and a larger number of combination of pK values leads to 
several states of overlapping protonation over a narrow pH range [65]. 

A large number of protonation, namely +HAdH2, AdH2, +HAdH, AdH, Ad 2 etc 
(Ad = adriamycin core without two ionisable H) are possible with pK values like 
8.22, 9.01, 9.36, 10.1 and 13.2 [65]. Closeness of these pK values makes study 
with anthracyclines a very complex proposition. In the above formulation, fully 
protonated adriamycin was represented as +HAdH2 where the first H refers to the 
amino-sugar NH2 and the other two to those on the hydroquinone. 

Pulse radiolysis of aqueous solution of adriamycin under reducing conditions 
leads to semiquinone radicals in their various protonated forms [41,57,58,66-68]. 
In the acidic region, a semiquinone pK of 2.9 fit the data. Daunomycin 
semiquinone showed the same pK within experimental error. 

The one-electron reduction potential of adriamycin and daunomycin was 
estimated as a function of pH [58] as in the case of naphthazarin. Within 
experimental error limit, E ~ of both anthracyclines were treated as identical (as 
shown in the E 1 vs pH curve in Figure 7). Around pH 7, E l was independent of 
pH, showing that the one-electron reduction process does not involve either an 
uptake or liberation of a proton around this pH. A number of experiments 
confirm that the reduction process in this region is �9 
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+HAdH 2 q- eaq ~" +HAdH2 "- (31) 

The pK of 29  thus corresponds to 

+HAdH3" ~ +HAdH2"- + I-I + (32) 

We could get a best fit of E 1 v e r s u s  pH at pH > 7 only when a pK = 9.2 for 
the (NH3 § ~ NH2 + I-I +) ionisation at the sugar moiety of the semiquinone was 
implicated. A series of experiments gave a El7 = - 341 mV vs NHE at 25 ~ C for 
the two anthracyclines. Later on, similar values were reported for other 
structurally related anthracyclme derivatives [5]. 

Analogous to the naphthazarin semiquinone, the initial absorption decays in a 
second-order manner due to disproportionation reaction of the semiquinone. The 
equilibrium was much more to the semiquinone. Figure 7 shows the variation of 
log Kcq with pH. The Kcq values, in conjunction with E 1 values at a given pH, 
yielded E 2 and E TM values at the same pH. Over a narrow range E 1, E 2 and E TM 

values were very close, demonstrating exceptional stability. However, in this 
case, deglycosylation of the initially formed hydroquinone to form the quinone 
methide tautomer, wherein the absorption characteristics are virtually 
indistinguishable, was established. There has been no evidence for the liberation 
of daunosamine at the semiquinone stage. For these drugs, however, the 
presence of the equilibrium (23) even at neutral pH indicates that loss from the 
semiquinone and the hydroquinone will be indistinguishable. The rate constant of 
deglycosylation reaction was established as 1.1 s ~ and the rate constant for the 
quinone methide to 7-deoxy-adriamycinone (having similar absorption 
characteristics as that of the parent quinone) reaction was 1.5 x 10 -2 s -1, at pH 7 
[69]. It may be stated here that many unexplained observations are available in 
the case of anthracyclines and a complete mechanism of action is far from 
established. 

3.8 Two-electron reduction 
Land et al [60] have shown how pulse radiolysis can be used to generate 2- 

electron reduced species from parent quinones A significant difference in 
behaviour of reduced naphtho- and anthraquinones was established dining our 
subsequent studies. Naphthoquinones generated corresponding hydroquinones 
by complete 2-electron reduction. The fully reduced species readily reacted with 
oxygen to generate the parent quinone, e.g. naphthazarin. 

NzH2 2 eaq -> NzH22 - (dianionic form of the hydroquinone) (33) 
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Depending on pK values, neutral or anionic forms of the hydroquinone are 
formed. Then, 

Hydroquinone 02 ; Quinone (34) 

This reaction is quite slow in the case of naphthazarin. However, it becomes 
faster when oxygen is bubbled, or, in the alkaline solutions. Same reaction in the 
case of anthraquinone and higher derivatives gives rise to a reduced species 
which does not react with oxygen, or, reacts infinitesimally slowly. It was 
inferred that the reduced species could not be a normal hydroquinone. Several 
studies led to the proposal that a dihydroquinone type of molecule was generated. 

An interesting observation in the two-electron reduction of quinones [37] has 
been the loss of sulphonate (-SO3) group from the fully reduced quinizafin-2- 
sulphonate when reduction takes place at pH < 7 and the solution is made 
alkaline. Such -SO3- loss was not observed when reduction took place in the 
alkaline solutions or when quinizarin-6-sulphonate was used. On re-oxidation, 
quinizarin (and not its 2-sulphonate) was generated. Alkali was ruled out as 
cause of the -SO3 loss. Two alternative mechanisms involving tautomerisation 
and/or base-induced 13-elimination of-SO3- were proposed for this very 
interesting and rare observation. 

3.9 Reactivity with oxygen 
When an electron pulse is given to a solution which contains known quantity of 

oxygen, initially both semiquinone and 02" (superoxide radical) are produced 
depending on the relative concentrations and rate constants. However, in all 
cases studied so far, the following reaction 

Qumone + 02" -" "- Semiquinone + 02 (35) 

occur, with equilibrium, if any, established within a few hundred microseconds. 
The exact course of reaction depends entirely on the relative one-electron 
reduction potential of 02/02 ~ system (E 1 = - 155 m V  at  2 5 ~  vs  N H E ,  when 
oxygen concentration is expressed in mol dm -3 unit) and Q/Q ~ system (see Table 
3 for some representative values). 

A close look on Table 3 will show that naphthoquinones may be reduced to 
their semiquinones with O2"- as E(O2/O2"-) < E(Q/Q'-) .  On the other hand, 
O2"" radicals are preferentially formed by the reaction of anthrasemiquinones with 
02 as E(Q/Q ~ < E(O2/O2"-). 
The rate constant for the important reaction 
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02"- + Adriamycin ~- 02 + Adriamycin semiquinone (36) 

could be determined pulse radiolytically [41] as 3.5 x 108 dm 3 mol-ls 1. If one 
assumes E1 (02/02 ~ ) = - 155 mV and E1 (adriamycin/adriamycin semiquinone) = 
-341 mV, one can calculate the equilibrium constant as 7.04 x 10 -4 at pH 7. In 
the acidic pH, upto pH ~ 5, the K value does not change much. At pH <5, HO2 ~ 
forms from 02"-.  At pH > 7, the equilibrium is even more to the left. This 
consideration clearly shows that superoxide radicals are formed by reaction of the 
semiquinone with 0% a finding of great biomedical significance. 

Presence of oxygen in the vicinity of enzymatically produced anthracycline 
semiquinones leads to predominant formation of 02 ~ sometime leading to 
concomitant OH" formation, causing cardiotoxicity and cytotoxicity. The 
equilibrium reaction (36) may be used in caleulatingEl(Q/Q "-) system by either 
measuring equilibrium concentrations or by measuring rate constants. Results are 
in agreement with the Marcus theory of electron transfer reactions. 

3.10 Radiation chemistry of orthoquinones 
Most radiation chemical studies on quinones involve 1,4- or para-quinones. 

Recently, orthoquinones have assumed renewed significance in melanoma-related 
studies [70]. It was interesting to note that limited stability of anisyl-3,4-qumone 
[71] prompted the authors to prepare anisyl-3,4-semiquinone by one-electron 
oxidation of anisyl -3,4-hydroquinone, and not by one-electron reduction of the 
quinone. The transient absorption specmnn showed a maximum at -~320 nm and 
a smaller maximum at ~ 400 nm (k = 4.7 x 109 dm 3 mol~s-1). This semiquinone 
was shown to form an equilibrium involving the parent quinone, 02 and 02"-. 
The favoured direction is O2"- reducing the quinone to its semiqumone. 
Calculations led to E ~ > + 77 mV. The authors set a limit o fE  ~ >> + 100 mV. 
The corresponding E~7 for the structurally related but unstable 1,2-bermoqumone 
[9] was estimated to be + 210 mV pulse radiolytically. Such studies have 
physiological significance in explaining the cytotoxicity mechanism associated 
with the administration of 4-hydroxyanisole in the treatment of malignant 
melanoma. 

11 OXIDATION OF QUINONES 

As the hydroxyl radical (OH') is a non-selective oxidising agent, it is normally 
converted into some secondary radical by using a suitable chemical. 

Oaq + N20 H20 ~ N2 + OH" + OH" (37) 
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OH" + N3" ) N3 ~ + OH" (38) 

N3" may be replaced by halides, thiocyanate etc. e.g. 

OH" + 2Br > Br2~ + OH (39) 

Simple quinones undergo OH" addition to the ring as an oxidation reaction. On 
the other hand, hydroxy-substituted quinones can undergo additional oxidation 
reaction at the -OH site, first by addition to form cyclohexadienyl type radicals, 
followed by water elimination to form semi-oxidised quinones as free radicals 
[72]. Such oxidation reactions of 1,4-dihydroxyquinones assume special 
significance in view of these compounds being the central functional 
chromophoric centre of the quinonoid antitumour drugs, e.g. one-electron 
oxidation of adriamycin has been implicated by ESR studies [73]. However such 
oxidation reactions are more complex than one-electron oxidation ofjuglone [29], 
of dihydroxy-anthraquinones and their sulphonate derivatives [38,74] which have 
been characterised by using OH" and other more selective oxidants �9 N3 ~ Br2"-, 
SO4"-, "CHzCHO ('CHCHO-), etc. As in the case of one-electron reduced 
species, one can measure the difference absorption spectrum (Figure 9) and 
corrected spectnnn (Figure 10) for the one-electron oxidised substrate. Rate 
constants for the formation reactions are within the range 109-10 j~ dm 3 mol ~ s l .  
It may be noted that, unlike in the case of the reduced semiquinones, quinonoid 
character is retained in the semi-oxidised quinones. Some representative 
spectroscopic data are given in Table 4 while rate constants are given in Table 5. 

As in the case of the reduced quinones, the difference and absolute absorption 
spectra of the one-electron oxidised species have been studied in most of the 
above-named quinones. Two such typical difference and corrected spectra are 
shown in Figures 9 and 10, respectively, representing the neutral and anionic 
forms of one-electron oxidised quinizarin 2-sulphonate. 

Mukherjee et al [72] have shown that the decay of the one-electron oxidized 
naphthazarin (NzH" and Nz'-) proceeds by a complicated mechanism not fully 
understood in spite of extensive studies. At low dose condition, there was no 
visible change in the concentration of naphthazarin. The pK of the semi,oxidised 
naphthazarin was shown as < 4. The most interesting observation was the 
evidence for the disproportionation (40) proceeding to an equilibrium level in 
favour of the semi-oxidised quinone, accompanied by reaction (41). The 
possibility of dimerisation of the one-electron oxidised species was not fully 
explored. 

2 Nz'" + 2 I-I + -" ' ' "- NzH2 + Nz (= Diquinone) (40) 
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Nz + 2 H20 > NzH2 + H202 (41) 

Contrary to the naphthazafin case, dihydroxyanthraquinones (QH2) form semi- 
oxidised quinones which undergo simple bimolecular disproportionation to the 
diquinone and parent quinone [74]. Both the above reactiom have been wrongly 
given due to "printers' devil" type error in a recent review [12]. The pK for the 
semi, oxidised anthraquinone derivatives was measured and shown to be around-~ 
8. 

The third aromatic ring in the anthraquinone derivatives possibly renders all 
secondary reactions very slow in comparison with the timescale for radical 
decay. Hydroxyl radicals react with OH-substituted quinones or other 
hydroquinones mainly by addition, followed by acid or base catalysed water 
elimination [55,72]. 

QH2 + Oil" > (QH2OH) ~ > QH" + H20 (42) 
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Figure 9. Difference absorption spectra 
of the semi-oxidised 1,4-QHe-2S at ca. pH 1 (o) 

and 11 (o). The oxidising agents were "CH2CHO 

(ca. pH 1) and N3" ( p n  11). Inset : Variation of 
absorbance with pH at 720 nm (using N3" as the 
oxidising agent.) 

Figure 10. Corrected absorption spectra 
of the semi-oxidised 1,4- QH2-2S at ca.  

pH 1 (o) and pH 11 (-). (Figures 9 and 

10 are reproduced from reference [74] 

by permission of the Royal 
Society of Chemistry). 
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Table 4 
Comparison of spectroscopic characteristics and pK of one-electron oxidised quinones in 
aqueous solution 

Quinone Lmax /nm pK 
(~ / 103dm 3 mo1-1 cm "l) 

neutral anionic 

Ref 

2-Hydroxy-NQ(Lawsone) 
5-Hydroxy-NQ (Juglone) 
5,8-Dihydroxy-NQ 
(Naphthazarin) 
1,4-Dihydroxy-AQ (Quinizarin) 
1,5-Dihydroxy-AQ 
1,8-Dihydroxy-AQ 
Quinizarin 2-sulphonate 
Quinizarin 6-su!phonate 

340(3.4), 450(2.8) - 29 
420(2.8), 540(3.1) - 29 
390(3.2), 500(4.8) 440(3.4) <3.5 72 
-800(broad) (0.7) 770(4.5), 870(3.9) 

i 390(3.0, 540(7.0) i 74 
i 472(10.5) i 74 
i 482(8.3) i 74 

465(8.0) 390(2.9), 610(7.0) 8.0 74 
468(7.4) 420(4.0), 600(5.8) 7.9 74 

i: Very poor solubility of the quinone at pH <10.5. No measuremems 

Table 5 
Formation rate constants of transients formed by one-electron oxidation of some 
representative quinones (k in 109 dm 3 mol "1 s -1) in aqueous solution 
. Quinone . . . .  OH" (pH) N3 ~ (pH) O '~ (pH) ' Ref 
2-Hydroxy-NQ 
5-Hydroxy-NQ 
5,8-Dihydroxy-NQ 

1,4-Dihydroxy-AQ(Quinizarin) 
1,5-Dihydroxy -AQ 
1,8-Dihydroxy-AQ 
Quinizarin 2-sulphonate 

Quinizarin 6-sulphonate 

11.0 (7.5) 6.0 (7.0) 7.4 (12.5) 29 
2.6 (10.4) 3.9 (10.4) 1.3 (13.0) 29 

3.4 (5.3),6.7 (9.2) 0.5 (5.8) 1.0(-13.0) 72 
4.0(9.1),4.8(-13) 

13.0(11.0) 6.5(11),7.0(-14) 3.7 (-14) 74 
41.0 (11.0) 12 (11),14 (-14) 14.0 (--~14) 74 
21.0 (11.0) 10 (11),10 (---14) 5.0 (--14) 74 
9.7 (11.0) 1.4 (6.0) 1.7 (-~14) 74 

4.4 (11),4.4 (-14) 
11.0) (11.0) 1.3 (6.0) 1.5 (-14) 74 

5.6 (11),5.7 (-~14) 

5. T R I P L E T  E X C I T E D  STATES 

Phototendering and fading of anthraquinonoid dyes are believed to involve the 
triplet excited states. Apart from known photochemical excitation techniques, 
irradiation of quinone solutions in nonpolar solvents give rise to triplet states of 
quinones via the geminate recombination of initially formed ion pairs. Most 
popular solvents for such studies involve acetonitrile and cyclohexane, having no 
abstractable hydrogen atoms. In polar solvents like alcohols, initially formed 
triplets will react with the solvents by hydrogen atom abstraction to form 
semiquinone radicals [75-80]. 
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In many cases where direct photo-generation of the triplet states of quinones is 
not very facile, pulse radiolysis offers a viable rome, e.g. ubiquinone [81,82]. By 
choosing either a suitable donor or acceptor, as the case may be, and energy 
transfer method described by Bensasson and Land [83], the characteristics of the 
triplet excited states, eg. T-T absorption spectra, extinction coefficient, quantum 
yield and kinetic parameters have been determined for a number of quinones [75- 
80,84-87]. 

Anthracycline antibiotic and their derivatives have been shown to photosensitise 
the formation of singlet oxygen via their triplet state [86]. 

6. CURRENT SCOPE AND FUTURE PROSPECTS 

It is amazing that quinones have sustained interest of radiation chemists for over 
three decades. The basic radiation chemistry of simple quinones and their simple 
derivatives is now well-understood. Therefore, efforts have to be diverted to 
complex derivatives of quinones, as the characteristics of the parent as well as 
the semiquinones will depend heavily on the perturbing groups/rings present. 
The accumulated data will give a clear insight into the perturbation effect of the 
overall substitution. 

In the present scenario of protection of product development rights, it is 
expected that a large number of new products, based on the basic anthracycline 
structure, will be developed for anti-tumour trials. While basic radiation 
chemistry may not differ significantly from what we already know, it will be very 
interesting to know how the redox properties change with new structures [88]. 
The most important characteristics for either anti-tumour action or toxicity is the 
redox potential values. We should be able to put substituents at will to have a 
desired redox potential of the substrate. This is extremely important from the 
research point of view. However, no concerted efforts have been made in this 
direction. 

A large number of studies are expected towards understanding the chemistry of 
the metabolites derived from complex biological quinones. Right now the field is 
barren, mainly because the facility of pulse radiolysis is not available openly to 
scientists the world over. 

In the basic research areas, a very wide scope exists towards understanding the 
characteristics of the excited S~/T1 states and their reactivities. Quinones, by 
virtue of their electronegativity, form ideal parmers for electron transfer. A 
number of studies have begun where quinone moiety is bridged with another 
moiety through methylene bridges, e.g. prophyrin-qumone bridged systems 
[89,90]. Presently, only basic data may be collected on excitation and electron 
transfer. In few years' time, such systems may find wide application in 
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photodynamic therapy, where light will be absorbed by the prophyrin, electron 
transfer will take place and the semiquinone developed will participate in the 
anti-tumour activity. This may be a wistfful thinking - but then, man's innovative 
eagerness knows no bounds !! 

In a biological environment, the redox properties of the quinone/semiquinone 
system will be profoundly affected by solvation as well as by complexation with 
other surrounding molecules, and also by availability of large number of free and 
bound protons. Semiquinones are capable of complexing with quinones, other 
semiquinones, as well as hydroquinones. They can also complex with metal ions 

Cu /benzosemiquinone system, the latter [91,92]. Even in the simplest case of 2+ 
substitute for a water molecule in the co-ordination sphere of the metal ion. 
Although the reduction potential of benzoquinone is +99 mV and that of Cu 2+ is 
+ 153 mV, no rapid inner-sphere electron transfer is seen. 

Micellar systems and mieroemulsions provide useful biological models for 
specific studies. We have demonstrated the generation of a large number of 
semiquinones in cationic, anionic and neutral micelles by simple light irradiation. 
It -,viii be interesting to study chemistry of the semiquinones of water-insoluble 
complex biologically important quinones dissolved in micelles and 
microemulsions. 

Finally, a word of caution ! Looking back at the work on semiquinones, the 
author finds a large number of simple facts, yet unexplained. These studies have 
to be taken up seriously on a full scale. Simple questions like exceptional 
stability over a narrow pH zone, loss of a -SO3 group on reduction, unusual 
phenomena observed in the steady-state irradiation of anthracyclmes [93] etc. are 
not yet fully explained. 

In short, there is ample scope for fitrtherence of knowledge of radiation 
chemistry of quinones. 
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1. INTRODUCTION 

Numerous synthetic, technical and natural processes involve formation 
of aromatic radical cations as reaction intermediates.[1,2] In general, 
aromatic radical cations are formed upon ionization, e.g., by direct 
photolysis or radiolysis, or one-electron oxidation of aromatic 
compounds (reaction 1). 

R1 R 1 
R R2 +e-e- _ ~R2 

R5 R3 R 5 R3 
R4 R 4 

(1) 

These radical cations are usually very reactive and the two main modes 
of reaction are side-chain fragmentation and attack by nucleophiles. 
The reactivity patterns of radical cations in general have recently been 
reviewed by Schmittel and Burghart.[1] For many reactions, there is a 
correlation between the thermodynamic stability of the radical cation 
and the kinetics of the reaction. 
Pulse radiolysis has proven to be a very useful and versatile method for 
studies of both the kinetics and the thermochemistry of substituted 
benzene radical cations in aqueous solution. In aqueous solution, most 
substituted benzenes and benzene itself are oxidized by SO4 ~ (E ~ V 
vs. NHE).[3] Other oxidants, such as Br2"- and N3", can also oxidize 
benzene substituted with strongly electron donating groups. The 
hydroxyl radical, another potent oxidant frequently used in radiation 
chemical studies, initially forms a hydroxycyclohexadienyl radical when 
reacting with substituted benzenes. This radical can decompose into the 
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corresponding aromatic radical cation and OH-/H20 (reaction 2) 
provided the thermochemical conditions are favorable, i.e., in principle 
that the one-electron reduction potential of the radical cation is lower 
than that of the hydroxyl radical (which is always the case if H § catalysis 
is included). The rate of the reaction between the hydroxyl radical and 
substituted benzenes is diffusion controlled and, thus, does not vary 
significantly with the subsfituent. However, in the gas-phase, the rate 
constant depends on the subsfituent pattern and thereby, as will be 
shown later, also on the ionization potential of the substituted 
benzene.[4] 

R1 R 1 R1 

H O ' - - - - - ~ ~ - O H  ~ + OH- (H20) 

R5 l R3 R5 ~ R 3 R5 1 R3 
R4 R4 R4 

(2) 

The life-time of the intermediate hydroxycyclohexadienyl radical 
strongly depends on the substituent pattern. 
Substituted benzene radical cations are also susceptible to attack by 
nucleophiles such as OH- or H20 and thus, in aqueous solution they will 
eventually become hydrolyzed yielding a hydroxycyclohexadienyl 
radical. The kinetics for the nucleophilic addition to benzene radical 
cations, and thereby also the life time of the radical cations in aqueous 
solution, is also very sensitive to the substituent pattern7 The rate of 
nucleophilic addition has been shown to depend on the one-electron 
reduction potential of the radical cation (determined by the substituent 
pattern) and also on the nucleophilicity of the nucleophile.[8-10] 
During the last two decades, the redox and acidity properties and the 
reactivity of substituted benzene radical cations in aqueous solution and 
organic solvents have been extensively studied by pulse radiolysis, 
electrochemical techniques and photochemical techniques.[1,2,5-20] 
Both the redox and acidity properties, and hence also the X-H bond 
dissociation energies, have been found to depend on the substituent 
pattern. In the majority of cases, the substituent effects have been 
shown to follow linear free energy relationships, even for 

"It should be noted that the isomeric product distribution of the hydroxycyclo- 
hexadienyl radicals is not necessarily identical for the two isoelectronic reaction 
pathways. The product pattern seems to be governed by the charge distribution 
on the radical cation and the electron density distribution on the corresponding 
substituted benzene. [5-7] 
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multisubstituted radical cations.[13] Recently, electrochemical studies 
have also revealed that solvent effects on the redox properties of 
radical cations can be described by linear solvation energy 
relationships.[21,22] The aim of this paper is to give a unified picture of 
these findings which form the very basis for understanding the redox 
chemistry and energetics of radical cations of substituted benzenes in 
solution. The gas-phase properties of substituted benzenes will be used 
as a reference system throughout the paper. 

2. T H E R M O C H E M I S T R Y  

The thermochemical property that best reflects the reactivity or 
stability of a radical cation in solution is the one-electron reduction 
potential, E ~ The corresponding gas-phase property is the ionization 
potential, IP, of the corresponding neutral molecule. The latter can be 
considered as the intrinsic solvent independent one-electron reduction 
potential of the radical cation. The solvent independent ionization 
potential and the solvent dependent one-electron reduction potential 
are approximately related via equation (3) where the constant, 4.44 
(+0.02) eV,[23] is the absolute potential of the hydrogen electrode in 
water.[24] 

IP - 4.44(+0.02) + E ~ + 
AG ~ , (Ar ) -  AG ~ (Ar "§ 

sotv solv 
F 

(3) 

AG~olv(Ar ) and AG~olv (Ar ~ are the free energies of solvation of the 
neutral molecule and the radical cation, respectively, and F is the 
Faraday constant. It should be noted that the ionization potential is the 
enthalpy of ionization at 0 K; thus, the ionization entropy and the 
temperature correction are neglected in equation (3). However, these 
corrections are assumed to be fairly small. 
Aromatic radical cations con ta in ing-XH substituents, e.g., in the 
simplest case, phenol, aniline and toluene, can deprotonate to form the 
corresponding neutral radicals. This is the simplest type of radical 
cation fragmentation reaction. Thus, the stability of these radical 
cations in solution is also reflected by the pK~ (reaction 4). 
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X @ 

(4) 

The corresponding gas-phase property is the proton affinity, or more 
correctly the gas-phase basicity, of the neutral radical.* 
For any species containing -XH groups there is a relationship between 
the redox and acidity properties and the homolytic X-H bond 
dissociation enthalpy as illustrated by the thermochemical cycle in 
scheme 1. 

- e -  
X- ~-X ~ 

- H + - H ' J  _ H + 

X-H �9 = X-H ~247 
- e  

Scheme 1. Thermochemical cycle for X-H dissociation. 

Consequently, the homolytic gas-phase X-H bond dissociation enthalpy, 
D x_n, for the corresponding neutral molecule can be calculated using 
Hess' law and the one-electron reduction potential of the radical cation 
(X-H "§ in combination with the pK~ of the radical cation or the one- 
electron reduction potential of the radical (X') in combination with the 
pK, of the neutral molecule (X-H). This results in equation 5 where C is a 
constant that depends on the family of compounds and the solvent.[25] 

D x-H = 96-5E~ + 5.70pK~ + C (kJ mol "1 ) (5) 

This relationship can also be used to calculate any of the 
thermochemical properties included, provided that the other two are 
known. 

* The proton affinity is the enthalpy while the gas-phase basicity is the free energy 
for the reaction R" + H § 
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3. EXPERIMENTAL TECHNIQUES 

There are two main techniques used for measurement of one-electron 
reduction potentials in solution; pulse radiolysis and cyclic voltammetry. 
They both have their advantages and disadvantages which will be 
discussed here. The acidity of substituted benzene radical cations have 
been studied mainly by pulse radiolysis but a few measurements using 
laser flash photolysis have also been reported. 

3.1. Pulse radiolysis 
The technique has been described in detail elsewhere.[26] In short, a 

pulse of high energy electrons induces a series of chemical reactions that  
can be monitored, e.g., using time resolved UV-vis spectroscopy. The 
reaction of interest is usually induced by a reaction between a radical 
formed from radiolysis of the solvent (usually water) and a solute 
molecule. The primary radiolysis products in aqueous solution are HO ' ,  
e~q-, H' ,  H202, H2 and H3 O§ The major radical species, HO" and e,q, are 
formed in equimolar concentrations, 0.28 ~mol/J each, on electron or y- 
irradiation.[27] As can be seen in reaction 2, the hydroxyl radical does 
not yield a benzene radical cation instantly upon reaction with a 
substituted benzene. For this reason, secondary oxidants, such as SO4"-, 
Br2 ~ and N3", are usually used to generate benzene radical cations. To 
determine one-electron reduction potentials of radical cations, the 
redox equih'brium between the radical cation of interest and a redox 
couple with a known one-electron reduction potential is studied. The 
equih'brium constant can be derived from the rate constants of the 
electron-transfer reaction and the back reaction and/or  the equih'brium 
concentrations of the two redox couples (reaction 6).[28] 

R1 R 1 
R ~ R 2  R2 

+ Ref ........ 

R 5 l R 3 R 5 R 3 
R4 R4 

+ Ref "+ 

(6) 

The one-electron reduction potential of interest is then calculated from 
the equilibrium constant and the one-electron reduction potential of the 
redox reference couple using Nernst 's equation (AE ~ - 0.05911og K). 
While electrochemical techniques often yield irreversible oxidation 
potentials, pulse radiolysis usually yields thermodynamically correct 
one-electron reduction potentials, provided the reactions are fast 
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enough and that no other reactions occur within the time-scale of the 
experiment. The error margin is typically +_20 mV for potentials 
determined by pulse radiolysis. A disadvantage of this method is that it 
can only be used with high accuracy for aqueous solutions where the 
radiation chemical processes are well-established. 
The pK~ of radical cations can be determined by measuring the radical 
cation concentration at various pH.[12,13] This can be done since there 
are spectral differences between a radical cation and the corresponding 
neutral radical. The concentration (or absorbance) is then plotted 
against the pH, resulting in a typical pK~-curve from which the radical 
cation pK~ can be obtained. This method has also been used successfully 
with laser flash photolysis.[20] 

3.2. Cyclic voltammetry 
The technique, which is a standard electrochemical technique for 

measurement of oxidation- and reduction potentials, has been described 
in great detail elsewhere.J29] In short, a standard three electrode set-up 
is used and the potential of the working electrode is scanned from a 
potential E~ to E2 and back to E~ again giving rise to an oxidation current 
and a reduction current. For a completely reversible system the 
oxidation current is equal to the reduction current and the half-wave 

E red + E o~ 
potential (El/2 = 2 ) is identical to the thermodynamical one- 

electron reduction potential of the oxidized species. However, for a 
large number of substituted benzene radical cations, radical-radical and 
radical-solvent reactions are very rapid which results in irreversible 
oxidation of the substrate and consequently, the thermodynamical one- 
electron reduction potential of the substituted benzene radical cation 
cannot be determined. For a series of structurally similar compounds, 
the irreversible peak oxidation potentials usually reflect the relative 
one-electron reduction potentials of the radical cations. The advantages 
of using cyclic voltammetry are that a wide variety of solvents can be 
used and that the measurements are relatively simple to perform. 

4. REDOX PROPERTIES 

4.1. Aqueous Solution 
In table 1, the one-electron reduction potentials of some mono- and 

multisubstituted benzene radical cations measured by pulse radiolysis 
(or estimated) in aqueous solution are given. The one-electron reduction 
potentials of monosubstituted benzene radical cations range from 
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slightly below 1 V vs. NHE to slightly below 3 V vs. NHE, i.e., f rom 
moderately to strongly oxidizing. As can be seen, electron-donating 
substituents lower the reduction potential compared to unsubstituted 
benzene while electron-withdrawing substituents increase it. The 
stability of a radical cation usually increases with decreasing one- 
electron reduction potential as the charge becomes more delocalized. 
The charge delocalization implies decreased reactivity towards  
nucleophiles and thereby increased life time in aqueous solution. 
Substituent effects on the properties or reactivity of substituted 
benzenes are often best described by the Hammett  equation using the 
Hammett  substituent constant, ryp. For substituted benzene radical 

+ has been found to describe cations, the Brown substituent constant, Crp, 

substituent effects somewhat better than the Hammet t  constant.J30,31] 
The use of linear free energy relationships is very convenient both for 
systematizing the thermochemical information and for predictions 
when experimental data are lacking. As can be seen in figure 1, the one- 
electron reduction potential of benzene radical cations in aqueous 
solution depends linearly on the Brown substituent constant. The linear 
correlation is given by equation (7). 

E ~ - (2.24 + 0.04) + (0.84 + 0.05)ryp (R 2 - 0.98) (7) 

The intercept of equation (7), 2.24+0.04 V vs. NHE, corresponds to the 
one-electron reduction potential of the unsubstituted benzene radical 
cation. Due to its very short life-time in solution, the thermodynamical 
one-electron reduction potential for this radical cation has not been 
possible to measure directly by pulse radiolysis or any other technique. 
The values given for the unsubstituted benzene radical cation in table 1 
are thermochemical estimates giving the upper and lower limits. 
Recently, the limiting values were confirmed by Mohan and Mit ta l  
based on a pulse radiolysis study.J18] 
Equation (7) also constitutes a basis for farther empirical modeling of 
substituent effects on benzene radical cations since it gives the intercepts 
for the linear relationships between one-electron reduction potentials of 
1,4-substituted benzene radical cations and G of the 4-substituent given 
a specific 1-substituent. The 1-substituent defines the family, e.g., 
phenol, anisole, aniline, etc. Since the 1,4-substituents can belong to 
either the 1-substituent family or the 4-substituent family, the general  
empirical relationship must be symmetrical, i.e., the resulting one- 
electron reduction potential must be the same regardless of choice of 
family. 
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TABLE 1 
One-electron Reduction Potentials of Some Substituted Benzene Radical Cations 
in Aqueous Solution. 
Substituted benzenes E ~ (V vs. NHE) 
Monosubstituted 
benzenes 
C6H6. * 2.1124],2.4132] 
C 6 H s N O 2  �9 * 2.9[24] 
C6I-IsCH3-* 1.981241 
C 6 H s N H 2 - *  1.021121,1.031331 
C6HsN(CH3)2- * 0.861331 
C6I-IsOH,* 1.51341 
C 6 I - I s O C H  3 �9 + 1.6219] 
C6HsBr 2.31__+0.15117] 
Anisoles 
2-CH30 1.4419] 
2,3-(CH30)2C 1.4219] 
2,4-(CH30)2 1.1319] 
4 - C H 3 0  1.3019] 
3-CH30 1.5519] 
Mpp w 1.4019] 
Anilines 
4- NH 2 0.591121 
4-(CH3)3C 0.94112] 
4-CH3CO 1.14112] 
4-I 1.02112] 
4-CN 1.32112] 
2-CF 3 1.30113] 
3-CF 3 1.27113] 
4-CF 3 1.28112] 
2-CH3 1.01113] 
4-CH 3 0.92112] 

Substituted benzenes E o (V vs. NHE) 
Anilines 

2,4-(CH3)2 0.89113] 
3,4-(CH3) 2 0.891131 
3,5-(CH3)2 0.981131 
2-CH30 0.90113] 
4-CH30 0.79112] 
2,4-(CH30)2 0.72113] 
3,4-(CH30)2 0.78113] 
3,5-(CH30)2 1.04113] 
4 - R - C 6 H s - S - C H  3 �9 * 

(CH3)2N 0.65114] 
CH30 1.431141 
CH3 1.42114] 
H 1.45114] 
C F  3 1.45114] 
4_R-C6H5-Se-CH3 �9 
(CH3)2 N 0.60114] 
CH30 1.09114] 
CH3 1.07114] 
H 1.091141 
CF 3 1.20114] 
4_R-C6Hs-Te-CH3-, 
CH30 0.73114] 
CH 3 0.72114] 
H 0.74114] 
CF 3 0.75114] 

The l inear  re la t ionsh ip  for an  a rb i t ra ry  family is then  given by the 
equa t ion  (8) 

E ~  (2.2 + 0.8rr~ ) +f(Crp~ )Crp4 (8) 

where  f(Crpl) is the slope of the H a m m e t t  plot ,  g iven  a specific 1- 

subst i tuent .  O n  empi r ica l  g rounds ,  flo'~l ) was  f o u n d  to be: 

f (crpl)= 0.79 + 0.42o-;1 (9) 

3-(2-methoxyphenoxyl)- 1,2-propanediol 
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Incorporating equation (9) into equation (8) we obtain equation (10).[9] 

+ 0.40-;10-p 4 E ~ = 2.2 + 0.8(Crpl + O'p4 ) q- + (10) 

which is indeed symmetrical. 
Interestingly, the effects of the two substituents are not additive, which 
is shown by the so called cross-interaction constant[35] of 0.4. From 
equation (10), we can also see that 1-substituted benzene radical cations 
with low one-electron reduction potentials are less sensitive to 4- 
substitution than 1-substituted benzene radical cations with high one- 
electron reduction potentials. 
Equation (10) has also been extended to hold for multisubstituted 
benzene radical cations (equation 11):[ 13] 

( 6 ) , 
+ 0.4Crpl ~ cr; (11) E~ q - s  "+ q- 

i=2 i=2 

In this equation, position 1 is always that of the substituent with the 
lowest substituent constant. In other words, the identity of the radical 
cation is determined by the most electron-donating substituent. 

2.5 

2 z 
d > 

0 

1 

0.5 -t 
-2 -1.5 -1 -0.5 0 0.5 1 

(~p+ 

Figure 1. One-e lec tron  reduction potentials of monosubstituted benzene radical 
+ values. cations plotted against the substituent O'p 
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Figure 2. One-electron reduction potentials of, from top to bottom, 4-substituted 
+ 

C6Hs-S-CH3 "§ C6Hs-Se-CH3"* and C6Hs-Te-CH3 "§ plotted against the substituent ryp 
values. 

4- The substituent constants to be used in equation (11) are ryp for 

substituents in position I and 4, cr+~ for substituents in position 3 and 5 
and a conditional ortho scale for substituents in position 2 and 6 
(cro + =0.73Crp).[13] A similar conditional ortho scale has also been 

derived for phenoxyl radicals.[36] Furthermore, a comparison of the 
effects of ortho and para substituents on the gas-phase ionization 
potentials of substituted benzenes confirms that the effect of a given 
substituent in the ortho position is ca. 70 % of the effect of the same 
substituent in the para position.[37] 
Interestingly, equation (10) does not hold for radical cations with the 
general structure 4-R-C6H4-X-CH3. § where X is S, Se or Te.[14] In these 
species, the charge seems to be localized to the heteroatom which is 
reflected by the almost negligible effects of 4-substitution on the one- 
electron reduction potential (figure 2). The one-electron reduction 
potentials of these radical cations is governed by the ionization 
potential of the heteroatom rather than by the substituent effects as 
described by the substituent constants. 
An interesting observation here is that for strongly electron donating 
substituents like-N(CH3)2, the one-electron reduction potential drops 
dramatically. This can be interpreted as a change in the character of the 
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radical cation where  the charge becomes delocalized on the benzene 
ring. Electrochemical studies reveal  the same t rend for these 
compounds.[19] 

4.2. Gas-Phase  
The gas-phase ionizat ion potentials  have  been measu red  for a large  

number  of substi tuted benzenes.  A comprehens ive  and  continuously 
upda t ed  review can be found in ref. [37]. 
In table 2, the ionization potentials  of a number  of monosubs t i tu ted  
benzenes  are given. As can be seen in figure 3, the ionization potential  of 
monosubs t i tu ted  benzenes also depends  l inearly on the B r o w n  
subst i tuent  constant. The linear correlation is given by  equat ion (12). 

I P -  (9.10 _+ 0.05) + (0.97 + 0.06)Crp (R 2 - 0.95) (12) 

As for benzene radical cations in solution,  subsfi tuents containing S and  
Se deviate f rom the general  trend. Interest ingly,  also the ha logena t ed  
benzenes (except C6HsF) follow the same t rend as the S- and S e- 
subst i tuted benzenes,  i.e., the ionizat ion potent ia l  of the subsfi tuent  
ha logen  a tom ra ther  than the subsfi tuent  effect as described by the 
subsfi tuent  constant  governs  the ionizat ion potential .  
If we  treat the subsfituent effects on the ionizat ion potent ia l  of 1,4- 
subst i tuted benzenes in the same w a y  as the one-electron reduct ion 
potent ials  in aqueous solution we obtain equat ion (13) (based on d a t a  
f rom ref. [37]). 

TABLE 2 
Ionization potentials of monosubstituted benzenes. 
Substituted IP (eV) 
Benzene 
C6H 6 9.24 [381 
C6H5OH 8.51 [391 
C6HsNH 2 7.74 [40] 
C6HsCH 3 8.83 [41] 
C6HsOCH 3 8.25 [421 
C6HsCF 3 9.7 [43] 
C6H5COH 9.35 [44] 
C6HsNO2 9.67 [44] 
C6HsCN 9.73 [45] 
C6HsF 9.20 [46] 
C6H5C1 9.08 [46] 
C6HsBr 9.00 [461 

Substituted IP (eV) 
Benzene 
C6HsI 8.79 [46] 
C6HsSCH 3 7.93 [47] 
C6HsSeCH 3 7.4 [48] 
C6HsSH 8.3 [491 
C6HsSeH 7.7 [48] 
C6HsN(CH3) 2 7.15 [47] 
C6HsNH(CHa) 7.38 [50] 
C6HsOCH2CH 3 8.6 [51] 
C6H5CH2CH 3 8.77 [151 
C6HsCH(CH3) 2 8.72 [521 
C6HsC(CH3) 3 8.69 [53] 
C6HsC(O)CH 3 9.28 [54] 
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Figure 3. Ionization potentials of monosubstituted benzenes plotted against the 
+ 

substituent O'p values. 

+ + + 

I P -  9.1 + 1.O(cr~l + ap4 ) + 0.20"plO'p4 

If we compare equation (12) and (13) to equation (7) and (10), we see that 
the gas-phase ionization potential is more sensitive to substitution than 
the one-electron reduction potential in aqueous solution. This can be 
attributed to solvation effects, i.e., that the difference in solvation free 
energy between the neutral molecule and the corresponding radical 
cation depends on the nature of the substituted benzene. Furthermore, 
the effect of 1,4-disubstitution is closer to additivity in the gas-phase 
than in solution. This is reflected by the smaller cross-interaction 
constant in equation (13) compared to equation (10), i.e., 0.2 and 0.4, 
respectively. 

4.3. Solvent Effects 
To understand how solvation affects the redox properties of radical 

cations, it is convenient to take a closer look at equation (3). The 
o 

solvation term, AAG~o~, determines the one-electron reduction 
potential of a given radical cation in a given solvent. The solvation term 
will mainly depend on the solvation of the radical cation since the 
solvation free energy of the corresponding neutral molecule is 
comparatively small. It has previously been suggested that the higher 
the gas-phase ionization potential, the more localized is the charge on 
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the radical cation which, in turn, leads to more exergonic solvation of 
the cation.[55] This was confirmed in a recent electrochemical study 
where  it was  also found that the variat ion in solvation free energy for a 
given radical cation between different solvents increases for s t rongly 
solvated species.[22] The solvent effects on the one-electron reduction 
potential  of a given radical cation can be described by a reduced Kamlet -  
Taft expression: 

E ~ - A + src * + h  5 n (14) 

where A, s and h are so lvent - independent  coefficients depending on the 
radical cation and 7r * and 3 H are the solvent  dipolar i ty/polar izabi l i ty  
and the Hi ldebrand solubility parameter ,  respectively. The la t ter  
pa ramete r  is a measure  of the solvent-solvent  interactions that are  
in terrupted w h e n  a cavity is created for the solute.[56] Both s and h 
increase with increasing ionization potent ial  of the molecule.[22] For  
rough estimates,  the magni tude  of the solvent  effects can simply be 

AE ~ 
described as ~ .  In table 3, the magni tude  of the solvent  effects for 

Ajr* 
some different radical cations are given along with the gas -phase  
ionization potent ial  of the corresponding molecules. 
In figure 4, the magni tude  of the solvent effects are plot ted against  the 
gas-phase ionization potential.  The linear t rend is given by equat ion 

AE ~ 

All: * 
~ = 2.8(_+0.6) - 0.46(_+0.08)IP (R 2 -0 .82)  (15) 

TABLE 3 
Solvent effects on the one-electron reduction potential of some radical 
cations.[22] 
Radical cation ... . . . . .  IP AE o 

ATg * 
CH3OC6I-I5 ;§ . . . . . . .  8.2 -1.12 
1,2-(CH30)2CsH4" + 7.8 -0.74 
1,4-(CH30)2C6H4 "§ 7.56 -0.82 
1,2,4-(CH30)3C6H3 "§ 7.5 -0.68 
DABCO'* 7.32 -0.38 
TMPD "§ 6.1 -0.10 
(C6Hs)2NH "+ 7.19 -0.64 
C6H sN H C H 3 "+ 7.32 -0.45 

�9 C6HsNH2 "+ 7.72 -0.76 
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Figure 4. The magnitude of the solvent effects on the one-electron reduction 
potentials of radical cations plotted against the gas-phase ionization potentials of 
the corresponding neutral molecules. 

As for the substituent effects on the one-electron reduction potentials of 
substituted benzenes, the magnitude of the solvent effects increase 
linearly with the gas-phase ionization potential of the corresponding 
molecule. In conclusion, the more stable the radical cation is (i.e., the 
more delocalized the charge is), the less sensitive it is to its environment. 

5. ACIDITY PROPERTIES 

5.1. Aqueous Solution 
The pKa of monosubstituted benzene radical cations vary from 7 for 

C6HsNH2 "§ to -2 for C6HsOH "§ C6HsCH3 "§ is even more acidic but the 
pK, has not been determined experimentally. In table 4, the pKas of a 
number  of substituted phenol- and aniline radical cations are given. The 
pK, s of aniline radical cations have been determined by pulse radiolysis 
as previously described[12,13,57,58] and the pK~s of phenol radical 
cations have been measured by ESR in mixtures of sulphuric acid and 
water.  [59,60] 
As for the one-electron reduction potentials, the pKas of substituted 
aniline radical cations seem to be linearly dependent on the Brown 
substituent constant. In figure 5, the pKas of 4-substituted aniline radical 
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+ cations are plotted against O'p. The linear dependence can be described 

by equation (16). 

pKa (4 - R -  C s H 4 N H 2  + ) -  (7.1 + 0 . 1 ) -  (3.8 + 0.2)Crp (R 2 - 0.98) (16) 

This equation can also be extended to hold for multisubstituted aniline 
radical cations.[13] 
Judging from the data on phenol radical cation acidity, the pKa of the 
phenol radical cation is relatively insensitive to substitution. The reason 
for this is that the pK~ is largely governed by the difference in solvation 
between the phenol radical cation and the phenoxyl radical. In aqueous 
solution, the phenol radical cation is strongly solvated since most of the 
positive charge is localized to the phenolic hydrogen which can 
coordinate water in a way analogous to the strong solvation of small 
metal ions in water. It should be noted that the phenol radical cation is 
much more acidic in DMSO (pKa=-8.1). [61] 
In principle, the pKa of the toluene radical cation can be estimated from 
the one-electron reduction potential of the radical cation and the C-H 
bond dissociation enthalpy for toluene (368 kJ mo1-~)[62] using equation 
(5). The resulting pK~ is ca -10, i.e., considerably more acidic than the 
phenol radical cation. Nicholas and Arnold have estimated the pK, of 
the toluene radical cation to between -9 and -13 in acetonitrile which is 
well in line with the estimate given here.[32] Since the C-H bond 
dissociation enthalpies of substituted toluenes seem to be almost 
invariant with substituent,[63-66] the substituent effect on the pKa of 

T A B L E  4 
pKa Values of Some Substi tuted Benzene Rad ica l  
Phenols  
H 
2-CH 3 
3-CH 3 
4-CH 3 
4-NO 2 
4-COCH 3 
4-F 
4-CF 3 
4-C1 
Ani l ines  
H 
4-SO3- 
4-NH 2 
4-CH~O 
4-CH3 

pK~ 
-2.0[59] 
-1.8159] 
-1.9159] 
-1.6159] 
-1.791601 
-1.861601 
-1.59160] 
-1.46160] 
-1.30160] 

7.05[57] 
5.8_+0.2[58] 
12_+0.51121 
9.6_+0.2112] 
8.5_-20.2112] 

Cations in Aqueous Solution. 
Ani l ines  pKa 
4-(CH3) 3C 8.2_+0.21121 
4-CH3CO 6.1_+0.2112] 
4-I 7.1+0.2112] 
4-CF 3 4.8_+0.2112] 
4-CN 4_+0.5112] 
2-CF 3 4.5_-_}-0.3113] 
3-CF 3 5.5-~.3113] 
2-CH 3 7.9-~.2113] 
2,4-(CH3) 2 8.0-2:0.2113] 
3,4-(CH3) 2 8.6+_0.2113] 
3,5-(CH3) 2 8.1_+0.2113] 
2-CH30 8.4_+0.2113] 
2,4-( CH30 )2 10.8_+0.2[ 13] 
3,4-(CH30)2 10.3_+0.2113] 
3,5-(CH30)2 8.1_+0.2[ 13] 
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Figure 5. pKas of 4-substituted aniline radical cations plotted against the Brown 
+ 

substituent constant, O'p. 

toluene radical cations can be estimated from the substituent effect on 
the one-electron reduction potential of toluene radical cations. In view 
of this, we obtain the following approximate equation for 4-substituted 
toluene radical cations. 

pK# (4 - R-  C6H4CH3 +)= =10 - llCrp (17) 

The strong substituent effect on the acidity of toluene radical cations is 
also reflected by the effect of substitution on the rate of deprotonation 
from the radical cations.[8] 
The pK, of the unsubstituted benzene radical cation itself can also be 
estimated from the estimated one-electron reduction potential, 2.2 V vs. 
NHE, and the C-H bond dissociation enthalpy in benzene, 465.3 kJ tool -~, 
using equation (5).[67] The resulting pK, is ca. 3. In practice, however,  
the benzene radical cation will not deprotonate in aqueous solution to 
form a phenyl radical since hydrolysis of the radical cation is extremely 
rapid. 

5.2 G a s - P h a s e  
The gas-phase proton affinity (AH) and the gas basicity (AG) are 

available for the aniIinyl-, phenyl-, benzyl- and phenoxyl radicals. These 
values are displayed in table 5. 
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TABLE 5 
Proton affinity and gas basicity of some neutral aromatic radicals.[68] 
Radical Proton Affinity Gas Basicity 

kJ mol -~ kJ mol -~ 
C6H5NH" 948.9 917.4 
C6H 5" 884 851.5 
C6H5CH2 ~ 857.7 827 
C6H5 O" 831.4 800.7 

Clearly, there is no direct correlation between the gas-phase acidity and 
the pK, s in aqueous solution. This is mainly due to differences in 
solvation, especially for radical cations which can form strong hydrogen 
bonds to the solvent. Judging from the gas-phase properties, the phenol 
radical cation should be more acidic than the other three types of radical 
cations. The fact that it is much less acidic than the toluene radical 
cation can be accounted for by the stabilization of the phenol radical 
cation due to the strong solvation. 

6. REACTIVE SIDE-CHAINS 

For a number of different substituted benzenes, the substituents are 
involved themselves in the redox chemistry. _Among these substituent- 
active compounds, we find phenolic substances, aromatic amines, 
chalcogenide substituted benzenes, benzylic substances, benzoic acids, 
thiobenzoic acids and benzyl alcohols. As has already been discussed, 
phenol radical cations, aniline radical cations and toluene radical 
cations are more or less acidic and can deprotonate to form the 
corresponding neutral radical. Chalcogenide substituted benzenes (S, 
Se and Te) are usually characterized by the fact that their redox 
properties are determined by the chalcogenides rather than by the 
substituent pattern. 
One-electron oxidation of benzoic and thiobenzoic acids usually results 
in the formation of neutral radicals rather than CO2 ~ or COS- 
substituted benzene radical cations.[69-72] For benzoic acids with 
strongly electron-donating substituents, the character of the radical 
becomes more zwitterionic.[69,73] 

[~. O2- CO2" . 

(18) 
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TABLE 6 
One-electron reduction potentials of benzoylthiyl radicals 
Radical E ~ (V vs. lxU-IE) 
4-CH3C6H4COS" 1.191721 
4-CH3OC6H4COS" 1.17172] 
C6H5COS" 1.21171] 
4-CF3C6H4COS" 1.28172] 
4-CNC6H4COS" 1.23172] 

These neutral radicals rapidly expel CO2 and COS. The expulsion of 
CO2 is faster than the expulsion of COS and for this reason, the one- 
electron reduction potentials of oxidized benzoic acids are practically 
impossible to measure while the potentials of a few oxidized thiobenzoic 
acids have been measured by pulse radiolysis. These values are given in 
table 6. 
As for other substituted benzenes containing chalcogenides, the one- 
electron reduction potentials change very little with the substituent. 
One-electron oxidized benzyl alcohols, which are of vital importance 
for the understanding of lignin chemistry, display some very interesting 
properties since they can deprotonate to form two different types of 
radicals.[74] 

R ! 

HO-C-H 
R 

! 

"O-C-H 

+ H  + 

<19) 

R R 
, , , , ~  | @ HO -H HO-C 

+ H + 
(20) 

At pH < 5 the radical cation undergoes a-C-H deprotonation and at pH 
10 the radical cation undergoes O-H deprotonation.[75] The oxyl radical 
thus formed is suggested to undergo a formal 1,2 hydrogen atom shift to 
give the thermodynamically more stable C-centered radical or undergo 
I~-cleavage to yield benzaldehyde. The side-chain fragmentation of 
arylalkanol radical cations has been studied quite extensively.[76,77] 
Judging from the difference in homolytic bond dissociation enthalpy 
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between an O-H bond and a benzylic C-H bond, the pK~ for O-H 
deprotonation from the radical cation should be more than 10 units 
higher than the pK~ for cz-C-H deprotonation. Consequently, O-H 
deprotonation is kineticaUy favored at high pH. The formation of the 
oxyl radical was first postulated since no direct evidence for its 
formation was available. However, by using 4-methoxycumyl alcohol 
(4-CH3OC6H4C(CH3)2OH), Baciocchi et al. were able to study the 
formation of the 4-methoxycumyloxyl radical formed upon O-H 
deprotonation of the radical cation.[75] The oxyl radical was identified 
spectroscopically by its relatively unique UV-vis spectra. It has been 
suggested that deprotonation from O-H initially results in the 
formation of a zwitterion followed by intramolecular electron transfer 
to give the neutral oxyl radical. However, the existence of such an 
intermediate or transition state is highly questionable since the 
increased O-H acidity of the radical cation compared to the neutral 
molecule is in itself already the result of a change in the electron 
configuration. It is more likely that the O-H deprotonated species has 
zwitterionic character which is also indicated by the spectral red-shift 
on going from nonaqueous to aqueous solvents.J75] 

7. C O N C L U D I N G  REMARKS 

The redox properties of substituted benzene radical cations in aqueous 
solution appear to stand on a fairly solid ground. The structure-activity 
relationships derived from experimental data provide a useful tool for 
prediction of unknown one-electron reduction potentials and also give a 
systematic picture of the effects of ring substituents on the one-electron 
reduction potentials of benzene radical cations. Further experimental 
studies on the one-electron reduction potentials of simple substituted 
benzene radical cations are not expected to give any new significant 
insights. By using the linear solvation energy relationships derived for 
radical cations, the one-electron reduction potential can be estimated in 
virtually any solvent where determination of the thermodynamical 
potential would be impossible for practical reasons. The future 
challenge in this field is to study the thermochemistry of more complex 
benzene radical cations containing reactive side-chains and 
multifunctional groups, e.g., arylalkanol radical cations and aromatic 
hydroxylamines. The thermochemistry of these species is not 
straightforward to study experimentally due to the variety of possible 
side reactions. 
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Heteroatom-Centered Free Radicals 
Some Selected Contributions by Radiation Chemistry 

Klaus-Dieter  A s m u s  
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University of Notre Dame, Notre Dame, IN 46556, U.S.A. 

1 I N T R O D U C T I O N  

One of the topics to which Radiation Chemistry has made many signi- 
ficant and highly visible contributions is that of "free radical chemistry". An 
interesting group within organic radicals is that where the spin is located on a 
heteroatom. Such radicals often exhibit quite different properties as compared 
to C-centered radicals owing to the influence of lone electron pairs on their 
overall electronic structure. Research on these transients flourished particu- 
larly since the advent of time-resolved techniques such as pulse radiolysis and 
flash photolysis which allowed their direct detection on real time. Because of 
their electronic structure hetero-centered radicals most often exhibit intense 
and thus easily detectable optical absorptions in the UV, visible and near-IR. 

This article will and cannot make an attempt to review all the fine work 
which has been conducted over the years on heteroatom-centered radicals in 
radiation laboratories, let alone in free radical chemistry, in general. There 
are excellent and comprehensive reviews and books available, e.g. in a series 
on heteroatom-centered radicals edited by Alfassil-3 or a NATO-Science 
edition on sulfur-centered species.4 This essay will rather present and discuss 
some specially selected examples from solution (mainly aqueous) studies, and 
highlight some of the general achievements and basic concepts emerging 
therefrom. Two important groups of radicals belonging to the heteroatom- 
centered category will deliberately not or only briefly be mentioned, namely, 
those derived from purines and pyrimidines, and also the entire family of 
oxygen-centered radicals. Both are covered in other articles in this book. 

Before focusing in on the examples a brief word may be appropriate why 
radiation chemical techniques and which ones, in particular, have turned out to 
be so useful and successful for radical research, in general. Most importantly, 
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radical yields can be determined very accurately, allowing quantification of 
yield-dependent parameters such as extinction coefficients or absolute second 
order radical-radical termination rate constants. As far as particular detection 
techniques are concerned, the vast majority of studies rely on time-resolved 
optical pulse radiolysis covering time windows from the pico- to millisecond 
range. Such investigations enabled the identification and chemical characteri- 
zation of a large number of transients. Reasonably strong optical absorptions 
(e > 103 M-1 cm-1),  furthermore, provide the possibility to perform 
resonance Raman spectroscopy with radicals.5 If applied in a time-resolving 
manner, information can be extracted from such experiments which pertains 
primarily to vibrational modes, electronic transitions and molecular structure, 
but also allows conclusions on many other parameters such as electron density 
distributions within radicals, or protonation sites and pK values in transients 
with acid/base properties. Among other time-resolved detection techniques 
developed over the years, also conductivity deserves particular mention.6-8 It 
enables quantification of processes involving changes of overall conductance 
and is, therefore, a very suitable approach whenever radical ions are under 
investigation, particularly when they don't  show any absorption. Another 
significant benefit radiation chemistry has to offer for the study of radicals 
derived from heteroatom-containing compounds is the ease by which these can 
often be generated through one-electron redox processes owing to the presence 
of the heteroatom lone electron pairs. 

The first topic to be dealt with in this article dates back to the early days 
of pulse radiolysis and is concerned with intermediates generated from organic 
nitro and nitroso compounds in some elementary redox processes. This will be 
followed by a presentation of some most recent results on aminyl radicals 
derived from amino acids, exemplifying the diversity of possible reactions of a 
seemingly simple type of radicals. The third example on aniline and anilino 
radicals aims to demonstrate the potential of time-resolved resonance Raman 
spectroscopy. A common message of all these studies on N-centered radicals 
hints at the importance of acid/base properties of radicals. The aniline system, 
in particular, also draws attention to spin and charge distribution, and possible 
implications to the chemistry of radical species. 

The major part of the second section is devoted to thiyl radicals. This 
species has long been viewed as relatively uninteresting with respect to its 
chemistry since its only fate was thought to be dimerization to the respective 
disulfide. Like the aminyl radicals, thiyl radicals can engage in a large variety 
of reactions. Radiation chemical studies have identified and quantified reac- 
tions in which thiyl radicals act as hydrogen abstraction agent, showed their 
involvement in reversible addition and displacement reactions and, last but not 
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least, characterized thiyl radicals as reasonably good oxidants. Complementary 
information on perthiyl and sulfuranyl radicals closes this section which 
points, in particular, to the significance of equilibria and consequences thereof 
for the entire redox chemistry of thiol and disulfide containing systems. 

Sulfur- and other heteroatom-centered radical cations from organic 
compounds are the subject of the third section. The fact that such species could 
exhibit relatively long lifetimes of up to milliseconds was an initially somewhat 
surprising but most welcome property for their investigation. The present 
survey summarizes some of their optical and redox properties, and reveals 
parameters controlling their decay. 

Emerging from the studies on sulfur-centered radical cations, derived 
especially from organic sulfides, a most interesting class of radicals caught the 
attention of the entire community interested in radical chemistry, namely, 
those with an odd number of electrons shared by two or more interacting 
heteroatoms. An important clue is that in, for example, the most frequently 
observed three- and five-electron bonds one of the electrons is antibonding in 
nature and thus reduces the bond order compared to the next lower even- 
electron bond. The final and largest section focuses exclusively on these 
fascinating kind of transients. It outlines the general concept of odd-electron 
bonds, shows how sensitively their optical absorptions reflect electronic and 
molecular structures, and surveys some important thermodynamic and reacti- 
vity parameters. Particularly the examples where two different heteroatoms 
are involved in such bonds reveal the broad potential as well as the limits of 
this concept which, in general terms, provides insight into the process of bond 
breakage and formation, and the transition between single and double bonds. 

SOME SELECTED RADICALS AND RADICAL IONS 
FROM N-ORGANIC COMPOUNDS 

2.1 One-electron reduced organic nitro and nitroso compounds 
The question whether or not radical ions are formed upon irradiation of 

liquids and stabilized enough for detection or engagement in bimolecular 
chemical reactions has moved radiation chemists ever since the early days of 
this research field. This was particularly exciting with respect to low polarity 
solvents, but even for aqueous solutions conclusions had to rely mainly on 
indirect evidence. A real breakthrough came with the experimental discovery 
of the hydrated electron and other powerful one-electron reductants (e.g., o~- 
hydroxyalkane radicals such as (CH3)2C~ Applying these new tools a large 
number of organic radical anions were detected and characterized with respect 
to their optical and chemical properties, particularly by pulse radiolysis. 
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Among the early examples were the reduction of organic nitro and 
nitroso compounds which yielded relatively long-lived nitrogen-centered 
radical anions. One of the questions raised in those days, especially by electro- 
chemists, was whether the reduced nitro moiety existed exclusively in an 
anionic form or could establish an acid/base equilibrium as formulated in eq. 1 
for the nitrobenzene case. 

C 6H5-N ~ (O 2) - + H + ~ C6H5-N ~ (O) (OH) ( 1 ) 

It was radiation chemistry which provided an unambiguous answer and 
established the pK a = 3.2 based on the different optical absorptions of the two 
conjugates.9 

Substitution of the aromatic phenyl by the aliphatic methyl, incidentally, 
does not cause too much of a change with respect to the pK. It shifted by just 
about one order of magnitude to pK a = 4.4 for equilibrium 2.10 

CH3-N~ - + H + ~ CH3-N~ (2) 

The influence of the aromatic n-system becomes much more visible in the 
spectral characteristics of the respective transients, particularly in their molar 
extinction coefficients. While the main UV bands of C6H5-N~ - and 
C6Hs-N~ exhibit e = 1.4 x 104 (at ~,max 285 nm) and 9.25x 103 M -1 
cm -~ (275nm), respectively, the corresponding data for CH3-N (02) -  and 
CH3-N~ are significantly lower, namely, e = 2.8 x 103 (270 nm) and 
2.0 x 103 M -1 cm -1 (250nm). 

Aliphatic nitro compounds are characterized by another interesting and 
mechanistically important property. Based on tautomeric and protolytic equi- 
libria the stable form of nitromethane in basic solution is that of a double 
bonded aci-nitromethane anion, CH2=NO2-, which becomes ready target for 
electrophilic radical additions. An example, studied by pulse radiolysis, is its 
reaction with hydroxyl radicals as formulated in eq. 3.11 

CH2=NO 2- + "OH ~ CH2(OH)-N~ - (3) 

Incidentally, this process was investigated not only by means of optical 
detection (~ = 1.9 x 103 at 280 nm) but also by time-resolved ESR (a N 24.6 G; 
a H 8.9 G), 12 serving as an instructive example for the value of complementary 
experimental approaches. 

A similar study as in case of nitrobenzene was also conducted with 
nitrosobenzene.13 It revealed an acid/base equilibrium of the one-electron 
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reduced radical form with, however, a dramatically different pK a as compared 
to the reduced nitrobenzene, namely 11.7 for equilibrium 4. 

C6H5-N~ - + H + ~ C6H5-N~ (4) 

The reaction of nitrosobenzene with "OH radicals resulted in the conjugate 
radical pair C6Hs-N~176  (depending on pH), clearly 
establishing the intermediate redox state of these radical transients between the 
stable nitro and nitroso compounds. 

While the above mentioned reactions had caught the attention of radiation 
chemists in the sixties in order to contribute to some fundamental aspects in the 
redox and acid/base chemistry of nitro compounds, focus turned again on this 
class of chemicals in the late seventies and early eighties in connection with 
their potential as radiosensitisers and chemotherapeutics. Chemically, the para- 
meter of interest in this context was the one-electron reduction potential of 
RNO 2 / RN~ - couples 14 which, in the majority of cases, afforded accurate 
determination of the radical concentrations. We shall not elaborate on further 
details and general considerations because that will be done in other chapters 
of this book. It should just be mentioned that the underlying radiation chemical 
studies were particularly concerned with nitrobenzenes, nitrofurans, 2-, 4- and 
5-nitroimidazoles, nitroazaindoles, nitroacridines, and quite a number of other 
nitroaryl compounds. 

2.2 Aminyl radicals from amino acids 
As becomes apparent from the last remarks in the above section, radiation 

chemistry enjoys a very fruitful interaction with life sciences. One of the 
important classes of compounds with biological activity are amino acids. Since 
real life conditions include exposure to free radicals the associated chemistry 
becomes, consequently, of interest. Within the amino acid molecules, the ~- 
amino-~-carboxyl moiety is a preferred target of radical attack. Reaction with, 
for example, "OH and other one-electron oxidants leads to appreciable yields 
of N-oxidation and, wherever possible, cleavage of a C~-H bond. These 
primary processes are the starting point of quite complex and, in part, 
competitive reaction schemes. Their detailed nature depends on the respective 
protonation state of the two functional groups, i.e., on the pH of their 
environment. 15-19 

Recent radiation chemical research has mainly focused on basic solutions 
in which the amino nitrogen carries a free electron pair which, upon 
oxidation, may suffer simple loss of an electron or convert via an addition/ 
elimination process into the H2N'+-CR2-CO2 - radical zwitterion (R = H, 
alkyl).18,19 This species is prone for fast decarboxylation and rate constant 
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estimates of >108 s -1, possibly = 1011 _ 1012. s -1 have been forwarded for the 
expulsion of CO2 (eq. 5). This process, in principle, has to compete with 
deprotonation to yield the aminyl radical (forward reaction in eq. 6). 

H2N~ - "CR2-NH 2 + CO 2 (5) 

H2 N~ CR 2 CO 2- --~ HN~ - + H + (6) 

Although this is basically a simple scheme, several interesting aspects emerged 
and still a number of challenges remain. For example, while both ~ 2 
and HN~ - have been identified (at least indirectly), their relative 
yield remains unchanged up to at least pH=13, i.e., even OH- bulk concen- 
trations of 0.1 M are not sufficient to accelerate reaction 6 at the expense of 
reaction 5. It appears that the deprotonation of the radical zwitterion can suc- 
cessfully compete only at proton acceptor concentrations > 1M. Such a situation 
is given, for example, in the initial cage of {H2N~ or 
{ H2N~ ~ } ion pairs as they are generated in the "OH- or 
3(4-CB)- triplet-induced oxidation of H2N-CR2-CO2-, respectively.20, 21 For- 
mation of the aminyl radical by H-atom abstraction should also be considered. 

Decarboxylation (corresponding to eq. 5) occurs, incidentally, also quite 
readily from N-alkyl substituted zwitterionic radical cations.18 An N-attached 
phenyl substituent, on the other hand, seems to slow down this process signifi- 
cantly.22 This leaves interesting questions concerning the effect of electronic 
resonance and, possibly, molecular structure. 

While the short lifetime of the H2N~ - zwitterion with respect 
to decarboxylation practically prevents it from any engagement in bimolecular 
redox processes, its deprotonated form HN~ - ,  on the other hand, is 
long-lived enough to effectively act as an oxidant, e.g., towards hydroquinone 
(eq.7). (Although stoichiometrically representing an H-atom transfer, this 
reaction is most likely based on an electron transfer).19, 23 

HN'-CR2-CO 2- + H2Q ---) H2N-CR2-CO 2- + Q~ / H + (7) 

A representative rate constant is 7.4x10 7 M -1 s -1 for the reaction of the 
corresponding glycine radical HN~ - at pH 11. (At this pH the hydro- 
quinone is partially deprotonated, H2Q �9 HQ- �9 Q2-= 6 �9 71 �9 23, and the rate 
constant is, accordingly, a weighted one over all three forms). 

An open question is still the pK a of H2N~ -.  Estimates range 
from a negative value to about 3-4 with the latter probably being the more 
realistic target.19, 24 Unfortunately, direct titration is impossible due to the 
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short lifetime of the radical zwitterion. An interesting finding is that proto- 
nation of HN~ - can be achieved quite effectively, even in basic 
solution, by suitable proton donors, BH +, (eq. 8). 

HN~ - + BH + _--) H2N~ - + B (8) 

Experimental data have been evaluated for the reactions of the aminyl radicals 
from glycine (R = H,H), alanine (R = H,CH 3) and ot-methylalanine (R = 
CH3,CH3) with B H + =  H2PO4-,  HPO42-  and the respective unoxidized 
zwitterions of the amino acids, AA -+. Rate constants (in the 105 - 108 M -1 s -1 
bracket) increase in the order of the three amino acids as listed, are naturally 
the highest for H2PO 4-  as proton donor, and lower and almost equal for 
HPO42- and AA---. 19,23 

Aminyl radicals are also capable of abstracting H-atoms. This process is 
of particular interest if the original amino acids themselves are the target 
molecules since it may completely change the redox properties of the system. 
As formulated in eq. 9 for glycine, for example, the oxidizing HN ~ radical is 
converted into a reducing ~-amino-o~-carboxyl radical. 

HN~ - + H2N-CH2-CO 2- ~ H2N-CH2-CO2-- + H2N-C'H-CO 2- (9) 

Rate constants are, however, relatively low (3.0x10 4 and 1.7x105 M -1 s -1  for 
the glycine and alanine system, respectively) and become of significance, 
therefore, only at high concentrations of the amino acid anions.19,23 The 
higher bond dissociation energy of N-H (415 kJ mo1-1) as compared to that of 
C a - H  (365 kJ mo1-1) can be forwarded as a major contributor to the driving 
force of this process. 

In addition to these bimolecular reactions, two unimolecular processes 
further enlarge the picture, namely, a 1,2-hydrogen shift (eq. 10) and a [3- 
scission (eq. 11). Both reactions find their analogy in alkoxyl radical 
chemistry.25,26 

HN~ - ~ H2N-C~ - (10) 

HN~ - ~ HN=CR 2 + CO2 ~ (11) 

The shift reaction requires, of course, the presence of at least one 
hydrogen at C a . From the few available absolute data it appears that the shift 
occurs, however, considerably slower in the aminyl as compared to the oxyl 
radical.19,27, 28 For comparison, rate constants estimates have been derived 
which are on the order of 103 and 106 s -1, respectively. 



348 

[5-Scission has been proven unambiguously for the aminyl radicals from 
ot-methylalanine and alanine through a specific reaction of the scission product 
radical CO2 ~ with 4-carboxybenzophenone. Rate constants for reaction 11 
have been determined for HN~ - (7.3x10 4 s -1) and HN ~ 
CH(CH3)-CO 2- (2.3x104 s-l). 23 This result parallels findings with oxyl radi- 
cals that fragmentation is facilitated by branched molecular structures. In case 
of the aminyl radical from glycine, HN~ -,  distinction between 13- 
scission and H-shift has been difficult owing to low yields under feasible 
experimental conditions. Unambiguous assignment and deconvolution of an 
extrapolated first order rate constant of 1.2x10 3 s -1 must await further 
investigations. 

2 .3  Aniline radical cations and anilino radicals 
The following is an excellent example where a special technique, in this 

case time-resolved resonance Raman spectroscopy added significant informa- 
tion which simple optical absorption measurements could not provide. The 
system of interest is aniline and its radicals generated upon oxidation (e.g., by 
N3~ The latter are the radical cation and its deprotonated form existing in 
equilibrium 12 with a pK of 7.04.29 

I "+ " 
N H  2 -.. NH ] H + + (12) 

Both conjugates exhibit optical absorptions in the near UV, the radical cation 
having its strongest band at 430 nm (e - 4500 M-1 cm-1). The anilino radical 
also absorbs in this wavelength region although with about three to four times 
lower extinction coefficients. Complications with respect to unambiguous 
assignments arise in part from this overlap but also from strong absorptions of 
subsequently formed products. Resonance raman studies circumvent these 
problems as the vibrational spectra of the species involved are clearly distin- 
guishable from each other and also sensitively respond to deuteration.29-32 

One of the informative results obtained is the high C-N stretching mode 
frequency (1494 cm -1) in the radical cation, quite in contrast to the much 
lower frequency of the same bond in 1A 1 ground state aniline (1274 cm-1). 
The C-N bond in the radical cation thus has assumed a strong double bond 
character which, by comparison with other systems such as p-phenylene- 
diamine radical cations, exceeds the value of 1.5 in bond order. This finding 
implies the radical cation to be mainly C-centered rather than N-centered 
which is, in fact, corroborated by the observed major termination product of 
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the aniline radical cation benzidine (eq. 13). In general terms, this example 
draws attention to charge and spin distribution in radicals, particularly in 
molecular structures with inherent resonance possibilities. 

+ + 

2 �9 NH 2 ~ H 2N ~-~- NH2 

H 
(13) 

The Raman spectrum of the neutral anilino radical is very similar with 
respect to the vibrational frequencies, e.g., the C-N mode is at 1505 cm-1. 
This shows that the loss of a proton does not lead to any significant structural 
changes. The fact that the C-N frequency is even slightly higher than that of 
the radical cation has been suggested to reflect a somewhat decreased coupling 
between the C-N stretching and N-H bending motion. A second interesting 
result is that even at pH 10.4, i.e, way beyond the pK of the aniline radical 
cation the latter can still be detected on the time scale of Raman resolution (= 
100 ns). The neutral anilino radical is only formed as a result of the radical 
cation's reaction with OH- (estimated rate constant: 5x1010 M-1 s-l). 

3 S -CENTERED RADICALS AND RADICAL ANIONS 

3.1  Thiyl radicals 
The great attention sulfur-organic compounds and their radicals have 

achieved has many reasons, one of them undoubtedly being their relevance to 
biology, life sciences and many fields within chemistry.3,4 In the early 
radiation chemical studies the focus was, however, limited to mainly thiols and 
the way they could serve as repair agents for C-centered radicals (back 
reaction in eq. 14).33,34 The associated formation of thiyl radicals, on the 
other hand, received less attention, probably because dimerization to the 
respective disulfide was long considered to be the only follow-up process of 
significance. However, this view changed with the discovery and quantification 
of other properties of the thiyl, as they will be presented and discussed with 
respect to their general significance in the following. 

3.1.1 Thiyl radicals as H-atom abstracting agent 
A most important finding was the reversibility of the above mentioned 

repair reaction, i.e., the establishment of an equilibrium between C- and S- 
centered radicals: 35-37 



350 

RS ~ + >C(R')-H ~ RSH + >C~ ') (14) 

The equilibrium constant is strongly dependent on the nature of R', which 
serves an activating function on the C-H bond to be cleaved in the forward 
reaction and also affects the degree of resonance stabilization in the C-centered 
radical. Extensive radiation chemical studies on this equilibrium have been 
conducted, in particular, with alcohols and ethers as reaction partner for the 
thiyl radical. Rate constants for the forward reaction in these systems typically 
range from 103 - 104 M -1 s -1 while the back process occurs about four orders 
of magnitude faster (107-  108 M -1 s-l). Equilibrium constants are, accor- 
dingly, of the order of 10 -4. 

Although these figures clearly identify the back ("repair") reaction as 
dominating process and the thiyl radicals as the prevailing radical species in 
the equilibrium, the reaction may, nevertheless, be driven completely to the 
right hand side whenever the C-centered radical engages in an irreversible 
process. This is the case when, for example, penicillamine thiyl radicals, 
PenS ' ,  are generated in system containing 2-propanol and carbon tetra- 
chloride.35 While a direct reaction of PenS" with CC14 does not occur, a stoi- 
chiometric removal of the thiyl radical and reduction of the halocarbon is, 
nevertheless, achieved. The mechanism is based on the equilibration of PenS" 
with the ~-hydroxyl radical (eq. 15), and irreversible reaction of the latter 
with carbon tetrachloride (eq. 16). 

PenS" + (CH3)2C(OH)-H -~- PenSH + (CH3)2C~ (15) 

(CH3)2C~ + CC14 -~ ~ + C1- + (CH3)2C=O + H + (16) 

Since ~ and particularly its conjugate peroxyl form ~ readily 
attack cellular membranes38 the above systems may well be the basis for a 
thiyl radical induced lipid peroxidation, and can also account for the chemistry 
behind the action of CC14 as a potent liver toxin. 

An instructive example for hydrogen abstraction by thiyl radicals, in this 
case from an ether, has been reported by Akhlaq et al. 39 Experimental 
evidence is a racemisation of 2,5-dimethyl-tetrahydrofurane according to a 
reaction sequence which involves an intermediate planar radical site at the 
carbon t~ to the ether's oxygen. 

H3C* o ~"CH 3 
RS~ H ~, ,~ ~ CH 3 

H3 C'~ O 
RSH , ~ C H 3  

H3 C'~ u ~"n (17) 
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Some further examples involving radiation chemical studies deal with an 
i n t ramo lecu lar  RS~ hydrogen atom abstraction from (x-amino acti- 
vated C-H bonds. Thus Zhao et al. 40 report on the formation of C-centered 
reducing radicals 

~ --- CH(NH2)COO- HS --- C~ - (18) 

within the anionic form of several amino acids. The measured rate constants 
for this reaction (2.5 x 104 s -1 for cysteine, 2.2 x 105 s -1 for homocysteine, 
and 1.8 x 105 s -1 for glutathione) indicate that this H-transfer may well 
compete with other reactions of the thiyl functionality. A practically identical 
value (1.2 x 105 s -1) has been obtained for the glutathione system by Grierson, 
et al. 41 It is noted that the highest rate constant, observed for homocysteine, 
involves the most favorable 5-membered ring arrangement, while glutathione 
requires a 9-ring, and cysteine has to cope with the least favorable 4-ring 
structure. 

In termolecu lar  H-atom abstraction by cysteine thiyl radicals from the o~- 
C-H groups in the amino acids glycine and alanine occurs with rate constants 
of 7.5 x 105 M-1 s-1 and 3.2 x 105 M-1 s-l, respectively, i.e., about an order 
of magnitude faster than the above cited corresponding abstractions from 
alcohols. 40 This nicely coincides with the trend in C-H bond dissociation 
energy in NH2C(H)(CO2-)-H (363 kJ/mol) and (CH3)2C(OH)-H (381 kJ/mol). 

All these examples clearly identify the difference in bond dissociation 
energy between C-H and S-H as a major factor determining the extent to 
which RS~ H-abstraction occurs. The most striking case is the reaction 
of thiyl radicals with polyunsaturated fatty acids (PUFA) (eq. 15).36,37, 42 The 
strength of the bisallylic C-H bonds in the latter is on the order of = 300 
kJ/mol, i.e., considerably smaller than that of the S-H bond in thiols (340-365 
kJ/mol). 

/ _/---'x-z'---\. 
H H H (19) 

The resulting pentadienyl-type radical is easily identifiable through its strong 
optical absorption at 280 nm. Its lifetime, under pulse radiolysis conditions, is 
quite long and even at 10 -2 M thiol no decay of the signal is observed on the 
lower millisecond time scale, meaning that the back reaction (repair reaction) 
is practically negligible. 
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Rate constants for the above H-atom abstraction process are on the order 
of 107 M -1 s -1 with the actual values depending both on the nature of the thiol 
and the PUFA. For a given thiyl radical the measured rate increases with the 
number of bisallylic hydrogens. The reaction of glutathiyl radicals, GS ~ with 
PUFAs, for example, occurs with the following rate constants: 0.8x107 M -1 
s -1 (linoleic acid, 18:2, two double bonds in one bisallylic functionality), 
1.9x107 M -1 s -1 (linolenic acid, 18:3, three double bonds in two bisallylic 
functionalities), and 3.1x107 M -1 s -1 (arachidonic acid, 20:4, four double 
bonds in three bisallylic functionalities). As to be expected, the mere length of 
the aliphatic chain does not play any role as is indicated by identical rate 
constants for the 18:3 and 22:3 PUFAs. Practically no reaction (k < 105 M -1 
s-l) is observed with oleic acid (18:1, one double bond) which lacks bisallylic 
hydrogens. 

One further aspect besides H-atom abstraction must, however, be 
considered in the reactions of thiyl radicals with PUFAs, namely, the 
possibility of concurrent RS ~ additions to the double bonds. By analyzing a 
particular system in which the thiyl radical from mercaptoethanol had reacted 
with linolenic acid, Sch6neich at al. 37 came to the conclusion that the abstrac- 
tion of bisallylic hydrogen and thiyl addition occur with comparable rates. The 
C-centered adduct radical formed in the addition reaction is, of course, prone 
for repair in the presence of thiols, i.e., will subsequently regenerate thiyl 
radicals via the back reaction of equilibrium 14. These, in turn, will re-enter 
into the abstraction / addition competition cycle and eventually all of the thiyl 
radicals will appear to have reacted via the abstraction route. Experimentally, 
overall efficiencies of up to 85 % have been measured and the difference to the 
limiting 100% efficiency may be accounted for by side and termination 
processes. But looking into the details, the situation is, in fact, even more 
complex. As shown by Schwinn at al. 43, there is still another process which 
readily occurs within the RS~ to the double bonds, namely, cis-trans 
isomerization. Quantification of this is of imminent interest for the biological 
community. 

3.1.2 Reversible oxygen addition to thiyl radicals 
A second important finding radiation chemistry has provided for the 

understanding of thiyl chemistry in chemical and biological systems is the 
reversibility of oxygen addition. 

RS ~ + 0 2 ~ -  R S O O  ~ (20) 

Rate constants of the order of several 109 M-1 s-1 and 105-106 s-1 for the 
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forward and back reactions, respectively, yield equilibrium constants of 103- 
104 M 44-46 indicating quite an appreciable stability for the thioperoxyl radical. 
It should be noted, however, that in air-saturated solutions ( [0  2] -- 2.5x10 -4 
M) its formation occurs with a rate (t l/2 --1 Its) which is of the same 
magnitude as that for its re-dissociation. Consequently, both RS ~ and RSOO ~ 
will be present under this condition and may prevent  unambiguous 
identification of follow-up reactions. Two of the overall still small number of 
systems for which accurate measurements are available deal with the respective 
thiyl and thioperoxyl radicals of mercaptoethanol and glutathione. In case of 
the mercaptoethanol derived thioperoxyl radical, investigations have been 
facilitated by a weak but distinct optical absorption of RSOO ~ with ~'max near 
550 nm (E --- 200 - 400 M -1 cm-1).47, 48 

With respect to a discussion of the thioperoxyl properties it is interesting 
to note that the terminal oxygen appears to carry just about half of the spin 
density while 40% reside on the inner oxygen and 8% even on the sulfur. This 
may directly be connected with the relative ease by which the thioperoxyl 
radical is, presumably irreversibly, transformed into the fully sulfur-centered 
sulfonyl radical.49 

O 
II 

R _ S _ O _ O  �9 0 ~ R - S o  (21) 
Ii 
o 

All these processes, and the possible pick-up of another oxygen molecule 
to yield the sulfonyl peroxyl radical, 50 reveal further challenges for radiation 
chemical research on these systems. 

RS(O2) ~ + 0 2 ---) RS(O2)OO ~ (22) 

3.1.3 Thiyl radicals as oxidants 
Another important property of thiyl radicals is their capacity to act as an 

oxidant. Redox potentials on the order of +0.75 to +1.35 V (vs. NHE) have 
been measured or calculated for RS~ - and RS ~ H+/RSH couples, respec- 
tively.51 Electron transfer via the general reaction 

RS ~ + D ---> RS-  + D ~ (23) 

has been established, for example, for RS ~ from cysteine, cysteamine, penicill- 
amine, glutathione and other thiols with ascorbate, phenols, o~-tocopherol and 
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various phenothiazines as donor molecules.52, 53 (D ~ represents the one- 
electron oxidized form of the donor, irrespective of the actual overall charge). 
Absolute rate constants of up to the order of 108- 109 M -1 s -1 identify these 
processes as quite efficient ones. In principle, reaction 23 is reversible. 

For some of these reactions, such as the thiyl reaction with ascorbate 
(AH-)  (eq. 24) the question may be raised whether this is perhaps not an 
oxidation induced by electron transfer but rather a hydrogen atom transfer. 

RS ~ + AH-  ~ RSH + A ~ (24) 

Forni and Willson54, by isotope effect studies and also by comparison with the 
much lower rate for a true H-transfer reaction (eq. 25), 

(CH3)2C~ + AH-  ~ (CH3)2CH(OH) + A ~ (25) 

could, however, convincingly demonstrate that the ascorbate oxidation is, 
indeed, best explained in terms of an electron transfer. The same mechanistic 
consideration probably applies for the thiyl induced oxidation of phenols. 

3.1.4 Thiyl / disulfide radical anion conjugation 
The electrophilic nature of thiyl radicals expresses itself also in a pro- 

nounced tendency to couple the unpaired electron at sulfur with free electron 
pairs of another heteroatom. The most prominent example is the reaction of 
thiyl with thiolate and the establishment of an equilibrium with disulfide radi- 
cal anions, formulated in eq. 26. 

RS" + RS-  ~ (RSSR) ~ (26) 

The actual electronic structure of (RSSR) ~ is especially interesting. Key 
feature is a 2o/l tJ* bond between the two sulfur atoms, rendering [RS.' .SR]- 
an even more appropriate and informative notation.55,56 While further details 
on this three-electron bond will be dealt with in the "odd electron bonds'"' 
section (vide infra), the following is of immediate interest. The combined 
effect of the two bonding tJ-electrons and the one antibonding tj* electron 
affords a formal bond order of 1/2. This, in turn, provides the rationale for 
the above equilibrium and relative ease of redissociation of the newly formed 
sulfur-sulfur bond. The same [RS . ' .SR]- species is, incidentally, formed in the 
reduction of disulfides by hydrated electrons. Thiyl radicals and disulfide 
radical anions thus are two conjugate forms of the one-electron redox 
intermediate between thiols and disulfides. 
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The inherent lifetime of (RS .'. SR)- with respect to dissociation into RS" 
and RS- is generally very short (= 200 ns in aqueous solution for systems with 
R = alkyl). With equilibrium constants on the order of K26 =103 M, 57 and a 
thiolate concentration of < 10 -5 M, as they are generated in a typical pulse 
radiolysis experiment, the half-life for the re-association amounts to a 
comparatively long 20 Its. Accordingly, the two entities, RS ~ and RS-,  once 
formed will diffuse apart and become available for other reactions, practically 
undisturbed by the equilibrium. It is easy to recognise, however, that the 
formation of freely diffusing thiyl radicals is not possible upon reduction of a 
disulfide bridge which is held together by a linking backbone as, for example, 
in lipoic acid and several cyclic disulfides. The radical anions generated from 
such compounds exhibit lifetimes of over 100 kts, even in the absence of free 
thiolate.58-62 

The possibility to control the lifetime of the two conjugate radicals, 
particularly that of the disulfide radical anion, through equilibrium 26 allows 
targeted follow-up reactions. An example is an electron transfer reaction 
involving lipoic acid and cystamine as formulated in eq. 27.58 

(CyaS.'. SCya)- + Lip(SS) ~ Lip(S.'. S)-  + CyaSSCya (27) 

Of even greater importance appear to be the consequences of equilibrium 
26 with respect to the redox properties. As has been stated already, thiyl radi- 
cals are oxidants. Disulfide radical anions, on the other hand, are reductants 
(Eo ---1.5 V).51 The transfer of their antibonding electron to oxygen is of 
particular interest, especially in biological systems.63, 65 

(RS. ' .SR)- + 0 2 ~ 02"-  + RSSR (28) 

In certain systems this sequence may even spare the (RS .'. SR)- intermediate. In 
the case of dithiothreitol, for example, the possible involvement of oxygen is 
discussed already at the RS" level according to eq. 29, with formation of a 
transient thioperoxyl.46, 66 

HO 
~ , ~  S-O-O ~ 

S- 
HO 

HO 

~ ~ S  s + O2"- (29) 

HO 

Most disulfide radical anions lose their relative stability in acidic environ- 
ment. In simple aliphatic systems the protonated form of the disulfide radical 
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anion, [RSS(H)R] ~ is basically hypothetical and immediately dissociates into its 
thiyl and thiol components (eq. 30) 

(RS.-.SR)- + H + ----> [RSS(H)R] ~ ~ RS ~ + RSH (30) 

Backbone linkage, however, is again able to hold the two sulfurs together and 
may, in fact, render these processes reversible. A particularly nice example 
for this is the reduced form of lipoic acid where not only the anion, 
Lip(S .'. S)-, (as mentioned before) but also the protonated form, Lip(S.'. S,H), 
are relatively long-lived and unambiguously distinguishable through their 
different optical absorptions. 67 The same considerations apply for the one- 
electron oxidation product of dithiothreitol.51 

3.1.5 Optical properties 
Non-aromatic thiyl radicals typically display an absorption band in the 

UV with Lma-" around 330 nm and extinction coefficients of usually less or 
about 500 M L~l cm -1. The only exceptions reported with respect to the latter 
refer to the thiyl radicals derived from penicillamine and glutathione, PenS" 
and GS ~ which for some as yet unidentified reason have a higher e of -- 1200 
and 800 M -1 cm -1, respectively. 68 Aromatic thiyl radicals, on the other hand, 
show a much more pronounced absorption pattern in the UV/vis as they 
benefit from the resonance interaction of the unpaired electron at sulfur with 
the aromatic re-system. For example, a broad and asymmetric band between 
400 and 510 nm and an even stronger band with ~ ' ' ax  at 295 nm, with 
maximum E-values of 2,500 (at 460 nm) and 10,000 M-~'cm -1 (at 295 nm) are 
the particular optical characteristics of the phenyl thiyl radical, C6H5S~ 70 
Interesting structural characteristics of this species have been obtained by 
applying resonance Raman spectroscopy. 70 

The disulfide radical anions (RS.'. SR)-  are characterized by a relatively 
strong and thus easily detectable optical absorption. Depending on the nature 
of R absorption maxima range from 380 to 430 nm (for more details see 
section dealing with "odd electron bonds") and extinction coefficients are about 
(8_9)x103 M-1 cm-l.71 

3.2 Perthiyl radicals 
Much of what has been outlined above for thiyl radicals also holds for 

perthiyl radicals, RSS ~ A most convenient way to generate them radiation 
chemically is via reduction of organic trisulfides. As depicted in eq. 31 the 
incoming electron is initially accommodated in an antibonding orbital, like in 
reduced disulfides, but here extending over the entire trisulfide bridge. 
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R S S S R  + eaq .-- 

(-) RSS ~ + R S -  (31a) 

C R - S - S - S - R  
RS" + R S S -  (31b) 

Subsequently, two pathways may be entered, one leading to perthiyl (plus thio- 
late), while the other results in thiyl radicals (plus perthiolate). An example 
shedding light on the strong influence of structural parameters on the relative 
yields of these two options has been described by Everett et al.72 who report 
reaction 3 l a to dominate for penicillamine derivative (> 95%), as opposed to 
an only =20% yield of this process in the reduction of cysteine trisulfide. A 
similarly striking difference between these two trisulfides was found with 
respect to the "OH-induced formation of perthiyl radicals (63% for R=Pen and 
10% for R=Cys). 

RSS ~ radicals exhibit a reasonably strong UV absorption band with an 
apparent common maximum at 374 nm irrespective of the nature of R. Most 
interestingly, also the respective extinction coefficients appear to the same for 
all RSS ~ namely, E --- 1700 M -1 cm-1. 72-74 This specifically includes the 
penicillamine species (PenSS ~ the thiyl analogue of which (PenS') behaved so 
differently in this respect relative to the other RS ~ 

The reactivity of perthiyl is generally reduced as compared with that of 
thiyl, reflecting the higher degree of resonance stabilization. The measured 
rate constant for the reaction of the penicillamine-derived perthiyl radical with 
oxygen (eq. 32), for example, amounts to 5.1x106 M -1 s -1. Generally, oxygen 
addition to RSS ~ occurs 2-3 orders of magnitude slower than to RS'. 72 

PenSS ~ + 0 2 -.--- PenSSOO ~ (32) 

It is likely, although it still needs experimental proof, that this reaction is 
reversible as in the thiyl radical case. 

Like thiyl, also perthiyl radicals exhibit oxidizing properties.72 They 
readily react, for example, with ascorbate. This process occurs by about two 
orders of magnitude slower than the RS ~ induced one (e.g., 4.1x106 M -1 s -1 
vs. 4.9x108 M -1 s -1 for the reaction of ascorbate with PenSS ~ and PenS' ,  
respectively). 

Another interesting result worth mentioning concerns the reversible H- 
atom transfer with alcohols, with the actual data presented here referring to 2- 
(3-aminopropyl-amino) ethaneperthiol (also known as the perthio analogue of 
the radioprotector drug WR-1065). 75 

RSSH + (CH3)2C~ ~ RSS ~ + (CH3)2CH(OH) (33) 
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The forward ("repair") reaction occurs with 2.4x109 M -1 s -1 and the back 
reaction with 3.8x103 M -1 s -1 which are about one order of magnitude faster 
and slower, respectively, than the corresponding reactions involving RSH and 
RS ~ 

Finally, an avenue linking organic with inorganic chemistry is opened in 
the reaction of perthiyl radicals with oxygen which, depending on the nature 
of R, yields more or less significant amounts of sulfate. 72 The mechanism 
leading from RSSOO ~ to SO42- has been suggested to involve a rearrange- 
ment, oxygen addition to the resulting S-centered radical, followed by typical 
peroxyl chemistry and [3-scission (eq. 34). Further work is, however, neces- 
sary for verification of all suggested intermediate steps. 

RSSOO ~ ~ RSS~ ~ RSS(O2)OO ~ 

RSS(O2)O ~ ~ RS ~ + SO 3 (---~ SO42-) (34) 

3.3 Sulfuranyl radicals 
A limited number of radiation chemical results pertains to sulfuranyl 

radicals. The simplest of these three-coordinate sulfur-centered radicals, 
namely, R3 S~ are very short-lived (t l/2 < 1 Its) and so far escaped direct 
detection. Their transitory formation can, however, be deduced from a fast, 
close to diffusion controlled, reduction of the corresponding sulfonium salts by 
hydrated electrons and scavenging of the radicals cleaved as an overall result 
of reaction sequence 35. 

R3 S+ + eaq- ~ [R3 S~ ~ R2S + R ~ (35) 

In case of cyclic sulfonium salts (two of the three substituents backbone-linked) 
the results indicate that sulfur-carbon cleavage leading to ring opening seems 
to prevail over expulsion of the open chain alkyl group. 76 

Better candidates for stabilization of a sulfuranyl type intermediate 
appear to be those which offer the possibility for resonance and electron 
delocalization. Reduction of 1-methyl-l,2-dithiolanium, for example, results in 
a transient with t l/2 -- 10 Its and )l, max 396 nm which can be been assigned to a 
structure 1 but in the light of all the findings concerning three-electron bonded 
species (vide infra) is probably even be better represented by structure 2.77 
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+ / CH3 S / S---'S eaq S'---S/CH3 
CH3 

-- S o~ 

, 

1 2 

(36) 

The reaction of thiyl radicals with disulfides results in even much longer- 
lived (> 100 Bs) intermediates which are embedded in an extended equilibrium 
system (eq. 37) constituting, in its essence, a thiyl displacement process. 78 

R ' - S - S - R '  
"-oll 

RS" + R'S - SR' ~ ~  'S ~ ' ~  R'S" + R'S - SR (37) 
! 
R 

Within the adduct the unpaired electron is suggested to be located in an 
antibonding orbital extending over the entire sulfur bridge, thereby facilitating 
breakage of either of the two S-S bonds. Direct identification of the transient 
adduct is possible through its distinct optical absorption (~Lma x -- 380 nm, e = 
4x103 M -1 cm-1). Based on rate constants for the respective bimolecular and 
unimolecular reactions (=106 M -1 s -1 and 104 s-l), stability constants of about 
102 M -1 have been evaluated for the transient adduct. 

A sulfuranyl radical of particular interest in the sulfide oxidation is 
R2S~ formed, for example, as an adduct in the reaction of R2S with "OH 
radicals. 

R2S + "OH ---> R2SO(OH) (38) 

Its lifetime is generally very short (t l/2 < 1 ~s) with conversion into the dimer 
radical cation (R2S)2 ~ (eq. 39, vide infra) or loss of water, yielding an C- 
centered t~-(alkylthio)alkyl radical being the main chemical follow-up reac- 
tions. In certain cases the >S~ functionality can, however, be stabilized by 
neighboring substituents. 79-81 Some of the most convincing examples in this 
respect have been published by Bobrowski and Sch6neich et a/.80,81 

H3C 

o/H' .o 
i !1 Zc C-~ 
H H 
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One of them is depicted in structure 3. 80 It has a half-life of about 10 ~ts, long 
enough to study and quantify bimolecular reactions of this species with a 
variety of substrates, e.g. molecular oxygen. The latter reaction, incidentally, 
yields a hydroxythioperoxyl radical in the first instance. 

SULFUR- AND O T H E R  H E T E R O A T O M - C E N T E R E D  
RADICAL CATIONS 

4.1  Molecular sulfide radical cations 
An early example for a sulfur-centered radical cation in aqueous solution 

has been described by MeiBner et al. who observed a relatively long-lived 
transient absorption (~,max 465 nm) when dimethylsulfide (Me2S) was oxidized 
by "OH radicals.82 This longevity was, to some extent, surprising since it had 
generally been assumed that radical cations would suffer fast deprotonation or 
nucleophilic attack and thus escape direct detection. However, with the advent 
of time-resolved pulse radiolysis conductivity techniques, unambiguous evi- 
dence emerged about the cationic character of these transients.83 

In the simplest mechanistic approach, the transient sulfide radical cation 
could have been the molecular radical cation, i.e., Me2 S~ formed via electron 
transfer or "OH-addition/OH--elimination. Variation of the solute concen- 
tration, however, indicated that the absorbing species was, in fact, a dimer, 
namely, (Me2S)2~ 82 Later studies on this and corresponding species obtained 
upon oxidation of a large variety of other thia compounds revealed several 
new and interesting features.71, 83-88 To begin with, the formation of the 
O H-/radical  cation pair is not the result of a simple electron transfer 
mechanism but proceeds, indeed, via an intermediate ~ to the sulfur 
moiety. This subsequently transfers into the dimer radical cation via the 
generalized overall displacement formulated in eq. 39. 

R2S~ + R2S ---) (R2S)2 "+ + OH- (39) 

Secondly, it was established that the dimer and molecular radical cations exist 
in an equilibrium (eq. 40) in which the dimer typically is the comparatively 
less reactive partner. 

R2 S~ + R2S ~ (R2S)2 ~ (40). 

The most important feature of the dimer radical cation is, however, its 
molecular structure in which the two sulfide entities are linked together via a 
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newly established sulfur-sulfur bond containing an odd number of electrons. 
This aspect will be discussed in depth in the "odd electron bonds" section 
below. 

An alternative, although less versatile, method to generate molecular 
sulfide radical cations is based on the reduction of sulfoxides by hydrogen in 
very acid solution (eq. 41).89, 90 

R2SO + H ~ + H + ---> R2 S~ + H20 (41) 

An advantage of this method is that it does not require the presence of sulfide 
in the solution and, therefore, avoids fast conversion of R2 S~ into its dimer 
complex according to eq. 40. 

4.2 Physico-chemical properties 

4.2.1 Absorption spectra 
All the sulfur-centered radical cations mentioned above exhibit moderate 

to strong optical absorptions allowing convenient detection and study of their 
properties by pulse radiolysis. In case of (R2S)2 ~ and (RSSR) ~ the main 
absorption bands are located in the near UV and visible part of the spectrum. 
Since they are related to the special features of the odd-electron bonds it is 
again appropriate to present and discuss further details later. 

In this section we will just briefly touch on the R2S~ species. In 
case of aliphatic sulfides these molecular sulfide radical cations typically 
exhibit one major transition around 300 nm (285 nm for R = methyl; 310 nm 
for R = t-butyl).89,91 Aromatic radicals, on the other hand, show a variety of 
UV/vis absorption bands, based on transitions within the aromatic r~-system 
and involving the non-bonding electrons at sulfur (e.g., 360 and 740 nm for 
(C6H5)2 S~ and 310, 530 and possibly 740 nm for C6Hs-S~ 92-94 In 
their very elaborate study on a variety of thioanisol derivatives, Iolele, 
Steenken and Baciocchi93 provided also information on extinction coefficients, 
being typically on the order of l xl04 and 6x103 M-1 cm-1 for the UV and 
visible band, respectively. Dimerization to the corresponding (>S .'. S<) + could 
not be achieved in most cases, due to solubility limitations preventing suffi- 
ciently high solute concentration for overcoming the relatively high internal, 
resonance based stabilization energies of the monomer radical cations. 

4.2.2 Reduction potentials 
The monomeric radical cations are generally excellent oxidants, better 

than their dimeric conjugates. Even the resonance stabilized aromatic ones are 
still powerful enough to initiate oxidation reactions. Two values have been 
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reported for the redox potential of the (C6H5-S~ / C6H5SCH3 couple, 
namely, +1.45 and +1.53 V (vs. NHE).93,94 Estimates for aliphatic R2 S~ are 
of the same order of magnitude (> + 1.4 V), based on the observation that these 
sulfide radical cations readily oxidize disulfides.95 An exact value (+1.66 V) 
has been evaluated for (CH3)2S'+. 96 

4.2.3 Deprotonation, disproportionation, and nucleophilic attack 
In the absence of suitable redox partners sulfide and disulfide radicals 

cations decay mainly by disproportionation or deprotonation. Considering 
their positive charge they are also prone for nucleophilic attack. Examples for 
the latter are the reaction of R2 S~ with OH-, leading to sulfuranyl radicals 
R2S~ or with halide ions, yielding sulfur-halide coupled radicals. Both 
these product radical species will be dealt with in more detail in separate 
sections. 

Disproportionation has been assumed primarily from the observed second 
order decay kinetics. This applies, in particular, to most disulfide radical 
cations and to those sulfide radical cations which do not deprotonate at all or 
not fast enough. Little is known so far on mechanistic details and products as 
result of the disproportionation, except that the R2 $2+ product dication seems 
to account for most of the sulfoxide formed upon the "OH-induced oxidation 
of sulfides in aqueous solution.83, 97 

Deprotonation generally only involves hydrogens residing on aliphatic 
carbons, affording formation of an o~-(alkylthio)alkyl type radical as shown in 
reaction (42). The rate can be accelerated by proton acceptors such as phos- 
phate. 86 

> CH - S ~ - ---) > C ~ - S - + H + (42) 

The possibility for deprotonation strongly depends on the molecular 
structure of the radical cation or, to be more specific, on the relative align- 
ment of the singly occupied sulfur p-orbital with the C-H o-bond to be 
cleaved. A very fast deprotonation is observed, for example, for the i-Pr2S ~ 
radical cation (k = 2.7x105 s-l). 86 This can be envisaged by a high probability 
of parallel alignment of the sulfur-p- and C-H-o-orbitals, presumably facili- 
tated by the steric influence of the two methyl groups in combination with the 
free rotation around the C-S bond (structure 4). In the radical cation from 9- 
thia-bicyclo-[3.3.1]-nonane (5), on the other hand, the neighboring C-H bonds 
are fixed in a configuration perpendicular to the sulfur p-orbital. This practi- 
cally prevents deprotonation, and 5 decays by a pure second order process 
under pulse radiolysis conditions (-- 10-5 M radical concentration).56,98 
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4 .3  Selenium- and tel lurium-centered radicals  
Most aspects mentioned above for sulfur-centered radical species apply to 

heteroatom-centered analogues as well. At this point only some specific 
findings concerning Se- and Te-centered radical cations and "OH adducts shall 
be highlighted. 

Radical cations of the general type Ar2Se ~ and Ar2Te ~ like their 
At2 S~ analogues, receive their stability from the resonance of the unpaired 
Se- or Te-p-electron with the aromatic re-system. A pulse radiolysis study, 
concerned with the evaluation of one-electron reduction potentials, gave values 
of +1.54 V, +1.37 V, and +1.14 V for (C6H5)2S~ S, (C6H5)2Se~ 
(C6H5)2Se, and (C6H5)2Te~ couples, respectively.92 Another 
noteworthy quantification refers to the formation of these radical cations by 
reduction of the respective oxides. This becomes increasingly efficient within 
the series of S-, Se-, and Te-compounds, corroborating results obtained most 
recently on the reduction of methionine and selenomethionine. 99 Finally, the 
chalcogenide investigations revealed interesting information on chalcogen- 
oxygen bonds. While the strength of double bonds decreases in going from 
>S=O, to >Se=O and >Te=O, that of a single bond within the corresponding 
~ increases in the series >S'-OH, >Se~ and >Te~ 92 In 
view of the odd-electron bond concept discussed below, this can possibly be 
rationalized in terms of a decreasing antibonding, i.e., bond weakening 
character of the radical electron as the difference in electronegativity increases 
between the chalcogen and oxygen. 

5 O D D - E L E C T R O N  BONDS 

Odd-electron bonded species represent a very special class of radicals 
with unique characteristics. Many of them, perhaps even the majority have 
been evaluated using radiation chemical, particularly pulse radiolysis methods. 
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It is, however, only fair to acknowledge the vital input this field has received 
from complementary studies conducted especially with photochemical, ESR, 
electrochemical and theoretical means. Sulfur-centered radicals and radical 
ions turned out to be probably the most informative species in this respect and, 
accordingly, will serve as basis for the following evaluation of the charac- 
teristic features of such bonds. In general, the principles to be presented and 
discussed for the sulfur-centered species apply, however, also to any hetero- 
atom-heteroatom interaction as will be shown for selected examples with 
Group III and Group V-VII elements. 

5 . 1  S u l f u r - c e n t e r e d  r a d i c a l s  f r o m  m o n o -  a n d  p o l y t h i a  c o m p o u n d s  
The basic feature of the sulfur-sulfur bond in the dimer radical cation 

(R2S)2 ~ introduced above is that it contains three electrons, namely, two 
bonding o-electrons and one antibonding c*-electron. Formally, it can be 
viewed as resulting from an interaction of a singly occupied p-orbital of the 
sulfur-centered radical cation, R2 S~ and the p-lone pair of a second non- 
oxidized sulfur.56,85 This is depicted in eq. 40a and associated orbital 
pictorial. 

(+) R -: R (+) R 
> S" + :S < R " R > S .  ". S < R (40a) 

e l  e Q  o Q  o t  

<5) 
A most important consequence of the 2~/1~* structure arises from the 
antibonding electron, specifically its bond-weakening influence. As can easily 
be appreciated from the MO diagram (Figure l a), the overall formal bond 
order is only 0.5, rendering it prone for easy dissociation. 
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a) MO diagram for 2cy/1 ~* bond 

b) preferred (lowest energy) structure of (R2S .'. SR2) + 
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This is, in fact, the rationale behind the above formulated equilibrium between 
the three-electron bonded species and its conjugate monomeric radical cation. 
The " �9 " notation for this type of bond, incidentally, has been introduced by us 
and is now generally accepted and widely used. 

Most of the physico-chemical characterization of the sulfur-centered 
S �9 S-bonded species has been provided by time-resolved optical pulse 
radiolysis studies (vide infra). However, in the early days of investigations 
unambiguous assignment benefitted very much from ESR measurements 
although this technique has some obvious limitations associated with the lack of 
nuclear spin at the sulfur's main isotope, 32S. With the help of Fenton-type 
chemistry conducted under steady-state flow conditions, for example, 100 the 
{ (CH3)2S �9 S(CH3)2} + dimeric radical cation was shown to exhibit the split- 
tings of twelve equivalent protons. The antibonding character of the unpaired 
electron could also be concluded from low temperature experiments 101-103 
and an analogue selenium-centered radical cation produced in an irradiated 
halocarbon matrix containing dimethyl selenide. 104 Later, there has been quite 
important input also from theoretical and gas phase studies.105-115 They 
clearly confirmed the electronic concept and, in addition, provided quantitative 
information on a number of thermodynamic parameters (for further details 
see below) and structures. 

The perpendicular alignment of the p-orbitals relative to the C-S-C plane 
and possible steric constraints lead to the preferred conformation of 
(R2S �9 SR2) +, as depicted in Figure lb. 

5.1.1 Optical absorptions 
The probably most informative property of the 2G/lt~* three-electron 

bonded species is their optical absorption. Structureless bands peaking in the 
visible exhibit extinction coefficients of = 6 (+_1) x 103 M-1 cm-1 and are 
characterized by a considerable broadness (= 1.0 +_. 0.2 eV) indicating that the 
transition is an allowed one.71, 83 
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The actual transition occurs between the uppermost doubly occupied orbital, 
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which essentially is the tJ energy level disturbed by the non-bonding sulfur 
electrons and other molecular electronic influences, and the singly occupied tj* 
energy level which is practically not affected as shown in the above simplified 
pictorial drawn on the basis of a theoretical study by Clark.106 

5.1.2 Effect of substituents on ~max 
The optical transition energies for (R2S.'. SR2) + depend strongly on the 

nature of the substituent R and are a sensitive probe for the geometric and 
electronic structure of the 2 ~ / l c *  species. For example, ~'max = 370 nm for R 
= H,116 465 nm for R = CH 3, 555 nm for R = (CH3)2CH,71 and 600 nm for a 
mixedly substituted with one CH 3- and three (CH3)3C-groups.90 These drama- 
tic shifts can, to a significant extent, be rationalized by a linear free energy 
correlation between the transition energies (in terms of eV) as a function of 
Taf t ' s  inductive parameter  (for mixed  systems this parameter  has been 
weighted) in Figure 2. 

~max [eV] 
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Figure 2. Linear free energy correlation between optical transition energies in (R2S �9 SR2) + 

as a function of Taft's inductive parameter a*, weighted over all substituents R. 

Electron density release from the substituents into the antibonding orbital 
weakens the sulfur-sulfur bond, increases the distance between these two atoms 
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and causes a correspondingly smaller difference between the o and o* energy 
levels. In particular it appears that, by and large, the optically relevant ag (~- 
n) energy level is proportionally affected. 

However, looking at the data in detail, electron induction is not the only 
contributing parameter. While most of the measured data are well described 
(within experimental error limits) by a linear correlation71,90 

~max [eV] = 1.4 (o*) + 2.63 

it is noted that for low transition energies the corresponding points fall below 
the straight line, i.e., Lmax is more red-shifted than the inductive parameter 
alone can account for. All these deviations refer to (>S .'. S<) + radical cations 
carrying especially bulky substituents (branched alkyl groups, particularly t- 
butyl). Therefore, steric constraints affecting the p-orbital orientation and 
overlap in the sulfur-sulfur bond are forwarded as a rationale. An extreme 
example is the all-t-butyl substituted (t-Bu)2S �9 S(t-Bu)2 + which, in fact, 
cannot be stabilized anymore in aqueous solution. 

Two further results support this conclusion. The first is that no steric 
effects are observed for the earlier mentioned (RS .'. SR)-  radical anions which 
carry only one substituent per sulfur. 71 In this case an excellent straight line is 
obtained for the entire series with R varying from H to t-butyl indicating that 
here the substituents become effective only through their electronic impact. 
The second result sheds even some light on how the steric strain operates. 
There is a marked difference in ~'max between (t-Bu2S.'.SMe2) + (545 nm) 
and (Me,t-BuS.'.SMe,t-Bu) + (510 nm) although they carry the same number 
of methyl and t-butyl groups.90 The presence of two bulky t-butyl substi- 
tuents on one side of the S.'.S bridge appears to distort an optimal arrangement 
significantly more, thereby lowering the (o-n)/o* energy difference, than if 
they were placed one each on either sulfur. 

5.1.3 Intramolecular S." S (2cr/1 cr*) three-electron bonded radical cations 
The steric parameter becomes even more pronounced, and in fact domi- 

nant, for radical cations with intramolecular sulfur-sulfur coupling. Most 
examples, studied by radiation chemical (but also other) methods, have been 
observed in the oxidation of cyclic and open chain dithia compounds.84,85,117- 
123 The two extreme situations with respect to the most (left) and least 
favorable (right) orbital alignment are depicted in Figure 3. The former is 
closest realized upon one-electron oxidation of 1,5-dithiacyclooctane, 6, and 
was first described in conventional ESR work by W. K. Musker.119-121 It 
exhibits an optical absorption with ~max at 400 nm and, incidentally, consti- 
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tutes the most blue-shifted example known (except for the all-hydrogen 
substituted (H2S.'.SH2) + which absorbs at 370 nm).84 Stabilization of 6 is 
facilitated by the establishment of two five-membered rings on either side of 
the transannular S.'.S bridge. 

Fig. 3 

"'" S ~ ~ )  
S S 

Most (left) and least (right) favorable alignment of sulfur p-orbitals for 

establishment of a 2r a* three-electron bond. 

The other extreme is given for the radical cation of 1,3-dithiacylopentane 
(11).123 In this rigid molecule the sulfur p-orbitals are aligned more or less 
perpendicular to the ring plane (only very slight envelope structure) which 
prevents any appreciable overlap for a-bond formation. Only a very weak and 
very red-shifted absorption (>650 nm) is indicated upon oxidation of this 
compound, and assignment to a three-electron bonded radical cation remains, 
in fact, ambiguous. 

S . * ,  S S , * . S  

(+) / 
S , * ,  S 

6 7 8 
~max 400 nm )~nax 440 nm ~ a x  525 nm 

(+) (+) 

* *  S * ~ ~ 

9 10 11 
~max 570 nm ~,rnax 650 nm (XTnax >650 nm) 

Radical cations 7-9 are generated from open chain dithia compounds, and 
10 from 1,4-dithiane. They represent a series with decreasing extent of 
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possible p-orbital interaction along the sulfur-sulfur axis. With the sulfur p- 
orbitals being aligned practically perpendicular to the C-S-C plane their 
orientation relative to each other gradually changes from the left to the right 
hand side of the picture given in Figure 3. As to be expected, 7 (from 2,6- 
dithiaheptane) has the most blue-shifted optical absorption besides 6 since it is 
the only other radical cation in this series which can assume a five-membered 
ring configuration. Steric strain in the four-membered and three-membered 
rings in the radical cations from 2,5-dithiahexane (8), 3,5-dithia-4-methyl- 
heptane (9) and 1,4-dithiane (10), respectively, results in weaker S.'.S bonds 
and, consequently, red-shifted absorptions (525, 570 and 650 nm, respective- 
ly). These considerations hold for all intramolecular radical cations generated 
from dithia compounds R-S-(CH2)n-S-R, and for transannular sulfur-sulfur 
interaction upon oxidation of cyclic dithia compounds (as in 6).84,85,124 Note 
the boat configuration of 10 in which the energy gained upon S.'~ formation 
clearly overcomes the energetic demand for converting the ground state chair 
into the boat. 

5.1.4 Optical parameters as sensitive probe for  stereoelectronics 
As indicated already, the optical transition energy are an extremely 

sensitive probe for the electronic and steric properties of the three-electron- 
bonded species and their respective relative contributions. However, the effect 
of substituents on the optical transitions becomes of much lesser importance in 
intramolecular radical cations derived from open-chain dithianes (type 7-9). 
Changing the terminal substituents in R-S-(CH2)3-S-R from methyl to iso- 
propyl results in a just 15 nm change (440 vs. 455 nm), i.e., structure clearly 
appears to be the dominating parameter. This is fully corroborated by the 
pulse radiolysis results on 2-substituted-l,3-dithiacyclopentanes.123 As mentio- 
ned already, the radical cation (11), derived from 1,3-dithiacyclopentane (12), 
is very unstable if formed at all (~max > 650 nm). The analogous radical cation 
generated upon oxidation of 1,3-dithia-2,2-dimethylcyclopentane (13), on the 
other hand, exhibits a pronounced and blue-shifted absorption at 610 nm as 
well as a considerable kinetic and thermodynamic stability. 
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Since the electron inductive influence exerted by the methyl groups should 
result in bond weakening, i.e., a red-shift in absorption and, furthermore, 
substitution in the 4-position does not lead to any comparable stabilization, the 
observed effect in the 2-substituted species can, indeed, only been explained in 
terms of steric reasons specific to the C-2 position. It has been proposed that 
the shift in )~max reflects the gem-dialkyl effect which causes a structural 
distortion favoring p-orbital interactions with respect to 2o/l~J* bond forma- 
tion to a relatively larger extent. 123 This aspect is depicted in structures 12 
and 13. 

5.1.5 Thermodynamic stability of 2cr/1cr* bonds 
The difference in energy between ~ and a* relates to the thermodynamic 

stability of the 2~/1 ~* bond. One of the parameters of interest in this respect is 
the stability constant for equilibrium 40/40a. Early measurements, based on 
the observable yields of (R2S" SR2)+ in pulsed aqueous solutions of some 
sulfides, suggested K = [(R2S �9 SR2)+]/[R2S~ S] to be of the order of 103- 
10 4 M-1. 83 Later studies revealed, however, that this was only a crude 
estimate which lacked quantitative consideration of the complex deprotonation 
kinetics of the R2 S~ radical cations and the influence of the initial short-lived 
(tl/2 < 1 ~ts) adduct precursor radical, R2S~ Taking these aspects into 
consideration much more reliable stability constants were derived which, 
furthermore, could be confirmed by the independent sulfoxide reduction 
method (see above, in context of eqs. 39 and 41).86,90 The following two 
values, namely, 2.0x105 M -1 and 5.4x102 M -1 for (CH3)2S �9 S(CH3)2 + and (i- 
C4H9)2S �9 S(i-C4H9)2 +, respectively, nicely reflect the destabilizing effect the 
iso-propyl group exerts on the three-electron bond relative to the methyl 
group. 

The actual bond energies, on the other hand, do not seem to differ very 
much. D(S.'.S) have been evaluated to 100-120 kJ mo1-1 and 80-90 kJ mo1-1 
for the above two species from experimental data obtained in aqueous 
environment,86 while for the (H2S �9 SH2) + an estimate of 120-130 kJ mo1-1 has 
been reported from theoretical calculations.105,109 Later experiments 
conducted in the gas phase at elevated temperatures (506-576 K), and also 
supported by calculations, gave, in fact, almost the same values of 117_+5 kJ 
mo1-1 for the all-H-, CH 3- and C2H5-substituted species. 114,115 These results 
show two things. First, the presence of the antibonding electron does, indeed, 
significantly lower the sulfur-sulfur bond strength relative to that of a normal 
2-electron ~J-bond which in a disulfide is about 240 kJ mo1-1. Second, and 
confirming a statement made already above in the context of mixedly substi- 
tuted systems, the optical transition energies do not allow a linear extrapolation 
to the bond energies as originally proposed. The reason is that these two 
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parameters are based on two different energy levels, the electronically dis- 
turbed c-n and the undisturbed ~*-level, respectively. 

The low bond order in S.'. S is also indicated in stretching frequency of 
this three-electron bond. With 276 cm -1, measured by resonance Raman 
spectroscopy, 125-127 it is almost half of that for the regular S-S cy-bond (507 
cm-1). 

5.1.6 Kinetic stability and involvement in redox processes 
The stability constants for the 2 ~ / l c *  species seem to be mainly 

controlled by the activation energies and, in turn, rate constants for the 
dissociation of the three-electron bond (back reaction of eq. 40/40a). The 
respective values, for the two systems with all-methyl and al l- i-propyl 
substitution are 57 and 17 kJ mo1-1, and 1.5x104 s -1 and 5.6x106 s-1. 86 The 
latter are certainly in line with the S" S bond energies but, again, a direct 
correlation is not justified because in aqueous solution the reaction of interest 
is not simply the dissociation of the 3-e-bond but, in fact, a displacement 
process which involves also a water molecule. (See section on "sulfur-oxygen 
interactions"). 

Chemically, the (>S.'.S<) + radical cations are less reactive than their 
conjugate (>S) ~ counterparts, reflecting the respective internal stabilization 
energies. This is illustrated, for example, in the oxidation of t-butyl mercap- 
tane by the radical cations from dimethyl sulfide. 69 

(Me2S) ~ 

,!,1" + t-BuSH --~ t-BuS" + H + + (2)Me2S (43) 

(Me2S.'.SMe2) + 

The measured rate constants for the t-BuS" formation decrease with increa- 
sing Me2S concentration, i.e., increasing shift of the equilibrium to the side of 
the 3-e-species. 

Being cationic species, both conjugates are susceptible to reactions with 
nucleophiles such as halide ions (to form S .'. Hal radicals) or hydroxide ions (to 
yield >S ' -OH sulfuranyl radicals). (For more details on these product species 
see corresponding later sections). 

With respect to redox properties, the >S ~ radical cations are stronger 
oxidants than (>S.' .S<) +, e.g., +1.66 V vs. +1.40 V for the species derived 
from Me2S.96 In general, the three-electron bonded radical cations could, 
however, even be ambivalent. While they may act as an oxidant towards 
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suitably strong electron donors- -  although this is often difficult to verify in 
view of the generally much higher reactivity of the >S ~ conjugate--  their 
action as reductant should also be envisaged. For the sulfur-centered species, 
however, only one such reaction has been reported in solution, namely, that 
between the intramolecular radical cation 6 with iodine. 119-121 In general 
terms, this leads to the formation of dications as formulated in eq. 44. 

(>S �9 S<) + + e-acceptor (A) ~ (>S-S<) 2+ + A ~ (44) 

Considering the electronic nature of a 2~/1~* bond radical cation 6 may, in 
fact, be the most suitable species to lose the antibonding electron because it is 
prone for optimal p-orbital interaction and, consequently, a high lying c* 
energy level. 

The higher the ~* energy level, the lower should be the ionization energy 
for the antibonding electron. This expectation, although not established so far 
in solution chemistry, was verified in a double mass spectrometry experi- 
ment128-130 in which a series of intramolecular radical cations were mass 
selected and subjected to collisional ionization in the overall process: 

(> S.'.S <)+ [+ M] ---) (> S-S <)2+ + e- (45) 

(M = 02) The results, listed in Table I for radical cations 7, 8 and 10, show 
that the species with the most favorable p-orbital overlap (indicated by the 
most blue-shifted optical absorption) requires, indeed, the least energy to 
remove the ~* electron. The highest ionization energy, on the other hand, has 
been measured for the radical cation with the lowest lying ~* energy level and 
most red-shifted absorption. These findings are an excellent proof of the 
underlying ~/~* concept. 

TABLE I 
Ionization energy (IP) of [> S.'.S <]+ in relation to Lmax 128-130 

[> S~176 <]+ IP (eV) Lma x (nm) 

7 12.3 440 

8 13.3 525 

1 0 15.0 650 
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5. I. 7 Multi-center radical cations 
A short remark on tri- and polythia compounds" Several such substrates 

(1,3,5-trithiane, 1,4,7-trithiacyclononane, 1,4,7,10-tetrathiacyclodecane, and 
1,5,8,12-tetrathiacyclotetradecane) have been subjected to one-electron oxida- 
tion. 117,122,131 The common feature of the optical absorptions attributable to 
the intramolecular radical cations derived from these compounds indicates that 
interaction occurs mainly between two of the sulfur atoms. For example, ~max 
- 600 and 610 nm for the radical cations from 1,3-dithiane and 1,3,5-trithiane, 
respectively. For the two transients derived from 2,5-dithiaheptane and 1,4,7- 
trithiacyclononane, respectively, even the same ~max = 525 nm has been 
measured. Some tailing on the low energy side and broadening of the absorp- 
tion bands in the trithia systems suggests, however, some small additional 
influence by the other sulfurs on the electronic energy levels. This conclusion 
is fully in line with photoelectron spectroscopy data. 132 

An interesting aspect emerged when radical cations from dithia (but also 
some trithia) compounds were generated in hydrocarbon solutions. 117,122 At 
high solute concentrations (e.g., 10 -2 M) a new infrared absorption showed up 
with ~,max = 750 nm. It was particularly pronounced in case of 1,3-dithiane, 
and assigned to a complex between the molecular radical cation and a second 
unoxidized molecule in which interaction is not limited to an intermolecular 
>S �9 S< bond of just two sulfurs but where all four sulfurs from both mole- 
cules could be involved. Such a multi-atom interaction requires a favorable 
geometry, e.g., in kind of a sandwich structure 14, which may be stabilized 
only in aprotic and low dielectric environment. 

o +  

14 

5.2  Disulfide radical cations 
Disulfide radical cations are an example for a 5-electron bond. As 

depicted in eq. 46, removal of a sulfur-p-electron in the initial oxidation step 
formally leads to a radical cation site at one of the sulfurs. This situation 
stabilizes by electron, spin and charge sharing, and accommodation of the 
unpaired electron as well as the lone p-electron pair of the other sulfur in the 
sulfur-sulfur bridge.55 
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In essence, two of these three electrons form a rt-bond, on top of the existing 
~-bond, and the remaining electron is placed into an antibonding rt*- orbital. 
The sulfur-sulfur bond thus assumes a partial rt-double bond character.133,134 
As direct consequence, the rotation becomes restricted and, particularly in 
cyclic disulfides, molecular structures tend to flatten. Even the possible 
formation of cis- and trans-isomers of (MeSSMe) ~ could recently be verified 
through identification of two distinct vibrational stretching frequencies 
evaluated from time-resolved resonance Raman spectroscopy measurements. 
Both frequencies (557 and 591 cm -1) clearly exceed that of a single S-S c- 
bond (507 cm-1). These findings were also supported by corresponding 
calculations. 126,127,135 

Formation of the (RSSR) ~ radical cations can be achieved by oxidation 
of disulfides with "OH radicals.136,137 In the case of simple aliphatic disulfides 
the yields of (RSSR) ~ amount, however, to only about 50% and drop even 
further for more functionalized disulfides such as cysteine, cysteamine, and 
others. Higher yields of up to 100% are generated upon oxidation of simple 
aliphatic disulfides by typical one-electron oxidants like Ag2+, T12+, SO4 ~ 
Br2 ~ RI ~ (RI �9 IR) +, and (R2S �9 SR2) + radical cations.95,138 Rate constants 
for these electron transfer reactions are on the order of about 109 M -1 s -1, 
i.e., about one order of magnitude lower than for the "OH-induced process 
(---1010 M -1 s -1, depending on R). Within the series of aliphatic RSSR, their 
rate of oxidation decreases in going from R=Me to R=t-Bu , e.g., from 
3.0x109 to 0.4x10 9 M -1 s - l ,  respectively, for oxidation by MeI~ 
(MeI �9 IMe)+. It is interesting to note that this trend does not follow the first 
gas phase ionization potentials (8.97 and 8.17 eV for MeSSMe and t-BuSSt- 
Bu, respectively) but rather a trend in torsional CS-SC angles (which is larger 
for the di-t-butyl than for the dimethyl disulfide, 110 o v s .  84.70). Stereo- 
electronic parameters thus appear to be the deciding factors. 

The aliphatic (RSSR) ~ radical cations exhibit reasonably strong optical 
absorptions in the near UV/vis with kmax ranging from 440 nm to 410 nm for 
R= Me to t-Bu, respectively, and extinction coefficients of about 2x103 M -1 
cm -1. As may be noticed, the trend between ~max and the electron releasing 
power of the substituent is opposite to that for the (R2S.'.SR2) + radical cations 
from monosulfides.137 This can, however, also be rationalized as a direct 
consequence of the electronic concept. The more electron density is released 
from the substituents into the rt*-level, the smaller becomes the overall r~- 
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character, and typically this coincides with higher optical excitation energies, 
i.e., blue-shifted absorptions. Exact reduction potentials have been determined 
for (RSSR)~ couples of CH3SSCH 3 (+1.391 V), lipoic acid (+1.135 V), 
and lipoate (+ 1.10 V) (all vs. NHE). 139 

5.3 Dynamics of three-electron bond formation 
The mechanism of three-electron bond formation by addition of the anti- 

bonding electron to an existing c~-bond is trivial in the sense that in this case 
the dynamics are simply controlled by the kinetics of an electron reacting with, 
or transferred to the accepting molecule (example: one-electron reduction of 
disulfides). The same consideration applies to the intermolecular coupling of 
the heteroatom-centered radical electron with the lone pair of another hetero- 
atom in a separate molecule. Examples are the coupling of RS ~ with RS- (eq. 
26) or R2S ~ with R2S (eq. 40/40a). 

But what about the in t ramolecu lar  coupling process or, to take a 
particular example, what are the dynamics of the two sulfurs in 1,3- 
bis(methylthio)propane to yield radical cation 7 after one of the sulfurs has 
been oxidized? All attempts to follow the presumed molecular folding in any 
of the dithia compounds with sulfur-sulfur separations of up to five carbon 
atoms, i.e., to resolve the S �9 S formation from the initial oxidation of one of 
the sulfurs on the conventional pulse radiolysis time scale (> 10 ns) have 
failed. The answer to this puzzle could only be provided indirectly by other 
techniques which, incidentally, emphasizes the value of complementary experi- 
mental approaches. 

One hint comes from photoelectron spectroscopy which indicates, 
through spectral splitting, prevalence of sulfur-sulfur interaction already in the 
unoxidized ground state of the dithia compounds. 132 

Even better corroborating information is provided by the electrochemical 
method of cyclic voltammetry.140,141 The following data in Table II on the 
first oxidation peak potentials of various MeS(CH2)nSMe with n=l-4, together 
with the )~max of the respective intramolecular (S" S) + radical cations illus- 
trate the issue. 

First of all, the electrochemical oxidation of the dithia compounds occurs 
at significantly lower potentials than that of a monosulfide, clearly indicating 
some neighboring group influence on this process. Secondly, within the dithia 
compound series the oxidation peak potentials parallel the trend observed for 
the optical transition energies of the intramolecular three-electron bonded 
radical cations, with the lowest Ep coinciding with the most blue-shifted ~max" 
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TABLE II 
First oxidation peak potentials for Me2S and various MeS(CH2)nSMe with n=l-4, together 
with the )~max of the respective intramolecular (S �9 S) + radical cations. 

compound 1. oxid. peak (Ep), V Lma x, nm 

Me2S 1.450 

- S -  1 - S -  1.130 660 
- S - 2 - S - 1.095 525 
- S - 3 - S - 0.742 440 
- S - 4 -  S - 0.900 460 

(Ep measured in acetonitrile with 0.1 N TEAP against 0.1 N Ag/AgNO 3) 

This fact, namely,  that characteristic features of the one-electron oxidation 
product are reflected already in a process involving the still unoxidized mole- 
cule can only be rat ionalized under  the assumpt ion  of a preexisting sulfur- 
sulfur interaction in the ground state. As shown in the fol lowing simplified 
scheme for RS(CH2)nSR with n = 3 and n ~ 3, the two interacting sulfur lone 
pairs generate ~ and ~* energy levels, both doubly occupied. Their separation 
is highest and oxidation (i.e., removal of a o*-electron) ,  accordingly,  requires 
the least energy when the molecular  structure facilitates opt imal  sulfur p- 
orbital overlap. This is the case for n = 3. The principle relationship with the 
optical transitions (vide supra) is obvious. 

n = 3  

/ 
I t 

I t 

t : / 
i , 

free electron 

n r  

~3 

While  this clearly explains the failure to observe an i n t ramolecu lar  
coupling by diffusion or folding on the ns-~ts pulse radiolysis time scale, some 
molecular  relaxation is, nevertheless, bound to occur in the radical cation after 
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one of the antibonding electrons has been removed in the oxidation process. 
But this happens at a much shorter times, requiring different observation 
techniques. 

Sulfur-sulfur interaction dynamics involving folding of a molecular 
structure and taking place on a relatively long time scale becomes observable, 
however, for larger molecular units in which both sulfurs are located very far 
from each other. Most recently, Bobrowski et al. observed such a process 
when oxidizing polypeptides in which two methionine units were linked by up 
to four proline spacers. 142 

5 .4  Odd-electron bonds between other identical heteroatoms 
All of what has been described for sulfur-centered radicals and ions 

applies, in principle, to corresponding species with other heteroatoms as 
radical site. Whether it is three- or five-electron bonds, the basis of their 
establishment is always the interaction of a singly occupied orbital with a lone 
pair orbital and promotion of one of the electrons into the lowest lying 
antibonding orbital. The following gives a brief survey on examples with 
heteroatoms other than sulfur. 

Group III: There are even odd-electron bonds involving Group III elements 
although they lack the lone electron pair. An example is the one-electron 
bonded [(MeO)3BoB(OMe)3]- radical anion.143 From a formal electronic 
point of view, such bonds originate by coupling of a half-filled orbital with an 
empty orbital, and the bonding glue between the two boron atoms is provided 
by the one (y-electron and the negative charge they share. With respect to bond 
strength the one-electron 10 bond thus resembles that of a three-electron 
20/ lo* bond. 

Group V: Among the odd-electron species involving interaction of identical 
Group V elements only a limited number of species have been studied. 
Concerning nitrogen, stabilization of N �9 N bonds could be achieved especially 
for radical cations in which the nitrogen atoms were held together by two, or 
better even three backbone linkages. An example of their generation is the 
reduction of cyclic hexaalkyl hydrazine dications by hydrated electrons as 
formulated in eq. 47 for a bicyclic system. 144 Radical cations of this type with 
5-and six-membered rings typically absorb in the 450 - 500 nm region. 
Reduction of these alkyl hydrazine dications by eaq- occurs with rate constants 
>1010 M-1 s-1. 
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(47) 

In this context it is interesting that the reduction could not be achieved, how- 
ever, with (CH3)2C~ radicals despite an estimated overall exothermicity of 
the reaction. A substantial steric effect on the rate of electron transfer has been 
suspected. 

A particularly stable N" N bonded radical cation prevails in a tricyclic 
system with four methylene groups in each of the three N,N-linking bridges as 
in the 1,6-diazabicyclo[4.4.4] dodecane radical cation (abbreviated, [4.4.4]~ 
In fact, as tetrafluoroborate salt it is persistent and can be bottled. This enabled 
a convenient study of its reactions with radiation chemically generated highly 
reactive species.145 The results on these radical-radical reactions are consistent 
with the features of shorter-lived N .'. N-bonded radical cations which otherwise 
could only be studied with respect to reactions with non-radical partners. The 
finding that [4.4.4] is easdy reduced (e.g., by eac ~- and some o~-hydroxyalkyl 
radicals) as well as oxidized (e.g., by Br2 ~ and 12 -)  (eqs. 48a,b) with almost 
equal rates reflects, at least to some extent, that both products, the diamine and 
the hydrazine dications, are similarly stable molecules. [4.4.4] ~ is, however, 
not only engaged in redox processes but reacts also very efficiently with H- 
atom abstracting radicals such as "OH, ~ 3, ot-hydroxyalkyl radicals (in 
competition with eq. 48a), and even (CH3)3 S~ These close to diffusion 
controlled reactions can only be rationalized in terms of a highly labile C-H 
bond which receives its activation through the neighboring 2~/1 G* bond. 

[4.4.41 ~ ( N" N ) 
+ eaq-, (CH3)2C~ --+ [4.4.4] (N:  :N ) +  ...(48a) 

+ Br2 ~ I2 ~ --+ [4.4.4] 2+ ( N-N ) + .... (48b) 

Analogues to the five-electron bonded 2o/2n/ ln* disulfide radical cations 
in nitrogen-based systems, namely, hydrazine radical cations could be 
generated by one-electron reduction of trialkyl diazenium salts (eq. 49) and 
subsequent equilibration of the neutral product radical with its protonated 
form. The pK of the R=t-butyl substituted species, incidentally, is 7.0, 2.6 
units below that of the parent hydrazine compound. The results emphasize the 
importance of structural parameters, in particular those which control orbital 
orientation and overlap. 146,147 The alternative possibility to generate such 
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radical species would be a radical-induced one-electron oxidation of hydrazine 
derivatives (>N-N<). Corresponding studies148 using "OH radicals as oxidant 
yielded, however, ambiguous results for reasons of competing processes and 
overlapping optical absorptions. 

-+ 
eaq R 

I I  ~ ~, I --~ 

H 
(49) 

Concerning other Group V elements, some low temperature (77 K) ESR 
radiation studies have verified the existence of 2o/ltJ* radical cations with 
P �9 P and As �9 As bonds.149,150 In solution, only one mention has been made, 
namely, on (Et3P �9 PEt3)+.151. In this case assignment was made on the basis 
of a transient optical absorption at 385 nm obtained upon reaction of "OH 
radicals with triethyl phosphine in pulse irradiated aqueous solution at pH >7. 
The high pH was necessary to prevent the phosphorus from protonation and 
keep the phosphorus lone pair available for both, one-electron oxidation and 
P-P orbital coupling. 

Group VI: No room temperature example has been reported for oxygen- 
oxygen three-electron bonds. They are apparently extremely unstable. In case 
of the hypothetical (H20"  OH2) +, as opposed to the relatively stable 
(H2S �9 SH2) +, theory has provided a special clue in that the thermodynamically 
favored species is not the three-electron bonded species but a (H30+-~ ion- 
radical couple. 109,110 

For all other species mentioned here, theory clearly supports the three- 
electron concept. Generally, the higher the heteroatoms are located in the 
periodic table, i.e., the more versatile and softer the electronic structure of the 
heteroatom becomes, the greater the thermodynamic stability of the 2~/lcy* 
bonds is predicted to be. It must be emphasized, however, that so far only a 
limited number of reliable experimental verifications have been made. 
Optically, a series of aliphatic intra- and intermolecular (>Se.'. Se<) + radical 
cations exhibit very similar ~max as their sulfur-analogues, particular with 
respect to the trends discussed at length for the sulfur-centered species.126,140 
A significant difference becomes, however, apparent with respect to the kinetic 
stability of the selenium based radical cations. They seem to be considerably 
more stable than their sulfur analogues, and under pulse radiolysis conditions 
their decay is dominated by second order processes, presumably dispropor- 
tionation. 



380 

Group VII: The dependence of stability as a function of the heteroatom's 
positioning in the periodic table becomes even more visible for halogen-based 
(RHal. ' .  HAIR) + radical cations. While intra- as well as i n t e rmolecu lar  
examples have been described for Hal = 1,152,153 (again with general physico- 
chemical features and trends as for S- and Se-based species) no corresponding 
radical cations have been reported for organic bromides, chlorides and 
fluorides (Hal = Br, C1, F). In this context, it should be noted that the 
inorganic (Hal)2 ~ radical anions are also 2~J/l~J* three-electron bonded with 
the thermodynamic stability evidently decreasing in the 12~ Br2~ C12 ~ 
series and F2 ~ not stabilized at all anymore in solution. 

5 .5  Three-e lectron bonds between different heteroatoms 

5.5.1 S. ' .X species with X = N, P, Se, Cl, Br, and I 
The concept of cJ* or re* odd-electron bonds implies that, in principle, 

they may be established between any heteroatoms irrespective of whether these 
are of the same or different kind. Experimental evidence has been gathered, in 
particular, for X.'. Y (2~J/16") coupled cationic, neutral and anionic radicals 
with one of the heteroatoms being sulfur and the other N, P, O, Se, C1, Br, or 
I. A first important consideration concerning this kind of species is that the 
thermodynamic stability of an X.'.Y bond is generally not as high as that of a 
symmetric X. ' .X system since the energy levels of X and Y are usually 
different and consequently the gain in bond energy upon interaction becomes 
smaller. This can be rationalized from the corresponding MO diagrams in the 
following scheme. 

l 

I 

I I 

(3* ~ ,  (3* 
i I 

I 

13" " (J 

X . ' . X  X . ' .Y 

A substantial number of investigations has been devoted to sulfur-halogen 
interactions, particularly neutral R2S.' .X radicals. 56,122,154,155 For X = 
iodine and bromine such species can be generated via oxidation of the sulfide 
and subsequent association of R2S~ with the halide anion, or via ligand 
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displacement within an S ' S  ~ S" X equilibrium (eqs. 50/51). Alternatively, 
the halide may first be oxidized to the X2 ~ radical anion which then enters 
into ligand exchange equilibrium (52). 

R2S~ + X-  ~ R2S.'.X (50) 

+R S f o r  X = I and Br  

(R2S.'.SR2) + + X-  ~ R2S.'.X + R2S (51) 

X2 ~ + R2S ~ R2S.'.X + X-  f o r  X = Br and Cl (52) 

Table III lists some informative data concerning the neutral Me2S.' .I,  
Me2S.'.Br, and Me2S.~ radicals. Their optical absorptions, for example, are 
seen to vary slightly with the nature of the halogen and to lie between those of 
(Me2S.'.SMe2) + (465 nm) and the respective X2 ~ Particularly interesting are 
the equilibrium constants K53 and K54, referring to ionic (eq. 53) and atomic 
(eq. 54) dissociation since they again shed some light on general electronic 
features of X.'. Y three-electron bonds. 

Me2S.' .X ~ Me2S~ + X-  (53) 

Me2S.' .X ~ Me2S + X" (54) 

Not surprisingly, ionic dissociation increases with increasing difference in 
electronegativity between S and X. Accordingly, Me2S.~ is the least 
stabilized in this respect. Atomic dissociation, on the other hand, is most 
favored for Me2S.~ In fact, this is also the only system in which atomic 
dissociation dominates over ionic dissociation (K54 > K53) and in this context 
it is noted that iodine is the only halogen with a lower electronegativity than 
sulfur (2.4 vs. 2.5). Generally, one should expect that, upon dissociation of 
the three-electron bond, two of the electrons stay with the more electro- 
negative heteroatom while the third electron remains unpaired at the more 
electropositive one. The above data make, accordingly, a lot of sense, not only 
with respect to their qualitative trend but also from the quantitative point of 
view. As such, they serve as an excellent example for the potential of pulse 
radiolysis to generate highly accurate and thus meaningful data in mechanis- 
tically complex reaction systems. 



382 

TABLE III 
Optical data and equilibrium constants concerning Me2S .'.X radicals 

. . . .  

Me2S.'.X )Lma x , nm K53 K54 

Me2S.'.I 410 < 10 -7 4.4 x 10 -5 

Me2S.'.Br 400 8.2 x 10 -6  4.2 x 10-10 

Me2S.'.C1 390 1.2 x 10 -2 < 1 0-11 

Examples for anionic species are rare and only some (RS. ' .Br)-  have 
been observed. 156 Radical cations have, however, been detected much more 
frequently. They include, for example, intramolecular sulfur-bromine, - 
iodine,-selenium,-nitrogen, and-phosphorus species of the general types 15, 
16, and 17.140,151,157-161 

\ <+) \ < + ) /  \ (+) I /  

( ) ( 3 
(- .I r 3 

, ,  

15 16 17 

With regard to optical absorptions, influence of substituents and molecular 
structure all observed trends follow the same rules as outlined for the (S.'.S) + 
radical cations. The most stable (S. ' .X) + radical cations are those intra- 
molecular species which attain five-membered ring structures, i.e., those with, 
for example, three linking carbons between the two heteroatoms. Particularly 
interesting are the S.'.Br bonded systems since they represent a rare example 
of bromine-based cationic species in organic chemistry. 

5.5.2 Site of oxidative attack 
For all the molecules with two different heteroatoms the question arises at 

which of them the initial oxidation actually occurs. In the most simple-minded 
approach, one expects this to be the atom with the lowest ionization energy. 
However, this is not necessarily the case and probably applies only to systems 
where the two heteroatoms are, in fact, prevented from establishing an intra- 
molecular three-electron bond and constitute completely isolated targets. In 
these cases only intermolecular coupling needs to be considered. 
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For all other cases two specific situations can be addressed. The first is 
concerned with systems where the three-electron bonds are readily formed 
despite the lack of a free electron pair on one of the heteroatoms. The second 
deals with the oxidation of compounds where both heteroatoms do provide 
free electron pairs but their individual ionization potentials become, never- 
theless, irrelevant. 

An example for the first category is the "OH-induced formation of an 
S �9 P coupled radical cation in aqueous solutions at a pH at which the phosphine 
functionality is protonated, i.e., present as phosphonium.140 The only target 
for oxidation in this case is sulfur and the mechanism can only proceed via an 
"OH-addition to this atom. This is then followed by intramolecular water 
elimination, as schematically depicted in eq. 55 for the oxidation of 1-(methyl- 
thio)-3-(diethylphosphino)propane.The active involvement of the phosphonium 
proton becomes apparent upon lowering the pH to < 3 where external bulk 
protons can successfully compete for the removal of hydroxide from the 
>S'OH function. As a result, the S.'.P absorption (385 nm) is replaced by the 
S .'. S absorption (=485 nm) of the intermolecular dimer radical cation (eq. 
56). 

Me-S-(CH2)3-PEt2 H+ 

OH H CI_ix 3 (+) 
I .  (+)  I - n2o 

"OH ~ C H 3 ~ E t  2 ~ @ E t 2  

(55) 

+H + l - H 2 0  

(+) \ / s S " + ~  PEt2H + - - - ~ s . ' .  s ( 5 6 )  / \ 

The second situation has already been dealt with in the section on the 
"Molecular dynamics of three-electron bond formation". Whenever both 
heteroatoms provide a free electron pair in the ground state (e.g., for the 
above example in basic solution) there will be "lone pa i r -  lone pair" inter- 
action already prior to oxidation, and the latter will then take place from the 
joint used, doubly occupied o* level. The question at which heteroatom the 
initial oxidation occurs becomes, therefore, irrelevant. 

The radiation chemical study of sulfur-nitrogen coupled analogues have 
found special interest in quite a variety of other fields and triggered off many 
complementary investigations. 
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Radical cation 18, exhibiting a strong absorption at 385 nm and a long 
lifetime in the upper microsecond domain, 161 for example, proved an 
excellent target for time-resolved resonance Raman spectroscopy. The funda- 
mental vibrational S" N stretching frequency of 290 cm -1 is considerably 
smaller than that of a normal S-N o-bond which, by analogy with an S-S bond 
in disulfides, should be on the order of 500 cm-1.126,127 Density functional 
theory (UB3LYP / 6-311G(d,p)) revealed that there may be two possible and 
energetically close conformers for which, respectively, frequencies of 256 and 
265 cm -1, S" N distances of 2.581 and 2.586/k, and ~'max 372 and 367nm 
were calculated. 162 All these data clearly support the o* structure. 

The overall zwitterionic radical 19 derived from methionine turned out 
to be a transient of general importance in the free-radical-induced oxidation of 
amino acids as it is the species which leads to decarboxylation. 160 

19 ---> CO 2 + CH3S(CH2)3C~ (57) 

The significance of this process, in terms of free radical chemistry, is that the 
decarboxylation results in the formation of cx-amino radicals which are 
powerful reductants and cause a drastic change in the system's redox 
capacity. 163 The lifetime of 19 with respect to reaction 57 is very short (t l/2 = 
200 ns). However, the "OH or one-electron induced decarboxylation of simple 
amino acids occurs much faster, presumably on the picosecond time scale (as 
mentioned above in the section on "aminyl radicals").20, 21 The presence of the 
sulfide function in methionine thus not only offers a possibility for initiation of 
the decarboxylation at a location originally remote from the amino acid 
moiety, it also allows this process at a pH where the amino group is protonated 
(according to a mechanism outlined, in principle, in eq. 55). But most 
importantly, the S .'. N coupling slows down the actual decarboxylation by many 
orders of magnitude. In this context it is interesting to note that seleno 
analogue of 19 (Se.'. N) has even a lifetime of close to 100 Its, serving as 
another experimental example for the increase in stability of the three-electron 
bond with increasing atomic number.99,164 



385 

A valid question which may be posed in connection with the methionine 
example is whether the initially oxidized sulfur couples only with nitrogen or 
possibly also with an oxygen from the carboxylate function. An answer to this 
was provided by synthesis of two norbornane-based stereo isomers in which 
the amino and carboxylate groups where fixed in their position relative to 
sulfur. 165 The respective transients 20 and 21 formed upon oxidation exhibit 
maxima at 400 and 340 nm and lifetimes of about 1 and 25 ~ts, respectively. 
These data clearly speak for an S.'. N coupling in the methionine system. 
Furthermore, 20 decarboxylates directly, while 21 rather appears to deproto- 
nate (at carbon adjacent to sulfur). 

5.5.3 Sulfur-oxygen interaction 
The >S. ' .O(O)C- species touches on another aspect of general interest, 

namely, the establishment of a three-electron bond between two elements of 
very different electronegativity. Any sulfur-oxygen interaction, in principle, 
constitutes an extreme situation with respect to an asymmetry in the MO 
energy diagram. One of the most relevant examples is probably the association 
of a water molecule to an oxidized sulfur radical cation, as formulated in eq. 
58.56 

R2 S~ + H20 -~- (R2So~ + (58) 

The strength of the sulfur-oxygen bond in this species has been estimated to 
ca 70 kJ mol-1,113 allowing to view the R2 S~ radical cation in aqueous 
solution as a well defined bimolecular species. The magnitude of the bond 
strength would also nicely explain why the presumably weakest of all dimer 
sulfide complexes, namely, the all-t-butyl substituted (t-Bu2S. ' .St-Bu2) + 
could not be detected in aqueous environment. Its extrapolated S.-.S bond 
strength becomes smaller than that for the (t-Bu2S.'.OH2) + radical and equi- 
librium 59 is completely shifted to the fight hand side. 

(R2S-'-SR2) + + H20 ~ (R2S.'.OH2) + + R2S (59) 

In view of (R2S.'.OH2) + being a distinct species it would not be unreasonable 
to also formulate the ~ to a sulfide function, i.e., R2S~ as three- 
electron bonded radical R2S �9 OH. However, being a neutral species, the latter 
cannot benefit anymore from any stabilization due to charge delocalization. 
The unpaired electron will, therefore, be driven towards the more electro- 
positive sulfur by the full impact of electronegativity difference between the 
two heteroatoms and, therefore, the sulfuranyl notation, >S~ may thus 
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describe the actual electronic situation more accurately. In line with these 
considerations, also species 21 may not contain a true 2o / lo*  bond but instead 
perhaps be better described by a coulombic interaction between the oxidized 
sulfur and the carboxylate group, >S ~ < - > - O O C - .  166 

There are a few more sulfur-oxygen linked radicals which have been 
characterized by pulse radiolysis and may reasonably be addressed as S.'. O 
bonded species. They all require very rigid conditions for their stabilization 
and depend on the steric forces which hold the two interacting atoms in close 
proximity. 166,167 

Clearly, with the sulfur-oxygen interactions we are approaching the limits 
of the 2o/ lo*  concept. 

6 C O N C L U D I N G  REMARKS AND O U T L O O K  

Radiation, when impacting on matter, causes physical and chemical 
changes. Ionizations and radical formation are the main chemical consequences 
and, accordingly, it has been Radiation Chemistry's most legitimate initial task 
in the wake of the discovery of these effects to study and quantify them in 
detail. With the maturing of the field, however, the Free Radical Chemistry 
community increasingly, in a way, turned the argument around and took 
advantage of the great potential radiation chemical methods offered as a 
powerful tool for the investigation of free radicals and ions, in general. For 
Radiation Chemistry itself this provided the chance to significantly widen its 
impact horizon. The fact that many research fields have benefitted from the 
contribution made from radiation chemical laboratories could hopefully be 
indicated by the selected examples concerning heteroatom-centered radicals in 
this article. As pointed out in the introductory section it could not nor was it 
intended to provide a comprehensive review but focused only on some basic 
concepts which emerged from these studies. However, these are an important 
aspect for the understanding and further research of complex chemical 
reaction mechanism, with the radical related DNA chemistry perhaps serving 
as one of the most prominent examples. But also the odd-electron bond 
concept, presented here in the context of heteroatom-centered radicals, clearly 
has its implications on quite a variety of parameters such as bond breakage, 
bond formation, control of redox properties, neighboring group participation, 
transfer and parking of reactivity, and long range electron transfer. A major 
role in all this is played or based on phenomena related to heteroatom-centered 
radicals. 

As for future research and perspectives concerning heteroatom-centered 
radicals in general, there are still many gaps to fill and interesting questions to 
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follow up as mentioned and outlined at various places in the context of the 
examples discussed above. A general challenge is to test the principles, which 
have emerged from the relatively elementary studies, in complex molecular 
systems. Such investigations will become of increasing importance particularly 
for material and bio sciences which direct their focus more and more to larger 
molecules and molecular assemblies. 
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Zeolite catalysis studies by radiation chemical methods  

D. W. Werst  and A. D. Trifunac 

Chemistry Division, Argonne National Laboratory, Argonne, Illinois 60439 

1 INTRODUCTION 

Ionizing radiation has found applications in the study of heterogeneous catalysis 
primarily as a means of producing unstable species and reactive intermediates, 
many of them paramagnefic, whose study can elucidate fundamental issues of 
structure, mechanisms, transport and reactivity. Fast detection techniques are 
needed to observe short-lived species and measure their kinetics. However, solid 
catalysts and microporous solids, by virtue of specific surface-adsorbate 
interactions, geometric constraints and strong ionic character, possess the ability 
to stabilize highly reactive species. Thus radiolysis has been used to produce a 
variety of paramagnefic species that can be characterized by non-time-resolved 
methods, and in particular, electron paramagnetic resonance (EPR) spectroscopy, 
at ambient and sub-ambient temperatures. 

Intermediates in high-temperature processes have been stabilized at low 
temperature after ~/irradiation of metal oxides and zeolites. Important early 
examples were oxygen anions, O-, 0 2- and O3-. ~-3 Some of their reactions with 
small molecules were also elucidated by EPR. Metal cluster ions have also been 
produced by radiolysis and stabilized in zeolites. Examples include alkali metal 
cation clusters 3'4 in faujasites and silver cation clusters 5-8 in zeolite A and in 
silicoaluminophosphate molecular sieves. Detailed information was obtained from 
EPR studies about their structure, thermal stability and formation of adducts. 

Radical cations can be stabilized inside zeolites and on some amorphous metal 
oxide surfaces. This was recognized early by the EPR observation of radical 
cations generated spontaneously upon exposure of certain solid catalysts to easily 
oxidized species such as aromatic hydrocarbons and certain olefms. 9-~3 These 
observations reveal the presence of electron acceptor sites and, whether or not 

"]'Work at Argonne performed under the auspices of the Office of Basic Energy Sciences, 
Division of Chemical Science, US-DOE under contract number W-31-109-ENG-38. 
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the radical cations are actual intermediates in catalysis, their detection can shed 
light on reaction mechanisms. 

Similarly, radiolytically produced radical cations can be stabilized in zeolites and 
related materials. This possibility was exploited by spectroscopists to study the 
EPR of radical cations and some neutral radicals even before the development of 
inert matrices such as rare gases and freons for radical cation stabilization. ~4'15 
Recently, work in our laboratory has developed the use of inert zeolites as 
microreactors to control radical cation reactions and to study radiation chemistry 
in heterogeneous sys tems.  16-26 In the case of active catalysts, radiolysis can 
potentially produce radical cations of products as well as starting material.  23'27'28 

Thus, like the spontaneous oxidation process described above, radiolysis 
combined with EPR permits a method of post-reaction analysis of products by in 
situ spectroscopy. 

It is not practical to cover every topic in this review in which radiation chemical 
techniques have contributed to the understanding of catalyst function or catalytic 
reactions. With this introduction as a cursory guide to relevant topics, we move 
on to a discussion of the radiolyfic spin labeling technique for analyzing products 
of catalytic reactions in zeolites, which has been the main thrust of experiments 
directed at fundamental aspects of catalysis in our laboratory. 

2 SPIN LABELING BY IONIZATION 

Radiolytic spin labeling of molecules adsorbed in zeolites occurs by ionization to 
form radical cations and by formation of H-adduct radicals by H atom addition. 26- 
28 Ionization of adsorbed molecules is a two-step process, equations (1) and (2). 
Because the adsorbate loading used in experiments is low (typically one percent 
or less by weight), energy is absorbed by the matrix and not directly by the 
adsorbate. Holes (Z "§ created in the zeolite lattice migrate to adsorbate (A) by 
charge transfer. Stabilization of radical cations is made possible at low 
temperature by sequestration in the zeolite pores and by trapping of electrons by 
the matrix. 

Y 
Z ~ Z "+ + e-trappe d (1) 

Z "§ + A ~ Z + A "§ (2) 
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Figure I. Radiolysis/EPR results for a) 1,3,5-cycloheptatriene and b) 2,3-dimethyl- 
2-pentene on HZSM5 and NaZSM5. The radical cations of catalytic products, 
toluene and tetramethylethylene, were observed only on the acidic zeolite and not 
on NaZSM5. 

It sounds simple, but as mass spectroscopists know, ionization as an analysis 
technique creates very reactive species. It is not enough to be able to detect 
ions; one must also have knowledge of how the ions react. Fortunately, many 
radical cations are quite stable in selected zeolites at low temperature. For  
example, the excellent stability of radical cations of simple aromatic 
hydrocarbons and olefins in MFI zeolites has contributed to the successful 
application of the radiolytic spin labeling technique to catalytic processes of 
considerable importance to the fuels and petrochemical industries - 
hydrocarbon transformations in zeolite Z S M 5 .  23'27'28 

How is it possible to distinguish radical cation reactions from genuine 
transformations catalyzed by the zeolite, and what types of processes tend to 
intrude on the identification of products of catalysis? To answer the first 
question, we rely on the .ion-exchangeability of zeolites. Zeolites are 
crystalline aluminosilicates, natural or man-made, that can adopt a remarkable 
range of channel-type and cage-type lattice architectures, depending on the 
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connectivity of ring structures built from (SiO4) 4" and (A104) s tetrahedra. 29 
Extraframework cations are present in stoichiometric amounts to charge 
balance the negative lattice. Ion exchange is an important method of varying 
the acid/base character of zeolites and of incorporating other metal centers (for 
example, transition metal ions) with catalytic function. In this chapter we limit 
our discussion to the proton- and Na§ zeolites. The former derive 
catalytic activity from bridging hydroxyl groups ( --- A10(H)Si =-- ), that are 
strong Bronsted acid sites and the latter are inert adsorbents. 

The availability of both active and inactive, isomorphous zeolites provides a 
direct control experiment for the radiolytic spin labeling technique because the 
radical cation reactions can be elucidated on the inactive zeolite. This is best 
explained by example and two cases are illustrated in Figure 1. In the first 
example, radiolysis of an HZSM5 sample exposed at room temperature to 
1,3,5-cycloheptatriene gave rise to the EPR spectrum of the toluene radical 
cation, and in the second, the tetramethylethylene radical cation was observed 
on HZSM5 loaded with 2,3-dimethyl-2-pentene. Alongside each result on the 
active catalyst the result for the same hydrocarbon loaded on the inactive 
NaZSM5 is shown. In each case, the EPR spectrum on the inactive zeolite 
shows only the radical cation of the starting material. Clearly, the 
transformations observed on HZSM5, ring contraction and cracking, are 
caused by acid catalysis since the radical cations do not undergo these reactions. 

When the parent radical cation of a catalysis product is not stabilized, more 
knowledge is needed to interpret the results of catalysis. For example, 
adsorption of 1,3- or 1,4-cyclohexadiene on H-Beta gave, upon radiolysis, the 
EPR spectrum of benzene radical cation (Figure 2a). Control experiments for 
both olefins on Na-Beta also gave benzene radical cation and no cyclohexadiene 
radical cation. Proof of catalytic dehydrogenation of cyclohexadiene to give 
benzene, involving intermolecular hydrogen transfer, an important step in 
aromatization on zeolites, was revealed by changes in the EPR spectrum upon 
annealing the samples. In the H-Beta experiment, the benzene radical cation 
decayed and was replaced by benzene dimer radical cation upon raising the 
temperature above 120 K (Figure 2b). The exact same behavior was observed 
on Na-Beta loaded with benzene. In Na-Beta loaded with cyclohexadiene, the 
benzene dimer radical cation did not appear upon sample annealing - there is 
no neutral benzene to react with benzene radical cations. From this behavior it 
can be deduced that extensive conversion of olefin to benzene occurs on H-Beta 
(catalytically), whereas on Na-Beta only those molecules that are ionized 
undergo H2 elimination. 

When the primary species (products of catalysis) must be deduced from 
knowledge of the radical cation chemistry, interpretation becomes more 
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a) 

b) 

Figure 2. Radiolysis/EPR result after reaction of 1,3-cyclohexadiene on H-Beta. a) 
Radiolysis at 77 K gave the benzene radical cation, a = 4.5 G. b) Annealing the 
sample above approximately 120 K caused the transformation of benzene radical 
cations to benzene dimer radical cations, a = 2.2 G. 

challenging. Not in every case, however, will the radical cation reaction 
mimic the catalytic reaction as in the preceding example. A last caveat regards 
quantitative estimates of relative product yields. Since ionization is used as the 
detection method, then charge migration can skew the representation of 
relative product yields in the EPR spectrum. That is, hole transfer among 
different products favors stabilization of radical cations of those species with 
the lowest ionization potential. We have investigated hole transfer in some 
detail in mixtures, both in zeolites and in frozen solutions. 24 The degree of bias 
can be estimated in this way, but the occurrence of hole transfer ultimately 
makes radiolysis a somewhat selective labeling technique. 

3 R A D I O L Y S I S / E P R  M E T H O D  

The advantages of the radiolysis/EPR method for studying mechanisms of 
zeolite catalysis are due to the sensitivity and structural specificity of EPR, 
surpassing that of other in situ spectroscopies, such as FTIR and NMR, and the 
ability to identify products at low temperature. It is often the case that at high 
temperatures needed to evolve products from the zeolite for ex situ analysis, a 
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complex sequence of reactions has already occurred. Therefore, elucidation of 
the elementary reactions of the sequence necessitates in situ analysis at low 
temperatures. In addition, product selectivity can be more pronounced for 
reactions carded out under mild conditions. Product studies under these 
conditions allow deeper insights into the subtle details of zeolite-reactant 
interactions. 

The radiolysis/EPR experiment can be succinctly described as follows. The 
zeolite powder is first activated to approximately 450~ under vacuum for 
several hours in a 4 mm o.d. suprasil tube. Under such activation conditions, 
no Lewis acid sites are created to give rise to spontaneous oxidation of 
adsorbed species. No EPR signals are observed in loaded zeolites prior to 
radiolysis. The adsorbate is quantitatively transferred via a glass vacuum 
manifold to the tube containing zeolite and the tube is sealed. The sealed tube 
is equilibrated at some temperature Teq for a time t,q. At the end of the 
reaction period, transfer of the sample tube to a liquid nitrogen storage dewar 
quenches any further chemistry. 

Radiolysis is carded out at 77 K and EPR spectra are collected between 4 K 
and room temperature. Catalytic transformations can be arrested after 
formation of a single p~oduct or the evolution to many products can be 
dissected into a sequential development of different intermediates and products 
by systematically varying Teq and teq. Taking snapshots of the material 
composition on the zeolite as it incrementally changes greatly aids the 
interpretation of multic0mponent EPR spectra. Increasing multiplicity of 
products will eventually defeat any chance of deconvolving the EPR spectrum 
and one must resort to alternative (ex situ) techniques. However, in the study 
of isobutene reactions on HZSM5 (vide infra), five different species, including 
starting material, were identified. 27 

4 REACTIONS OF ACYCLIC OLEFINS ON ZSM5 

The investigation of reactions of isobutene and related acyclic olefins on 
HZSM5 provides a good basis for comparison of the radiolysis/EPR technique 
and other in situ spectoscopies, such as FTIR, 3~ NMR 32'33 and EPR without 
radiolysis. 344~ Results obtained by the different techniques are in general 
agreement, but advantages of the radiolysis/EPR method can be noted. A chief 
advantage was the ability to distinguish and identify structurally similar 
products. 

The loss of isobutene starting material and the build-up of Ca and C6 
products, reflecting dimerization, isomerization and cracking processes, were 
all evident in radiolysis/EPR experiments on HZSM5 at room temperature and 
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c) 

f - -  
Figure 3. Radiolysis/EPR results after reaction of isobutene on HZSM5 a) for 16 h 
at 295 K and b) for 16 h at 338 K. c) Radiolysis/EPR result after reaction of 
propene on HZSM5 for 16 h at 338 K. 

below. 27 Above room temperature, products larger than Cs began to form. By 
appropiate variation of T,q and t,q, the sequence of appearance of products 
could be partially deduced, adding important chemical insight into the identity 
of the products. 

1 "§ 2 .+ 

Figure 3 shows just two "EPR snapshots" of the evolving material 
composition on the catalyst loaded with isobutene. The EPR spectrum 
observed after 16 h equilibration at 295 K consisted of signals from two 
radical cations with structures 1 .+ (broad lines, a = 17 (3) and 2"* (sharp lines, 
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Table 1 
Acyclic olefins included in radiolysis/EPR studies of reactions on HZSM5 

\ 

a = 17 G). There was no evidence of any remaining monomeric starting 
material; by this stage, it has been consumed in dimerization reactions followed 
by isomerization and cracking. 

The radiolysis/EPR study of isobutene was supported by experiments on C3- 
C s olefins on both HZSM5 and NaZSM5 (Table 1). This allowed screening for 
possible radical cation reactions (minimal for these compounds), and the 
survey of related compounds aided spectroscopic assignment and tested the 
catalytic reaction steps from different starting points. For example, 2 was also 
formed from C7 and Ca feed molecules, corroborating the conclusion that 2 can 
be formed from isobutene by cracking the dimer as opposed to addition of C4 
and C2 units. 

After reaction at higher temperatures (approximately 338 K), the resulting 
EPR spectrum evolved frofn that in Figure 3a into that in Figure 3b. The 
hyperfine structure indicates a radical cation with structure analogous to 1 .§ 
and the sequence of formation of this product suggests that it is a higher 
molecular weight species. It is clearly a polymeric radical cation, or 
combination of radical cations, with structure 3"*. Discrimination of different 
length polymers, n >_ 4, from the EPR data was not possible. 

~(CH2)nCH3 
3"+ 

n>4 
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A general observation and one that clearly points out the advantage of 
following catalytic reactions under very mild conditions, was that the 
radiolysis/EPR result for samples equilibrated for an hour or more at 338 K 
began to be indistinguishable regardless of feed molecule (for all cases studied, 
C3-C8). For comparison, the result for propene on HZSM5, equilibrated under 
the same conditions as the sample in Figure 3b, is shown in Figure 3c. After 
extensive reaction, the hydrocarbon composition on the catalyst essentially 
loses memory of the starting material. Experiments under such reaction 
conditions do not lead to an understanding of the elementary reactions steps, 
reaction sequence or differences that can account for reaction selectivity. 

Our conclusions are in general agreement with previous N I ~ R  32'33 and FTIR 3~ 
studies of olefin reactions on HZSM5. In particular, isobutene isomerization 
was observed as low as 143 K by NMR. The average size range of Cg-CI2 was 
reported for reaction up to 300 K, but no evidence of cracking was cited under 
these conditions. Discrimination of C6, C 8 and C12 species by NMR or FTIR is 
considerably less certain than by EPR. While chemical shift and vibrational 
spectra allow the estimation of relative amounts of aliphatic and olefinic 
protons, vinyl vs. methylene C-H bonds, etc., assignments of unique chemical 
structures, especially in mixtures, from such data is usually not possible. 

Finally, radiolysis/EPR results forced the reinterpretation of literature 
spanning more than 25 years on EPR studies of olefin reactions on zeolites in 
the presence of Lewis acid s i t e s .  3441 Spontaneous oxidation of olefins and 
products of their Bronsted acid-catalyzed reactions on dehydroxylated (to form 
Lewis acid sites) ZSM5 and Mordenite (vide infra) provides an alternative 
method of spin labeling, and the technique gives results mostly consistent with 
those from radiolysis/EPR. However, in the spontaneous oxidation method, the 
limited degree of control over the ionization process and progress of the 
catalysis has led to erroneous conclusions (mainly in the earlier work). 
Interpretation of the radiolysis/EPR experiments is greatly aided by the ability 
to methodically vary the relative contribution of different products to the EPR 
spectrum. 

5 SHAPE SELECTIVITY- ZSM5 AND MORDENITE 

One of the paramount advantages of microporous reactors is the influence of 
geometry/spatial constraints on the reactions of guest species. This gives rise 
to shape selectivity which is vividly displayed in the products of cyclic olefin 
reactions on zeolites ZSM5 and Mordenite. 28 The largest contrast is that 
Mordenite, with its system of 12-ring channels (Table 2), is capable of 
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Table 2 

Diameters of elliptical channels in ZSM5 and Mordenite [ref. 42] 

Diameter (A) 

ZSM5 10-ring, straight channels 5.3 x 5.6 
10-ring, sinusoidal channels 5.1 x 5.5 

Mordenite 12-ring 6.5 x 7.0 
8-ring 2.6 x 5.7 

Table 3 
Major products formed from cyclic precursors on ZSM5 and Mordenite 

Precursor Major Product 

HZSM5 5-, 6-, 7-member ring "+ll ) 
C7H12 

H-Mordenite 5-, 6-, 7-member ring 
C6HIo, C7H12 

R 

R = H or CH 3 

accommodating products that are too large to fit in the 10-ring channels of 
ZSM5. 

Reaction of cyclic olefins on HZSM5 below 340 K is limited to unimolecular 
rearrangment. For example, a family of seven different compounds with 5-, 
6- and 7-member rings and the empirical formula C7H12 all reacted to give 1,2- 
dimethylcyclopentene (Figure 4a). 28 Such transformations - hydrogen and 
alkyl shifts, ring contraction, ring expansion - are well-known processes 
involving Bronsted acid catalysis. 43'~ Using the carbenium ion formalism, one 
such transformation is shown in Scheme 1, which depicts the intermediacy of a 
protonated cyclopropane ring. A question currently debated is whether free 
carbenium ions exist on zeolite catalysts. The question really is how acidic are 
zeolite catalysts, are they super acids? Evidence suggests that most reactive 
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Figure 4. a) Radiolysis/EPR result after reaction of 1,5-dimethylcyclopentene on 
HZSM5 for 16 h at 318 K. b) Radiolysis/EPR result after reaction of cyclohexene 
on H-Mordenite for 16 h at 295 K. The spectrum is assigned to the bicyclo[5.5.0] 
dodecene radical cation. 

intermediates are framework-bonded species, 45"48 but zeolite catalysis can 
nevertheless involve transition states with enough ionic character such that 
rules governing carbenium ion reactions are obeyed to some degree within the 
geometry contraints imposed by the zeolite. 

Scheme 1" Carbenium ion mechanism of ring contraction and methyl side-chain generation 
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Bimolecular reaction products were more prevalent when cyclic olefins were 
reacted on H-Mordenite. 2s These products (Table 3, Figure 4) reflected 
dimerization and ring expansion processes. The exception, 1,2- 
dimethylcyclopentene, suggests that factors other than size exclusion are also 
important. This molecule was stable, even up to 318 K (16 h), whereas 
another C7 compound (1-methylcyclohexene) was converted to the more typical 
bicyclic dimer product. 

Another exception, cyclohexene, showed greater resistance to ring contraction 
on HZSM5 than methylcyclohexenes or cycloheptene. The carbenium ion-type 
mechanism does not disfavor the ring contraction in the case of cyclohexene, 
and the thermodynamic benefit of going from a secondary carbenium ion to a 
tertiary carbenium ion (methylcyclopentyl) should be a strong driving force for 
ring contraction. The greater .acidity of secondary carbenium ions, such as 
cyclohexyl, compared to tertiary ions, such as methylcyclohexyl, could partly 
underlie the stability of cyclohexene on HZSM5. However, that suggests that 
cycloheptene should also be slow to undergo ring contraction, which was not 
the case. Furthermore, H-mordenite, a comparable acid to HZSM5, is able to 
activate the conversion of cyclohexene to the dimer product at equally low 
temperatures. 

6 H/D EXCHANGE 

Certain observations of reaction selectivity, such as those described in the 
preceding paragraphs, suggest that the carbenium ion paradigm - that is, the 
direct analogy to reactions of olefins in superacid solutions - is a simplistic 
model for Bronsted acid catalysis in zeolites. The carbenium ion formalism can 
account for most of the products, but glosses over the specific characteristics of 
zeolite catalysis, such as volume constraints, relative acidity and possible 
bifunctional nature of zeolite catalysts owing to the proximity of basic oxygen 
atoms adjacent to the acid site. 

An experimental test for the intermediacy of carbenium ions in zeolite 
catalysis is isotope exchange. One such experiment from our laboratory 
involved the oligomerization of acetylene-d 2 on HZSM5 at room temperature. 23 
The benzene product of the B ronsted acid-catalyzed trimerization of acetylene 
was detected as benzene radical cation. The EPR spectrum showed that the 
oligomerization of acetylene proceeds without exchange with zeolitic protons. 
While it is conceivable for H/D exchange to occur without the formation of a 
free ion, the lack of H/D exchange seems strong negative evidence for the 
intermediacy of free carbenium ions. This example fits with the growing 
experimental and theoretical evidence that zeolites are not superacids and that 
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intermediates involved in many catalytic reactions retain some degree of 
covalent bonding to the lattice. 

Scrambling of the isotope label on benzene did not occur under the conditions 
used to study acetylene trimerization, but we have shown by radiolysis/EPR that 
benzene does undergo H/D exchange on HZSM5 at higher temperatures. 25 
Beck et al. determined the activation energy (14.4 kcal/mol) for this reaction by 
N1VIR. 49 This fundamental reaction is itself an important test of theoretical 
calculations of zeolite acidity and reaction mechanisms. An interesting and 
remaining puzzle regarding H/D exchange in benzene on HZSM5 is the 
observation by radiolysis/EPR that the exchange is very nonstatistical; some of 
the benzene undergoes extensive exchange and some of the benzene exchanges 
very little. 25 This observation could not be attributed to a fraction of the 
benzene residing on the external surface of the zeolite. 

7 C O N C L U S I O N  

Radiation chemical methods, when coupled with appropriate detection 
techniques, can be used to study many different aspects of solid heterogeneous 
catalysis. Ionizing radiation can be used to generate reactive intermediates, to 
change the oxidation state of metal ions or clusters, to create reactive defects in 
the solid lattice and to spin label reaction products. When radiolysis and EPR 
are used together, products of catalysis can be identified in situ and at low 
temperatures with the excellent structural specificity and sensitivity inherent in 
the EPR method. 

As always, exceptions to the rule can offer greater insights into chemical 
mechanisms. Subtle structure/reactivity dependences revealed by 
radiolysis/EPR experiments carded out under very mild conditions provide 
interesting examples to theorists in their attempts to learn more about the 
intimate details of the steric factors and specific interactions of reactant 
molecules with the catalytically active site. 
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Radiation chemistry of nanocolloids and clusters 
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Orsay, France. 

For more than two decades, extensive research work has 
been devoted to the unique properties of clusters. They are 
made of a small number (or nuclearity) of atoms or 
molecules only, and therefore constitute a new state of 
matter, or mesoscopic phase, between the atom or molecule 
and the crystal. New methods have been developed in 
physics and chemistry for their synthesis, their direct 
observation, the study of their properties, and of their 
crucial role in number of processes, such as phase 
transition, catalysis, surface phenomena, imaging. Owing to 
its specific approach, radiation chemistry offered first the 
opportunity to reveal the existence of nuclearity-dependent 
properties of dusters and has then proven to be a powerful 
method to study the mechanisms of cluster formation and 
reactivity in solution. 

1. INTRODUCTION 

One century ago, X rays discovered by W. Roentgen) 
then radiation of radioactive elements discovered by H. 
Becquerel, 2 were detected through their effects on the 
material they traversed, specially reduction of silver ions 
of the photographic plates and ion pair formation in 

irradiated air. Both effects were therefore used from the 
origin of the study of ionizing radiation to indirectly detect 
their presence and calibrate their intensity, even if the 
molecular processes of duster formation in the photo- 

Figure 1. Radiation-induced metal clusters under various 
conditions. From top :Ag7 3+ with n = 4, stabilized by PA 
(partial reduction at 4 kGy h-l) ) alloyed (AgAu)n,PA with n 
= 5 x 102 (at 8 MGy.hl) 4, alloyed (AgAU)H,PVA with n = 
105 (at 35 k Gy h-~) 4 and Agn with n =10 s (partial reduction 
at 3 kGy h" and then developed by EDTA)'(see tex0. 
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graphic latent image or the effects of radiation were at that time unexplained. 
Progressively, the complexity of the specific absorption of high-energy 
radiation by matter, including the non-homogeneous spatial distribution of 
initial ions and radicals, was better understood, at least in aqueous solutions. 

In particular, various metal ions were used widely as radical scavengers 
and redox indicators in the reduction or oxidation processes induced indirectly 
by the short-lived primary radiolytic species, allowing their identification and 
the calibration of their formation yield. 6'7'8 Metal ions such as those of gold or 
silver irradiated in solutions by 7 -9 or pulse radiolysis ~~ underwent reduction 
to the zero-valence metal, to form colloids and then precipitates. 7'~ 

The radiolytic method of reduction allowed, owing to the accurate 
knowledge of the dose used, a control of the progressive extent of the 
reduction and an instantaneous distribution of the reducing agent formed 
throughout the solution. However, quite often, puzzling data were reported 
when the zero-valent metal was formed, such as an induction time for 
precipitation, radiolytic yields sensitive to the initial presence or absence of 
added particles, and only weakly reproducible. ~2'~3 Moreover, oxidation of 
silver atoms by molecular oxygen was observed, though the process was 
thermodynamically improbable for a noble metal like silver. ~~ The explanation 
of some oxidation observed of newly formed zero-valent silver (latent image 
regression) in nuclear photographic 2plates used for long in particle track 
detection was also a difficult question. 

It was observed, in 1973, that the metal that was expected to arise from 
the reduction of Cu § was not found when these ions were used as electron 
scavengers in the radiolysis of liquid ammonia, despite the fast reduction of 
metal ions by solvated electrons. ~ Instead, molecular hydrogen was evolved. 
These results were explained by assigning to the "quasi-atomic state" of the 
nascent metal specific thermodynamical properties distinct from those of the 
bulk metal that is stable under the same conditions. ~4 This concept implied that, 
as soon as formed, atoms and small clusters of a metal, even a noble metal, 
may exhibit much stronger reducing properties than the bulk metal, and may 
be spontaneously corroded by the solvent with simultaneous hydrogen 
evolution. It also implied that for a given metal the thermodynamics depended 
on the particle nuclearity (number of atoms reduced per particle), and allowed 
that to provide rationalized interpretation of other previous data, for example 
that on the spontaneous oxidation of nascent radiolytic silver by oxygen in 
water, or its higher stability when produced at the surface of added 
particles. ~~ Soon, experiments on the photoionization of silver atoms in 
solution demonstrated that their ionization potential was much lower than that 
of the bulk metal. ~5 Also, it was shown that the redox potential of isolated 
silver atoms in water must be lowered relative to that of the silver electrode 
E~ = 0.79 VNH E, by the sublimation energy of the metal equal to 2.6 
V and E~247 ~ = - 1.8 VNRE .~6 In early eighties, an increasing number of 
experimental works emphasized, for metal or semiconductor particles prepared 
by various ways in the gaseous and condensed ~hases, the nuclearity-dependent 
properties of clusters of atoms or molecules, ~' theoretically predicted earlier 
by Kubo. ~8 
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Nuclearity-dependent properties of semiconductor particles may be 
studied by radiolysis too. For example, a soluble anion-cation couple is 
transformed by electron scavenging into a pair of low solubility product) 

The radiation-induced method, in the y- or pulse regime, provides a 
particularly powerful means to understand the exotic phenomena which occur 
any time a new phase of ol0i_~omeric particles is formed in the bulk of a 
homogeneous mother phase, phenomena which are thus rather frequent in 
physics and chemistry. 

2. P R I N C I P L E S  

2 .1 .  M e t a l  c a t i o n  r e d u c t i o n  
The atoms are produced in deaerated solution by radiation-induced 

reduction of the metal ion precursors. The species solvated electrons e~q-, and 
H atoms arising from the radiolysis of water 25 are strong reducing agents 
(E~ -) = - 2.87 VNH E and E~247 = - 2.3 VNH E. They easily reduce 
metal ions up to the zero-valent state �9 

M § + eaq ~ M ~ 
M+ + H ~ M ~  § 

(1) 
(2) 

where M § is the symbol of monovalent metal ions possibly complexed by a 
ligand. Similarly, multivalent ions are reduced by multistep reactions, also 
including disproportionation of intermediate valencies. Such reduction 
reactions have been observed directly by pulse radiolysis for a lot of metal 
ions. 26 Most of their rate constants are known and the reactions are often 
diffusion controlled. In contrast, OH radicals, which are also formed in water 
radiolysis 25 are able to oxidize the ions or the atoms into a higher oxidation 
state and thus to counterbalance the previous reductions (2) and (3). For that 
reason, the solution is generally added with a scavenger of OH radicals. 
Among various possible molecules, the preferred choice is for solutes whose 
oxidation by OH yields radicals which are unable to oxidize the metal ions but 
in contrast exhibit themselves strong reducing power such as the radicals of 
secondary alcohols or of formate anion. 

(CH3)2CHOH + OH ---> (CH3)2COH + H20 
HCOO" + OH- - '  COO- + H20 

(3) 
(4) 

H" radicals (E~ = + 2.3 VNHE ) oxidize these molecules as well : 

(CH3)2CHOH + H'--> (CH3)2C'OH + H2 
HCOO- + H ' ~  COO" + H E 

(5) 
(6) 

The radicals (CHa)ECOH and C O 0  are almost as powerful reducing agents as 
H atoms: E~ = - 1.8 VNHE 27 at pH 7 and E~ ) 
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= -  1.9 VNHE, 28 respectively. In some cases they can reduce directly metal ions 
into lower valencies or into atoms for monovalent cations" 

M § + ( C H 3 ) 2 C O H  ~ M ~ + (CH3)2CO + H § 
M + + COO" ~ M ~ q" C O  2 

(7) 
(8) 

In other cases, the reduction proceeds via complexation of the ion with the 
radical �9 

M § + (CH3)2C'OH ~ (M(CH3)ECOH) + 
(M(CH3)2C 'OH)  + + M § ~ ME + + (CH3)2CO + H § 

(9) 
(10) 

Then the charged dimer is formed. 

2 .2 .  M e t a l  a t o m  c o a l e s c e n c e  
The atoms are formed with a homogeneous distribution throughout the 

solution. The binding energy between two metal atoms is stronger than the 
atom-solvent or atom-ligand bond energy. Therefore the atoms dimerize when 
encountering or associate with excess ions. Then, by a cascade of coalescence 
process these species progressively coalesce into larger clusters: 

M ~ + M ~ ~ M 2 (11)  

M ~ + M + ~ M2 + (12) 
M .  + M § ~ M.+~+ (13) 
Mm+x x+ + Mn+y y+ ~ Mp+z z+ (14) 
Mn+l + + eaq" ~ M,+ l (15) 

where m ,  n, and p represent the nuclearities, i.e. the number of reduced atoms 
they contain, x, y and z the number of associated ions. The radicals 
(CH3)2C'OH, or COO" also reduce M,+I + as eaq in.reaction (15). The radius of 

1/3 M# increases as n (Figure 1). The fast reactions (12) and (13) of ion 
association with atoms or clusters play an important role in the cluster growth 
mechanism. Firstly, the homolog charge of clusters slow down their 
coalescence (reaction (14)). Secondly, the subsequent reduction of the ions 
fixed on the clusters (reactions (13 and 15)) favors their growth rather than the 
generation of new isolated atoms (reactions (1, 7, 8)). The competition between 
reduction of free ions (1, 7, 8) and of absorbed ions (15) is controlled by the 
rate of reducing radical formation. Coalescence reactions (11 or 14) obey 
second order kinetics. Therefore, the cluster formation by direct reduction (1, 
7, 8) followed by coalescence (11) is predominant at high irradiation dose rate. 

However, almost in the early steps of the growth, the redox potential of 
the clusters, which decreases with the nuclearity, is quite negative. Therefore, 
the growth process undergoes another competition with a spontaneous 
corrosion by the solvent which may even prevent the formation of clusters, as 
mostly in the case of non noble metals. Monomeric atoms and oligomers of 
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these elements are so fragile to reverse oxidation by the solvent and radiolytic 
protons that H2 is evolved and the zerovalent metal is not formed: ~4 

M ~  H + -'+ M + + H" (16) 
H" + H" "-+HE (17) 

For that reason, it is preferable in these systems to scavenge the protons by 
adding a base to the solution and to favor the coalescence by a reduction faster 
than the oxidation which obeys first order kinetics (w 4.2) 

2.3. Semiconductor cluster formation 
Nanoparticles of semiconductor compounds (MA)n may be formed from 

scavenging of radiolytic species produced by irradiation. The cationic part M § 
is for example provided by a soluble salt, while the anionic part A is generated 
by cleavage after electron attachment to a soluble electrophile substitute RA as 
a precursor. M § and A are selected for their very low solubility product : 

RA + e aq --+ R" + A- (18) 
M + + A --+ MA (19) 
MA + MA --> (MA)2 (20) 
(MA)m + (MA). -+ (MA)m +. (21) 

Other semiconductor monomers are formed from A-provided by a soluble salt 
and M + resulting from the radiolytic reduction (for instance by eaq-) of a higher 
valency metal ion" 

M E+ +eaq --+ M + (22) 

Similarly, reaction (22) is followed by the formation reactions (19 - 21) of the 
(MA)n cluster. Adsorption of precursor ions M § (or A-) on clusters confer 
them identical charges which slow down the coalescence due to electrostatic 
repulsion. But it favors their growth by further reaction with A- (or M § 
(ripening) �9 

(MA).  + M + --+ (MA)nM + (23) 
(MA).  M + + A- "+ (MA).+I (24) 

Nucleation by reactions (19, 20) is in competition with growth by (23, 24) and 
is favored by fast A-generation, thus at high dose rate. Multivalent anionic A y 
and cationic M x§ precursors react also by successive ion fixation on the 
growing cluster according to the stoichiometry and yield eventually (MyA0, 
clusters. 

2.4. Cluster stabilization 
Metal atoms or semiconductor monomers formed by irradiation or any 

other method tend to coalesce into oligomers which themselves progressively 
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grow into larger clusters and eventually into precipitates, as found in early 
radiolytic experiments. However, for studying stable clusters or for 
applications, the coalescence must be limited, by adding a polymeric molecule 
acting as a cluster stabilizer. Functional groups with high affinity for the metal 
ensure the anchoring of the molecule at the cluster surface while the polymeric 
chain protects the cluster from coalescing with the next one and thus inhibits at 
an early stage further coalescence through electrostatic repulsion or steric 
hindrance. Some of these polymeric systems are at the same time the stabilizer 
and the reducing agent used to chemically synthesize the metal clusters. When 
metal or semiconductor clusters are to be prepared by irradiation, the 
stabilizing polymers must be selected instead for their unability to directly 
reduce the ions before irradiation. Poly(vinyl alcohol) (PVA), 29 sodium 
dodecyl sulfate (SDS),  29'3~ sodium poly(vinylsulfate) (PVS),  31 poly(acrylamide) 
(PAM)  32'33 or poly(N-methylacrylamide) (PNPAM), 3~ carbo-wax,  34 
poly(ethyleneimine) (PEI), 35'36 polyphosphate (pp),37 gelatin,38.39 do not reduce 
ions and fulfill the conditions for the stabilization. Some functional groups such 
as alcohol are OH" scavengers and may contribute to the reduction under 
irradiation. The final size of metal clusters stabilized by these polymers lies in 
the nanometer range. Sodium polyacrylate (PA) is a much stronger stabilizer 
which allows the formation of long-lived metal oligomers (Figure 1).3'4~ 

Some ligands (e.g. CN, 4~ or EDTA s) are able by themselves to stabilize 
small sized particles (Figure 1). The coalescence of atoms into clusters may 
also be restricted by generating the atoms inside confined volumes of 
microorganized systems 42 or in porous materials. The ionic precursors are 
included prior to penetration of radiation. The surface of solid supports 
adsorbing metal ions is a strong limit to the diffusion of the nascent atoms 
formed by irradiation at room temperature, so that quite small clusters can 
survive. 43 The stabilization of radiation-induced clusters at the smallest sizes by 
a polymer or a support is the way to benefit the specific properties appearing 
for the lowest nuclearities. 

3. M E T A L  C L U S T E R  N U C L E A T I O N  AND G R O W T H  

3.1. Cluster nucleation 
As the early species produced after reduction such as atoms, dimers and 

oligomers are short-lived, time-resolved observations of the reactions of these 
transients are carried out b~5 the pulse radiolysis method, coupled with optical 
absorption or conductivity. Generally, kinetics are studied in the absence of 
oxygen or stabilizer unless their specific interaction has to be known. The 

10 11 16 ."38444546 earliest ' ' and most complete data ' ' ' on the nucleation mechanism were 
obtained on silver clusters. Indeed, silver may be considered as a model system 
owing to the one-step reduction of the monovalent silver ions, hydrated or 
complexed with various ligands, and to the intense absorption bands of the 
transient oligomers and final clusters. As for other metal oligomers, the 
specific feature of the spectral properties is to be nuclearity-dependent. The 
wavelengths of the absorption band maxima of the atom Ag ~ and of the 
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Figure 2. Optical 
properties of hydra- 
ted silver clusters. 
Top : Transient 
absorption spectra of 
silver oligomers. 2z 
Bot tom:  Calibrated 
absorption spectra of 
Ag ~ Ag2 + and mg32§ 
in water obtained by 
pulse radiolysis. 47 

charged dimer Ag2 + (Figure 2), and the rate constants of their formation 
(reactions 1 and 12, respectively) in aqueous solutions are given in Table 1. 
Ag3 2+ is formed by reaction of Ag2 + with an additional Ag + cation (Figure 2). 
Atoms and charged dimers of other metals are formed by homolog reactions 
(Table 1). 

Table 1 
Formation rate constants (mol 1-1 S -1) and optical absorption maxima of metal 
atoms, hydrated or complexed, and of the corresponding charged dimers in 
water. . . . . . . . . . .  

Metal ions kM++ o~~ )~ (nm) of M ~ kMo + M+ 

Ag § 3.6 x 101~ 36016'47 8 X 109 

T1 § 3 x 10 l~ 450, 26048,49 1.4 x 109 

In + - 5 0 0 6 0  1.5 X 109 

Ag(CN)2- 5 x 109 450, 50056 2 x 101~ 

Ag(EDTA) 3- 1.7 x 109 400, 45056 1.6 x 109 
Ag(NH3)z + 3.2 x 101~ 3 5 0 ,  ll 38557 - 

Au(CN) 2- 1.1 x 10 l~ 42050,59 - 

AgI,PA 3.6 x 109 36051 8.9 x 109 

Agl,gelatin 1.1 x 101~ 36038 1.1 x 101~ 

_Cu(C1)32- 2.7 x 101~ 3806o 4.9 x 107 

)~(nm) of Mz + 

290, 315 'l~' 47 
700, 420, 24548'49 

310, 46060 

350, 410, 49056 

310, 340, 400, 47556 
315,34058 

310, 45051 

290, 315, 308, 32538 
36060 

,, 
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The band maxima of metal species are different in the gaseous and 
condensed phases. The absorption bands of Ag o and Ag2 + are highly dependent 
on the environment: '  They are red-shifted with the decreasing polarity of the 
solvent as in EDA and liquid NH 3, where they appear at a longer wavelength 
than in water. 53 Moreover, the maximum in NH 3 is red-shifted with increasing 
the temperature. Electron spin echo modulation analysis of Ag o in ice or 

methanol glasses has 
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Figure 3. Absorption spectra of silver atom 
Ag o (top) and charged dimer Ag2 § (bottom) 
complexed by CN-, ~6 EDTA, 56 and NH357'58 in 
solution. The spectra of uncomplexed Ag o 
and Agz + are shown for comparisonY 

concluded to a charge 
transfer character to solvent 
(CTTS) of the absorption 
band. s4 As shown in Table 1 
and Figure 3, the interaction 
of ligands CN, NH 3, or 
EDTA with the atom or the 
dimer has also a strong 
influence on the absorption 
spectra. 55 

The transient product of 
the reduction of complexed 
silver ions is not the isolated 
atom but a complexed silver 

A_0,CN) z-,56 atom, go ~ 2 
Ag~ 57 or Ag (EDTA), 
56,5"8 respectively, as well as 
for Au~ z ~9 or CUC133-. 6~ 
Though less complete, the 
results on the reduction of 
other monovalent metals 
cations into atoms) 6 such as 
T1 ~ In ~ Au~ 2, Cu~ 3", 
are comparable with silver 
(Table 1). 

The multistep reduction mechanism of multivalent cations are also partially 
known from pulse radiolysis studies. 26 For example, the reduction of AunIC14 

II into AunCl3 and the disproportionation of Au into Au ~ and Aum have been 
directly observed and the rate constants determined. 6~ However, the last step of 
reduction of Au I complexed by C1- into Au ~ is not observed by pulse radiolysis 
because the e~- scavenging by the precursors Aum is more efficient. Moreover, 
the dispropoi-tionation of Au I or of other monovalent cations is 
thermodynamically hindered by the quite negative value of E~ ~ (w 4). 

3.2. Cluster growth 
After reactions (1-12), the reaction of Ag2 § with Ag + yielding Ag32+ (~max 

= 315 and 260 nm) 47 or its dimerization into Ag42§ (~max = 265 nm) and the 
multi-step coalescence of oligomers result in clusters of increasing nuclearity 
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Figure 4. Growth kinetics of silver clusters 
observed through their absorbance at 400 
nm in the presence of (a) cyanide or (b) 

Ag. (reaction 14). The 
absorption spectrum is shifted 
to the surface plasmon band at 
380-400 nm (w 5). It is known 
indeed according to Mie 
theory 62 and its extension 63 that 
the interaction of light with the 
electrons of small metal 
particles results in an 
absorption band whose shape 
and intensity depend on the 
complex dielectric constant of 
the metal, the cluster size and 
the environment. During the 
coalescence, the total amount 
of silver atoms formed by the 
pulse is constant, but they are 
aggregated into clusters of 
increasing nuclearity with a 
decreasing concentration. Thus 
the absorbance increase 
observed at 400 nm (Figure 4) 
is assigned to the increase with 
the nuclearity of the extinction 
coefficient per silver atom. It 
was shown from the kinetics 
analysis that the plasmon band 
is totally developed with the 

sulfate.65 constant value per 
atom E = 1.5 x 1 0  4 1 mollcm l beyond n = 1 3 .  64 Then, the coalescence into 
larger clusters is still continuing, though the spectrum is unchanged. Note that 
the coalescence rate constant depends on the ligand as shown in Figure 4.65 At 
the same initial concentration of atoms, the plateau is reached at almost 1 0  3 

longer time for Ag.(CN) than m g n ( S O 4 2 - ) .  

4. TRANSIENT M E T A L  CLUSTER R E A C T I V I T Y  

The determination of the redox potential of short-lived oligomers is 
accessible only by kinetics methods using pulse radiolysis. In the couple 
M,§ reducing properties of M, as electron donor as well as oxidizing 
properties of M~ § as electron acceptor are deduced from the occurrence of an 
electron transfer reaction with a reference reactant of known potential. The 
unknown potential E~247 is derived in comparing the action of several 
reference systems of different potential. Number of rate constants for reactions 
of transients from metal ions and metal complexes were determined by pulse 
radiolysis. 66 
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4.1. Redox potentials of metal atoms and dimers 
Oxidation reactions of Ag o and Ag2+, 1~ o r  of Au~ a 2- 59or J2 ' of T1 ~ and 

T12+, 48'68 by even mild oxidizing molecules (O2, CC14, C H 3 N O  2, N 2 0 ,  Fe m, for 
example) were observed by pulse radiolysis and the high rate constants found 
indicate the strong electron donating character of atomic silver, gold or 
thallium. This confirms the evaluation of E~ ~ = - 1.8 VNHE and 
E~ ~ = -  1.9 VNHE which was derived from the difference between the 
metal electrode potential, E~ and the metal sublimation energy 16'48 
(Table 2) More generally, due to the high value of the sublimation energy, the 

o + 0 potential of any metal E (M/M ) is expected to be quite negative. 
According to reaction (1), the redox potential values of all metal atoms 

are higher than that of E~ ) = - 2.87 VNn E. However, some complexed 
ions are not reducible through reaction (7) 4t a n d  thus E~176 < - 2.1 
VNHE which is the potential value of alcohol radicals under basic conditions 
(Table 2). The results were confirmed by SCF calculations of Ag§ and Ag~ 
structures associated with the solvation effect given by the cavity model for L 
= C N  -69 o r  NH3, 57 respectively. 

Table 2. 
Redox potentials (VN.~) of the hydrated and complexed M~/M~ in water. 

Couple Au+/ C u + /  T I + /  Ag§ Ag(CN)2/ Ag(NH3)2+/ Ag(EDTA)3/ 
M I / M  o Au ~ Cu ~ T1 ~ Ag o Ag~ Ag~ Ag~ 4 

E ~ -1.4 49 - 2.716 -1.9 48 -1.816 _2.641,69 _2.457 _2.256 
, , , 

4.2. Redox potentials of oligomeric metal clusters 
For clusters of higher nuclearity too, the kinetics method for 

determining the redox potential E~ is based on the electron transfer, 
for example, from mild reductants of known potential which are used as 
reference systems, towards charged clusters Mn § Note that the redox potential 
differs from the microelectrode potential E~ by the adsorption 
energy of M § on Mn (except for n = 1). The principle (Figure 5) is to observe 
at which step n of the cascade of coalescence reactions (14), a reaction of 
electron transfer, occurring between a donor S and the cluster Mn § could 
compete with (14). Indeed n is known from the time elapsed from the end of 
the pulse and the start of coalescence. The donor S is produced by the same 
pulse as the atoms M ~ the radiolytic radicals being shared between M § 
(reactions 1,7,8) and S (reactions 25, 26). 

S + eaq  ~ S 

S + (CH3)ECOH 

(25) 
S +  (CH3)zCO + H + (26) 

The transfer requires that E~ which increases with n becomes higher 
than the reference E~ thus fixing a critical nuclearity n~ (Figure 5). 
Therefore the given total amount of reducing equivalents provided by the pulse 
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Figure 5. Principle of the 
determination of short-lived 
cluster redox potential by 
kinetics method. The 
reference electron donor S 
of given potential and the 
metal atoms are generated 
by the same single pulse. 
During the cluster 
coalescence the redox 
potential of the couple 
E~ progressively 
increases, so that an 
effective transfer is 
observed after a critical 
time when the cluster 
potential becomes higher 
than that of the reference 
imposing a threshold (n > 
n~). The subcritical clusters 
M, (n < he) may be oxidized 
by S. 44' 70 

is shared between direct reduction into M ~ (1,7,8) and indirect reduction via S- 
(27, 29) when n > n~: 

M. + +S- -'-> M n + S 
M. + M + ---> Mn+~ + 
M.+~ + + S ---> M.+~ + S 

(27) 
(28) 
(29) 

As far as n < n~, the coalescence occurs as in the absence of S (reactions 
1, 7-14). The process is followed by the evolution of the system S/S, which is 
also selected for its intense optical aborption properties, which allows a 
detailed kinetics study. If S-concentration is high, the indirect reduction (27- 
29) is faster than the coalescence (10-14) The clusters grow now mostly by 
successive additions of supplementary reduced atoms (electron plus ion). It has 
been shown that once formed, a critical cluster, of silver for example 44'7~ 
behaves indeed as a growth nucleus. Alternate reactions of electron transfer 
(27, 29) and adsorption of surrounding metal ions (28) make its redox 
potential more and more favorable to the transfer (Figure 6), so that an 
autocatalytic growth is observed. 44 The branching ratio between direct and 
indirect reduction of M* is fixed by the M § and S concentration ratio. 
Therefore, for a given final amount of atoms, the ratio controls their 
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distribution in isolated atoms yielding the nuclei and the atoms formed by S 
collected in growing centers. It is clear that the distribution of final sizes is 
totally governed by this competition. At increasing S concentration, less nuclei 
are formed and they are developed to larger sizes. ~4 

The observation of an effective transfer from S to M § implies that the 
potential of the critical cluster is at least slightly more positive than that of the 
electron donor system., i.e. : E~ +/M.) > E~ 

The value of the critical nuclearity allowing the transfer from the 
monitor depends on the redox potential of this selected donor S. The donor 
decay and the correlated increase of supplementary atoms from reaction (27) 
start systematically after a critical time t~ (Figure 6). The critical time and the 
donor decay rate depend both on the initial concentrations of metal atoms and 
of the donor. 71 The critical nuclearity n~ corresponding to the potential 
threshold imposed by the donor and the transfer rate constant kv, which is 
supposed to be independent of n, are derived from the fitting between the 
kinetics of the experimental donor decay under various conditions and 
numerical simulations through adjusted parameters. 44'7~ By changing the 
reference potential in a series of redox monitors, the dependence of the silver 
cluster potential on the nuclearity was obtained (Table 5). 

1 . 0 [  - , . , . , . , 

O 8  

0 .6  

O 4  

0.2  

0 " ~  .- = 

0 1 2 3 4 

t ( m s )  

Figure 6. Transient optical 
absorption signals of the 
electron donor decay 
(reduced form of sulfonato- 
propyl viologen SPV- at 
650 nm) and of the 
autocatalytic growth of 
silver clusters (at 420 nm), 
after a critical time. Single 
pulse in a mixed solution of 
silver ions and S P V .  44 

Clusters M. § may also behave as electron donors when formed in the 
presence of oxidizing reactants. For example, as far as n < n~. the electron 
transfer from M. to S is possible since E~ § < E~ ) : 

M. + S ~ M . + + S  (30) 
M .  + --* M._t + M + ( 3 1 )  
M._, + S ~ M.., + + S  (32) 

This cascade of reactions (corrosion process) is generally slow with respect to 
(27-29) due to the step of M § release (31). However, it is observed when the 
coalescence (14) is also slow. For example, it was found that during the very 
slow coalescence of Ag, in a Nation membrane, controlled by the slow 
diffusion between the cavities (104 1 mol ~ s~) 72, the smallest clusters could be 
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Table 3 
Nucleari ty-dependence of E~ (in VNHE) 24 

Reference system E~ ) Metal cluster n c (reduced 

(electron donor) (ref. couple) (electron acceptor) atoms/cluster) 

Ni + - 1.9 Ag~ 1 

(CH3)2C'OH (pH - 1.8 Ag. 1 

SPV-" - 0.41 Ag n 4 

Cu § 0.16 Ag n 11 

Q-" (pH = 4.8)* 0.22 Ag n 85 +__ 5 

Q-" (pH = 3.9) 0.33 Ag n 500 _+ 30 

MV § - 0.41 Agn.c~ q_ 5 - 6 

MV § - 0.41 Agn.pA 4 

MV +" - 0.41 Cu, cr . 6 + 1 
* Q-" is the semiquinone of naphtazarin. 

oxidized, particularly when the dose per  pulse is low, by the protons H3 O§ 
which are highly concentrated at the surface of cavities (kcorr = 0.5 1 mo1-1 s-~). 
In contrast, when clusters reach by coalescence the critical nuclearity for which 
their potential is higher than E~247 = 0 VNH E, they escape corrosion and 
are observed by optical absorption. The numerical simulation of the kinetic 
signal including the cascade of coalescence reactions (14) and of oxidation 
reactions (30-32) yields the value n = 8 for the upper limit of nuclearity of 
silver clusters oxidized by H30 § in the Nation cavities. 72 Therefore,  
E~ > E~ 0 VNH E. Note that such a corrosion by H3 O+ is 
not observed under  conditions of free diffusion of the clusters as in Ag § 
solutions, 53 because the coalescence let grow much faster the clusters up to the 
supercritical nuclearities. 

When silver or gold atoms are generated from AgX(CN)2 or Au~(CN)2 - in 
2+ + the presence of the methylviologen redox couple MV /MV ," oxidation of the 

smallest clusters is also observed, because coalescence in cyanide solutions is 
slow. 65'73 While supercritical silver clusters (n > 6 + 1) (Table 3) accept 
electrons from MV § with a progressive increase of their nuclearity (reactions 
(25-27)), the subcritical clusters undergo a progressive oxidation by MV 2+ 
through reactions (28-30). Reaction (30) (n < he) is the reverse of reaction (25) 
(n > nr If cyano silver clusters require a higher nuclearity than aquo clusters 
to react with M V  § (Table 3), it means that the ligand C N  lowers the redox 
potential at a given n ,  as it is the case for the bulk metal. Actually, the reduced 
ions MV § so produced act as an electron relay favoring the growth of large 
clusters at the expense of the small ones. The coexistence of reduction by MV § 
and oxidation by MV 2§ is observed because the coalescence in the 



4 2 4  

0.3 

0.2 

0.1 

0.0 
0.0 

' '  �9 ' ' i ' ' ' ' i "  ' " ' ' i , ' , ' 

, , , , i , , , , i , , , , I l , , .i 

0.1 0.2 0.3 0.4 

t ( s )  

Figure 7. Comparison 
between simulated and 
experimental decay of 
MV § in the presence of 
growing clusters Aga,cN- 
including oxidation of 
subcritical oligomers by 
M V  2+ and development 
of supercritical clusters 
by MV § The best fit 
yields nc = 5. 65 

presence of ligand CN is quite slow (Figure 7). In the case of gold clusters 
complexed by cyanide, the coalescence is still slower and oxidation of Aun(CN') 
by MV 2§ is observed alone. 73 Figure 8 compares the nuclearity effect on the 

o m + redox potentials 44'7~ of hydrated Ag § clusters E ( gn/Agn)~q together with the 
effect on ionization potentials IP~ (Ag.) of bare silver Ousters in the gas 
phase. 74'75 The asymptotic value-of the redox potential is reached at the 
nuclearity around n = 500 (radius = 1 nm), which thus represents for the 
system the transition between the mesoscopic and the macroscopic phase of the 
bulk metal.The density of values available so far is not sufficient to prone the 
existence of odd-even oscillations like for IP_. However, it is obvious from this 
figure that the variations of E ~ and IPg do ex~hibit opposite trends vs. n ,  for the 
solution (Table 5) and the gas phase, respectively. 
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dependence of 
the redox 
potential of 
silver clusters in 
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normal hydrogen 
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Fermi potential 
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The difference between ionization potentials of bare and solvated clusters 
decreases with increasing n and corresponds fairly well to the solvation free 
energy deduced from the Born model 52 (for the single atom, the difference of 5 
eV represents the solvation energy of the silver cation). 44 

A variation of E~247 similar to that of silver, is expected for 
copper since the atom potential is E~ ~ = - 2.7 VNHE ~6 (Table 2), that 
of Cu 7 is E~ Cu7) = - 0.4 VNHE 76 (Table 5), and the bulky electrode 
potential is at 0.52 VNHE. 

Some calculations 77 have been made also to derive the microelectrode 
potential E~ for silver and copper from the data in the gas phase 
(nuclearity-dependent M-M, bond energy and IPg(Mn)). The potential 
E o + (M ,Mn_l/lVIn) presents odd-even oscillations with n, (more stable for n even) 
as for IPg, but again the general trends are opposite, and an increase is found in 
solution due to the solvation energy. 

5. SYNTHESIS OF M O N O M E T A L L I C  N A N O C L U S T E R S  

The quite negative value of E~ ~ and the dependence of the cluster 
redox potential on the nuclearity have crucial consequences in the formation of 
early nuclei, their possible corrosion or their growth. As an example, the 
faster the coalescence, the lower is the probability of corrosion by the medium. 
Another consequence is that when clusters of different sizes encounter, even if 
they are prevented from coalescing by a polymer coating, the smaller, which 
has a more negative potential, can still donate successively electrons to the ions 
adsorbed on the larger one, up to the complete oxidation of the former. 53 The 
process results in a narrower size dispersity but also to a further growth. 
However, various applications require the synthesis of small clusters and the 
coalescence should be somewhat prevented by a stabilizer or a support. 

5.1. Metal oligomers 
Metal oligomers are stabilized at quite small nuclearity when formed at 

low dose in the presence of polyacrylate PA. 4~ From pulse radiolysis of Ag+ - 
PA solutions, it appears that the very slow (105 1 mol ~ s ~) dimerization of A-,~+ 
silver clusters. 5~'78 (275 and 350 nm) results into a blue cluster (n =g~4) 
absorbing at 292 nm and 800 n m  79 and stable in air for years. The 800 nm 
absorption band is assigned to a cluster-ligand PA interaction. 5t The results 
have been recently confirmed. 8~ Clear images by STM show flat clusters of 0.7 
nm with atoms spaced by 0.25 nm (Figure 1). 3 Each cluster contains seven 
nuclei (possibly with an eighth atom in the central position). Since 4 atoms only 
were reduced, they correspond to the stoichiometry Ag73+ (or  Ag84+). Though 
the clusters are protected from coalescence, they undergo fast growth by 
successive electron transfer reactions from MV § and cation adsorption. Once 
developed they absorb at 400 nm and their size may reach tens of nm. In the 
presence of gelatin, complexation of silver with methionine groups slows down 
the oligomer growth and small oligomers are stabilized. 38 
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Similarly, when PtC164 ions are irradiated in the presence of PA which 
prevents coalescence, most of Pt atoms are found by STM imaging in the form 
of very small platinum oligomers of 3-7 atoms only. 8~ In the presence of PP, 
PtC164 irradiated solutions present a UV band with a maximum at 215 nm. 82 
About 20 % of the initial signal is lost by oxidation when the sample is exposed 
to air, the rest being stable. This result again confirms that the redox potential 
of the smallest clusters is markedly shifted to the negative values. 

When CuSO4 solutions are y-irradiated with PA at pH 10, new 
absorption bands at 292, 350 and 455 nm are observed provided the reduction 
of copper ions is partial. 83 At increasing dose, the intensity of the peaks 
assigned to small stabilized copper oligomers decreases correlatively with the 
plasmon band increase which develops at 570 nm. The UV species are very 
sensitive to oxygen. Under acidic conditions, large clusters are observed but not 
the UV oligomers. A pulse radiolysis study of monovalent Cu § ions, complexed 
in the presence of a high concentration of CI, without polymeric stabilizer, has 
shown that short-lived states of reduced copper corresponding to the early 
steps of growth also absorb in the range 355-410 nm. 84 

Among the non-noble metals that can be synthesized by radiation-induced 
reduction in solution, nickel raises some difficulties since the atom formation 
and aggregation processes undergo the competition of oxidation reactions of 
highly reactive transients, such as monovalent Ni § ion, Ni atom and the very 
first nickel oligomers. Nevertheless, in the presence of PA, a new absorption 
band develops at 540 nm with increasing dose. The formation of the same 
absorption band was observed by pulse radiolysis. It increases simultaneously 
with the formation of the very first Ni atoms and it is assigned to a cluster- 
ligand interaction. Due to the high reactivity of nickel oligomers, the band 
disappears within 24 hours, even when solutions are preserved from oxygen, 
through a spontaneous reaction with the solvent, s5 

5.2. Molecular metal  clusters 
When the irradiation of metal ion solutions is done in the presence of the 

ligands CO or PPh3, metal reduction, ligandation and aggregation reactions 
compete, leading to reduced metal complexes and then to stable molecular 
clusters. 23's6 Increasing the [metal precursor]/[ligand] ratio favors higher 
nuclearities. Chini clusters [Pta(CO)6]m 2 with m = 3-10 (i.e.9-30 Pt atoms) have 
been obtained by irradiating KEPtC14 under CO in a water/2-propanol 
solution. 86'87 The oxidation degree is - 2/3m. The m value is deduced from the 
very specific UV-visible and IR absorption spectra (Figure 9). 

The synthesis is selective and m is controlled by adjusting the dose (m 
decreases at high doses). The mechanism of the reduction has been observed 
recently by_ pulse radiolysis. 88 Reduction by pulse-induced radicals of all 
[Pt3(CO)6}62 clusters yields the transient [Pt3(CO)6163, which then quickly 
dimerizes into [Pt3(CO)6]~E6before undergoingcleavage into 3 x [Pt3(CO)6142. 
If the initial reduction is only partial, further addition of [Pt3(CO)6]/ with 
excess [Pt3(CO)6162- leads to 2 x [Pt3(CO)6152 which is also the product observed 
by y-radiolysis. Molecular clusters [Pt3(CO)6152" have been observed by STM. 89 
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Figure 9. UV/VIS 
spectra of clusters 
[ P t 3 ( C O ) 6  } m 2"Of different 
nuclearity m produced 
in y-irradiated solutions 
of K2PtC14 in 
equivolumic H20-2- 
propanol solvent under 
1 atm CO with various 
doses. 

m = 9 "  0.1 kGy, 8"  
0.20, 7 0.40, 6"0 .80 ,  5 
�9 1.60, 4"  3.20, 3 �9 10 
kGy.88 

Other molecular metal clusters have been obtained by y-radiolysis, such 
as Ru3(CO)lz and H2Ru6(CO)t 8, or Fe(CO)5 and Fe3(CO)I z at higher [M]/[L] 
ratio. Similarly, C02(CO) 8, [Oss(CO)ls] 2 and [HOss(CO)ls]-, 90 Rh6(CO)),..91 
[Rhlz(CO)30]29~may be generated by irradiation. Some mixed bi- or tri-nucI'~hr 
carbonyl clusters have been also synthesized such as FeRu2(CO)~2, 
RuOsz(CO)~20r Ru2Os(CO)12. 91 

5.3. Nanometr ic  metal  clusters 
Most of mono or multivalent metals, except alkaline metals, have been 

prepared by y-radiolysis in the form of small clusters (Table 4). They are 
stabilized with respect to further coalescence by polymers or simply ligands 
(Figure 1). The final size depends on the type of polymer or ligand, on the 
ratio metal/polymer but also on the dose rate. Indeed, sudden generation of a 
high concentration of isolated atoms at high dose rate and thus the formation 
by coalescence of more numerous and smaller nuclei yields clusters of 1-2 nm. 
Instead, the reduction of adsorbed ions at the surface of clusters which is 
predominant at low dose rate contributes to development of less numerous 
growth centers and results in larger clusters. In both cases, however, the nuclei 
generation being strictly reproducible, the distribution of long-term sizes 
presents an exceptional homodispersity. 

Table 4 presents the maximum wavelength of the cluster surface plasmon 
absorption. The particles are most often spherical. Nevertheless, some of these 
clusters, which are generated in solution and then deposited on a grid for 
HRTEM and electron diffraction observations exhibit clearly pentagonal shapes 
with a fcc structure, which suggests the formation of twin fcc crystallites 
growing from the faces of an icosahedral nucleus. The noble metal clusters are 
generally stable in air, which makes them useful in numerous applications. 
Phase imaging in tapping mode AFM is a powerful tool for the 
characterization of clusters stabilized by polymer matrices as shown recently in 
observing silver and gold samples 93 and helps to discriminate between 
amorphous polymer and metal clusters. 
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Table 4. 
Radiation-induced meta ! clusters. Optical absorptionproperties. 

Metal ~,max(nm) Ref. Metal Lm~x(nm) Ref. Metal ~, Ref. 

C o  U V  94,95 P d  205 39,96,97,991 r U V  43,98 

Ni* UV 94,99,100,101 Ag* 380 11'44'47'64pt* 215 81,102,103,104 

Cu* 570 39,60,82,96,105 Cd* 260 39,106,107 Au* 520 50,59,61,108,109,110 

Zn UV 94 In* 270 60 H~* 500  60,94 

M o  U V  94 Sn 200  94,111 TI*  300 48,49,60,68,112 

R u  U V  94 Sb U V  94 Pb*  220  60,94,113,114 

R h  U V  94 , 0 s U V  94 Bi 253 60,94,115 

The symbol * indicates that the earliest steps of the cluster formation have been 
studied by pulse radiolysis. 

Non noble metal clusters are considerably more fragile to corrosion by 
the solvent than are noble metal clusters. Therefore the production of stable 
small particles results from a compromise between the smallest size and the 
longest stability. 

Long-lived clusters Cu,, Ni,, Co,, Sn,, TI,, Pb, (Table 4) may be formed 
in deaerated basic medium, but Zn. clusters are oxidized into zinc hydroxide 
within a few weeks even in the absence of 02. Clusters Cd. are better stabilized 
by gelatin. 39 Ni, or Co~ clusters display ferromagnetic behaviour. Whereas all 
of these non-precious metal clusters are easily oxidized in solution by 02, they 
may be stabilized in air after drying under inert atmosphere. 

Adsorption of ions or molecules on metal clusters affect markedly their 
optical properties. It was shown that the intensity and the shape of the surface 
plasmon absorption band of silver nanometric particles which is close to 380 
nm change upon adsorption of various substances. ~6 The important damping of 
the band generally observed is assigned to the change of the electron density of 
the thin surface layer of the particle where electrons are for instance injected 
by adsorbed electrophilic anions. 22 This is followed by a red shift of the 
damped band corresponding to loose agglomeration of the clusters. ~17 Silver 
particles covered by I become particularly sensitive to oxidation in air since 
the Fermi level is shifted to a more negative potential by the electron 
donation. 22 

5.4. Developed clusters 
Actually, the kinetics study of the cluster redox potential (w 4.2) mimics 

the process of the photographic development, except clusters are free in the 
solution (not fixed on AgBr crystals) and, beyond the critical nuclearity, they 
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receive electrons without delay from the developer already present. However, 
the processes present similar features in both cases. The critical nuclearity 
depends on the donor potential and then the autocatalytic growth does not stop 
until the reaction is complete. Consequently, the same mechanism (Figure 5) 
based on the nuclearity-dependence of the cluster redox potential was also 
proposed 44 to explain the existence of a critical size in the photographic 
development, the threshold being imposed by the developer potential. The 
amplification of the cluster size by the development is from tens of nm (n = 3- 
5) to the AgBr crystal size of 1 gm (n = 108-9), while in solution it depends on 
the concentration ratio between critical nuclei and the rest of metal ions 
reduced by the electron donor. 

The development process may be used to select the cluster final size but 
it occurs also spontaneously any time an even mild reducing agent is present 
during the radiolytic synthesis. The specificity of this method is to combine the 
ion reduction successively �9 
i) by radiolytic reduction. The atoms independently formed in the bulk 
coalesce into oligomers (reactions 1, 7-14); 
ii) by chemical reduction beyond a certain oligomer nuclearity, for which the 
redox potential allows electron transfer from a conventional donor S 
(reactions 25-27). This chemical agent is generally unable thermodynamically 
to reduce directly the ions into atoms (w 4.1), but it achieves the reduction of 
the rest of the ions after they have been adsorbed on the radiation-induced 
clusters acting as nuclei of catalytic reduction and growth. Note that (i) the 
presence of a polymer restricts the coalescence process but (ii) does not 
prevent at all the electron transfer from the donor. As in w 4.2, the redox 
threshold E~ -) fixed by the donor imposes a critical nuclearity n~ for the 
growth process. Adjusting the respective parts of ions radiolytically and 
chemically reduced allows to control the cluster concentration (equal to that of 
nuclei) and their final size after development with an excellent homodispersity. 
Note also that for multivalent precursors the very negative potential between 
the transient monovalent M § and free atoms M ~ often inhibits the last step of 
2M § disproportionation into M E+ and M ~ whereas M § is reduced into M ~ by the 
radiolytic radicals. However, when clusters are already formed radiolytically, 
the disproportionation occurs at their surface because the potential of the 
couple Mn,M§ is shifted to much higher values. This process also 
contributes to the cluster development. 

The final silver cluster diameter increases, at a given initial Ag + 
concentration, for example from 15 nm to 50 nm (n 50 times larger) when the 
part of reduction is increasingly achieved by the donor SPV-rather than by 
radiolytic radicals. 44 A red shift correlates with the growth in size in the final 
optical surface plasmon band. Non irradiated solutions of EDTA silver 
complex are stable because EDTA does not reduce directly the ions. However, 
after the appearance of the 400 nm spectrum of silver clusters formed in a 
partially radiation-reduced solution (spherical particles of 10-15 nm diameter), 
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the band intensity increases for days as a post-effect and the silver ions are 
totally reduced. 5 The post-irradiation reduction is assigned to the lone pair N 
atom electrons of the EDTA ligand, provided the silver ions are fixed on 
clusters formed by irradiation acting as nuclei. Once the development is over, 
the absorption band is red-shifted (large particles of 100-150 nm ) (Figure 1). 
It is clear that this unusual growth occurs preferentially in a planar way 
favoring the 111 surface. 

Nickel oligomers prepared in the presence of PA ()~m,x = 540 rim) (w 5.1) 
may act also as catalysts for the reduction of Ni 2§ by hypophosphite ions. This 
requires, as shown by pulse radiolysis, a critical nuclearity, while free Ni 2§ 
cannot be directly reduced by H2PO2. Very low radiation dose conditions, just 
initiating the formation of a few supercritical nuclei, will lead to large particles 
of nickel. 84 

When trivalent chloro gold ions A u m C I 4  a re  y-irradiated at increasing 
doses, the reduction occurs by successive steps (reduction into the unstable 
bivalent state Au H then disproportionation of Au" into Au IH and Au~). However, 
Au I ions are not reduced as far as A u  nl ions are more concentrated than Au ~, 
nor do they disproportionate because the redox potential involving the single 
atom E~ ~ / Au ~ is quite negative (Table 2). Thus Au ~ C12 ions accumulate 
and the cluster appearance is delayed by an induction time (Figure 10). 1~ With 
higher doses, Au I ions become more abundant than Aum and are also reduced 
into atoms and clusters. In the presence of alcohols or of preformed clusters, 
Au ~ ions do not accumulate because the potential order of (Au ~ / Au ~ and (Au ~ 
/ Au ~) couples is now inverted due to complexation or adsorption, respectively. 
Au ~ ions are thus allowed to disproportionate giving rise to clusters. In 
addition, a very slow chemical reduction by the alcohol is found, which occurs 
exclusively at the surface of the clusters formed by irradiation so that all gold 
ions may be reduced, whatever the initial dose .  1~ As seen by AFM 
observations, the cluster size remains constant and their concentration increases 
with dose during the q-irradiation, while during the post-irradiation reduction 
by alcohol the size increases at constant density of particles. The lower the 
dose, the larger the final size of the homodisperse cubic crystallites which may 
range from 10 to 500 nm, depending on the respective parts of radiolytic and 
chemical types of reduction. 

Gold ions Au~(CN)2 are not reducible in solution by alcohol radicals 
owing to their much lower redox potential in the complexed form 59 than in the 
hydrated form (w 4.1 and Table 2). This has been recently confirmed ~~ by the 
observation of a quite long induction time before the appearance of the 
plasmon band of gold clusters generated by a low amount of solvated electrons 
only. 

However, the complexed ions are reduced when adsorbed at a particle 
surface where the potential is shifted to more positive values. Indeed such a 
radiolytic reduction of Au(CN)2 by alcohol radicals on conventional gold 
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clusters results in their development into larger clusters to an extent depending 
on added gold ion amount. A stabilization of low valencies of metals and an 
induction time before cluster formation have been observed as well in the case 
of iridium, 98 platinum, 99 palladium, ~18 copper 83 or nickel. ~~176 

The time-resolved studies of the cluster formation achieved by pulse 
radiolysis techniques allow one to better understand the main kinetics factors 
that affect the final cluster size found, not only in the radiolytic method but 
also in other reduction (chemical or photochemical) techniques. A general 
scheme of nucleation and growth of clusters generated in solution is presented 
in Figure 11. Metal ions are reduced by radiolytic radicals at each encounter. 
The role of polymeric surfactants is to prevent coalescence beyond a certain 
limit of nuclearity even at long time. For a given polymer and given 
conformation and chain length, this limit decreases with the ratio between 
metal atoms/polymer concentrations and is also affected by the type of metal. It 
seems that all the atoms which interact with the same single polymeric chain 
coalesce easily while the protection against interchain coalescence of the 
nucleus, then the cluster, by the coiled polymer chain is strong. Because the 
nucleation rate is controlled by the dose rate, the smallest size limit at a given 
ratio of atom/polymer is obtained when the irradiation is as sudden as possible 
(Figure l la) .  

By contrast, a slower irradiation favors adsorption of ions not yet 
reduced onto atoms or small clusters formed at the start of irradiation and this 
process is not prevented by the polymer nor is the reduction in s i tu  of the ions 
by electron transfer from the reducing radicals. Likewise, electrons from small 
clusters can be transferred to larger ones coated with adsorbed ions and 
polymer. The final size may thus be much higher than the above limit imposed 
by the polymer when just coalescence occurs and the size increases with the 
irradiation time required for the reduction (therefore at decreasing dose rate) 
(Figure l lb) .  
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Figure 11. Nucleation and growth of clusters generated by radiolytic radicals 
at various dose rates, with or without electron donor D. The stabilizing effect 
of the polymer prevents exclusively coalescence beyond a certain limit of 
nuclearity but does not prevent successive ion and electron transfers (from the 
radicals at low dose rate and from the donor) which let develop the cluster up 
to much larger sizes. 

An extreme case of the size development occurs, despite also the 
presence of the polymer, when the nucleation induced by radiolytic reduction 
is followed by a chemical reduction. Because the donor potential is more 
positive than that of the ion/atom couple, the donor D does not create new 
nuclei and the electron transfer towards adsorbed ions starts exclusively after 
radiolytic reduction and coalescence have produced clusters of critical 
nuclearity. Then the final size depends on the ratio between the concentration 
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of ions chemically reduced and that of supercritical nuclei (fixed by the dose 
and the donor redox potential) (Figure 1 l c). The shape also may be different 
from that resulting from coalescence if ions are preferentially adsorbed on a 
specific face of the growing nanocrystal 5 (Figure 1). 

Conversely, under conditions of slow reduction and coalescence, 
oxidation of the smallest clusters is possible by 02, H § or even by the oxidized 
form of the donor, D § 

Generally reducing chemical agents are thermodynamically unable to 
reduce directly metal ions into atoms (w 4) unless they are complexed or 
adsorbed on walls or particles. Therefore we explain the higher sizes and the 
broad dispersity obtained in this case by in situ reduction on fewer sites. 

5.5. Supported and confined nanoclusters 
The radiolytic synthesis consists in i) either preparing first nanometric 

metal clusters in solution which are then put in contact with the support 
(possibly by filtration), or ii) irradiating in situ the ionic precursors after their 
adsorption onto the supporting material. 

Positively charged metal ions easily diffuse into the cavities of a Nation 
polymeric membrane by ion-exchange of the counter cations of the constitutive 
sulfonic groups. (w 4.2) The size of channels and cavities is controlled by the 
proportion of alcohol in aqueous solution which also governs the final size of 
silver or nickel clusters. During irradiation of a solution of metal ions (silver, 
palladium or nickel) containing PVA, the ion reduction occurs simultaneously 
with the cross-linking of the polymer. 23 Finally, after drying, the clusters 
formed are trapped in a polymeric film. In the case of nickel, the thin film is 
ferromagnetic. Irradiation of reverse micelles containing gold ions in the 
aqueous phase generates small gold clusters. 42 Silver oligomers (n <10) in 
AOT micelles absorb in the UV. ~19 

Colloidal support such as small Si02 particles restrict interparticle 
diffusion of silver atoms when formed by radiolysis of the ions at their 
surface. The silver oligomers absorbing at 290 and 330 nm are observed by 
pulse radiolysis. They are stable with respect to coalescence but they are 
oxidized by MV 2§ 02, Cu 2§ and Ru(NH3)63+. 12~ Alumino-silica gels with silver 
ions give after irradiation optically clear xerogels containing silver clusters 

121,122 from 2.5 to 4.5 nm. 
Irradiation by ionizing radiation able to penetrate into a zeolite material 

exchanged by metal ions allows to generate metal atoms and clusters in situ in 
the cavities. ~23'~24 The observation of irradiated faujasite (Na-Y zeolite) by 
optical absorption spectroscopy at increasing doses and at low silver content 
demonstrates the formation of two bands at 265 and 305 nm which have been 
assigned to the charged trimer Ag32§ Then, the ESR observation after a 
dehydration step indicates the reduction of this species into Ag3~ ~25 Irradiation 
of H2PtC16 solution included in mesoporous channels of molecular sieves 
induces nanowires of platinum. ~26 
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Pulse radiolysis studies of the reactivity of 25 nm AgI particles with eaq 
in the presence of alcohol have shown that first the semiconductor spectrum at 
360 nm is bleached, then silver atoms and clusters at 450-600 nm are 
f o r m e d ,  sz7'128 The electron transfer between the couple M v z + / M V  +" and Ag, 
clusters formed on an AgCl crystallite was studied by pulse radiolysis, tz9 The 
coalescence of Ag atoms at the AgC1 surface is slow so that, as in the presence 
of C N ,  an  electron transfer from subcritical clusters to M V  2+ precedes the 
electron transfer from MV § to supercritical Ag, § 

6. B I M E T A L L I C  C L U S T E R S  

Composite clusters, alloyed or bilayered, are of great interest because 
they enlarge the number of the possible types of clusters. It is therefore 
important to be able to select the conditions of the synthesis of composite metal 
clusters containing M ~ and M '~ in variable proportions, with either an alloyed 
or a core/shell structure. Actually, when a mixed solution of two ionic 
precursors M § and M '§ is irradiated or chemically reduced, both situations of 
alloyed or bilayered cluster formation may be encountered without clear 
prediction. ~3~ 

6.1. Core-shel l  c lusters formation 
In many cases, even though M § and M '§ are both readily reduced by 

radiolytic radicals (reactions (1,7,8)), a further electron transfer from the 
more electronegative atoms (for example M') to the more noble ions M § 
(E~247 '~ < E~176 systematically favors the reduction into M ~ 

M '~ + M + ~  (MM') + ~ M ~ + M '+ (33) 

(MmM,)~+ + M+.__~ (Mm+lM,)(x+l)+_..~ (Mm+,M, I)x+ + M '+ (34) 

If the ionic precursors are plurivalent, an electron transfer is possible as 
well between the low valencies of both metals, so increasing the probability of 
segregation. TM Reaction (33) has been observed directly by pulse techniques for 
some systems 44'132't33 and the transient cluster (MM') § sometimes identified such 
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solution containing 
2.5 x 10 .4 M Co 2+, 10 ~ 
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as (AgT1)§ (AgCo)2§ 12). 133 The less noble metal ions act as an 
electron relay towards the precious metal ions. Thus monometallic clusters M. 
are formed first and then, when M § ions are exhausted, M '§ ions are reduced 
afterwards at the surface of M.. The final result is a core-shell cluster Mm[ M'  n 
where the more noble metal M is coated by the second M'. 

6.2. Alloyed clusters formation 
In some other cases, the intermetal electron transfer does not occur even 

during hour-long irradiations. 99 The initial reduction reactions (1) are followed 
by mixed coalescence and association of atoms and clusters with ions as in (33, 
34). Besides dimerization of atoms of the same metal into M2 and M':, 
coalescence of both types of atoms occurs twice more frequently : 

M '~ + M ~ ~ (MM') ' (35) 

(MM') + M ~ (M2M') (36) 

(MmM'~) x+ + M + ---> (Mm+IM'~) (x+l)§ (37) 

(Mm+lM'.) (x§ + e'aq , (or R') --~ ( M m + l M ' n )  x+ (38) 

Then alternate association (37) and reduction reactions (38) 
progressively build bimetallic alloyed clusters according to the statistics of 
encounters, therefore to the relative initial ion abundance. 53 

6.3. Dose rate effects 
The possible formation of an alloyed or a core-shell cluster depends on 

the kinetic competition between, on one hand, the irreversible release of the 
metal ions displaced by the excess ions of the more noble metal after electron 
transfer (reactions (33, 34) and, on the other hand, the radiation-induced 
reduction of both metal ions (reactions (1, 7, 8, 38)) which depends on the dose 
rate (Table 5). Once the reduction of both metal ions is complete, any further 
intermetallic electron transfer is unlikely at room temperature. A pulse- 
radiolysis study of a mixed system 73 suggested that a very fast and total 
reduction by the means of a powerful and short irradiation delivered for 
instance by an electron beam (EB) should produce alloyed clusters. Indeed such 
a decisive effect of the dose rate has been demonstrated. 4 However, the 
competition imposed by the intermetal electron transfer is more or less serious, 

99 since, depending on the couple of metals, the process may not occur, or on 
the contrary lasts hours, only minutes or even seconds. 4 

The alloyed or layered character of a small bimetallic cluster structure is 
generally quite difficult to conclude experimentally. 4' ~34 Even if the surface 
plasmon transitions of both pure metals are specific (with one possibly in the 
UV), the unknown spectra of alloyed or bilayered clusters are both expected in 
the same intermediate region. The structure of the composite cluster is derived 
indeed from the evolution observation of the absorption spectrum at increasing 
dose. 4A43 Because the spectrum is due to surface phenomena, it changes with 
dose when electron transfer occurs. The composition of the bilayered cluster 
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surface is shifted at increasing dose from the spectrum of the more noble metal 
to that of a cluster coated by the second. In contrast, the spectrum shape of 
alloyed clusters is unchanged at increasing dose while their intensity increases. 
X-ray analysis of clusters at partial reduction (low dose) clearly indicates 
whether atoms of one only or of both types of metals are present in the 
particles. 4 Electron and X-diffraction methods may reveal superlattices which 
correspond to a perfectly ordered atom arrangement in the case of an alloyed 
clus ter .  4'99'14~ Provided the lattice constants of the metals are somewhat 
different, the distances between atomic plans in HRTEM images indicate the 
possible alloyed character of the clusters. A transverse analysis of a single 
cluster in a scanning transmission electron microscope equipped with a field 
emission gun and X-ray detector provides also decisive information on the 
cluster composition in depth. 134 

The spectra of silver and gold are intense and distinct (Table 4). They 
are thus particularly suitable to detect the evolution of a cluster composition 
during its construction. Actually, pulse radiolysis of a mixed system of 
monovalent cyano-silver and gold ions 73 provided the time-resolved 
observation of an intermetallic displacement (Figure 13). The atoms Ag o and 
Au ~ are formed readily after the pulse and coalesce into an alloyed oligomer. 
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Figure 13. Correlated 
0.3 signals at 400 nm and 

520 nm with a single 
0.25 pulse in equimolar 
0.2 mixed solution of 

gold and silver 
o.15 cyanide, Ag(CN) 2 and 
o.1 Au(CN)2, in the 

presence of 2- 
0 .05  propanol.73 
o 
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But, due to a slow electron transfer (within seconds) from Au ~ atoms of 
the alloy to the unreduced ions Ag ~, a supplementary formation of Ag o 
correlates with the complete dissolution of Au ~. By y-radiolysis at increasing 
dose, the spectrum of pure silver clusters, more noble due to the CN- ligand, is 
seen first at 400 nm. Then the spectrum is red-shifted when gold is reduced at 
the surface of silver clusters in a bilayered structure, 4 as when the cluster is 
formed in a two-step operation ~39 (Table 5). However, when the same system is 
irradiated at high dose rate with an electron beam, allowing the sudden (out of 
redox thermodynamics equilibrium) and complete reduction of all the ions 
prior to the metal displacement, the band maximum of the alloyed clusters is at 
420 nm. 4 
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Figure 14. Absorption spectrum 
evolution with irradiation dose of same 
mixed solutions of Aum and Ag ~ at two 
different dose rates. Bottom �9 3.8 
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Similarly, for the couple 
AumC14 - , Ag § at moderate dose 
rate, gold appears at first at 520 nm. 
Therefore, Ag § ions act essentially as 
an electron scavenger, and as an 
electron relay toward more noble 
gold ions as far as gold ions are not 
totally reduced. Then silver-coated 
gold clusters are formed (Figure 
14). 4 But at higher ?- or EB dose 
rate (irradiation time of a few 
seconds), the electron transfer is too 
slow to compete with coalescence 
and the spectrum of alloyed clusters 
develops without any shift from the 
lowest doses (Figure 14). Once this 
quenching radiolytic reduction has 

consumed all the ions, the intermetal 
displacement becomes by the fact 
excluded at room temperature. The 
maximum of the alloyed cluster 
surrounded by c r  is now at 480 nm. 
In both cases the profiles of local 
analysis by combined STEM-X-ray 
detection confirm the structures, 
bilayered and alloyed. ~34 Noteworthy 
is that the clusters are particularly 
homodisperse and that the mean size 
is markedly smaller (< 3 nm) than 
for T-induced clusters, as shown by 
the TEM micrographs of bi-metallic 
samples prepared by EB irradiation 
(8 MGy h~ ). (Figure. 1). 

This is likely to be due to a much higher concentration of single atoms 
suddenly produced in the solution; these atoms act as many individual centers 
of nucleation and further coalescence (in contrast with low dose rate 
irradiation conditions under which fewer nuclei adsorb excess ions which are 
then reduced in si tu) .  4"23 The same evolution of the absorption spectrum with 
the dose has been found at high dose rate for various values of the Ag and Au 
ion fraction in the initial solution. Clusters Ag~_xAUx are alloyed with the same 
composition. The maximum wavelength ~max and the extinction coefficient Ema x 

of the alloy depend on x. The experimental spectra are in good agreement with 
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the surface plasmon spectra calculated from Mie model at x values for which 
optical data are available. 4 Similar calculations have been done for the alloy 
AgxPd~_ x obtained at moderate dose rate. ~4~ Other examples of bimetallic 
clusters are presented in Table 5.They are formed either by irradiating a 
mixed solution of ionic precursors or in two steps by reducing the second 
metal at the surface of preformed clusters of the first metal. The process of the 
progressive building of alloyed clusters results from coalescence between 
reduced atoms and clusters, and also from the in situ reduction of mixed 
charged oligomers after association with ions (reaction 26), both processes 
resulting from the statistics of encounters. 53 

Table 5 
Synthesis and irradiation conditions of multimetallic clusters 
Mixed Salts, or Dose rate ( kGy h ~) Particle structure 
*Cluster, Salt Irradiation source (Ref.) 

Ag~, Au(CN)a 3I, 0.9 Ag/Au, Bilayer ~35 
Ag(CN)2, Au(CN)2 y ,  35 Ag/Au, Bilayer 4 
Ag(CN)2, Au(CN)2 EB , 7.9 x 103 AgAu, Alloy 4 
Ag § AuC14 3', 3.8 Au/Ag, Bilayer 4 
Ag § AuC14 3', 35; EB , 7.9 x 103 AgAu, Alloy 4 
Ag § Cd 2§ y ,  0.87 Ag/Cd, Bilayer 136 
Ag~, Cu 2§ y ,  0.87 Ag/Cu, Bilayer 137'138' 
Ag~, In 3§ y ,  Ag/In, Bilayer 139 
Ag +, Pd 2§ y ,  35 AgPd, Alloy 14~ 
Pd~, Ag(CN)2 ',/, 0.87 Pd/Ag, Bilayer 141 
Ag § PtC162 ~', 30 AgPt, Alloy ~42' 
Ag § T1 § 3', 0.6 Ag/T1, Bilayer ~2 
AuC14, PtC162 EB, 7.9 x 103; y, 0.5-40 Au/Pt, Bilayer 143 
Au(CN)2-, PtC162 EB, 7.9 x 103; '~, 0.5-40 Pt/Au, Bilayer ~43 
Au,, Pb 2§ 31,0.4, 0.87 Au/Pb, B ilayer 144'~45 
Au~, Pb 2§ Cd 2 ~,  0.87 Au/Pb/Cd Tri-layer ~45 
Au,, Cd 2 3', 0.4 Au/Cd, B ilayer 145 
Au~, T1 § y ,  0.4 AuFF1, Bilayer ~45 
Au~, Sn 2§ y ,  0.4 AuSn, Alloy ~ 
Cu E+, C d2§ Y, 0.42, 0.48 CuCd, Alloy 39't46 
Cu2*, pd2§ 7 , 3 0  CuPd, Al loy  99 

*The ions of M' are introduced in a second steo after the formation , t of the 
cluster M~, and are then reduced by ),-irradiation. 
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Depending on the rate of the intermetal electron transfer competing with 
the dose rate-dependent coalescence (Figure 15 and Table 5), alloying : 
i) may occur spontaneously, even at low reduction rate (^/-irradiation with low 
dose rate) 99, as for alloyed Cu3Pd, CuPd, Ni-Pt, CuAu, AgxPd~_x and Ag-Pt 
clusters, 
ii) may require higher T-dose rates 4 as for AgxAu~.x,(C1-), 
iii) is only obtained through a short and intense irradiation provided by an 
electron accelerator 4 as for AgxAu~.x,(CN), 
iv) is even not obtained. In extreme cases, the electron transfer is achieved 
within times shorter than the irradiation time required for complete reduction 
(a few seconds with EB) and metals are segregated in spite of the very fast 

reduction (Au/Pt, Ag/Cu) .  146 For multivalent ion precursors, intermetal 
electron transfer reactions may also occur between the transient lower valency 
ions. 
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6.4. Al loyed cluster  development  
Another way to favor the statistical reduction leading to alloyed particles 

is to let the clusters grow more rapidly, before any observable intermetal 
transfer, and consequently to let their redox potential increase in order to 
lower the risk of the displacement. This can be achieved through a fast 
chemical reduction by a donor S- at an alloyed nucleus surface as for 
monometallic clusters (w 4.2). The reaction competing with the intermetal 
exchange is now the chemical reduction which can be very fast provided nuclei 
are present. In a pulse radiolysis study, the transient reduced viologen formed 
by an electron pulse has been observed to react with the small alloyed 
(AuAg)n.CN- clusters and the developed alloyed clusters are stable towards 
segregation. Their final size is quite large because the ions reduced by the 
donor are concentrated on a small number of nuclei. Moreover, it was found 73 
that the redox potential of such critical alloyed AgAu clusters is almost the 
same (- 0.4 V~E at nr = 6) as that of the more noble metal (silver in cyanide 
environment). ~ 

7. C A T A L Y T I C  P R O P E R T I E S  OF M E T A L  CLUSTERS 

One of the important applications of metal clusters is to be used as 
catalysts. The cluster potential and its dependence on the nuclearity or adsorbed 
molecules play a crucial role in the catalysis of electron transfer. The cluster is 
able to relay efficiently electrons from a donor to an acceptor, provided the 

53 potential value is intermediate between those of the reactants. This optimum 
range is adjustable by the size. 7~ 

7.1. Clusters in solution 
The catalytic role of metal clusters such as Tln, 1132 Agn, 147 Ptn, 148 Aun, 109"149 

Irn, 2~ concerning the electron transfer from radiation-induced free radicals such 
as CO2 or (CH3)zCOH to a substrate, after the complete reduction of the metal 
ions, has been demonstrated. Electrons donated from the radicals are first 
stored on clusters as charge pools 2~ and then are transferred again for example 
pairwise to water producing molecular hydrogen: 

Agn x" + 2 C O 2  ....) Agn(X+2)-+ 2CO 2 

Agn(X+2)'+ 2H20 ----)Ag. x + H 2 + 2 O H  
(39) 
(40) 

Pulse radiolysis allows one to observe directly some catalytic electron 
transfer reactions other than the autocatalytic growth (reactions (25-27). 
Indeed the clusters are so small that they may be considered as diffusing 
molecular systems. The electron transfer from MV + to protons in water 
requires the presence of a catalyst, for example radiolytically formed gold 149 or 
platinum ~48 clusters: 

MV +" + Pt n ~ (MV 2+ , Pt.) ~ MV z+ + Pt n (41) 

Pt.- + H30 + --') (Ptn, H) + H20  (42) 
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2(Pt,, H) ~ 2Ptn + H2 (43) 

For a given metal amount, the transfer rate increases linearly with the 
particle concentration. The initial electron transfer step (41) between one MV § 
radical and one Pt~ cluster of n - 35-50 atoms is diffusion controlled and the 
rate determining step of the process is clearly, as on Au n, the desorption step 
after the intra- or inter-particle formation (43) of the molecular 
h y d r o g e n .  148,149 

The catalytic role of the metal clusters may be explained again by their 
influence on the reaction thermodynamics. Actually, the direct electron 
transfer from MV § (E~ 2§ § = - 0.41 VNHE) to  H 3 0  + ( E ~  + / H ' )  = - 
2.3 VNH~) is thermodynamically unfavored if they are both in solution, and in 
contrast the reverse reaction from H to MV 2§ is fast. However, the redox 
potential of H30§ �9 when adsorbed on a nanometric cluster E~ 
is shifted to values higher than that of E~ 2§ § and the transfer (39-41) 
becomes possible. The evolution of molecular hydrogen catalyzed by clusters 
from radicals such as CO2"" or (CH3)2C'OH which are also in solution less 
strong reducing agents than H radicals may be similarly explained. 

The catalysis of the disproportionation of the superoxide anion 02" by 
Ptn clusters, in subcolloidal solutions or supported on colloidal TiO2 particles, 
has also been studied by time-resolved techniques. ~5~ The decay of 02 '  obeys 
first order kinetics with respect to both 02"" and Pt n clusters because the 
catalysis is governed indeed by the proton concentration adsorbed at the cluster 
surface. 

7.2. Supported clusters 
Metal clusters supported on solid supports are easier to use as catalysts. 

However, the mechanism of their action is inferred mostly indirectly from 
their efficiency. Multimetallic clusters are known to present enhanced catalytic 
properties relative to pure metals, specially when the catalyzed reaction process 
includes several steps. The method of radiation-induced reduction provides a 
powerful way to obtain homodisperse, small and alloyed clusters. 

Small clusters of iridium supported o n  Al203151 o r  Ti0215~ and of 
platinum, iridium, ruthenium or rhodium supported on SnO 2 counter 
electrodes 152'153 were radiolytically prepared and displayed efficient catalytic 
properties for hydrazine decomposition and electron transfer, respectively. 
The radiolytic method was also used to graft metal nanoaggregates upon anodes 
or cathodes involved in the chlorine-soda process. ~54 A drastic decrease of 
overpotential and an increase of the electrocatalytic efficiency relative to 
unmodified electrodes was obtained once bimetallic nanoparticles of Pt-Ru and 
Ni-Ru, were grafted onto bulk metal electrodes (Ti or Ni). 

Special processes of diffusion transfer in silver photographic emulsions 
require diffusion of silver ions of the positive image and their catalytic 
reduction around added development centers such as metal clusters, small 
enough to ensure a high resolution and no loss of transparency. Added 3,_ 
induced silver clusters have a strong efficiency. However, alloyed clusters of 
Au-Cu and Ni-Pt and mostly of Ag-Au, Ag-Cu, and Ag-Cu-Pd, prepared under 
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high dose rate conditions, exhibit the best activity owing to their small size and 
the presence of the different metal atoms at the surface. ~55 

Metal clusters-carbon composites are of high interest in making 
electrodes for fuel cells. Homogeneously dispersed Ptx(CO)y clusters anchored 
to carbon fibers and powders are electroactive in methanol or hydrogen 
oxidation and in oxygen reduction. 89 In order to enhance the methanol 
electrooxidation currents at lower potentials and to extend the catalyst life- 
time, bimetallic Pt-Ru, Pt-Sn and trimetallic Pt-Ru-Sn clusters were prepared 
by radiation-induced reduction in solution with CO and then impregnated onto 
carbon powder at high loading. Actually, clusters synthesized by electron beam 
irradiation at high dose rate are markedly more active catalytically, mostly Pt- 
Ru-Sn, than those prepared by y-radiolysis, which suggests that all metals 
cooperate in the reaction at the surface of the alloyed clusters. 23 

8. SEMICONDUCTOR 
R E A C T I V I T Y  

CL UST ER N U C L E A T I O N  A N D  

The specificity of ionizing radiation (deep penetration even in turbid 
system owing to their high energy) is used either to study the nucleation 
mechanism of small semiconductor clusters or the electron transfer between 
the particles and the surrounding molecules. ~9 In the latter case, pulse radiolysis 
allows the production of radicals in the bulk of the solution. One can then 
observe the reactions with the cluster, providing complementary information 
to the direct excitation of the semiconductor by laser sources. The increasing 
knowledge of the mechanisms allows the extension of radiolysis to application 
purposes. 

8.1. Mercury halide 
It has long been known that the reduction of mercuric chloride by ~6 

irradiation leads to the formation of Hg2C12 precipitates as the final product. 
By pulse radiolysis, the HgC1 monomer was observed ~57 as the first transient in 
the crystal formation (reaction (19)). It absorbs at 330 nm and dimerizes into 
Hg2C12. The ESR signal of the monomer has been detected at 77 k. ~58 

Table 6 
Spectral data of HgX and formation and dimerization rate constants (1 mol -x 
S-I,) 159 

X k(ngX"2 "]" eaq) k(HgX2 ~max (nm)' of Hg~X 2k(2HgX) 
+(CH.0~C'OH) . 

C1- 4.0 x 10 ~~ 2.0 x 109 330 4.5 x 10 ~ 
Br- 3.4 x 10 ~~ 2.4 X 109 350 2.2 X 109 

I" 3.0 X 101~ 2.0 x 109 355 1.4 X 109 

SCN 4.5 x 10 ~~ 2.2 x 109 415 2.8 x 109 
C N  1.6 x 10 l~ - 285 3.1 x 109 



4 4 3  

The reduction of other mercuric halides or pseudohalides HgXz (X = B r ,  I ,  
CN,  or SCN-, respectively) by hydrated electrons or alcohol radicals yields as 
well transient HgX monomers. 16~ They dimerize except HgCN which 
disproportionate. It was found that the Hg2X 2 absorption spectra are at shorter 
wavelengths that those of HgX (Table 6). The monomer are strong electron 
donor towards 02, tetranitromethane and p-benzoquinone. On the contrary, in 
diluted solutions of HgC12, added with more concentrated salts such as Cd 2§ 
Zn 2+', Sn 2§ Pb 2§ Fe2§ Mn 2§ electrons are transferred from the monovalent 
state of the ions to Hg ~x which is indirectly reduced into Hg2C12 .16~ 

8.2. Silver halides 
As early as in 1969, before the size-dependence of cluster properties was 

suspected, pulse radiolysis was used to form AgC1 monomers and to observe 
the precipitation of growing particles. ~9 The anions C1-reacting with silver ions 
(reaction (18)) were formed through the capture of electron by chloroacetic 
acid (reaction (17)). The kinetics of light scattering increase presented an 
induction period assigned to the nucleation process in supersaturated solutions 
before precipitation. ~9 Also, the induction time of the nanometric AgC1 
particles appearance has been found ~62 to decrease with the dose. 

From the progressive evolution of transient absorption spectra after the 
pulse, the growth mechanism of AgI clusters from oligomers to nanoparticles 
was proposed. 163 The band maximum in the UV is red-shifted at increasing 
time according to the nuclearity-depencence of the cluster spectra (Figure 15). 

Similarly, the AgBr monomer was observed ( Xm,x = 295 nm) as the first 
step of (AgBr), cluster formation. This short-lived molecule (<l~ts) dimerizes 
into (AgBr)2, which absorbs at 285 nm (Figure 16). Then the coalescence 
continues and the nanometric clusters are formed in the range of s e c o n d s  164. 
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Figure 16. �9 Tran- 
sient absorption 
spectra of (AgBr)~ 
and (AgBr) 2 obtained 
after a 3 ns pulse. The 
insert shows the 
kinetics at 295 and 

1 6 4  285 nm. 
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AgBr nanoclusters have been also synthesized by T-radiolysis under 
various conditions of irradiation dose and dose rate. ~64 The final cluster size is 
governed by the competition between two mechanisms of particle growth, one 
by the coalescence (controlled by second order kinetics and dose rate sensitive): 

(AgBr). + (AgBr).--* (AgBr).+m (44) 

the second by the ripening or successive addition of monomers (controlled by 
pseudo-first order kinetics of Ag § adsorption on (AgBr),): 

(Ag.+lBr.) § + Br  ~ (AgBr).§ l 
(AgBr).+l + Ag+--, (Ag.§ + 
(Ag.+2Br,§ + + Br  --* (AgBr).+ 2 

(45) 
(46) 
(47) 

At the end of irradiation with a given dose, the cluster nuclearity decreases 
(~'m,x blue-shifted) with increasing the dose rate. 

8.3. Metal  sulf ide 
The T-radiolytic method has been also used to produce CdS clusters by 

dissociative electron attachment onto thiol molecules releasing SH in the 
presence of Cd 2§ cations (reaction (18 ) ) .  165 The authors emphasize that under 
given conditions of pH and stabilizer concentration, the cluster nuclearity is 
controlled by the total dose of irradiation. At increasing dose, the absorption 
and fluorescence bands are red-shifted and the predominant cluster size 
increases. A pulse radiolysis study of the mechanism showed that the (CdS). 
growth control is provided by the competition between RS and HS for the 
C d  2§ ions at the surface of the growing particle. ~66 It was shown recently ~67 that 
high dose rates favor the formation of small nuclearity (CdS), clusters (Figure 
17) as for (AgBr).. In fact, at a given dose generating a given amount of SH-, 
the competition between the mechanisms of coalescence and ripening (as in 
(44) and (45-47), respectively) is controlled by the dose rate. Higher the 
formation rate of SH-, higher is the formation rate of nuclei in solution and, 
after a cascade of coalescence reactions, smaller is the mean nuclearity of 
(CdS), clusters. The observation of isosbestic points in series of spectra 
obtained at various dose rates suggests that some specific sizes with absorption 
spectra peaking at 270, 280 and 320 nm appear successively in filiation. They 
coalesce very slowly (100 1 mol ~ s ~) because of the presence of the strong 
complexing thiol agent. Thus, radiolysis under high dose rate conjugated with 
low dose conditions allows the production of a monodisperse population of 
extremely small (CdS), clusters (radius of 0.6 nm). At moderate dose rate, 
though larger, the clusters still display an exceptional monodispersity. Besides, 
the observations of the cluster formation by radiolysis demonstrate that they 
grow progressively from monomers and oligomers with size-dependent spectra 
and that they do not arise suddenly from the precipitation of a supersaturated 
solution. T-Irradiation has been also used to synthesize CdS clusters included in 
ge l s .  121 
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Figure 17. 
Absorption spectra of 
CdS clusters in 
solutions of C d S O  4 
and HO(CHE)~ SH. 
1-6 correspond to 
0.5, 1 .0 ,  2.0, 4.5, 
6.0, 7.4 kGy h l .  
Inset:  Evolution of 
the optical density at 
282 nm and 320 nm 
as a function of the 
dose rate. 167 

Pulse radiolysis provides also means to determine the size of chemically 
prepared CdS clusters in measuring their reaction rate with OH radicals. ~68 The 
mechanisms of such an electron transfer process from the surface of C d S ,  169 
CdTe and ZnTe, ~7~ PbS TM semiconductor particles to OH radicals, and from 
solvated electrons or alcohol radicals to the particle were studied. The 
absorption spectrum of CdS with an excess electron is blue-shifted. Colloidal 
nanoparticles (2 nm) of chalcopyrite CUEFeS 2 are oxidized in their first 
monolayer by Fem ions induced by a pulse. 

Radiolytic reduction of ethanol-water solutions of elemental sulfur in the 
+ 1 7 3  presence of Ag or Cu E* yields AgES or CuS particles, respectively. Selenium 

particles of 8-17 nm were produced from irradiation of solutions. TM 

8.4. Metal  oxides and silica 
1 7 5  1 7 6  177 Nanosized particles of metal oxides Cu20, Cr203, and MnO 2, are 

produced by irradiation under reductive conditions of CuSO4, Cr2072-, MnO4, 
respectively. Pure nanocristalline Fe~O 4 magnetite particles are prepared by y- 

1 7 8  irradiation of ferric hydroxide sol. The oxide ~-Fe203 and to a lesser extent 
Fe304 are reduced by (CH3)2COH radicals into Fe 2+ which are dissolved in the 
aqueous  solution.  179" 

Nanometric Ti02 particles accept electrons from radiation-induced 
organic radicals and are partly reduced at the surface into Tim. ~8~ The rate 
constant of the electron transfer to colloidal Ti02 or a-Fe203 particles from 
MV + (E~ +) = - 0.41 VNHE), which are produced by pulse radiolysis 
and observed at 600 nm, increases correlatively with the potential of the 
semiconductor conduction band when the pH decreases (- 0.1 VNH E at pH 0). TM 

Time-resolved microwave conductivity technique has ben used to observe the 
life-time of charges created inside pulse-irradiated particles of high-T~ 
s u p e r c o n d u c t o r  DyBa2Cu307. ~ or of C d S  1~2 and in nanoparticles of Al20 3, MgO, 
and Ti02 .~83"~84 The conductivity signal of Ti02 samples increases with the 
particle radius since shallow trapping of electrons at the surface is favored by a 
high specific area. The signal decay after the pulse is accelerated by surface 
platinum clusters due to their fast collection of electrons, whereas the signal 
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Figure 18. Microwave 
conductivity signals observed on 
irradiation of Degussa P25 TiO2 
powder using 20 ns, 45 nC pulses 
of 3 MeV electrons. The traces 
refer to (A) air equilibrated 
material, (B) a sample heated at 
60~ in a vacuum oven for a 
week, (C) sample (B) to which 
201.tL of iso-propanaol has been 
added in the perspex holder. The 
traces have been normalized to 
the same end-of-pulse height. '83 

elongation in the presence of 2-propanol at the interface results from 
scavenging of holes followed by electron injection from the alcohol radical 
(Figure 18). For samples doped in the bulk by Cr 3+, the signal becomes 
negligible presumably due to a very fast recombination of the charge carriers 
induced by the defect centres. 

Increasing attention is payed to microheterogeneous radiation-assisted 
processes and to the mechanism of organic molecules degradation at the surface 
of colloidal oxides. Radiolytic destruction of EDTA is enhanced by the 
presence of Ti02 Iss' while the electron tranfer reactions between solvated 
electrons or OH radicals and organic molecules adsorbed on SnO~ are one 
order of magnitude slower than in solution. 's6 Dechlorination of 
hexachlorobenzene into penta- and tetrachlorobenzene has been achieved 
through %,-ray induced charge separation and transfer process on Al20 J surface 
where molecules are adsorbed. '87 

Energy deposited from irradiation by a pulsed electron beam in 7-22 nm 
Si02 particles crosses the solid-liquid interface and appears as solvated 
electrons in the aqueous phase. ,ss.,s9 

9 .  F U T U R E  T R E N D S  

Radiation chemistry methods have been proven to have a potential to 
induce and to study the dynamics of nucleation and growth of metal and 
semiconductor clusters from the monomer to the stable nanoparticle. Pulse 
radiolysis provides also the means to observe directly by the time-resolved 
technique their reactivity, thus to determine during the growth their 
nuclearity-dependent properties, such as the redox potential, which is of crucial 
importance in certain catalytic reactions. Actually, the very genera~ concept of 
size effects on cluster properties was pointed out first in radiolytic 
experiments. The radiolytic radicals used to produce the monomers have 
strong reducing potentials and can be provided with dose rates from slow to 
quasi-sudden regimes. Therefore monomers are formed without energetic 
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barrier and owing to the high density of  nuclei the final cluster size can be limited 
at most and is of  exceptional homodispersity. 

The kinetics mechanism explaining the properties of  the final particles from 
the conditions of the radiolytic synthesis has been exploited to guide the procedure 
of  obtaining clusters with definite size. But the mechanism is not specific to the 
radiation-induced method and will be helpfully extended to other ways of  chemical 
or photochemical synthesis. The understanding of  the detailed mechanism of 
bimetallic cluster synthesis has permitted also the control of  conditions favoring 
alloying, possibly with ordered atom arrangement or segregation in a core-shell 
structure. 

However,  the variety of composite materials to be elaborated by the method 
is still scarcely explored. For example bi- and multi-metal or semiconductor 
nanoparticles, included in different matrices (polymeric membranes, porous 
supports, ...) have promising applications. New methods of cluster characterization 
at this extremely low size scale are developed and will improve their study. 

As shown by a few recent examples, pulse radiolysis is also a powerful tool, 
as an alternative to other pulse techniques, to study reactions at the interface 
between clusters and solution, such as fast heterogeneous catalytic processes, or 
transfer of  the charges generated inside the particle. 

Moreover,  the interpretation of  experimental data on clusters in solution 
requires more elaborated theoretical models to include solvation effects around the 
structure o f  a small metal or semiconductor cluster. New kinetics models are also 
to be developed to describe nucleation which governs the phase transition from a 
solute to a small solid phase. 
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Radiation Chemical Studies of Porphyrins and 
Metalloporphyrins 

P. Neta 

Physical and Chemical Properties Division, National Institute of Standards 
and Technology, Gaithersburg, Maryland 20899, USA 

1 INTRODUCTION 

Porphyrins (P) are tetrapyrrole macrocylic compounds with an extended 7r- 
system. The peripheral carbons are numbered as shown below: 
Because the four nitrogens form an 
optimal cavity, porphyrins can bind 
a wide variety of metal ions to 
form metalloporphyrins (MP). Iron 
porphyrins are found in many 
biological systems and act as 
electron transfer mediators 
(cytochromes) or oxygen transfer 
agents (hemoglobin). Modified 
porphyrins are found in nature also 
in the form of chlorophylls and 
vitamin B~2 and related compounds. 
These natural compounds bear 
various substituents at the ~-pyrrole 
positions (2,3,7,8,12,13,17,18). 

3 5 7 

2 8 

20 

18 

H 
N N 

17 15 13 

10 

12 

Many synthetic porphyrins have been prepared which are substituted at the meso 
positions (5,10,15,20). Porphyrins that have only alkyl or aryl substituents are 
insoluble in water. Water soluble porphyrins are made by introducing charged 
groups, such as carboxylate, sulfonate, trimethylammonium, or pyridinium. 
Some common synthetic porphyrins and their abbreviated notations are shown 
below. 
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.CH2CH 3 C:H2CH 3 H CH3 

CH3CH2""~ / l "  ~ "~'GH2GH3 CH~ H 

CH3CH2-'~\ ~ ,~  ~.~ ~,~"-CH2CH3 CH CH3 

CH2CH 3 CH2CH3 HOO ,~ , .. H2COOH 

OEP DP 

TPP 

R = ~ C O 2  

TCPP 

R =  ~ S O  3" 

R 
H 

~N " R = --CH3 

TM4PyP 

CH3 / 
._N+ 

TM3PyP 

H3C ~ + 

R = N(CH3)3 R = 

TSPP TAPP TM2PyP 

OEP = 2,3,7,8,12,13,17,18-octaethylporphyrin, DP = deuteroporphyrin I) 
TPP = 5,10,15,20-tetraphenylporphyrin or meso-tetraphenylporphyrin, TCP 
= meso-tetrakis(4-carboxyphenyl)porphyrin, TSPP = meso-tetrakis(4-sulfonat( 
phenyl)porphyrin, TAPP = meso-tetrakis[4-(N,N,N-trimethylamino)phenyll 
porphyrin, TMXPyP = tetrakis(N-methyl-X-pyridyl)porphyrin. For uniformil 
of notation, the charges of these substituted porphyrins are generally disregard~ 
in the abbreviations and in subsequent discussion, unless necessary for clari~ 
of discussion. 



455 

Because of their extended 7r-system, porphyrins and related compounds absorb 
visible light. Therefore, their potential application as chromophores for 
harvesting solar energy, as a means to mimic the natural role of chlorophyll, has 
been under intense study. In addition, porphyrins can act as mediators of 
electron transfer, both as oxidants and as reductants. Therefore, the role of 
porphyrins as catalysts for various reductions and oxidations also has been 
studied by many authors. 

Metal-free porphyrins can undergo several steps of reduction and oxidation at 
the macrocyclic ring r-system. Metalloporphyrins may undergo reduction and 
oxidation reactions both at the porphyrin a--system and at the central metal ion. 
The site and rate of such redox reactions strongly depend on the porphyrin 
structure, the nature of the central metal ion, and the environment. Many of the 
fundamental reactions of porphyrins and metalloporphyrins have been studied 
by radiation chemical methods; these studies are reviewed in this chapter. 

2 REDUCTION OF THE PORPHYRIN LIGAND 

The porphyrin macrocycle contains conjugated double bonds that form an 18- 
membered r-electron system. This r-system can accept several electrons in a 
stepwise manner. The addition of one electron forms a porphyrin z-radical 
anion. Such r-radical anions have been prepared from metalloporphyrins and 
from metal free porphyrins and related compounds by irradiation in various 
environments. 

Most studies have been carried out in aqueous or aqueous-alcohol solutions 
and the intermediate and final products have been followed by 
spectrophotometry. ~-8 All porphyrins react with the hydrated electron with 
diffusion-controlled rate constants (k = 10 ~~ L mo1-1 s -1) to form the 7r-radical 
anions. 

MP + eaq- ~ MP-- (1) 

They are also reduced by - C O  2- and by ot-hydroxyalkyl radicals, e.g. 

MP + - C O  2" ~ MP-- + C O  2 (2) 

MP + (CH3)2COH --" MP-- -t- ( C H 3 ) 2 C O  "k- H + (3) 

The rate constants in these cases depend on the reduction potential of the 
porphyrin and the radical and can vary from < 10 7 tO > 10 9 L mol -~ s-X. 9 The 
radical anions formed in these reactions generally exhibit intense absorption 
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bands at in the region of 600 nm to 800 nm so that their formation and 
subsequent reactions can be easily monitored. 

The radical anions are stable in aprotic media in the absence of oxidants but 
decay rapidly in protic solvents. The stability of porphyrin radical anions in 
aqueous solutions was found to depend very strongly upon the nature of the 
substituents on the ring and the nature of the metal center. 

A dramatic difference was observed in the behavior of porphyrin radical 
anions that contain phenyl v s .  pyridinium substituents at the meso positions. 6 It 
was suggested that the radical anions decay either via protonation, to form a 
neutral radical, or disproportionation, to form a dianion, which then protonates 
very rapidly. The dianion can take-up a proton at a meso site to form a phlorin 
anion or take up two protons at a pyrrole ring to form a chlorin. 

MP--  + H + ~ MPH- (4) 

MPH- + MP--  --, MPH- + MP (5) 

MP. -  + MP. -  ~ MP + MP 2- (6) 

MP 2- + H + --, MPH- (7) 

MP 2- + 2H + -" MPH2 (8) 

Since the pyridyl groups have a stronger electron withdrawing effect than the 
phenyl groups, they decrease the electron density on the ring z-system and thus 
retard protonation and inhibit decay. Furthermore, a dramatic difference was 
found between the stability of the radical anions derived from the three isomeric 
TMPyP ligands, i.e. TM2PyP, TM3PyP, and TM4PyP. In TM2PyP, 
protonation is strongly inhibited because the positive charge is very close to the 
porphryin ~r-system and because the steric effects of the methyl groups inhibit 
deformation of the ring. Therefore, the radical anion of TM2PyP is much 
longer-lived than those of TM3PyP or TM4PyP and is exceptionally stable in 
alkaline solutions. ~~ The inductive and steric effects discussed above also 
influence the distribution of final products, i.e. production of chlorin v s  phlorin 
anion. ~x 

The nature of the central metal ion also exerts a strong influence on the 
electron density at the porphyrin ring and, consequently, affects the reactivity 
of reduced porphyrins. The lifetime of the radical anions of various TM4PyP 
complexes was found to vary by many orders of magnitude for different central 
metal ions. The stability decreased in the order Sb v, Sn w, In III, Ge TM, Ga III, A1 III, 
Zn  II, which was also the order of the porphyrin one-electron reduction potentials 
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under similar experimental conditions. 8 The observed correlation between 
reduction potential and radical anion stability confirms that the major factor 
influencing the reactivity of these reduced porphyrins is the relative electron 
density on the ring. With a strongly electronegative metal cation and an 
electron-withdrawing substituent at the porphyrin meso-position, as found with 
SnIVTM4PyP, the radical anion is stable in the absence of air, due to retardation 
of protonation, even in acidic solution, s 

It should be noted that the radical anions of metal-free porphyrins (H2P--) 
were observed in alkaline solutions but in neutral solutions they underwent 
protonation at a pyrrolic nitrogen to form the neutral radicals (H3P-). 

H2P'- + H § ~ H3P" (9) 

The pKa values for such radicals were determined from changes in absorption 
spectra and found to be in the mildly alkaline range. 2 On the other hand, 
metalloporphyrin radical anions cannot protonate on the nitrogen unless this 
leads to demetallation (see below). They may protonate on a carbon atom, but 
such species have not been shown to exist in the microsecond time scale under 
ambient conditions. Therefore, the above disproportionation mechanism is likely 
to be driven by protonation of the dianion rather than protonation of the radical 
anion. 

Aside from disproportionation and protonation, porphyrin r-radical anions can 
engage in electron transfer to other compounds, such as quinones, methyl 
viologen, fullerenes, and other porphyrins. For example, the radical anions of 
H2TPP and ZnlITpP in 2-propanol transfer an electron to anthraquinone with 
rate constants c a .  2 • 109 L mo1-1 s -1, the radical anion of H2TCPP in water 
transfers an electron to methyl viologen with a similar rate constant and to 
anthraquinone-2-sulfonate somewhat more slowly, but when the radical anion 
is protonated it donates an electron about an order of magnitude more slowly. 2 

ZnIITpP .- + AQ ~ ZnnTpP + AQ-- (10) 

In another study, the radical anion of znnTSPP was found to transfer an 
electron to conlTSPP, ColIITAPP, and CoInTM4PyP with rate constants of 2.0 
• 10 7, 5.5 • 10 8, and 1.4 • 10 9 L mo1-1 s -1, respectively, in line with changes 
in the reduction potentials of the acceptors. 3 

ZnnTSPP .- + ComP ---> ZnnTSPP + Conp (11) 

More recently, rate constants were determined for electron transfer from a 
number of metalloporphyrin radical anions to C60 and were found to be quite 
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rapid (k ca. 2 • 109 L mol -~ s~); only the radical anion of SbVOEP, which has 
a very low reduction potential, reacted much more slowly with C60 (k < 107 L 
mol -~ s-I). ~2 Porphyrin radical anions also can donate an electron to metal 
catalysts, such as colloidal Pt in water, to lead to formation of H2. ~3 

2(MP)-- + 2H20 p~., 2MP + Hz + 2OH- (12) 

Although most radiolytic studies on the reduction of porphyrins were done in 
aqueous or alcohol solutions, a number of studies were carried out in other 
organic media. For example, the radical anion of chlorophyll a was observed in 
solutions of tetrahydrofuran by pulse radiolysis and in a 2-methyltetrahydrofuran 
glass at 77 K following qr-irradiation. ~4 The radical anions of copper and 
vanadyl porphyrins were observed by optical and ESR spectroscopy following 
3,-irradiation in MTHF glass. ~5 

Pulse radiolysis of porphyrins in benzene permitted the observation of 
porphyrin triplet states and provided a more accurate method than laser 
photolysis to determine their molar absorption coefficients. ~6 

3 OXIDATION OF THE PORPHYRIN LIGAND 

The porphyrin 7r-system can donate a number of electrons to form the radical 
cation, dication, etc. Pulse radiolysis has been used to oxidize porphyrins to the 
r-radical cations both in aqueous solutions 3,5 and in organic solvents. In aqueous 
solutions, the �9 OH radical is not a good oxidant for porphyrins because it adds 
to the double bonds. However, oxidizing radicals such as C12-, Br2--' N3-, 
CC1302-, and -CH2CHO are suitable for this purpose. 3'5 For example, oxidation 
by Br2" takes place with rate constants in the range of 109 L mol 1 s 1. 

MP + Br2-- ~ MP .+ + 2Br- (13) 

The azide and dichloride radicals react more rapidly and the organic radicals 
shown above react more slowly. Many water-soluble metalloporphyrins were 
oxidized by these reactions, and radical cations were generated from Zn II, Cd u, 
Cu II, Pd t~ and snrV-porphyrins. 5 Other metalloporphyrins were subsequentl~ 
studied. 

The resulting porphyrin r-radical cations exhibit a fairly strong absorptior 
band around 650-700 nm. The exact position of this band is dependent upon the 
nature of the porphyrin ligand. 3'5 With a positively charged ligand 
(ZnIITM4PyP), the spectrum of the radical cation was also slightly dependenl 
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on the anion used to form the oxidizing radical, suggesting some binding of the 
anion to the highly charged (+5) radical cation. 17 

In most cases, the radical cations were unstable and decayed within 
milliseconds. The rate of decay was greatly influenced by the nature of the 
substituents on the porphyrin ring, as outlined earlier for the various radical 
anions. Thus, the tetranegative ZnIITSPP gave a relatively long-lived radical 
cation, with half-life - 7  s at pH 7. In contrast, the tetrapositive ZnI~TMPyP 
complexes gave very short-lived radical cations. They decay via 
disproportionation to form a dication, 

2(ZnXITMPyP) -+ --> ZnIITMPyP + (ZnIITMPyP) 2+ (14) 

which then reacts with water to form stable products. Comparison with other 
water-soluble zinc porphyrins s h o w e d  18'19 that the stability of the radical 
cation depended upon the ability of the meso-substituent to donate electronic 
charge to the porphyrin ring. In fact, it was found that the substituent influences 
both the potential for one-electron oxidation of the porphyrin and the half-life 
of the porphyrin radical cation. Substituents that raise the electron density on the 
porphyrin ring lower the oxidation potential and stabilize the radical cation. 
Thus factors stabilizing the radical anions appear to destabilize the radical 
cations. 

The influence of the central metal ion upon the reactivity of porphyrin radical 
cations in water was also studied. 2~ As described for the porphyrin radical 
anions, the electronegativity of the central metal ion was found to exert a 
pronounced effect on the rate of decay of the cations. For a given type of 
porphyrin ring, the stability of the porphyrin radical cation decreased in the 
order Pb n, Mg II, Cd II, Zn II, Pd II, VWO, Fe IxI, and again there was a good 
correlation between stability and oxidation potential. For example, MgIITSPP, 
because of the electropositive Mg n ion, formed a particularly stable radical 
cation. In neutral aqueous solution the first half-life for decay of (MgIITSPP) - § 
was about 37 s, although it decreased at higher pH due to deprotonation of the 
axially-bound water molecule. 

The interest in the properties of metalloporphyrin radical cations in water 
relates to their potential use as oxidants in solar energy storage schemes. In 
particular, the oxidation of water to oxygen by highly-oxidized 
metalloporphyrins has been considered as a model for photosynthesis. The pulse 
radiolytic studies outlined above provided good understanding of the factors that 
influence the stability of the radical cations in water. A critical point is the 
correlation between stability of a porphyrin radical cation and the redox 
potential for oxidation of the porphyrin. Consequently, porphyrins with a 
sufficiently high oxidation potential to be useful oxidants of water have short- 
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lived radical cations. Therefore, oxidation of water has to be attempted with less 
stable species and thus requires highly effective catalysts. Colloids of RuO221 
and IrOx 22'23 were  found to be efficient catalysts for the oxidation of water to 
02. For example, the radical cations of MgIITSPP and Zn1ITSPP, with reduction 
potentials E,/~ = 0.7 V and 0.9 V v s .  NHE, respectively, and with relatively 
long lifetime in water, can accept an electron from colloidal RuO2 to result in 
water oxidation. 

4(ZnnTSPP) -+ + 2H20 --, 4ZnHTSPP + 4H + + 0 2 (15) 
RuO2 

This reaction is thermodynamically feasible only in alkaline solutions. It is 
advantageous, however, to be able to oxidize water to oxygen in neutral 
solutions. To achieve this task it is necessary to use metalloporphyrins with 
higher oxidation potentials. ZnnTM4PyP has a higher oxidation potential than 
ZnlITSPP but the radical cation ZnHTM4PyP �9 § was much less effective than 
ZnHTSPP �9 § in production of 02. This difference was ascribed to the overall 
charge of these "radical cations". TSPP has four negatively charged sulfonate 
groups and thus is repelled from the colloidal oxide particles, which are 
generally negatively charged. TM4PyP, on the other hand, has four positively 
charged pyridinium groups and thus is strongly attracted to the particles. As a 
result, the ZnHTSPP radical cation transfers its charge to the colloidal particle 
and moves away, permitting the particle to accumulate charge and then 
discharge it by oxidizing water. On the other hand, the ZnXtTM4PyP radical 
cation reacts much more rapidly with the colloidal particle but remains attached, 
causing the particle to discharge its accumulated positive charge back into the 
porphyrin and thus the porphyrin was found to be oxidized instead of water. 
Preparation of positively charged colloids, by using a positively charged 
stabilizing polymer, allowed oxygen production by ZnI~TM4PyP but did not 
provide high yields. Therefore, to improve the efficiency of 02 production, 
other TSPP complexes with higher oxidation potentials have been studied. The 
potential was raised either by adding electron withdrawing groups on the 
porphyrin ring or changing the central metal ion. The best results were obtained 
with pdItTSPP (E,h = 1.1 V v s  NHE) and it was concluded that further increase 
in potential may not improve the overall efficiency of 02 production. 24 

Aqueous micellar solutions were utilized for pulse radiolysis studies of 
chlorophylls and porphyrins that are insoluble in water. Chlorophyll, 
bacteriochlorophyll, and pheophytin in aqueous solutions containing Triton X 
100 were oxidized by N3-, Br2"-, and (SCN)2- with rate constants of the order 
of 10 9 L mo1-1 s -t, and by certain other radicals more slowly. 25 The spectra of 
the radical cations were determined. In subsequent studies under similar 
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conditions, rate constams for electron transfer from chlorophylls to carotene 
radical cations were determined. 26 The rate constants in micelles were found 
to be about two orders of magnitude lower than those in homogeneous solutions 
and the effect was ascribed to slow migration of chlorophyll inside the micelle. 
Studies in micellar solutions were also carried out on the oxidation and 
reduction of ZnnTPP and chlorophyll. 27 Rate constants were determined for 
both the ground states and the excited states of these compounds and found to 
be much higher for the latter species. 

Radical cations of water insoluble porphyrins were studied in chlorinated 
organic solvems. Pulse radiolysis in dichloroethane led to production of the 
radical cations of several metalloporphyrins, but an additional process was 
observed in the case of M g  II and Z n  II complexes. 28 It was found that this 
second process was due to demetallation of these complexes by the HC1 formed 
in the radiolysis. 

Znnp  + 2HC1 --, Zn 2+ + H2P + 2C1- (16) 

Complexes of Ni n and Co xx, for example, do not undergo demetallation but 
complexes of Zn n and M g  II do so very readily. To prevent demetallation, either 
a base (pyridine) was added to neutralize the HC1, 29 or the solvent was 
changed to CC14, 3~ where HC1 is not produced. By using dichloroethane/ 
pyridine solutions rate constants could be determined for the electron transfer 
from ConTpP and from chlorophyll a to the radical cations of various 
metaUoporphyrins. 

ZnlITpP �9 + + Chl ---, znnTpP + Chl- + (17) 

ZnIITpP .+ + CoIITpP --, ZnlITpP + CoInTpP (18) 

The rate constants were found to be mostly in the range of 3 x 10 8 to 5 • 10 8 
L mol q s 1 despite large differences in reduction potentials. Since these values 
are much lower than the diffusion-controlled limit, it was suggested that the 
reaction rate is restricted by steric effects or by axial ligand exchange. The rate 
constants for oxidation of conTpP by various metalloporphyrin radical cations 
were somewhat lower in CC14/pyridine than in dichloroethane/pyridine, probably 
due to the lower solvent polarity, but they were much lower in the absence of 
pyridine, due to the change in the ColI/Co III reduction potential with and without 
pyridine as an axial ligand. 31 

Rate constants for oxidation of ZnnTpP by the C C l 3 0  2 �9 radical were 
determined in various organic solvents containing CC14 as the radical source and 
found to decrease by two orders of magnitude upon going from hydrocarbon 
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solvems to DMSO or pyridine. The results indicated that the rate constant was 
not dependent on solvem polarity but on the ability of the solvem to attach as 
an axial ligand to the ZnHTPP. To explain the results, it was suggested that the 
reaction involves an inner sphere mechanism, whereby the peroxyl radical 
attaches to the Zn before electron transfer. 32 

Porphyrin radical cations were also produced by 3,-irradiation in frozen organic 
media at 77 K. In hydrocarbon solvents, both the radical anion and the radical 
cation were formed from the porphyrin, but addition of a small amount of CC14 
eliminated the radical anion. Other experiments were carried out in chlorinated 
hydrocarbons. In this manner, the optical absorption spectra and the ESR 
spectra were recorded for the radical cations of chlorophyll, 33 PbHTPP, 34 
CuHOEP, 35 and VWOTPP. 36 The observed spectra led to the conclusion that in 
all these metalloporphyrins the species observed is the radical cation, i.e. the 
unpaired spin is predominantly on the porphyrin ring. Other metalloporphyrins, 
however, can be oxidized or reduced at the metal center. Such process are 
discussed below. 

4 REDUCTION OF THE METAL CENTER 

In the previous two sections we discussed the one-electron reduction and 
oxidation of the porphyrin ring to form radical anions and cations. In the case 
of metal-free porphyrins and with Zn n, Mg H, Cd H, AI nI, and similar ions as the 
metal center, these are the only possible redox processes. However, with 
transition metal ions that have a variety of stable oxidation states, the porphyrin 
complexes can undergo reduction or oxidation reactions at the central metal 
rather than on the porphyrin ring. Certain transition metal porphyrins, such as 
those of Fe, Co, and Mn, undergo redox processes which involve the principal 
oxidation states of the metal center practically under any conditions and with 
any porphyrin ligand. In several metalloporphyrins, however, such as those of 
Ni and Cr, redox reactions involving the metal center may take place with 
nearly the same potential as those involving the porphyrin ligand, and the actual 
mode of reaction becomes critically dependent on the structure of the porphyrin 
and even on the medium which can act as an axial ligand. Some of these studies 
were carried out by pulse radiolysis and are summarized below. 

Usually, it is easy to identify the site of reaction from the absorption spectra 
of the products; reduction or oxidation at the porphyrin ring causes large 
changes in the absorption spectrum, frequently forming intense bands in the near 
IR region, whereas reduction or oxidation at the central metal gives more subtle 
changes, generally only minor shifts (10-30 nm) in the absorption peaks and no 
major absorptions in the near IR region. 
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Radiolytic studies in aqueous solutions demonstrated reduction of FenIp to 
FeIIp, 37-39 of Colnp to Conp 3-6 to Colp, 4~ of MnmP to Mnnp, 4~ and in 2-propanol 
reduction of Rhmp to Rh~P via an unstable RhlIp. 42 Trivalent metalloporphyrins 
generally contain a halide ion and/or a solvent molecule as axial ligands. 
Reduction of these complexes to form the divalent metal center often is 
accompanied by release of the axial ligands. 

When radiolytic reduction of Mn IxI and Co III porphyrins was carried out in 
frozen MTHF at 77 K, the anionic axial ligands could not diffuse away and thus 
the optical and ESR spectra of the reduced complexes were quite different from 
those of the equilibrated reduced products. 43'44 On the other hand, when the 
complexes were dissolved in alcohol, the halide axial ligand was exchanged with 
a solvent molecule; and when these solutions were frozen and irradiated, the 
reduced species were identical with the equilibrated stable products. 4s 

Reduction of the metal center forms a metal ion with a larger radius. In certain 
cases, because of the limited size of the porphyrin cavity, the reduced 
complexes are unstable and undergo demetallation. The demetallation can be 
catalyzed by acid. Since the oxidized form is stable, and since the reduction step 
can be very rapid, pulse radiolysis can be utilized to measure the rate of 
demetallation. Thus, radiolytic reduction of AglITSPP to AglTSPP was followed 
by rapid demetallation, 46 to form HETSPP in neutral solutions, and radiolytic 
reduction of several MnnI-porphyrins produced the corresponding Mn II- 
porphyrins, which underwent demetallation in acidic solutions. 47 The rate of 
demetallation of MnnTSPP was a complex function of the acid concentration and 
was much higher than the rate of demetallation of MnlITM4PyP. Demetallation 
was also used as an indicator of the porphyrin reduction product. For example, 
CuU-porphyrins are reduced to give species that exhibit the characteristic 
absorptions of the z-radical anions, but these species were found to undergo 
demetallation in acidic solutions, suggesting a partial Cu t character. 48 

Porphyrin complexes of certain metal ions have reduction potentials for the 
ligand and the metal center that are sufficiently close to lead to uncertaimies in 
the site of reduction. The outcome of the reaction can be determined from the 
optical absorption spectrum of the product (transient or stable). The site of 
reduction is dependem on the electron affinity of the ligand and, therefore, 
complexes of pyridylporphyrins or TMPyP are more likely to be reduced at the 
ligand than complexes of TPP or OEP. This was found to be the situation with 
Niii-porphyrins, 49 where several complexes were reduced to NitP but the 
presence of a single meso-pyridyl group was sufficiem to direct the reduction 
toward the ligand to form NiIIp �9 -. However, all one-electron reduction products 
were unstable in water and decayed to form the Nin-chlorin or phlorin. 

The site of reduction of CrnI-porphyrins was found to be dependent also on the 
medium, because the medium can be involved in axial ligation. For the 
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complexes L1L2CrIIIp, where L~ and Lz are axial ligands, the site of reduction 
was dependent on the nature of L; stronger ligands donate electron density to 
the metal and increase the likelihood of porphyrin ring reduction. 5~ 

The effect of the axial ligand is very strong in the case of CN- and shifts the 
site of reduction for a ConI-porphyrin Thus, the complex (CN)2ConITM4PyP 
is the only example in which a conl-porphyrin is found to be reduced at the 
ligand rather than at the metal. 51 

Reduction of Fen-porphyrins leads to production of FeI-porphyrins. 52,53 
These products are unstable in aqueous solutions and are oxidized back to the 
ferrous state, probably by the solvent. Only the sterically hindered FenTM2PyP 
formed an Fe I complex which was stable in alkaline solutions, although it 
decayed rapidly in acidic solutions, s4 Because Fe~-porphyrins are known to be 
stable in organic solvents, and because they have been shown to be reduced to 
Fe~ which then react with protons, it was suggested that the 
observed decay of the Fe I complex is not via direct reaction with a proton but 
rather via disproportionation to form an equilibrium mixture with Fe n and Fe ~ 
and the latter species is the one reacting with the proton. 

The interest in these highly reduced states stems from their potential use as 
catalysts for the electrochemical or photochemical reduction of CO2 to CO. 54,55 
The mechanism involves binding of CO2 as an axial ligand to the reduced 
metalloporphyrin followed by two-electron transfer. Fe I and Co I porphyrins do 
not react with CO2 but when they are reduced to the M ~ oxidation state they 
react rapidly. 

Fenp + e- ~ (Felp)" (19) 

(FeIp) - + e" --, (Fe~ 2- (20) 

(Fe~ 2- + CO2 ~ (FeP-CO2) 2" (21) 

(FeP-CO2) 2" + H + --, FelIp + CO + OH- (22) 

The CO2-adducts can decompose to CO by reaction with a proton or by reaction 
with CO2 or other acids. The same CO2-adducts can be formed in the pulse 
radiolysis by reaction of FeIp or Colp with -CO2 ~ but their subsequent 
decomposition appeared to be very fast and did not permit characterization of 
these adducts. 

Other reduced metalloporphyrins have been shown to catalyze the reduction 
of 02, alkyl halides, nitrate ions, and other compounds. Some of these processes 
will be discussed in a later section. 

A catalytic reaction of particular interest in biochemistry is that of superoxide 
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dismutase. Several radiolytic studies were carried out on model compounds, i.e. 
on metalloporphyrins that can catalyze the dismutation of 02-- into O2 and 
H202 .56-59 Such activity requires that one oxidation state of the metalloporphyrin 
reacts rapidly with O2 -~ via oxidation and the other state reacts rapidly via 
reduction. For example, 

FelIIp + 02"- "'> FeIIp + 0 2 (23) 

FeUp + 02"- "+" 2H + -" FemP + H202 (24) 

Another possible mechanism involves inner sphere reactions, i.e. the superoxide 
radical binds to the metalloporphyrin and the resulting complex reacts with 
another superoxide to form the products. 

FeInp + 02.-  ~ (FemP-O2 --) (25) 

(Femp-o2 --) + 02"- "~- 2H + --" FeInp + 02 -~" H202 (26) 

Metalloporphyrins of Zn II, CuII, and Ni n did not catalyze superoxide dismutation 
to any observable extent, whereas metalloporphyrins of Co m, Fe m, and Mn m 
were reactive; the order of reactivity for several complexes was FenlTM4PyP 
> > MnmTM4PyP > ComTM4PyP -- MnmTAPP > FeIIITSPP. From 
considerations of the measured rate constants it was concluded that the last four 
metalloporphyrins react via the outer sphere mechanism, while the most 
reactive, FemTM4PyP, reacts via an inner sphere mechanism. 58 For the latter 
porphyrin, evidence was presented for the formation of a superoxide complex. 57 
A subsequent study was carried out with a water-soluble picket-fence iron 
porphyrin, FemPFP (in which the four phenyl groups of FemTPP contain an N- 
methylisonicotinamido group at the ortho position). Reactivities were compared 
for the complexes containing water, 1-methylimidazole, or cyanide as the axial 
ligands. Despite the finding that the aquo complex was two orders of magnitude 
more reactive toward superoxide than the other complexes, no evidence for an 
inner sphere reaction was found, and it was argued that all these complexes 
react via the outer sphere mechanism. 59 

5 OXIDATION OF THE METAL CENTER 

Porphyrin complexes containing transition metal ions at the lower oxidation 
states, e.g. Mn II, Fe H, Co n, are easily oxidized to the higher oxidation states. In 
the presence of strong axial ligands, such as water or pyridine, these complexes 
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are oxidized even by exposure to O2. Rate constants for oxidation of such 
porphyrins by several oxidizing radicals were measured by pulse radiolysis. For 
example, the rate constants for oxidation of CoHTSPP by Br2"- (1 • 109 L mo1-1 
s -1) and by �9 CH2CHO (2 • 109L mol -~ s-~) 3 and for oxidation of MnIITM4PyP 
by Br2"- (8.5 x 109 L mo1-1 s -1) and by C12-- (1.5 x 101~ L mo1-1 s -x) are all 
very high. 4~ Oxidation by the dihalide radicals was suggested to take place via 
an inner sphere mechanism to form a product in which a halide ion is attached 
to the oxidized metal ion as an axial ligand. 

MnIIp + Br2"- --, BrMnmP + Br- (27) 

Oxidation of several Mnm-porphyrins by the same radicals take place slightly 
more slowly. 4~ When the oxidation is carried out in neutral or alkaline solutions 
the products are MnW-porphyrins, but when the oxidation is carried out in acidic 
solutions the products were suggested to be the 7r-radical cations Mnmp �9 +.60 
Both of these products were unstable and were reduced by the solvent back to 
the Mnmp. The MnWp, however, was sufficiently long-lived in highly alkaline 
solutions to permit observation of its subsequent radiolytic oxidation with Br2"- 
(k near 109 L mo1-1 s-~). 6~ And again, the product of oxidation was MnVp at very 
high pH but MnWP �9 § at lower pH. This change in product occurred around pH 
12 to 13, depending on the porphyrin structure; with MnWTM4PyP being 
oxidized to the 7r-radical cation even at pH 14. Decay of these highly oxidized 
manganese porphyrins did not lead to production of 02. Even when RuO2 was 
added as a catalyst, only small amounts of 02 were formed. 

Oxidation of FeIII-porphyrins was studied extensively as a model for 
cytochrome P450 and peroxidases. One-electron oxidation may lead to formation 
of either FeWP or FemP .+. Various results led to different conclusions 
concerning the site of oxidation, but most likely the site of oxidation depends 
on the porphyrin structure, axial ligand, solvent, and pH. Pulse radiolysis 
studies provided rate constants for the oxidation of Femp by various peroxyl 
radicals in aqueous alcohol solutions and the observed transient spectra were 
interpreted in terms of oxidation at the porphyrin 7r-system. 6~ The rate 
constants were in the range of 107 to 108 L mol 1 s 1 and decreased in the order 
CF3OO- > CBr3OO. > CC13OO. > CHCI2OO- > CH:C1OO- > 
CF3CHC1OO- > > CH3OO-61,62 The increase in rate constant with increasing 
degree of halogenation was interpreted to be in line with an expected electron 
transfer mechanism, but the unexpected order for the three CX3OO- radicals 
remains unclear (although it was observed in the oxidation of other compounds 
as well). The peroxyl radicals derived from methanol and 2-propanol oxidized 
FemP more slowly than the halogenated radicals. Probably because of the 
slowness of this reaction, kinetic evidence was obtained for the intermediate 
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formation of a complex, [ROO-FeInp], which then decomposes to products via 
two parallel pathways.  63 

ROO- + FemP --, [ROO-FelIIp] (28) 

[ROO-FemP] ---- ROO- + (FemP) + (29) 

[ROO-FemP] + H + ~ ROOH -I-- (FenIp) + (30) 

Despite uncertainties concerning the site of the first one-electron oxidation of 
FeIIIp, the second oxidation is thought to form a ferryl species, O = FeVp, which 
can oxidize or hydroxylate various organic compounds. In parallel with this 
chemistry of iron porphyrins, the oxidation of ruthenium and osmium porphyrins 
was studied by radiation chemical methods. 

Run-porphyrins are generally stabilized with a CO molecule as an axial ligand. 
Thus the radiolytic oxidation of (CO)RunOEP and (CO)Ru~ITpP in aerated 
CH2C12 solutions was found to lead first to the radical cation (CO)RulIp. +, and 
this species reacts with C1- (k = 1 • 105 L mo1-1 s -x) to form 
(C1)(CO)Runp.+.  64 In the presence of CN- the Ru II porphyrin became 
(CN)(CO)RulIp. Oxidation of this complex with CC1302- also produced the 
radical cation (CN)(CO)Ru~Ip -§ but this species underwent a first order 
transformation (k = 5 • 103 s ~ into (CN)RulIIp. When OH- is bound as an 
axial ligand, oxidation also takes place at the metal center, but in the alkaline 
solutions the (HO)2RuIIIp is unstable and forms Ru TM products, probably by 
disproportionation. The product was suggested to be the /x-oxo dimer 
[(HO)RuWP]2 O. 

Radiolytic oxidation of (CO)Osnp in CH2C12 formed OslIIp products with 
various axial ligands, with no indication of a radical cation. 6s Oxidation in 
alkaline solutions led directly to OslVp products, the OsIIIp being an unstable 
intermediate in this case. 

Radiolytic oxidation of CrnI-porphyrins in alkaline solutions also led to the 
formation of oxo-CrlV-porphyrins. 66 Further irradiation led to production of 
oxo-CrV-porphyrins. Pulse radiolysis studies indicated that CrIIIp under all 
conditions is oxidized first to the r-radical cation, CrlUp �9 +. This radical cation 
is unstable in aqueous solutions and undergoes disproportionation, but in CH2C12 
it is stabilized by the HCI (produced by the radiolysis). The radical cation was 
further oxidized by irradiation and the product was suggested to be a dication, 
Crmp 2+, also stabilized by the HC1. Furthermore, it was found that addition of 
base to CrlUp �9 § converts this species into CrlVp, and the process can be reversed 
by the addition of acid. 

One-electron oxidation of NilI-porphyrins produced either NilIp �9 § or NimP, 



468 

depending on the porphyrin and the conditions. 67 The results were interpreted 
in terms of an inner sphere oxidation by peroxyl radicals or dihalide radicals to 
form initially X-NiUlp (X = ROO-, Br-, etc.). In non-polar solvents this remains 
the final product. However, under conditions that enhance charge separation of 
the X- (water, electrolytes, negatively charged porphyrin ligand) the product 
rearranges to NiNP �9 +. Both products were observed at short time scales by pulse 
radiolysis, were distinguished through their optical absorption spectra, and 
decayed to give stable products that were Ni u complexes of oxidized porphyrins. 

Thus the site of oxidation, whether at the metal or at the porphyrin ligand, 
depends on the reduction potential of the metal center relative to that of the 
porphyrin ligand and also on the coordination sphere of the metal and on the 
medium. Because the species formed by one-electron oxidation are often 
unstable, pulse radiolysis has been a crucial technique for observing these 
species and for determining the kinetics of their subsequent transformation or 
decay. The structural assignements were based on optical absorptions spectra, 
which generally are quite different for the two possible products. Nevertheless, 
these assignments remain tentative in certain cases and must await independent 
confirmation. 

6 ORGANOMETALLIC CHEMISTRY OF PORPHYRINS 

In addition to the studies on reduction and oxidation of metalloporphyrins, 
radiolytic methods have been used to investigate reactions of radicals with 
metalloporphyrins that lead to formation of metal-carbon bonds. Formation of 
metal-carbon bonds has been implicated in various catalytic reactions and in 
biological systems. Therefore, numerous studies have been carried out on the 
formation and decomposition of such bonds involving porphyrin complexes of 
Fe,  38'53'62'68-70 Co, 40 Rh, 71'72 and other metals ,  73,74 as well as complexes of related 

75 macrocycles, such as Co-phthalocyanine ,76 and Co-B12 .77'78 Certain oxidation 
states of transition metal ions react with free radicals by attachment to form 
organometallic products, some of which are stable but others are short-lived. 
Pulse radiolysis has been used to investigate the formation and decay of such 
species. 

Organometallic complexes can be formed via different routes. Let us consider 
a complex MUlp as a general example, assume that Mnlp does not react with 
radicals via addition at the metal, and that it can be reduced to Mnp which does 
react. 

MInp + e- --- Mnp  01) 



469 

RX + e- --, R- + X- (32) 

MIIp 4- R. ~ R-MmP 03) 

If MI~p is further reduced to M~P, this may react directly with RX to form the 
same organometallic product. 

M n p  + e- --, MIp (34) 

M~P + RX ---, R-MIIIp-!- X- (35) 

Both of these paths can be studied by pulse radiolysis when selective reductants 
can be used to reduce the metal complex or the radical source. For example, 
one can use hydrated electrons to reduce RX (present in excess over MInp) and 
�9 CO2- radicals to reduce MuIp. On the other hand, if �9 CO2- is the sole reducing 
radical in the system, since this does not react rapidly with RX, one can prepare 
M~P and follow its subsequent reaction with RX. Of course, R- can be prepared 
also by reactions of various precursors other than RX. 

The early radiolytic studies on iron porphyrins were aimed at understanding 
the biological function of cytochrome P450 in the detoxification of organic 
halides. By using iron deuteroporphyrin IX as a model compound in aqueous 
solutions, it was found that FeIIIp does not react with -CCI  3 radicals (k _< 106 
L mo1-1 s -i) but FeIIp reacts with several chlorinated methyl radicals with rate 
constants near 2 • 10 9 L mo1-1 S-1. 38 The spectra of the R-FemP species were 
found to change over milliseconds in a first order process which was ascribed 
to reorganization of the coordination sphere. A subsequent study on the 
CF3CHC1 radical (produced from the anesthetic agent halothane, CF3CHC1Br) 
also demonstrated a rapid reaction with FeI~p but detected no reaction with 
FelIIp. 69 

In contrast with these halogenated alkyl radicals, the -CH3 radical reacted 
rapidly both with Fenp (4 • 109 L mo1-1 s -1) and with FeIIIp (2 • 10 9 L mo1-1 
s-~). 68 The product of the former reaction, CH3FelHp, was stable under anaerobic 
conditions, but the product of the latter reaction, CH3FeIVp, was unstable. The 
spectral changes observed upon decay of this product were interpreted as 
hydrolysis by OH- to form CH3OH and FeHP, followed by a methyl transfer 
reaction of the FelIp with CH3FeIVp to form CH3FelIIp and FeUIp. 

A subsequent study 62 compared the reactions of �9 CF3 and �9 CBr3 radicals to the 
reactions discussed above. Whereas -CBr3 behaved similarly with �9 CC13, i.e. 
reacted with FeIIp but not with FeInp, the behavior of the -CF3 radical 
resembled that of �9 CH3 in this respect. The rate constant for reaction of �9 CF3 
with FeXIp was 2 • 10 9 L mo1-1 S -1 and with FeUIp was  5 • 10 8 L mo1-1 s -1. 
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However, unlike CHsFeIIIp, which is stable, CFsFemP was found to be reduced 
by FenP to form the carbene, CFEFeHP, which then hydrolyzed to form the 
carbonyl complex, COFeHP. 62 

The reactions of ferrous porphyrins with hydroxyalkyl radicals also take place 
by addition. The t~-hydroxyalkyl radicals derived from methanol, ethanol, and 
2-propanol, �9 CR1REOH, are known to act as reducing radicals. However, they 
reacted rapidly with FeHp (2.5 to 6 • 10 8 L mo1-1 s 1) to form the adducts, 
HOCR1RE-Femp, which decomposed in a first order process ( - 3  x 10 2 s 1) to 
yield the oxidized product Femp. 53 The mechanism was suggested to involve 
heterolytic bond cleavage, using a proton from water to form the original 
alcohols. By comparison, ~-hydroxyalkyl radicals also reacted rapidly with FeHP 
tO form similar adducts, which decayed slightly more slowly (80 s -x for 
�9 CHECH2OH ) via a ~-hydroxy elimination to form FeHIp and the olefin. 7~ 

The reactions of et-hydroxyalkyl radicals with CoHP also took place via 
addition to the metal but, unlike the case of FenP, the adducts were found to 
undergo heterolysis leading to reduction of the porphyrin to Colp. 4~ Another 
difference between the iron and cobalt porphyrins is in the stability of the 
methyl adduct; CHacomp was found to be stable even in the presence of O2. 
Related studies were carried out on the reactions of alkyl radicals with Co IL 
tetrasulfophthalocyanine (tspc) 75'76 and with B12r .77'78 Several cobalt-carbon 
adducts have been observed and in many cases they were found to decompose 
to yield the oxidized Corn-complex. However, in the reaction of CoUtspc with 
the radical derived from t-BuOH, the oxidized product was formed in neutral 
solutions but the reduced product, CoXtspc, was formed in alkaline solutions. 

Radiolytic studies on rhodium porphyrins 71 in aqueous solutions led to 
production of CH3Rhmp by various reactions and this product was more resistant 
to oxidation than the methyl derivatives of the iron and cobalt porphyrins. 
Furthermore, the hydride HRhmp was also observed and its spectrum was very 
similar to that of CH3Rhmp. This is in contrast with the cases of the iron and 
cobalt porphyrins, where the corresponding hydrides were not observed. It 
should be pointed out that in the same study on RhP a reduced product was 
observed in alkaline solutions which was assumed to be the dimeric species, 
(RhHP)2 . Although such species are known to exist, it is now clear that the 
observed product in alkaline aqueous solutions was, in fact, Rhlp. A recent 
radiolytic study 72 on Rh-porphyrins in alcohol solutions also identified the 
HRhmp in acidic solutions and the RhIp in alkaline solutions, as well as 
alkylrhodium(III) porphyrins. It was further found that one-electron reduction 
of CH3Rhmp takes place at the porphyrin ligand to form CH3RhmP �9 -, which in 
alkaline solutions eliminates -CH3 to form RhIp but in acidic solutions 
disproportionates and protonates at the macrocycle to form methylrhodium 
chlorin, CHaRhIIIpH 2. 
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Studies on chromium porphyrins 73 found that both CrIIp and CrmP react with 
alkyl radicals to form relatively stable RCrmp and RCrWP, more stable than 
analogous products from chromium cyclam or aqueous chromium ions. Both of 
these products are slowly oxidized by O2, the former producing CrInp and the 
latter forming a product oxidized at the porphyrin ring. 

In contrast with the stability of the alkyl-metalloporphyrins discussed above, 
pulse radiolytic studies on nickel 74'79 and manganese porphyrins 74 indicated that 
reactions of alkyl radicals with these porphyrins yield very unstable species. 
Both NiIp and NixIp react very rapidly with alkyl radicals to form Ni-C bonds. 
The only Ni-C bond that was found to be stable was that of CF3Ni~Ip. Other 
RNiIIp decayed with half lives of the order of seconds to yield NiI~p. RNiIIIp 
decayed even more rapidly, within milliseconds, also forming NiIIp. It was 
suggested that the reaction between R. and NiUp is an equilibrium reaction 
forming RNimP and that the decay of this species is through the dimerization of 
R- + R. .  The reaction of alkyl radicals with MnnP is also rapid and probably 
occurs via addition to the metal, but the adduct immediately decomposes to yield 
MnmP. These wide variations in the stability of the metal-carbon bonds in the 
various alkyl-metalloporphyrins have been rationalized in terms of the radius of 
the metal ion relative to the size of the porphyrin cavity and in terms of the 
number of d electrons in the metal center. 74 

7 CONCLUDING REMARKS 

The studies discussed above demonstrate the utility of radiation chemical 
methods for investigating fast reactions of porphyrins. The reactions studied 
include one-electron reduction and oxidation, formation and decomposition of 
metal-carbon bonds, as well as demetallation reactions. Pulse radiolysis has been 
a very useful tool for observing unstable intermediates and for elucidating 
mechanisms, and thus provided considerable insight into the chemistry of 
porphyrins and metaUoporphyrins. Most studies have been carried out with 
homogeneous solutions, several studies involved micellar systems, and one study 
involved a porphyrin-cyclodextrin complex, s~ Related macrocyclic compounds 
also have been studied by pulse radiolysis, including the phthalocyanines and B12 
briefly mentioned a b o v e ,  75-78 as well as other compounds. For example, studies 
with the porphyrin isomers, porphycenes sx,s2 and corrphycenes, g3 examined 
the effect of cavity size on the stability of the various metal oxidation states and 
it was shown that by proper tuning of the size of the macrocycle cavity to the 
radius of the ion it is possible to stabilize metal ion oxidation states that may be 
unstable in regular porphyrins. A very recent study examined the redox behavior 
of metallotexaphyrins, pentadentate porphyrin analogues, and in particular the 
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G d  III complex, which is a radiation sensitizer. 84 Many studies have been done 
on simpler macrocyclic complexes such as cyclam, too numerous to mention in 
this brief review. 

Pulse radiolysis has been used to study elementary reactions of importance in 
photosynthesis. Early experiments provided rate constants for electron transfer 
reactions of carotenoid radical cations and radical anions with chlorophyll 
pigments. 26,85,86 More recent experiments dealt with intramolecular electron 
transfer in covalently bound carotenoid-porphyrin and carotenoid-porphyrin- 
quinone compounds, s7 Intramolecular electron transfer reactions within 
metalloproteins have been studied by various authors; much of that work has 
been reviewed by Buxton, 88 and more recent work has been published. 89,9~ 
Pulse radiolysis was also used to study charge migration in stacked 
porphyrins 91 and phthalocyanines. 92 Most of these studies were carried out by 
pulse radiolysis because this technique allowed proper initiation of the desired 
processes and permitted determination of very high reaction rate constants. The 
distinct character of radiolysis to initiate reactions with the medium, in contrast 
with the case of photolysis, and the recent developments in pulse radiolysis 
techniques promise continued application of this technique for the study of 
porphyrins and of more complex chemical systems. 
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1. INTRODUCTION 

The initial impetus for the study of the chemical behaviour of carbohydrates 
under the influence of ionizing radiation consisted in the hope that the power of 
the new sources of radioactivity might provide a practical way of transforming 
abundant natural carbohydrates, especially cellulose which is relatively difficult 
to deal with chemically or enzymatically, into other useful chemicals [1-3], and 
in the need to examine the chemical effect of radiation sterilization of 
carbohydrate-containing foods with respect to its wholesomeness after such 
treatment [4, 5]; it has been observed that carbohydrate-derived compounds 
carrying additional keto functions [6] can be mutagenic [7], similar to various 
aldehydes [8]. A second major incentive was originally derived from radiation- 
protection considerations. In order to evaluate possible chemical protective 
strategies it was necessary to obtain mechanistic information on the production 
of radiation-induced DNA damage such as the formation of strand breaks and 
the release of nucleobases [9]. The latter processes originate from radicals 
generated at the deoxyribose moiety of DNA whose backbone is a chain 
consisting of 2-deoxyribose units bridged by phosphate groups at the positions 
3' and 5'. The use of various carbohydrate model compounds, among them 
functionalized ones, in the detailed mechanistic studies of the radiation-induced 
damage of its sugar moiety proved to be crucial since DNA offers a variety of 
reactive sites for flee-radical attack, notably the nucleobases whose reactivity in 
this situation tends to overshadow the reactivity shown by the deoxyribose 
moiety as such [10]. Thus, for a better understanding of the mechanistic 
principles that lead to DNA strand breakage and base release, a large number of 
low-molecular-weight carbohydrate systems have been investigated [ 11 ]. 

Ionizing radiation is in fact a convenient means to induce free-radical 
chemistry such as can be set in motion, for instance, by oxidative processes. 
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Thus, the free-radical-induced degradation of hyaluronic acid, another 
carbohydrate biopolymer, is a major aspect of rheumatoid arthritis, which has 
provoked radiation-chemical studies to elucidate the kinetics of its 
depolymerization (the lubricating property of hyaluronic acid in a joint is rapidly 
lost when its molecular weight is decreased). 

Most of such radiation-chemical studies of carbohydrates have been carried 
out in aqueous solution. Besides, there are crystalline-state studies which in 
some cases show interesting examples of solid-state chain reactions (cf. [2]). 
Some of the paths traced by the radical function as the reaction propagates 
through the crystal can be inferred on the basis of X-ray crystallography (cf. [12, 
13]). 

2. AQUEOUS SOLUTIONS 

Carbohydrates (many of them being at the same time polyhydric alcohols) and 
those of their derivatives that are of interest in the above context are usually 
water soluble (notable exceptions, the biopolymers cellulose and chitin). Good 
water solubility has allowed to study the radiation chemistry of their aqueous 
solutions without the difficulties that are encountered in the case of poorly 
soluble substrates. Difficulties are mainly of a product-analytical nature. It is 
relatively easy to determine the low-molecular weight carbohydrate products 
that are formed via the unimolecular transformation of the starting radical, while 
it is very difficult to analyse completely the complex mixtures of the dehydro 
dimers which arise from the substrates under anoxic conditions as several 
different primary radicals intercombine and, in addition, different stereochemical 
options exist for each combination. 

The formation of the primary radicals in these systems is governed by H- 
abstraction reactions, effected by OH" and H" since the substrates usually exist 
mainly in the hemiacetal form (or acetal form in the case of disaccharides and 
polysaccharides). The hydrated electron eaq" is essentially non-reactive in the 
absence of the free carbonyl function (there are exceptions with certain 
glycosides when the glycosidic group upon elimination can form a stabilized 
radical) [14, 15]. In radiation-chemical experimentation eaq is usually 
transformed into the OH" radical with N20. Due to the much lower bond 
dissociation energy of the C-H bond compared to the O-H bond, practicality 
only carbon-centred radicals are formed. For the OH radical, the reaction rate 
constants are typically near 2 x 10 9 dm 3 mol 1 s -1, and about one to two orders of 
magnitude slower for the H atom [16]. Generally, there is no pronounced 
regioselectivity [17], i.e. in D-glucose, radicals 1-6 are formed in comparable 



483 

yields [ 18]. Higher selectivity is observed with other H-atom abstractors, e.g. the 
sulfate radical anion [19]. 

Considering the type of chemistry they undergo, the primary radicals from 
regular carbohydrates may be divided into several groups (that may partially 
overlap), e.g., 1,2-diol-type radicals such as 1-4, 2-alkoxyl-hydroxyalkyl radicals 
such as 4 and 6, and ether-type radicals such as 1 and 5. 

CH2OH CH2OH CH2OH 
J--oo. )--oo. ;--oo. 
o~ ~o~O~ ~ ~o~O~.~ ?. 

I �9 I 
OH OH OH 

1 2 3 

CH2OH CH2OH oCHOH 
,L-oo. -~oo. )--ooH 

�9 OH ~o~O~ ~ 
I I 

OH OH OH 
4 5 6 

In disaccharides and polymeric carbohydrates, the ether-type radicals such as 
7 and 8 have the radical site proximate to the glycosidic linkage and therefore 
play a major role in its scission (see below). In glucosamine [20] and N- 
acetylglucosamine [21] as well as in their related polymers chitin, chitosan and 
hyaluronic acid, one must further consider radicals of the type 9-11. Thus, one 
may expect that in addition to the behaviour shown by the prototypical 
carbohydrate radicals, reactions such as are observed with amino acids (cf. [22]) 
and peptides (cf. [23-25]), may also play a role. 

CH2OH CH2OH CH2OH CH2OH 
J-:o )--:oo. ~-:o.  .J-:oo. 
~o~ ~o.~o~ ~ ~o~O~ j~o_~o~ ~ 

I I I I 
OH OH OH OH 

7 8 
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CHeOH C H 2 O H  CH2OH 
J- - -OOH ~---OOH ~ - - O O H  

_ Ho~OH.~ 
, 

NH2 -NH NHCOCH3 
9 10 11 

In DNA, five different radicals may be formed at the sugar moiety. The 
radical site in 12 is proximate to the N-glycosidic linkage and can give rise to 
base release [26]. Radical 13 appears to behave in the way of an alkyl-type 
radical. Radicals 14 and 16 have phosphate groups in (x-position, while radical 
15 has these groups in a ~-position linked to an oxygen atom which makes 
heterolytic cleavage possible (see below). ~-Phosphato radicals such as 14 and 
16 do not show phosphoester release [27]. In RNA and ribo-polynucleofides 
which lack the deoxy function one must take radical 17 into consideration which 
regarding the ease of phophoester release resembles 15. 

I I I 
O=P-O-CH2 

O=oHO ase ()H O ase ()H ase 

I I 
o o o 

I i I 
O = P - O ~  O = P - O ~  O = P - O ~  

i i i 
OH OH OH 
12 13 14 

I I I 
- O=P-O-CH2 O=PHO ase ()n O ase ()n ase 

I I I I 
o o o OH 

i i I 
O=P-O~ O=P-O~ O=P-O~ 

I I I 
OH OH OH 
15 16 17 

It has been mentioned above that in these systems the radiation chemistry is 
mainly governed by the free-radical chemistry of the nucleobases, and much of 
the knowledge about their chemistry has to come from model studies. 
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As discussed below, there are two types of unimolecular reaction pathway 
open to all of these carbohydrate radicals, i.e. "ionic" elimination, and cleavage 
of a carbon-oxygen bond [3 to the free-radical site. Depending on whether the 
substituent is a hydroxyl group, an ester, ether, or other hetero function, 
preference will lie toward one or the other reaction channel. 

2 .1 .  E l i m i n a t i o n  o f  w a t e r  o r  a l c o h o l  
Many carbohydrates have the structural element -CHOH-CHOH-. Radicals 

such as 1 - 4, just like 18, generated by H-abstraction from such sites can 
eliminate water [28]. This reaction occurs at a relatively slow rate spontaneously 
("water-catalyzed"), but faster upon acid or base catalysis [reactions (1)-(3)]. 

OH OH 

18 

H~ w ~H2--~H ___._. 

(1) I_I,O,H OH 

OH o 19 (4) 
- H* , , ( 3  

�9 CHT-C, -~ 
(2) H 

2O 

OH e 

(3) OH O 

(5) 

21 

- H20  
_ H | 

Carbinol ROH can be similarly eliminated [reaction (6)] (this reaction has 
been studied in a variety of model compounds [29, 30]; cf. further [31, 32] and 
references therein); this reaction as well converts the exocylic glucose-derived 
radical 6 into a [3-ketoalkyl radical. The elimination of ammonia from ~-amino- 
c~-hydroxyalkyl radicals has also been reported [33]. 

- -CH-C- -  ~ - - C H - C - -  
I I (6) II 

OR OH O 
22 23 

+ ROH 

While ot-hydroxyalkyl radicals are of a reducing nature [cf. reaction (7)] [17, 
34], the resulting [3-ketoalkyl radicals have oxidizing properties. The latter can 
effect (slow) H-abstraction from the substrate [reaction (8)] which in the case of 
ethylene glycol leads to a short chain reaction [35]. 
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- - C - -  + Fe(CN)  3- ~ - - C - -  + Fe(CN)6 4- + H 
' (7) " 
OH 0 

O O 
II II 

�9 C H 2 - - C -  H + CH2--CH 2 > C H 3 - - C - H  + CH--CH2 
I I (8)  I i 

2 0  O H  O H  O H  O H  18 

Interestingly, the reaction of the (reducing) et-hydroxyalkyl radicals with 
thiols [reaction (9)] is relatively fast while the (oxidizing) formylmethyl radical 
does not react with thiols at an appreciable rate [36]. In contrast, in basic 
solution where the thiolate form predominates, a rapid reduction, by electron 
transfer, of the formylmethyl radical is observed [reaction (10)] [36]. 

"CH--CH2 RSH CH2--CH2 + RS 
I I " -  I I 
OH OH (9) OH OH 

18  

(1) 1 - H20 

.CH2_c..O RS ~ �9 ~ CH2--C" O .  o + RS" 
H (10) H 

20 

HG w CH3_C, "-'O 
(11) H 

In carbohydrates (and polyhydric alcohols), the importance of the water- 
elimination reaction is reflected in the mix of products. Deoxy compounds 
dominate among the products (cf. Table 1). A full material balance has been 
obtained in the case of ethylene glycol, the prototype of this group [35]. 
However, already in the case of the monomeric carbohydrates 
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Table 1 - y-Radiolysis of D-glucose in N20 [37] and N20/O2-saturated [18] 
solutions. Products and their G values. 

Product N20 N20/Oa 

D-Gluconic acid 
D-arabino-Hexosulose 
D-xy/o-Hexos-3-ulose 
D-xylo-Hexos-4-ulose 
D-xylo-Hexos-5-ulose 
D-gluco-Hexodialdose 
2-Deoxygluconic acid 
D-Glucuronic acid 
5-Deoxy-4-keto-glucose 
2-Deoxy-5-keto-glucose 
5-Deoxy-xy/o-hexodialdose 

3-Deoxy-4-keto-glucose 
4-Deoxy-5-keto-glucose 
3-Deoxy-glucosone 

6-Deoxy-5-keto-glucose 
D-Arabinose 
D-Xylose 
Ribose 
xy/o-Pentodialdose 
2-Deoxy-ribose 
3-Deoxy-pentulose 
D-Arabinonic acid 
D-Erythrose 
L-threo-Tetrodialdose 
Butan-2-one- 1,4-diol 
D-Erythronic acid 
D-Glyceraldehyde 
D-Glyceric acid 
Dihydroxyacetone 
Glyoxal 
Glyoxylic/glycolic acids 
Formaldehyde 
Formic acid 
Hydrogen peroxide 
Glucose consumption 

0.15 0.90 
0.15 0.90 
0.10 0.57 
0.08 0.50 
0.18 0.60 
0.95 1.55 
0.95 absent 

absent 0.05* 
1 
t 0.08 absent 

J 

t 0.25 absent 

J 
0.05 absent 
0.01 0.07 

< 0.005 0.01 
< 0.005 
absent 0.07 
0.04 absent 

< 0.005 absent 
absent 0.03 
0.01 0.01 

absent 0.20 
0.02 absent 

absent 0.01 
absent 0.06 
absent 0.07 
0.03 absent 

absent O. 11 
absent 0.4 
absent 0.12 
absent 0.6 

3.0 
5.6 

*secondary product 
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Table 2 
Approximate values for rate constants of phosphate release from some (~- 
methoxy-~-phosphatoalkyl radicals according.to [38]. 

Radical Rate constant / S "1 

"CH(OCH3)CH2OPO3H2 

"CH(OCH3)CH2OPO3H" 

"CH(OCH3)CH2OPO32" 

"CH(OCH3)CH2OPO3(CH2CH2OCH3)H 

"CH(OCH3)CH2OPO3 (CH2CHzOCH3)" 

"CH(OCH3)CH2OPO3(CHzCHzOCH3)2 

106 

103 

0 . 1 - 1  

107 

103 _ 104 

4 x  10 7 

such as glucose the number of the products becomes fairly large so that at a 
given dose the amount of a particular product tends to be small; both reasons 
contribute to making the analysis of the products difficult. Thus it has not been 
possible in the case of glucose and other carbohydrates of similar molecular size 
to determine the dimer fraction, in contrast to the disproportionation products. 
This leads to a sizeable deficit in the elemental balance (with respect to, say, 
carbon compared to the amount of OH radicals and H atoms produced which is 
known from their G value and the applied dose), as can be seen from Table 1. In 
contrast, the formation of the dimeric products is suppressed in the presence of 
02, which permits a better balance to be achieved (cf. Table 1). 

2.2. [3-Elimination of anionic leaving groups" phosphate 
In the case of good anionic leaving groups, such as phosphate cf [38], sulfate 

[39], or halogen [40], these can be eliminated directly by bond heterolysis. These 
eliminations can be very fast even in the absence of base catalysis, the rate 
depending on the state of protonation of the leaving group (Table 2). 

In ~-hydroxy-[3-phosphatoalkyl radicals, phosphate elimination and hydroxyl 
proton loss may occur in a concerted manner. In the glycerol phosphates, the 
elimination occurs within a few microseconds [27, 41, 42]. This type of reaction 
plays a role in the nucleobase-radical-induccd strand breakage of poly(U) [cf. 
reaction (17)]. In this reaction, a radical at C(2') 17 is generated. In DNA, strand 
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breakage occurs from the C(4') radical 15 [43]. In this case, however, the rate of 
strand breakage depends strongly on the pH. This is due to a change in 
mechanism. As has been shown in model systems (cf. Table 2) the rate of 
phosphate elimination is very fast when the leaving phosphate group is neutral 
[reaction (12)]; it drops by three orders of magnitude when it is mono-negatively 
charged [reaction (14)] and again in about the same proportion upon further 
deprotonation [reaction (16)]. This is a strong indication that a radical cation 
must be formed in this reaction which subsequently undergoes hydrolysis. 

CH30-Ct-P-CH2-O-~'-OH ~ CH30-CH--CHff  + O-~x-'OH 
24a OH (12) 25 OH 

9 
CH30_C~H_CH2_O_~_O o 

24b OH 

CH30-d~--CHfO--~O ~ 
24e O o 

9 
CH3O--  -CH  + 

(14) 25 OH 

CH O-:I -CH3 + 
(16) 25 6 ~ 

The free-radical chemistry of carbohydrate phosphates exhibits the same 
characteristics [e.g. reaction (17)], with the additional option that if the free- 
radical site materializes ~ to the carbohydrate-ring oxygen atom, ring cleavage 
may occur (see below). Ribose-5-phosphate [44-49] provides an example for this 
kind of behaviour. 
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I I 
o_~oO ? O--~nO e 

O---( ~ Ur~ acil ~ O--- H2 Uracil 

17 (17) 26 

OH ~e 

o=r--o, o=~o. 
O 0---  

+ H | 

Further reaction pathways may be opened up in more highly substituted 
carbohydrates, e.g. nucleosides. Radical cations are strong oxidants, and it has 
been shown recently that the radical cation 27 formed in reaction (18) can 
oxidize the neighbouring guanine residue [reaction (19)] [50, 51]. 

I I 
o~~oO ? O--~---O e 

(18) (19) 
15 27 ? ?~ 

o=r--o, o=~o. 
o-- -  o- - -  

I ? 
~ ~ - - - O  e O--  ooe 

28 ?~ 
O-~-~-OH 

O---- 

~174 

2.3 Scission of the glycosidic linkage and ring cleavage 
In the radiation chemistry of polysaccharides, the scission of the glycosidic 

linkage is the most conspicuous process as it leads to the reduction of their 
molecular weight. There are alternative pathways to this process, as well as to 
ring cleavage (which is observed, of course, already in monosaccharides) which 
in some cases may precede glycosidic scission: (i) homolytic transfer of the 
radical site, to end up on the opposite side of the bond to be cleaved (radical 13 
cleavage), (ii) hydrolysis of the carbon-alkoxyl bond [3 to the radical site which 
does not remove. Radical 13 cleavage has been observed in prototypical ~- 
alkoxyalkyl radicals (cf. [52]); the ease of this reaction depends on the degree of 
stabilization of the ensuing radical (an OH group as in ~-hydroxyalkyl confers 
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some stability). Radical [3 cleavage [reactions (20), (26) and (27); conceivably 
reaction (23) also occurs, but the products resulting from 34 have not yet be 
found] can be concurrent with hydrolysis [reactions (22) and (24)] of the radical; 
these reactions are shown here for the case of cellobiose; similar reactions are 
observed with other disaccharides [53, 54] (see also [14, 55, 56]). 

CH2OH CH2OH 

o~--~o )--ooH 

HO I "~ ~ ~ '  
OH 29 OH 

CH2OH CH2OH 
L - o .  ~ - o o H  

OH OH 
33 

(20) 

CH2OH CH2OH 
/ [ - - - -O  , ~ - O O H  

~o~O~ )~o + ~-q~ ~ 
I I 

OH OH 
30 31 

I-I20 

(21) 

CHaOH 

I 
OH 

1 

CHaOH 

I 
OH 

32 

CH2OH 
)----O OH 

+ ~o~O~ ~ 
I 

OH 
32 

CH2OH 
) - - - O O H  .o-~ 

OH 
4 

(23) 

CHaOH 
~-o 

~ o~~ ?~  
1 
OH 

34 

CH20H 
~---0 OH 

OH 
35 
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CH2OH CH2OH 

rio "HolOH )- ,~oH ~ ~  )---OOHoH 
[ I 
OH OH 

36 

(25) 

CHeOH CH2OH 

Ho .I~O~ ~ )=K ~-ooH H / O  + - 

I I 
OH OH 

28 33 

(24) l H20 

CHzOH CH2OH 
�9 ; - - : o  ~ J - 2 o o H  

I I 
OH OH 

38 

(26) 

CH2OH CH2OH 
t=o H ;--:ooH 

I I 
OH OH 

39 

(27) 1 

OH CH2OH /~ ~-ooH 
o + ~-~H~ 

H 
I I 
OH OH 

40 31 

The scission of the glycosidic linkage may occur not only on the flee-radical, 
but also on the product level. When the flee-radical site becomes isolated from 
the glycosidic function, or removed through a flee-radical termination reaction 
or oxidation, the ensuing hemiacetal-like or orthocarbonic-acid-like structures 
undergo hydrolysis relatively fast, e.g. reaction (25). A more complex process 
leading to this type of scission is conceivable in radicals such as 29, via ring 
cleavage, acyl migration in the ensuing ester [57], and hydrolysis when the labile 
C(1) acetal-ester form materializes [58] (though in the case of cellobiose, no 
product was detected that bears the trace of the corresponding (C4) radical 
formed upon the ring-opening of 29, therefore reaction not shown). Similarly in 
the case of DNA and related compounds, oxidation of the (C1 ') radical leads to 
the formation of the orthoester-amide structure 42 [reaction (28)] which 
subsequently eliminates the base [reaction (29)] [59]. These reactions may occur 
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in competition with other reactions, including rearrangements that eventually 
lead to isomerization at (CI') [reactions (30)-(35)] [60, 61]. 

HO--CH2 tO~'~ase 
OH 41 

(32) 1-120 

HO--CH2 

~ ~-o~~ se 
OH 46 

HO--CH2 HO--CH2 ox !o ..fo  . aso )O:o 
(28) ase (29) 

I 
OH 4:1 OH 43 

Red 

(30) 
r 

HO--CH2 
d/~2 ase 

OH 44 

Red 
(31) 

v 

HO--CH2 

ase 

OH 45 

-n2o 

(33) _- ~ o ( 3  ~ 
OH 47 

Base 

Red 

(34) 

Red 

(35) 

H [ ~ ~ B a s e  
H 

OH 48 

~ :a e 
OH 49 

It has been mentioned that under favourable conditions, e.g. with benzyl 
glycosides, the glycosidic linkage is readily broken also by the action of the 
solvated electron whose attachment to the aglycon moiety [15] leads to rapid 
scission of the glycosidic linkage, in competition with the protonation of the 
electron adduct by water. The driving force for reaction (36) is the formation of 
the highly-stabilized benzyl radical 51. 
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~oOH ~ CHzOH 

- C H 2 - - ~ ~ )  eaOq~_.._ H o ~ O  ~ 
i_IO, ~ ( (36) 

OH 50 32 OH 51 

2.4. React ions  wi th  molecu lar  oxygen  
The carbon-centered radicals generally react very fast with oxygen [e.g. 

reaction (37)], so that under conditions of air saturation many of the elimination 
reactions discussed above are forestalled. This gives rise to the corresponding 
peroxyl radicals (for reviews on peroxyl radicals in aqueous solution see [62, 
63]). Among them, the ~-hydroxyalkylperoxyl radicals stand out, one, because 
they outnumber the others, and two, because this kind of radical is known 
relatively easily to eliminate HOz'[e.g. reaction (38)]. 

CHzOH 

I 
OH 1 

02 
(37) 

CH2OH 

H6~ / OH 

52 OH 

- H02" 

(38) 

.CH2OH 
)--o ?~ 

I 
OH 3O 

This spontaneous HO2-elimination is thought to be a concerted process [64]. 
The rate of the HO2-elimination reaction depends strongly on the nature of 
neighbouring groups (electronic and steric effects). In carbohydrates the 
situation becomes rather complex mechanistically [65] as there are several kinds 
of c~-hydroxyalkylperoxyl radical present. The HO2-elimination reaction is of the 
type that is also undergone by other compounds that carry the structural element 
-C(X)OH- where X is a good leaving group, such as gem-halohydrins (cf. [66- 
68]. 

In basic solution, deprotonation at the hydroxyl group (typically) leads to a 
very rapid elimination of the superoxide radical anion [65, 69]. The 
deprotonation reaction was found to be the rate-limiting step in all of those cases 
where the kinetics were studied in sufficient detail. The peroxyl radical derived 
from a carbon-centered radical such as 53 apparently eliminates superoxide in a 
similar fashion [18]; this probably happens following the pathway (39), (40). 

In the case of glycosides, this pathway is blocked, and alternatives such as 
reaction (41) may be envisaged. 
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CHzOH 
�9 0-0. [ OOH 

I 
53 OH 

OH ~ 
H20 

(39) 

CH20H 
�9 O - O - - ) - - O  0 9 

53a OH 

CH20H 

_ o~.__ o OooH~ 
(40) H H 

40 OH 

CHeOH _. CHeOH 
)--:oo "~ ) - q o .  

l_o_ O- 
I I 

OH 54 OH 

02 ~ 

(41) 

H | + 

CHzOH CHeOH 

HooH~o )--~o. 

OH 55 OH 

(42)1 1-120 

CHzOH CH2OH 

oo~Oo. )--,oH 

OH 56 OH 

Evidence for this type of superoxide elimination exists in similar "non-a- 
hydroxyl" systems [70], with rates apparently varying across a wide range. Thus, 
the half-time of reaction (43) is 30 gs [71] whereas that of reaction (44) is at 
least three orders of magnitude longer [72]. 

,CH3 ,CH3 
O" O" 

I I 
CH3--C-O-O"  ~ CH3--C | 

I (43) ! O O 
57 ~CH3 58 'CH3 

+ o:  

.O. O-O" 

"t-- Co 59 (44) 

no superoxide el imination on 
pulse radiolysis time scale 

It seems that these rates are strongly dependent on the flexibility of the 
acetalic structure. In the present case, the rate is expected to be relatively slow. 
This means that such peroxyl radicals may competitively undergo bimolecular 
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termination, giving rise to tertiary oxyl radicals that are prone to fragmentation 
[62, 63], in which the glycosidic linkage may likewise be cleaved. This pathway 
cannot materialize in monosaccharides which have the faster deprotonation- 
superoxide elimination pathway (OH group geminal to peroxyl group, reaction 
(38)) open to them [65]. 

For D-glucose, the complete set of reactions (not shown) is not excessively 
cumbersome to be written out, and the products compiled in Table 1 not only 
give a complete material balance with respect to the yield of the initiating OH 
radicals, but also indicates that fragmentation products are formed in very minor 
yields. The fact that 5-keto-glucose is a major product shows that an HO2"/O2"-- 
elimination must have occurred also in the case of the C(5)-peroxyl radical. This 
is expected to be much slower than the other HO2"-elimination reactions, and the 
formation of 5-keto-glucose proceeds via deprotonation at the C(1)-OH group, 
followed by the elimination of 02"- [reactions (39) and (40)]. 

Apart from dioxygen, free radicals may also be oxidized by other oxidants, 
such as transition metal ions in higher valence states, mostly in complexed form 
[cf. reaction (7)] [34], or nitro compounds (see for instance [72, 73]). These 
reactions do not necessarily proceed via direct electron transfer but apparently 
mostly through the intermediacy of an adduct. The finer details remain to be 
elucidated. 

2.5. Degradat ion  of  po lymeric  carbohydrates  
From among the natural carbohydrate polymers, we mention here cellulose, 

chitin and its deacetylated form chitosan, hyaluronic acid (hyaluronan), and 
heparin. Apart from cellulose, the monomer-unit sequences are not strictly 
regular, but the structures given below are representative. Chitosan, hyaluronic 
acid, and heparin are water-soluble because they carry electrically-charged 
functions. Since cellulose and chitin are insoluble in water, most of their 
radiation chemistry has been done in the solid state, as discussed below. Yields 
of molecular-weight reduction have usually been determined by viscosimetry 
and, more recently, by the laser light-scattering technique. 

CH2SO~ 
1---o 

C02H CHzOH [~O 
 oo- oH _ 

N iso  

H i o 
OH NHCOCH3 OSO3 
Hyaluronic acid Heparin 

CH2OH CHeOH 
o -  

I 
A x ~  NI COC   

Chitosan A: ca. 90%, B: ca. 10% 
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The flee-radical-induced reduction of the molecular weight of polymeric 
carbohydrates must occur via the scission of a glycosidic linkage, or v ia  

phosphate release in DNA and related polymers. Mechanistic aspects of these 
reactions have been discussed above. An additional aspect comes into play on 
account of the action of shear which tends to enhance the importance of 
polymer-chain scission by flee-radical transfer [cf. reactions (20) - (27)], versus 
the other reaction pathways open to the radicals involved, compared with the 
unstressed situation in, e.g.  , disaccharides, because of the drastic weakening of 
the chemical bonds ~ to the radical site. In polymers, the resulting products are 
difficult to characterize chemically as each cleavage produces two chemically 
modified ends per a large number of unmodified units, although this has been 
achieved for DNA [10]. It is, however, relatively easy to determine the kinetics 
of the cleavage process by pulse radiolysis, using conductometry (in the case of 
charged polymers) and low-angle laser light-scattering (charged and non- 
charged polymers). Where the polymer is charged, a fraction of the counter-ions 
is condensed onto the polymer due to the high electric field exerted locally by 
the charged groups along the polymer chain. As the broken ends diffuse apart 
upon free-radical-induced chain scission, the force of the electric field exerted 
by the fragments near the cleavage site weakens and some of the counter-ions 
diffuse into the bulk of the solution. As a consequence of this, the conductance 
increases above that observed before the irradiation impulse. In contrast to 
processes where protons (and anions) are released and the conductance increases 
in the acid pH range but decreases in the basic range as the proton is neutralized 
and thus both H § and OH- disappear, fragmentation-induced counter-ion release 
always leads to an increase of conductance, irrespective of pH. Such 
experiments, originally carried out with poly(U) [74], have been done in the 
carbohydrate series proper with hyaluronic acid [75, 76] and with chitosan (cf. 
Figure 1). 
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Figure 1. Pulse radio]ysis of chitosan in N20-saturated aqueous solutions. 
Kinetics of chain scission as detected by changes in conductance [77]. 

In Fig. 1, the kinetics of counter-ion release are shown for the chitosan 
system. It is evident that these kinetics cannot be described by a single first- 
order process. This also holds for hyaluronic acid [75, 76]. This is in fact not to 
be expected because here more than one kind of radical may contribute to chain 
breakage (cf. scission of the glycosidic linkage in disaccharides discussed 
above). At present, it is not yet possible to correlate a given reaction with a 
specific time frame of the kinetic experiment. However, the counter-ion release 
experiment yields quantitative data which can be set in relation to the observed 
decrease of the molecular weight (chain scission). From such data it is has been 
calculated that close to 8 counter-ions are released per chain break [78]. Such 
values vary somewhat with the system, as they depend on the linear density of 
electrical charge along the polymer molecule. 

In the presence of oxygen, such conductometry experiments cannot be carried 
out with confidence because of the copious formation of superoxide in these 
systems (see above). Its relatively rapid decay (e.g. by reaction of O2"- with 
polymer-bound peroxyl radicals) itself causes a conductance change. Therefore 
under those conditions, the kinetics of chain scission must be followed by low- 
angle laser light-scattering [75]. As it turns out, these reactions are no longer 
kinetically of first order, but the rates observed depend strongly on the strength 
of the pulse, i.e. there are important second-order contributions [75]. The chain- 
breaking reactions that occur in the presence of oxygen are less well understood 
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(for a model system study see [79]) as those in the absence of oxygen, but it is 
evident that the fixation of radicals by oxygen that in its absence cause chain 
scission, reduces the yield of chain breakage considerably [73, 75, 76]. This is in 
contrast to other, non-carbohydrate polymers where a chain scission only 
becomes noticeable in the presence of oxygen (see for instance [80]). 
Nevertheless, some polymers such as poly(acrylic acid) and poly(methacrylic 
acid) undergo effective chain scission (via a ~-fragmentation process) also in the 
absence of oxygen [81, 82]. 

Thus, ionizing radiation provides an excellent tool to reduce the molecular 
weight of a carbohydrate polymer whenever required for medicinal application, 
e.g. in the case of chitosan [83-85]. On the other hand, an increased stability 
against free-radical induced depolymerization might be required. This may be 
achieved by chemically crosslinking the native linear polymer; the radiolytic 
behaviour of cross-linked hyaluronic acid, called hylan, has been studied [86]. 

The free-radical-induced degradation of heparin in aqueous solution is 
reported to proceed without the formation of free sulfate [87] which would 
suggest that the initial radical attack occurs exclusively at positions C(1) and/or 
C(4). In puzzling contrast, NMR data regarding the reduced-molecular-weight 
heparin fragments seem to indicate an increasing loss of sulfate from the 
fragments as the dose increases and the fragments get smaller [88]. In view of 
the fact that sulfate is a good ~-elimination leaving group (see above), this is in 
agreement with expectation. 

3. RADIOLYSIS IN THE SOLID STATE 

In close analogy to the radiolysis of water which produces the free electron 
and the water radical cation which in turn gives rise to the OH radical and a 
proton, the radical cations generated in neat carbohydrates, polyhydroxy 
compounds, will likewise deprotonate at oxygen yielding oxyl radicals and 
protons. The latter may react with the electron, forming an H atom which 
abstracts the carbon-bound hydrogen yielding molecular hydrogen. The oxyl 
radicals can undergo 13-fragmentation or H-abstraction from neighbouring 
carbohydrate molecules (the 1,2-H shift of ~-hydrogen-containing oxyl radicals 
[89-91] seems to be restricted to aqueous solutions). The major part of the 
radicals remain immobilised in the crystal matrix and only interact with one 
another when the irradiated sample is dissolved in water for analysis. For 
instance, the products which are observed after the ~(-radiolysis of D-glucose [92] 
are compiled in Table 3. 
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Table 3 
y-Radiolysis of crystalline D-glucose. Products and their G values [92]. Further 
(as yet not quantified) products are: glucosone, 3-keto-glucose, 4-keto-glucose, 
5-keto-glucose and gluconic acid. 

Product G value 

Dihydroxyacetone 

3-Deoxytetrose 

1,4-Dideoxy-2-pentulose 

2,4-Dideoxypentose 

Threose / Erythrose / Erythrulose / Erythronic acid 

1 -Deoxy-2-pentulose 

2-Deoxyribose 

3-Deoxypentosulose 

3,5-Dideoxyhexonic acid 

2,3-Dideoxyhexonic acid 

Arabinose 

Ribose / Ribonic acid 

2-Deoxy-2-C-hydroxymethylpentonic acid 

5-Deoxygluconic acid/2-Deoxy-5-keto-glucose 

2-Deoxygluconic acid / 2-Deoxy-5-keto-glucose 

3-Deoxyglucosone / 3-Deoxygluconic acid / 
3-Deoxy-4-keto-glucose 

3-Deoxy-4-keto-glucose / 2-Deoxy-3-keto-glucose 

Hydrogen 

0.05 

0.015 

0.05 

0.09 

0.04 

0.005 

0.25 

0.02 

0.02 

0.01 

0.25 

0.02 

0.06 

0.02 

0.1 

0.2 

0.19 

5.75 
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It can be seen that in contrast to its radiolysis in aqueous solution (see Table 
1), in the solid state there is a larger contribution from fragmentation products 
which we attribute to the participation of oxyl radicals under these conditions. 
As expected, hydrogen is a major product and the material balance is poor 
despite the fact that a large number of products have been quantified (Table 3). 
Again, the missing complement should mainly consist of dimers which would 
escape analysis. 

Table 4. 
y-Radiolysis of crystalline D-fructose. Products and their G values. Further (as 
yet not quantified) products are: glyceraldehyde, 3-butanone-l,2-diol, 2- and 3- 
deoxyhexodiuloses [92]. 

Product G value 

2-Deoxytetrose 

Threose / Erytrose / Erythulose 

3-Deoxypentonic acid/3-Deoxypentosulose 

Arabonic acid 

Ribonic acid 

6-Deoxy-D-threo-2,5-hexodiulose 

Hydrogen 

0.5 

0.65 

0.3 

0.1 

0.05 

40 

4.75 
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Table 5 
Radiation-induced chain reactions in some crystalline carbohydrates. The chain 
products and their G values. 

. . . . .  

Substrate Product G Ref. 
value 

2-Deoxy-D-ribose 

c~-Lactobiose �9 H20 

D-Fructose 

N-Acetylglucosamine 

2,5-Dideoxypentonic acid 

2-Deoxylactobionolactone 20 

5-Deoxylactobionic acid 40 

4-Deoxy-o-glucose + Galactonolactone 4.5 

6-Deoxy-o-threo-hexodiulose 40 

2-Acetylanfmo-2,5-L-threo-dJdeoxyhexo- 1.1 
dialdose 

650 [13,93] 

[94, 95] 

[12,92,96] 

[97] 

If a similar situation were always to exist with all crystalline carbohydrates, 
i.e. major amounts of hydrogen, a large number of minor products and a 
considerable unresolved dimer fraction, the attention that this field has found 
would perhaps have been undeserved. Interestingly, however, radiation-induced 
chain reactions were observed in the case of several crystalline carbohydrates 
(see Tables 4 and 5; note also the dominance of the chain product (6-deoxy-D- 
threo-2,5-hexodiulose) compared to the fragmentation products, in Table 4). The 
chain reaction which often leads to an isomer of the substrate molecule or its 
dehydration product is governed by the crystal structure, as it is no longer 
observed in crystals of the same compound, but with a different structure. 

The most effective chain reaction is observed with 2-deoxy-D-ribose in the 2- 
deoxy-~-D-erythro-pentopyranose form [reactions (45) - (47)] [13, 93]. The 
chain comes to a halt when the propagating radical 62 abstracts an H atom from 
the product molecule just formed [reaction (48)]. The resulting radical 64 is 
hence trapped between two product molecules and has been identified by EPR as 
the most persistent radical in this system [98]. The crystal structure clearly 
shows the pathway taken through the crystal. In the pristine crystal the distance 
between the sites of reaction is < 3.3 A [ 13], and upon rearrangement these two 
centres might come closer to one another in order for reaction (47) to proceed. 
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O OH O OH 

HOl~- ~ ioniTing ,~ HO i ~  ~ radiation v 

(45) 
OH 60 OH 61 

N o 

I 
(46) 

"CH2 0 

H o ~ O H  

OH 62 
63 

neighbouring 
2-deoxyr ibose  HO•g30 

CH30 

OH + 61 ~ (47) OH 
OH 63 OH 64 

A similar distance has been calculated for the crystal structure of 13-o-fructose 
for the H-transfer in the propagating step (see below) [12]. The G value drops 
with increasing dose indicating that termination reactions are favoured by 
imperfections. There is also a characteristic change of the irradiated 2- 
deoxyribose crystal: it turns highly hygroscopic at moderate doses. 

The sequence involved in the chain reaction traversing D-fructose is depicted 
by reactions (49) and (50). 

In (x-lactose monohydrate, several chain reactions are observed at the same 
time, yielding 4-deoxy-o-glucose plus galactonolactone, 5-deoxylactobionic acid 
and 2-deoxylactobionolactone [reactions (51) - (56) [94, 95]. 7-Radiolysis of ~- 
lactobiose monohydrate is the easiest way to prepare 5-deoxylactobionic acid 
[94], because it is readily isolated from the irradiated material by ion exchange 
chromatography. 

N-Acetylglucosamine is listed in Table 5" even though the G value of the 
corresponding product appears quite small, it is large compared to typical non- 
chain products (cf. Table 3); this is taken as an indicator for a short chain 
reaction. Some aspects of the pathway to 2-acetylamino-2,5-L-threo- 
dideoxyhexodialdose are fairly well understood: the chain must start from the 
radical at C(6) with subsequent carbinol elimination [cf. reaction (6)] which here 
implies ring opening followed by H-abstraction from a neighbouring N-actyl- 
glucosamine molecule. 
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• ~ .o~ . o <  ~o~oH --  

H O ' ~  CH2OH (49) ~ CH2OH 
OH 65 OH 66 

CH30 D-Fructose 
65 + 0==(  HO~ [ + H20 4t 

CH2OH (50) 
OH 67 

HO ~..~H2~) H ~_~2oOH 

OH 68 OH 

CH2OH CH2OH 

HO ~---0 ~ 0  
(51) [ H 

69 OH 70 OH 

68 + 

.CH2OH 

H 
71 OH 

or-lactose 

(52) 

72 + 

- 

OH 72 OH 

72 + 

,CHzOH ,CH2OH 
HO)---Q ),. H"Jf"'H O co-lactose 

H (55) I 

OH 75 OH CHzOH CHzOH 
Ho)--o ~ H-~. o 

(53) H 

OH 73 OH 

CH2OH CH2OH 
Ho)--:o ~ J-Co 

(54) 
OH 74 H CH2OH CHeOH 

H o ~ 0  ~ )- - :o  
~ \ O ~ O  ~ a-lactose(56) ] 

OH 76 
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A considerable amount of work has been devoted to the action of ionizing 
radiation on polymeric carbohydrates in the solid state, in particular with regard 
to its effect on the mechanical properties even though some chemical effects 
have also emerged. For a recent review see [99]. Of these polymers, cellulose 
has been the most studied (cf. [99, 100]). Native cellulose is locally crystalline. 
Determination of chain breakage by radiolysis has usually been done after 
dissolution through complexation, e.g. as the copper-ammine complex 
(Schweizer' s reagent), or the cadmium-ethylenediamine complex. 

In contrast to aqueous-dissolved systems where the OH radical and the H 
atom are the main initiators, radical cations plus electrons and excited states are 
formed in the solid state. This is also the case with cellulose dispersed in water 
[101]. The radical cations are transformed by deprotonation [e.g. reactions (57) 
and (58)]. These suffer fragmentation such as reactions (20) - (23), as discussed 
above, or ,  for example, reaction (59). 

CH2OH CH2OH CH2OH CH2OH 

o o o o o, O ~ 

I - I I 
OH 77 OH OH 78 OH 

CH2OH CH2OH CH2OH CH2OH 
O ' O  

OH O OH O - (58) 

I I I I 
3OH 79 OH O. 80 OH 

+ H | 

+ H | 

When cellulose is irradiated in v a c u o  G ( H 2 )  = 3, G ( C O 2 )  = 6 and G(CO) = 1 • 
10 -7 mol j-a have been observed [99]. The gaseous products CO and CO2 are 
ascribed to the decay of highly excited states (excited radical cations). It is noted 
that CO formation is also of some importance in the radiolysis of alcohols in the 
liquid and frozen state [102, 103]. However, for CO2 and CO, a flee-radical 
pathway starting with the ~-fragmentation of the oxyl radical 80 [reaction (59)] 
is also conceivable, as one expects the radicals in the solid to have a long 
lifetime due to a reduced mobility, which could selectively permit reactions (60) 
- (64) to occur. 

Values for G(chain scission) of chitin (1.1 - 1.8 x 10 -v mol Jq) are lower than 
of (solid) heparin (-- 3 • 10 -7 mol j-l) and cellulose (-- 6 • 10 -7 mol j-l) [99]. 
Cellulose degradation G values in wood are lower by half or more, presumably 
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because the affinity of the lignin for electrons and holes is greater than of the 
cellulose fiber [99]. 

CH2OH CH2OH CH2OH CH2OH 

~oHO~o O~~HO O (59) ~oHO H )---O~, 

1 ~ c H  I 
O. 80 OH O 81 OH 

(60) 

~ H2OH ~. CH2OH CH2OH ~. 

x ~ H c H  (61) CH 
84 O 85 OH 82 O 

CH20H 

I 
83 OH 

(62) 1 - CO2 1 (63) 

~o~H OH .CH2OH ~, CH2OH ~, 
�9 ) 

, , [ 9 .  . c o  . . 
CH " CH (64) 
II 

86 O 88 87 

+ 85 
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1. INTRODUCTION 

Five heterocyclic compounds, the so-called nucleobases, namely the three 
pyrimidine-dione derivatives uracil, thymine and cytosine ("pyrimidines"), and 
the two purine derivatives guanine and adenine ("purines"), stand out from the 
vast number of other heteroaromatic compounds because life has evolved 
making use of them in its coding systems (DNA, RNA). For this reason, intense 
interest has been devoted to the study of their chemical transformations which 
in the biological context are in general to be regarded as detrimental. Perhaps 
unavoidably in view of their biological function which presupposes chemical 
sensitivity, these compounds are relatively easily attacked by a range of 
chemical species, in particular free radicals that are a constant presence in 
biological systems, owing to the cells' metabolism, but also owing to the action 
of ionizing radiation which pervades the natural and man-made environments. 

3• ~ H2 
H._ H H. CH3 H 

O ~ i ~ H  H H 
H H H 
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The free-radical chemistry of the nucleobases has been reviewed in the past [1- 
5]. The goal of this Chapter is to present an update in a more general sense; a 
more detailed discussion of the topic will be published in a different context [6]. 
The present Chapter is centered on the radiation-induced free-radical chemistry 
of the nucleobases and some of their derivatives which comprise, on the one 
hand, the nucleosides and nucleotides, and on the other hand, model compounds 
such as some methylated nucleobases. 

The major effect of ionizing radiation on cellular systems, e.g. reproductive 
cell death, is caused by its interaction with the cellular DNA either by the 
absorption of the energy in the DNA (direct effect), or by the reaction of the 
DNA with the water-derived radicals (OH radical, hydrogen atom, and solvated 
electron), generated by the ionising radiation in the aqueous medium in the 
immediate neighbourhood of the DNA strand [4]. It has been estimated that the 
direct effect contributes about 40% to the cellular-DNA radiation damage, while 
the effect of the water radicals, notably the OH radical, amounts to about 60% 
[4]. Thus there is a long-standing interest in the radiation chemistry of DNA and 
its constituents in aqueous solutions. The reactions of the water radicals with 
the nucleobases merit particular attention since, owing to the higher reactivity 
toward the water radicals compared to the DNA sugar moiety (for some aspects 
of the radiation-induced reactions of the sugar moiety see the Chapter on 
carbohydrates), these reactions prevail on a quantitative basis, although 
potentially more severe types of damage (e.g. strand breakage) are initiated by 
radical attack on the sugar moiety. 

One can say that the radiolytic studies of the nucleobases, apart from 
satisfying a chemical curiosity with respect to these compounds as such, are 
carded out toward two goals. One is to establish a kinetic image of the interplay 
of the processes that are induced by the action of radiation, the other is to find 
out which are the products that are generated. Viewing this in the context of 
radiolytic or free-radical damage to DNA, knowledge of the kinetics might in 
principle point-toward a way to offset or neutralize (the concept of chemical 
radioprotection [7-10]), or even enhance (through radiation sensitizers in, e.g., 
cancer therapy [11, 12]) this damage at an early stage. An exact knowledge of 
the products (corresponding to the damaged sites in DNA) might ultimately 
allow to locate the damaged site (e.g., immunoassay [13-19]) and facilitate its 
repair. 

The effect of other inorganic radicals on the nucleobases, apart from the 
"water radicals" mentioned above, has repeatedly been studied, for instance the 
sulfate radical which has been used to generate nucleobase radical cations with 
the aim to mimic the direct effect of ionizing radiation on DNA. Carbon-centred 
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radicals and peroxyl radicals also react with these compounds but exhibit a 
lower reactivity. These reactions will not be discussed in detail here but have 
been reviewed elsewhere [4] Moreover, a forthcoming book will offer a 
comprehensive update of these and other aspects of nucleobase free-radical 
chemistry [6]. 

In aqueous solution, the nucleobases react with the OH radical and the 
solvated electron at close to diffusion-controlled rates, while the H atom reacts 
one order of magnitude more slowly (Table 1). In nucleosides and nucleotides, 
of these three species only the OH radical shows a moderate inclination of 
reacting with the sugar moiety, typically in the range of 10 to 20% of the total. 

The nucleobases, like all unsaturated systems, react with the water radicals 
OH and H mostly by addition (with eaq', of course, exclusively so). As one 
would expect, the reactivity pattern (regarding the various positions within the 
molecule) shown by the bicyclic purines is considerably more complex than in 
the case of the pyrimidines. It is therefore useful to divide the discussion and 
start with the simpler pyrimidines. 

Table 1. 
Rate constants for the reactions of OH radicals, H atoms and solvated electrons 
with the nucleobases. Guanine being very poorly water-soluble, the 
corresponding data for guanosine arelisted here instead. Source. [20] 

Substrate "OH H" " eaq 

Adenine 6.1 x 109 1.0 x 108 9.0 x 109 

Cytosine 6.3 • 109 9.2 • 107 1.3 x 101~ 

Guanosine 7.8 x 109 5.0 x 108 6.0 x 109 

Thymine 6.4 x 109 6.8 x 108 1.8 x 101~ 

Uracil 5.7 • 109 4.7 x 108 1.5 x 101~ 

2. PYRIMIDINES 

2.1. The reactions of the OH radical 
The OH radical, being electrophilic, prefers to attach to the C(5)-C(6) double 

bond [reactions (1) and (2)] (see Table 2) at the site of relatively high electron 
density, C(5) [reaction (1)], where negative charge tends to accumulate owing 
to N(1)-iminium-C(5)-carbanion mesomerism. Both kinds of the resulting 
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radicals can be relatively easily titrated since, as it happens, they differ 
markedly in their redox behaviour [regrettably for the researcher, in most free- 
radical systems, e.g. the purines (see below) this is not the case]. The C(6)-cen- 
tered radical is of reducing nature due to the interaction with the lone pair at the 
neighbouring nitrogen, and its yield can be readily determined in pulse 
radiolysis by its rapid reaction with tetranitromethane which produces the 
strongly absorbing nitroform anion [reaction (4)]. On the other hand, the C(5)- 
centered radical has oxidizing properties (note its mesomerism with the radical 
site at 04). Its yield can be determined with the help of N,N,N',N'-tetramethyl- 
phenylenediamine [reaction (5)]. These OH-adduct radicals can also be 
observed by EPR (see e.g. [21-23]). 

The aUylic radical formed in moderate to small yield by H-abstraction from 
the methyl group in, e.g., thymine [cf. reaction (2)], has neither reducing nor 
oxidizing properties, and its yield may be deduced from the difference of the 
sum of reducing and oxidizing radicals with respect to the total OH-radical 
yield; H-atom abstraction at pyrimidine N, amino N, and methine C is 
negligible. The proportion of these radicals for the pyrimidine nucleobases and 
some of their homologues are compiled in Table 2. 

Table 2. 
Reactions of OH radicals with some pyrimidines. Yields of addition at C(5) and 
C(6), and of allylic H-abstraction where applicable. Source: [24-26]. 

Pyrimidine Addition at C(5) Addition at (C6) H-Abstraction 

Uracil 82 18 

Thymine 60 30 10 

6-Methyluracil 88 12 little 

Isoorotic acid 63 37 

Orotic acid 86 14 

1,3-Dimethyluracil 80 20 little 

Cytosine 87 10 

1-Methylcytosine 87 8 --- 

2-Methylcytosine 92 10 

5-Methylcytosine 65 22 13 

5-Carboxycytosine 82 24 
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2.2. Water elimination and rearrangement 
The OH-adduct radicals can become deprotonated at nitrogen. As a 

consequence of this, water is eliminated from the adduct. This reaction results 
in the formation of a heteroatom-centered, oxidizing radical [e.g. reaction (11)]; 
this may also be formed directly from the deprotonated nucleobase at higher pH 
[reaction (10)]. At high pH, this radical can undergo a second deprotonation 
[reaction (12)]. However, this radical anion is not the thermodynamically 
favoured species under these conditions, and is subsequently reprotonated at 
carbon (i.e. the heteroatom-protonated acid has a lower pKa value than its 
carbon-protonated isomer) [reaction (14)]. The hydroxyl group can also be 
eliminated by acid catalysis, which gives rise to a radical cation. These reactions 
will be discussed below in a separate section. 

2.3. Products in the absence of oxygen 
Detailed studies concerning the products that are formed after OH-radical 

attack (radiolysis of N20-saturated solutions) have been carded out for uracil 
[27], thymine [28, 29], cytosine [30] and 1,3-dimethyluracil [26]. In addition, 
the radiolysis of uracil in deoxygenated solutions (in the absence of N20) has 
also found attention [31, 32]. Under such conditions, however, not only do the 
OH-radical-induced reactions play a role, but also the electron-adduct radical 
with all the ensuing mechanistic complications contribute to the products. 

The nucleobases carry a hydrogen atom at N(1) which can take part in dispro- 
portionation reactions, which will lead to the formation of the pyrimidines in a 
different tautomeric form. These isopyrimidines rearrange to the normal, N(1)-H 
form (for their reactions see below). The product 5-hydroxycytosine from the 
radiolysis of cytosine (Table 3) may largely be formed in this way. The 
hydrogen atom (at N(1)) involved in the disproportionation reaction is not 
available in nucleosides that are closer models to the DNA. No detailed studies 
are available to date for pyrimidine nucleosides. 1,3-Dimethyluracil is a 
compound which is much easier to handle analytically than nucleosides but 
which retains the major aspects of the base moiety of uracil- and thymine- 
containing nucleosides. Thus, the results from a study on the 7-radiolysis of 1,3- 
dimethyluracil in N20-saturated solutions (cf. Table 4) may give useful 
indications as to the reactions that one might have to expect in the nucleosides 
and also in DNA. It has been seen above that OH-radical attack gives rise to 
two kinds of radicals, whereby OH-addition at C(5) dominates over that at C(6). 
This is also the case in 1,3-dimethyluracil [reactions (15) and (16)] where the 
major product is formed from the recombination of the C(5)-OH-adduct radicals 
[reaction (17)]. In competition, these radicals may disproportionate, thereby 
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yielding the hydrate and the enol form of 1,3-dimethylisobarbituric acid 
[reaction (18)]. The glycol is an intriguing product. It has been proposed that it 
could be formed in an electron transfer reaction. Due the considerable activation 
energies associated with solvent rearrangement in direct electron transfer 
reactions as compared with radical recombination reactions, it is now thought 
that this reaction might occur via an addition/elimination process [reactions (19) 
and (20)], similar to what has been found in other systems [33]. 

Table 3. 
y-Radiolysis of N20-saturated aqueous solutions of cytosine. Products and their 
G values. Source: [30] 

Product G / 10 .7 mol J~ 

Dimers 

5-Hydroxycytosine* 

5,6-Dihydroxycytosine 

5,6- Dihy dro- 5,6-dihydro x yuracil 

6-Hydroxycytosine 

5,6-Dihydro-5,6-dihydroxycytosine 

Uracil 

Cytosine consumption 

3.3 

1.5 

0.2 

0.15 

0.08 

0.05 

0.02 

5.8 

*some of this may be a secondary product formed in the workup through the 
dehydration of cytosine glycol 
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Table 4. ),-Radiolysis of N20-saturated aqueous solutions (i.e. OH-radical 
attack) of 1,3-dimethyluracil. Products and their G values in units of 10 -7 mol 
j-1. Source" [26]. 

Product pH 3 pH 6.5 pH 10.4 

5,6-Dihydro- 5-hydroxy- 1,3- 0.4 

dimethyluracil 

5,6-Dihydro-6-hydroxy- 1,3- 

dimethyluracil 

1,3-Dimethylisobarbituric acid 

5,6-Dihydro- 5,6-dihydroxy- 1,3- 1.6 

dimethyluracil 

Dimers (of 6-yl radicals, in monomer 1.8 

units) 

Dimers (involving H-adduct radicals) 

1,3-Dimethyluracil consumption 4.0 

0.8 0.6 

< 0.1 0.2 <0.1 

0.15 0.1 <0.1 

0.9 0.85 

3.5 3.3 

<0.1 0.2 <0.1 

5.9 5.3 

As can be seen from Table 4, there is practically no change evident in the 
product yields when neutral and basic solutions are compared. However, the 
yield of the dimers is drastically reduced in acid solutions, while the yield of the 
glycol is enhanced. Altogether, the G value of consumption is also reduced 
which points to an increase of the importance of disproportionation reactions. 
This has been explained by an acid-catalyzed transformation of the reducing 
6-yl radical into an oxidizing 5-yl radical [reactions (23)-(24)]. This 
interpretation would indicate that the oxidizing radical is thermodynamically 
favoured over the reducing radical. 
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In fact, the dominant radical seen by EPR when uracil is ),-irradiated in low- 
temperature sulfuric-acid glasses, is the 5-yl one [34], which supports this 
contention under the assumption that the nucleobase is not protonated under 
these conditions. 

••. H H e ~ ~ ~ .  H H20 H3C,,, " L / H  
H3C"N ~.-1-120.._ H3 -. -H~ "-(24) OLIN~H()H 

- '  -H (23  

CH3 CH3 CH3 

In the presence of a thiol, the OH-adduct can be reduced, the reducing C(5)- 
OH-C(6)-yl radical, paradoxically, apparently more readily than the oxidizing 
C(6)-OH-C(5)-yl one. Nevertheless, the rate of this reaction must be very slow, 
as in the radiolysis of N20-saturated solution of 5'-thymidylic acid in the 
presence of 5% cysteamine, thioethers i.e. the recombination products of a 
cysteamine-derived thiyl radical with a 5'-thymidylic-acid-derived OH-adduct 
radical, are formed with a G value as high as 1.5 x 10 -7 mol j-1 [35] in a 
competitive reaction [36]. 

2.4. Products in the presence of oxygen 
In the presence of 02, most radicals are converted into the corresponding 

peroxyl radicals [37, 38], with the notable exception of heteroatom (O, N)- 
centered radicals which do not productively react with Oz at an appreciable rate 
[39]. In this context it should be noted that even though peroxyl radical 
reactions may dominate in radiomimetic systems, e.g. the reactions induced by 
the autoxidation of Fe(II)EDTA or Fe(II)NTA, the subsequent reactions seem to 
be considerably modified by the presence of the transition metal ion, i.e. 
product ratios are found in these reactions differ from those observed under 
ionizing radiation in the absence of Fe(II)/Fe(IlI) in the case of 2'- 
deoxynucleosides [40]. A basis for the understanding of these differences may 
be in the various redox reactions that peroxyl radicals may undergo with 
Fe(II)/Fe(lll) (cf. [41]). 

The OH-adduct radicals of the pyrimidines react with oxygen at close to 
diffusion-controlled rates, yielding the corresponding peroxyl radicals. In basic 
solutions, but also in neutral solutions provided that these peroxyl radicals have 
a sufficiently long lifetime, the C(5)-OH,C(6)-peroxyl radicals can undergo 
superoxide elimination after deprotonation at N(1) [reactions (26) and (27)] 
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[42]. Details of this kind of superoxide elimination, including the determination 
of the pKa value of the peroxyl radical, have been elucidated in a very similar 
system, glycine anhydride [43]. An isopyrimidine (see below) is formed in 
reaction (27). 

HXN " O H / O 2  ~ H~ OH 

O ~ . . . ~ L H  (25) O--O" 

H H 

oLN  _ o ;  ~ 

(27) 

H ~ N ~ O H  �9 

o H 

In acid solutions, but also in neutral solutions at high steady-state radical 
concentrations, the superoxide elimination becomes too slow compared with the 
bimolecular decay of these peroxyl radicals [reactions (28)-(31)]. This leads to a 
very different product distribution, as seen in Table 5. There is evidence that in 
their bimolecular decay peroxyl radicals can give rise to the formation of oxyl 
radicals which may undergo fragmentation (see, e.g., [37, 38]) [e.g., reaction 
(30)], leading to products with the pyrimidine cycle destroyed (e.g., 1-N-formyl- 
5-hydroxyhydantoin. Other pyrimidine-ring cleavage reactions are conceivable 
but at present not supported by product data). 

However, if non-tertiary, oxyl radicals in aqueous solution are capable of 
undergoing a rapid 1,2-H-shift [44-46] [reaction (34)] in competition with frag- 
mentation. Then after addition of oxygen, superoxide is eliminated [reaction 
(36)]. Thus under these conditions also, superoxide radicals are likely 
intermediates which are expected to react with peroxyl radicals, reducing them 
to the corresponding hydroperoxides. These are abundant, though somewhat 
unstable, products in the radiolysis of air-saturated pyrimidine solutions. They 
are considered to be important precursors of the pyrimidine glycols observed 
under various conditions [1]. 
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Table 5. 
y-Radiolysis of N20/O2-saturated solutions of uracil (2 x 10 "4 mol dm -3) under 
various pH conditions. Products and their G values (in units of 10 -7 mol J~). 
Source: [42]. 

Product pH 3.0 pH 6.5 pH 10.0 

5,6-cis-Dihydroxy-5,6-dihydrouracil 

5,6- tran s- Dihydroxy- 5,6-dihydrouracil 

Isobarbitudc acid 

1-N-Formyl-5-hydroxyhydantoin 

Dialuric acid 

Isodialuric acid 

5-Hydroxyhydantoin 

Unidentified products 

Hydrogen peroxide 

Oxygen consumption 

Uracil consumption 

0.6 0.95 1.45 

0.5 1.1 1.0 

0 0.2 

1.65 1.45 

0.95 0.4 

0.1 0.2 

1.25 

0.2 

0.2 

0.1 

0.4 0.4 0.3 

0.95 0.6 0.95 

n.d. 3.0 n.d. 

n.d. 5.0 n.d. 

5.1 5.5 5.4 

n.d. = not determined 

2.5. Formation and properties of isopyrimidines 
lsopyrimidines are short-lived intermediates formed in the reactions of C(6)- 

radicals of pyrimidines which carry an H-atom at N(1). Such radicals can be 
oxidized via the peroxyl [cf. reactions (26) and (27)] but also by oxidants such 
Fe(CN)63 directly to the radical cation [reactions (37) and (41)]. The 
isopyrimidines undergo rearrangement and hydration reactions. Some rate 
constants are compiled in Table 6. 
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Table 6. 
Rate constants of isopyrimidine ---> pyrimidine rearrangements at 20 ~ Source: 
[49] 

Isopyrimidine Neutral Neutral Neutral Anion Anion 
spont. H§ OH--catal. spont. OH--catal. 

s -1 dm 3 mo1-1 dm 3 mo1-1 s -1 dm 3 mo1-1 
-1 -1 -1 

S S S 

Isouracil 3000 1.8 x 107 absent 50 4.9 x 105 

3-Methylisouracil 

5-Hydroxyisouracil 

2500 1.1 x 10 7 2.7 x 10 7 absent absent 

2000 2.6 • 107 absent < 50 2.2 x 105 

2.6. Reactions of the "O- radical 
It had been observed early on [47] that G(base release) in nucleosides 

increases drastically at high pH, and it was suggested that this was due to a 
base-induced transformation of a base OH-adduct radical into a sugar-centered 
radical which then gave rise to the release of unaltered base. It was later [48] 
shown, however, that this enhancement of base release at high pH is in fact due 
to the involvement of the basic form of the OH radical, "O-. In contrast to the 
electrophilic OH radical which adds preferentially to the base moiety, the 
nucleophilic "0- radical no longer undergoes this reaction very efficiently but 
rather abstracts an H atom from the sugar moiety. Some of these sugar-derived 
radicals will release the base. Reactions (44)-(50) show the various pKa values 
involved, for instance, in the uridine system. 
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2.7. The  reactions wi th  the H atom and the solvated e lectron 
Similar to the OH radical, the H-atom acts as an electrophilic radical, and in 

its additions to C=C double bonds it has a preference for the electron-richer site. 
Thus, in the pyrirnidine series an addition to the C(5)-position is the preferred 
reaction [cf. reaction (52) and Table 7]. The same kind of radical is formed by 
H-atom abstraction from 5,6-dihydropyrimidines [cf. reaction (54)][50], as can 
be inferred from the data compiled in Table 8. Regarding the behaviour of the 
H-atom-adduct peroxyl radicals one would start from the dihydropyrirnidines 
while it would be impractical to study it in the pyrimidine system. 

H " N ~ H  - 1-120 

(51) H (53) 9 
H. ~ ~,H H" H 

H'N- )~ . ,  H ~ - H 

1 1  

H 

1-120 

(54) 

"-Nil-- 
�9 o .  

H 

Table 7. 
Sites of H-attack (in %) in uracil and some of its derivatives. Source: [51] 

Substrate C(5) C(6) Methyl group 

6-Methyluracil 87 13 nil 

1,3-Dimethyluracil 71 29 nil 

Uracil 69 31 ---- 

Thymine 37 59.5 3.5 

Thymidine 32 62.5 5.5* 

1,3-Dimethylthymine 25 7 3 2.0 

* including H abstraction at the carbohydrate moiety 
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Table 8. 
Pattern of OH-radical attack (in %) on 5,6-dihydrouracil and some of its methyl 
derivatives. The OH-radical balance is sometimes significantly below 100%, 
partly due to the inefficiency of the method for the detection of oxidizing C(5)- 
radicals. Source: [50] 

Substrate C(5) C(6) Methyl Total 

5,6-Dihydrouracil 

1-Methyl-5,6-dihydrouracil 

5 90 ~ 95 

= 2 61 29 92  

3-Methyl-5,6-dihydrouracil = 2 

1,3-Dimethyl-5,6- = 2 

dihydrouracil 

5-Methyl-5,6-dihydrouracil 4 

6-Methyl-5,6-dihydrouracil -- 2 

72 10 84 

= 62  30* 94  

74 6 84 

84 6 92 

* -- 22% at N(1)CH3,8% at N(3)CH3 

Due to the much lower rate of allylic H-abstraction by the H-atom as compared 
to the OH radical, this process is generally of small importance (cf. Table 7). In 
so far as the base is methylated at carbon, the pattern of site preference 
exhibited by the H atom is influenced by the position of the methyl group in 
ways different from the OH radical (Table 1). It may be the effect of 
hyperconjugation that appears to enhance the relative attraction for the 
hydrogen atom to become attached, cf. the pronounced preference for addition 
at C(5) in 6-methyluracil, and the reversal of the preference in thymine, as 
compared to uracil. 

The pyrimidines react with the solvated electron at practically diffusion- 
controlled rates. The ensuing reactions are well understood in uracil and 
thymine, while in the case of cytosine more questions remain unresolved. 

Thymine and uracil behave similar to typical carbonyl compounds, i.e. the 
first intermediate is a radical anion [reaction (55)] which is in equilibrium with 
its oxygen-protonated conjugated acid [reaction (57)]. The other functional 
groups, especially the second carbonyl function, withdraw electron density, and 
hence the pKa values of these oxygen-protonated radical anions are much lower 
(thymine: pKa = 6.9 [52]) than those of the corresponding radicals from simple 
carbonyl compounds. However, the C(6)-protonated isomers [cf. reaction (58)] 
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are thermodynamically more stable. Since protonation at carbon is usually a 
much slower process than protonation at a heteroatom, the conversion of the 
radical anion and its oxygen-protonated conjugate acid into the carbon- 
protonated acid [reactions (57) and (58)] can be observed on the pulse radiolysis 
time scale only when sufficient buffer is added to speed up the 
protonation/deprotonation reactions [53, 54]. Upon the change of the proto- 
nation site, the redox properties of the radicals change dramatically. While the 
radical anions and their conjugate, oxygen-protonated acids are good reducing 
agents, the C(6)-protonated electron adduct has oxidizing properties. This is 
also reflected in the way they react with oxygen. The radical anion and its 
conjugate, oxygen-protonated acid rapidly eliminate superoxide, thereby 
restoring the pyrimidine [reactions (56) and (59)] [55]. On the other hand, when 
oxygen reacts with the C(6)-protonated electron adducts, the pyrimidine 
chromophore is destroyed in the subsequent peroxyl radical reactions [reaction 

(60)] [55]. L /  
. C H 3  

O ~ N L  O2/-HO2 
H (59) 

I 
R 

02 1 _o2. o (55) eaq ~ 

CH 3 

H 
I 
R 

(56) 
H @ 

(57) 

_ ~ j C H 3  

I 
R 

a | 

(59) 

H3 
O--O" ~ 

L / C H 3  

o2 I 
(60) 
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The cytosine electron adduct is rapidly protonated by water [reactions (61) 
and/or (62); la/, <200 ns [56]; % < 20 ns [57]], either at N(3) at or at the amino 
group [58, 59]. 

NH2 

N o ~ . x ~  H H20 
_ OH 0 

H 
I H 

NH2 

--- H ' 0 L N ~  H 
(61) n 

I H 

| 3 
H 

(62) oO H 

,NH2 
�9 H 

(63) H 

H 

The resulting heteroatom-protonated electron adduct(s) must have a pKa value > 
11, as shown by conductance measurements in pulse radiolysis [56]. The 
absence of any noticeable change in the absorption spectrum of the (protonated) 
electron adduct of cytidine in the pH range 6-13 suggests that its pKa value is 
even larger than 13 [60]. Like the situation in the corresponding thymine 
system, the heteroatom-protonated species is thermodynamically disfavoured 
and subsequent (irreversible) protonation occurs at carbon [reaction (63)], albeit 
with a rate constant too low [61 ] to be measured by pulse radiolysis. 

3. PURINES 

3.1. The reactions of the OH radical 
Just as in the case of the pyrimidines, OH-radical attack is by addition to a 

ring double bond targeting a carbon atom (but not the guanine carbonyl carbon), 
to the practical exclusion of H-atom abstraction reactions. However in the 
purines, the relative importance of the target sites is more difficult to assess for 
two reasons. First, the five (adenine) or four (guanine) OH-adducts that are 
formed in reactions (64)-(72) do not show a pronounced difference in their 
redox behaviour as the two (for each) pyrimidine-derived ones do. 

Also in these larger and highly-conjugated systems, mesomerism tends to 
"smear out" the radical site more across the molecule [just one representative is 
written out in each of the reactions (64)-(72)]. In addition, the OH-adducts can 
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undergo a number of rapid water-elimination and ring-opening reactions. It has 
been suggested [5, 62-64] that in the case of 2'-deoxyadenosine, 30% add to the 
C(4) position, 37% to the C(8) position [reactions (64) and (66)] while for 
guanine the corresponding yields are reported at 50% and 16% [reactions (69) 
and (71)]. The ammonia yields determined right after irradiation in N20- 
saturated solutions suggest that OH-addition at C(6) in 2'-deoxyadenosine 
[reaction (68)] and at C(2) in 2'-deoxyguanosine [reaction (72)] should not 
materially exceed 1% in 2'-deoxyadenosine (2% after heating), or 0.5% in 
2'deoxyguanosine (1.5% after heating) [65]. It must be noted that some of the 
product data reported in the literature refer to products that are apparently 
formed in a complex sequence of reactions whose conditions may in practice 
not have been precisely controlled. Therefore it cannot be ruled out that these 
values may have to be revised as more information becomes available. 

H 1 7.~ "OH 

H 
R 

v 

(64) 

w 

(65) 
H 

H 
R 

(66) 

(67) 

H NH 
R 

,],],NH2 

n6 R 

(68) 

HO NH2 

R 

The reactivity of adenine, adenosine, and guanosine toward "O- is reported to 
be almost an order of magnitude smaller than that of OH [66], paralleling the 
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behaviour observed in the pyrimidines [48]. In adenine (which exists as the 
anion under these conditions), the lower tendency of "O- to add to a double bond 
appears to make H-atom abstraction at the amino group somewhat competitive. 

H 1 7~ 
H2N" ~ /  --~ 8~- "OH 

R 

(69) 

(70) 

(71) 

H 

R 

n.~ o H 

H2N ? O H  
R 

(72----S "~" H2N H 
H d -  N 1~ 

R 

3.2. Water elimination and rearrangement reactions 
While OH radicals readily add to double bonds, they undergo electron 

transfer reactions with reluctance. This implies that, since there is evidence that 
heteroatom-centered radicals are formed from guanine and adenine derivatives 
(see also below), the precursor of the intermediates must under these conditions 
be an OH-adduct radical rather than the radical cation. Rapid transformation has 
been observed with adenosine and guanosine. Part of this is attributed to 
solvent-catalyzed water elimination such as in reaction (73) [5]. In the case of 
acid catalysis, the intermediate is a radical cation (see below). It can be seen that 
OH-adducts with OH attached in several different positions lead to a single 
anhydro radical. 
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It appears that the OH-adduct radicals to the pyrimidinic cycle are denied the 
option of undergoing fragmentation of the purine skeleton since this would 
require the transformation of art radical into a o radical. 

NHa NH2 N. H2 H .-. 
| ,OH / ,OH I I ~o 

N ~ N = C -  Red= N ~  N=C- ..~ N ~ r ~ ,  N-C" 

R 

NH2 NH2 H 

--. ~' H 

(76) 10x (79) 10x 

NH2 NH2 H 

OH , "~ 
H - - ~ N / - - ~  "~ (84) H NI~OR 

8-OH-dA 

Red 
(80) 

NH2 H 

R 

This barrier does not exist for the C(8)-OH adduct [cf. reaction (74)]. This 
radical can moreover undergo the 1,2-H-shift reaction (75), leading to a species 
whose reduction [reaction (80)] gives rise [reaction (79)] to a product that can 
hydrolyze to an amino-formamidopyrimidine, FAPY. These are well- 
documented purine radiolysis products. In the presence of an oxidant, e.g. 
Fe(CN)63, these transformation reactions (ring-opening and/or 1,2-H-shift) can 
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be suppressed [e.g. reactions (76) and (79)]. The resulting product is the 
corresponding 8-hydroxypurine derivative. In the case of 2'-deoxyguanosine, 
the maximum attainable yield of the 8-hydroxy compound (G = 1.3 x 10 -7 mol J- 
1) is reached in the presence of 5 x 10 4 mol dm "3 Fe(CN)63 in N20-saturated 
solutions in the acid pH range [67], in fair agreement with the aforementioned 
proportion of 16 per cent estimated for the C(8)-OH adduct. Apparently, oxygen 
does not oxidize the intermediate radicals in the same way since the yield of 2'- 
deoxy-8-hydroxyguanosine remains comparatively low (at 2.5 x 10 -4 mol d m  "3 

02, G = 0.3 x 10 -7 mol J~) under otherwise equal conditions (but increases 
toward neutrality) [67]. 

3.3. Products in the absence of oxygen 
The product yields that are observed in the absence of oxygen are usually 

quite low (there are exceptions under certain conditions, see below), and an 
adequate material balance has not been established (cf. Table 9), in contrast to 
the situation in the case of pyrimidines, e.g. uracil. Typically, much less than 
50% of the primary OH radicals can be accounted for by corresponding purine- 
derived products. Dehydrodimers have never been observed. In our laboratory it 
has been observed that in the case of 2'-deoxyguanosine during analysis, the 
HPLC column tends to clog up after injection of irradiated samples, possibly by 
accumulating oligomeric material on the surface on the chromatographic 
support. Also, the very low 2'-deoxyguanosine-consumption G value of 1.6 x 
10 .7 mol J~ suggests that in this case, large-scale restitution of substrate 
accompanied by the sacrificial destruction of some product(s) is taking place 
during the irradiation. 

The formation of 2'-deoxy-5',8-cyclonucleosides (and 5',8-cyclonucleotides 
from nucleotides cf. [68-75]) and compounds such as the 5'-aldehydes [these 
are "two-electron-oxidized" with respect to the starting nucleoside cf. reactions 
(85) - (87)] derived from the purine 2'-deoxynucleosides, has traditionally been 
explained by assuming a primary OH-attack at the sugar moiety, i.e. at C(5'). 
However, recent studies [75, 76] on 2'-deoxyadenosine have shown that it is 
essentially base-sited radicals that are the precursors of the 5'-radicals. The way 
to these products is by no means straightforward. Their yields appear strongly 
pH-dependent; they peak at G values of about 3 x 10 -7 mol j-1 near pH 9.5 and 
sharply drop towards higher pH [75, 76]. Remarkably, at pH 9.5 the 
consumption of 2'-deoxyadenosine is twice the primary OH-radical yield [67] 
which implies damage amplification. The behaviour of the yields as the pH is 
changed over the range from acidic to neutral suggests that a reactive 
intermediate forms a complex (base-stacked, hydrogen-bonded ?) with the 
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substrate whose stability and conformation is strongly affected by protonation 
equilibria. The surprising finding that in its maximum the yield of these two 
products combined approaches the OH-radical yield implies that the base- 
radical attack takes place practically exclusively at C(5') even though radical 
transfer is thought to be intermolecular not intramolecular as the 2'- 
deoxyadenosine disappearance is double that of the OH yield. These are 
preliminary results of a study which is underway [76]. The reduction products 
have so far not been tracked down. 
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Table 9. y-Radiolysis of 2'-deoxyguanosine (5 x 10 "3 mol dm 3) in deaerated and 
N20-saturated solutions. Products derived from an attack at the base and their G 
values (in units of 10 -7 mol j-l). Source: [77]. Products involving initial attack at 
the sugar moiety, have been omitted. 

Product N2 N20 

N6-(2'-Deoxyribo)-2,6-diamino-5-formamidopyrimid-4-one 0.36 
(FAPY) 

5'-8-Cyclo-2',5'-dideoxyguanosine 0.05 

8-Hydroxy-2'-deoxyguanosine 

9-(2'-Deoxy-~-D-erythro-pento- 1 ',5 '-dialdo- 1 ',4'- 0.07 
furanosyl)-guanine 

2'-Deoxyguanosine consumption 0.83 

0.36 

0.06 

0.25 

0.08 

1.6 

3.4. Products in the presence of oxygen 
Owing to the possibility of water elimination from the OH-adduct radicals, 

one expects the formation of two families of peroxyl radicals. At sufficiently 
high oxygen concentrations, the OH-adduct radicals can in principle be 
intercepted by oxygen. But the reactivity toward oxygen of both the OH-adducts 
and their dehydrated offspring is more or less diminished, even to the limit of 
apparent non-reactivity, by the fact that by mesomerism each of them exhibits 
heteroatom-centered-radical character (a similar situation exists in, e.g., 
phenoxyl radicals [38]). Reversibility of oxygen addition [78] may also play a 
role. The peroxyl radicals that do eventually form have the possibility to 
intramolecularly add to a double bond, with subsequent fragmentation of this 
endoperoxide radical species. Repetition of the sequence of peroxyl radical 
formation and fragmentation leads to the progressive degradation, or rearrange- 
ment, of the purinic skeleton. B imolecular reactions of the peroxyl radicals may 
give rise to oxyl radicals which may similarly undergo fragmentation. It is 
apparent that the number of conceivable products is large, which contributes to 
the difficulty of achieving a satisfactory elemental balance. 

The radiation chemistry of these oxygenated systems is therefore complex. 
One of the products, a triaminooxazolone compound, has been identified in the 
degradation of 2'-deoxyguanosine [79-81]. 
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The mechanism leading to this product is not understood. Its formation is 
suppressed by T1 + [82] which captures the OH radical; the T12+ then oxidizes the 
guanine moiety to the radical cation. Thus the latter, or the ensuing heteroatom- 
centered radical, cannot be this product's precursor. Superoxide is required as 
the formation of the product is suppressed in the presence of superoxide 
dismutase. The maximum yield, about 1/6 of the OH-radical yield [82], is 
obtained in O2-saturated solutions where both OH-adduct radicals and 
superoxide are abundant. In this context it is of interest to note that the 02- 
consumption [83] induced by the guanine OH-adduct radicals is low under the 
experimental conditions employed. The drastic pH dependence of the yields of 
certain products in the absence of oxygen (that can be quite high, see preceding 
section), suggests that the pH should be an important parameter in oxygenated 
solutions as well. 

3.5. Reactions with the solvated electron and the H atom 
The solvated electron and the H atom both react at close to diffusion- 

controlled rates. The properties of the radical anions of the purines formed by 
their reaction with the solvated electron are very different from those of e.g. the 
thymine radical anion, but show some resemblance to those of the cytosine 
radical anion. The radical anion is in equilibrium with its conjugate acids, i.e. 
various radicals tautomeric with the purine H-atom adducts, with one or the 
other of them predominating. Protonation is usually fastest at the position of a 
heteroatom [84-89]. This does not rule out further fast proton transfer from 
heteroatom to carbon [88]. For example, the 2'-deoxyadenosine radical anion 
protonates with a rate of at least 1.4 • 108 s 1 [85] at a heteroatom, e.g. reactions 
(90) and (91) (note that protonation can also occur at other nitrogen atoms). 
Base radical anions and also their heteroatom-protonated conjugate acids have 
reducing properties and thus react readily with oxidants such as p- 
nitroacetophenone [84] and methylviologen [87]. Interestingly, the oxidation by 
p-nitroacetophenone does not fully restore 2'-deoxyadenosine, but a product is 
formed of a pKa of 8.8. It has been suggested that this product might be formally 
a hydrate of the substrate [84]. Regarding the transient, it had been observed 
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early on in pulse-radiolytic studies of the reaction of purines with the solvated 
electron that there is a considerable change in the recorded UV absorption 
spectra which occurs toward high pH near pH 10.5 [90]. That this is not due to a 
deprotonation reaction was eventually proved by pulse radiolysis using 
conductometric detection, where it was established that this does not involve a 
change of the charge status of the transient [84]. This suggested a rearrangement 
of a heteroatom-protonated radical anion into a carbon-protonated radical anion 
[reactions (92) and/or (93)] which is apparently favoured on thermodynamic 
grounds. 

NH2 

N.| N H20 
o I I  e 

(90) 

NH2 NH2 

~~~~x~'---H '(92) ~ H~N~I ~x~"-H 
H 

NH2 H NH2 
N xt~~.  ~ i93)"-~N~I~ "~ JN H (91) H "- 

In guanosine after the rapid protonation of the electron adduct by water [86, 88] 
at the heteroatom [at 06, N(3) or N(7); k > 107 sl], a rapid transformation occurs 
which is catalysed by phosphate buffer and which has been attributed to a 
protonation at C(8) [88]. This assignment is based upon solid-state EPR data 
[91], where the C(8)-H-adduct radical appears as the thermodynamically most 
stable H-adduct radical. The high solvent-kinetic-isotope effect of knlkD = 8 is a 
strong indication that a proton is transferred in the rate-determining step. The 
magnitude of the rate of phosphate buffer catalysis points to a protonation at 
carbon (for a similar reaction observed with the thymine radical anion see 
above). Other purines, e.g. hypoxanthine/inosine, behave in a similar way [89]. 

Little is known about the reactions of the H atom in the purine systems. 
However, being an electrophilic radical also, the position-specificity for the 
addition of the H atom is expected to be similar to that of the OH radical in so 
far as the carbon atoms of the purine skeleton are concerned. In contrast to the 
OH radical, however, the H atom may in principle also attach to a ring imino 
nitrogen atom even though this mode of reaction is apparently of minor impor- 
tance. Also, it should be emphasized that on a pulse radiolysis time scale the 
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group of H-atom adducts is not identical as to the structure and the relative 
quantitative importance of its members, with the group of the protonated 
electron adducts. An approach similar to the one taken in the pyrimidines which 
have a single reactive double bond, viz. to produce these species by H-atom 
abstraction from dihydropurines, is infeasible as the various dihydropurines are 
practically unavailable. 

4. NUCLEOBASE RADICAL CATIONS 

4.1. Formation of radical cations 
In this context, in the narrow sense the term nucleobase radical cation 

signifies a species identical to that which is produced upon one-electron 
oxidation of the base. Its deprotonation leads to a radical whose unpaired spin is 
largely heteroatom-sited. Reprotonation of this radical could in principle give 
rise to radical cations that are not identical but tautomeric to the original radical 
cation. 

Radical cations are the primary products when the energy of ionizing 
radiation is deposited in the DNA molecule ("direct effect"). For this reason, 
their chemical behaviour is of considerable interest. In aqueous solution, 
nucleobase radical cations, or their conjugate bases, may be produced by 
hydroxide, or water, elimination from the OH-adduct radicals. The method of 
choice to produce them for the purpose of their study is to react the nucleobases 
or their derivatives with strongly oxidizing radicals. The rate of reaction of the 
strongest of their number which is at the same time easy to utilize in aqueous 
solution, SO4"-, with them is fast in all cases, while less strongly oxidizing 
radicals may only react with nucleobases that have a relatively low oxidation 
potential, notably guanine. In the reactions of these oxidizing radicals, short- 
lived adducts may be formed as intermediates, and it cannot therefore always be 
strictly ruled out that processes observed at very short times and attributed to 
the reactions of radical cations, may in fact be due to such intermediates. Stable 
sulfate-adduct radicals have been observed the case of the reaction of sulfate 
radicals with maleic acid [92]. Radical cations are also assumed to be 
intermediates in the reactions of photosensitization reactions with menadione 
[93-95] and riboflavin [79]. Obviously, photoionization (e.g. by 193 nm light) 
and laser multi-photon excitation will equally lead to such species [96-98]. 
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4.2. Pyrimidines 
The observation of heteroatom-centered radicals by EPR from the 

nucleobases uracil, thymine [cf. reactions (94) and (95)], cytosine [23, 99] as 
well as 2'-deoxycytidine [21, 99] is evidence that a radical cation is indeed a 
likely intermediate in the reaction of the sulfate radical with pyrimidines. 

0 0 ]'* 0 
H.N~J~CH3 SO~| 

1 . .  

0 NH? "NH 
I I  

H ' N ' ~ ' ~ H  N H N H 

�9 " ~IR 

As an electrophile, the sulfate radical adds preferentially to an electron-rich 
position of the substrate, C(5) in the case of pyrimidines [reaction (96)]. It is 
generally thought that the transformation of the pyrimidine-sulfate-radical- 
adduct into the radical cation [e.g. reaction (97)] is fast (the pyrimidine sulfate- 
radical adduct has escaped detection by EPR), and that the transient accessible 
to observation is the radical cation [100], even though evidence has recently 
been claimed [101] for a relative longevity of some sulfate-radical adducts 
which are thought to mimic the behaviour otherwise expected of the pyrimidine 
radical cations (e.g., strongly-oxidative behaviour, non-reactivity toward 
oxygen). Crucially in this context, in the presence of phosphate anion the 
phosphate-adduct radical is formed [102] when the reaction is initiated by the 
sulfate radical. This strongly suggests the intermediacy of a radical cation to 
which the phosphate ion attaches. 

Behaviour similar to that of SO4"-is expected of the phosphate radical anion. 
In the latter case, however, an adduct radical is observed by EPR. The fact that 
this is the C(6)-adduct not the C(5) one was explained through the assumption 
that a rapid 5,6-shift follows the initial addition at C(5), which leads to the 
thermodynamically more stable C(6)-phosphate adduct [102]. At pH > 6.5 the 
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5,6-shift is sufficiently slow to allow the interception the C(5)-phosphate adduct 
by a spin trap [ 103]. 
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Pulse radiolysis shows that the pyrimidine radical cations are fairly strong 
acids and rapidly deprotonate at a heteroatom [reaction (98)]. As 
protonation/deprotonation reactions at heteroatoms are easily reversible, the 
radical cations are regenerated upon reprotonation. Deprotonation at carbon or 
reaction with water yields the final free-radical products [reactions (99) - (101)]. 
It is noted that in thymidine [23] and 5'-thymidylic acid [104] the allylic 
thymine radical is observed by EPR and there is very little question that its 
precursor is the thymine radical cation. The identification of the C(6)-OH-5-yl 
radical by EPR supports the view [100] that reaction with water competes with 
the deprotonation at methyl. Due to the ready oxidation of the (reducing) C(5)- 
OH-6-yl by peroxodisulfate, this type of radical is only observed at low 
peroxodisulfate concentrations in these systems, i.e. the (oxidizing) C(6)-OH-5- 
yl radicals are correspondingly enriched under conditions favourable to a chain 
reaction [22]. In the case of 1,3-dimethyluracil the interesting characteristics of 
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this kind of chain reaction have been closely investigated [105]. It is nearly 
independent of the peroxodisulfate concentration, but shows a marked 
dependence on the 1,3-dimethyluracil concentration. Thus it appears that the 
rate determining step, i.e. the reaction of the reducing C(5)-OH adduct radical 
with peroxodisulfate (k = 2.1 x 105 dm 3 mol 1 sl), does not just yield 
exclusively sulfate, the glycol (via hydrolysis of the ensuing carbocation) and a 
new sulfate radical (the trivial case, cf  [ 106, 107]), but that a "sluggish" radical 
is created as well. In the case of 1,3-dimethyluracil this suggests that the 1,3- 
dimethyluracil carbocation, the sulfate radical and the sulfate dianion, formed 
within the cage [reaction (102)], have three options to react. 

The carbocation may recombine with either of the two anions or react with 
water [reactions (103)-(105)]. When the carbocation combines with the sulfate 
radical [reaction (105)], an oxidizing species is formed which, however, is not 
as reactive as the sulfate radical but nevertheless contributes to the propagation 
of the chain with a slow rate (k = 1.2 x 104 dm 3 mol 1 s~), and thus the chain 
length becomes dependent on the 1,3-dimethyluracil concentration. 
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In the case of 1,3,6-trimethyluracil, the same type of chain reaction is observed 
[108] with one minor difference: while in 1,3-dimethyluracil the glycol is the 
only pyrimidine chain product, there are two chain products in 1,3,6- 
trimethyluracil, namely the glycol and 1,3,6-trimethylisobarbituric acid, formed 
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in a ratio of 2:1. The latter is believed to arise from the glycol monosulfate by 
the elimination of H2SO4. It is noted that a deprotonation at C(6)-methyl does 
not take place, in contrast to the situation in 1,3-dimethylthymine (C(5)-methyl) 
and other thymine systems discussed above. In pulse radiolysis upon sulfate 
radical attack on uridine and its derivatives (but not with 2'-deoxyuridine), UV- 
spectral behaviour is observed [109] that is untypical for sulfate radical 
reactions with pyrimidine bases. On the basis of EPR experiments [23, 104] 
these observations can be interpreted by an intramolecular H-transfer and 
deprotonation, giving rise to the C(2')-radical [reaction (107)] and 
corresponding base release [reaction (108)]. 

This type of reaction occurs with even higher yields in the case of cytidine 
[99]. As in other cases, in the presence of peroxodisulfate the reaction turns into 
a chain reaction, and base release yields strongly depend on the dose rate [110]. 
However, with 2'-deoxyuridine and thymidine, the C(5)-OH-6-yl radicals are 
observed upon sulfate-radical attack whereas with 2'-deoxycytidine an N- 
centered radical is formed. [21, 99] 
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4.3. Purines 
Among the nucleobases, guanine has the lowest ionization potential [111] 

and hence is most readily oxidized. This is of importance in DNA where the 
"positive hole" created in the direct effect tends to become localized at a 
guanine moiety. One-electron oxidation of guanine (neutral base) is achieved by 
the usual oxidants such as T12+, SO4"-and Br2"-and produces the radical cation. 
Weaker oxidants such as N3" [112] and the dimeric tetramethylthiourea radical 
cation [ 113] are capable of oxidizing guanine only at high pH, i.e. in its anionic 
form, and produce the guanyl radical. It is likely that depending on the nature of 
the oxidant, oxidation can take place by direct electron transfer as well as by 
addition-elimination. The radical cation formed in these reactions is an acid 
[114] (pK~ = 3.9; [115] and readily deprotonates at a heteroatom to yield the 
corresponding neutral radical [equilibrium (109)]. Since the parent compound 
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deprotonates at N(1) (pKa = 9.4), it is not unlikely that the radical cation 
deprotonates at the same position. At high pH the neutral heteroatom-centered 
radical deprotonates further [equilibrium (110), pKR = 10.8 [ 116]]. 

�9 * ( 9  

H2N (109) H2N" ~'N / --I N (110) H N ~ - . , N ~ I ~  
R R R pK = 3.9 pK = 10.8 

The guanyl radical is readily reduced by electron donors such as N,N,N',N'- 
tetramentyl-p-phenylenediamine, ascorbate, ABTS [117] or bisbenzimidazole 
derivatives, e.g. the Hoechst group of fluorescent dyes [118]. The good linear 
relationship between the rate of electron transfer from the reductant to the 
heteroatom-centered guanyl radical is evidence [117], but not proof (cf. [119, 
120]) that this reaction proceeds via an outer-sphere electron transfer. At high 
pH, when the guanyl radical is deprotonated, poorer reductants no longer are 
capable of reducing this intermediate [117]. As an important facet of guanine 
free-radical chemistry, at around pH 10 the guanyl radical derived from 2'- 
deoxyguanosine is not stable and slowly decays by a unimolecular process (in 
competition with its bimolecular decay) [110, 112]. The products of this 
reaction are unknown. The guanine radical cation (pKa = 3.9) is a weaker acid 
than the protonated parent (pKR = 2.4) but a stronger one than its corresponding 
neutral parent (pKa = 9.4). 

Due to the high spin density at the heteroatoms and a correspondingly low 
one at carbon, the guanyl radical does not react with 02 on the pulse radiolysis 
time scale [75]. This low reactivity is further supported by the observation that 
even at the low dose rates of 7-radiolysis there is merely a small uptake of 02 
[G(-O2) = 0.7 • 10 -7 mol j-l] when the heteroatom-centered 2'-deoxyguanosine 
radicals are generated by T12+ in N20/O2-saturated solution [121]. 

Adenine has a considerably higher oxidation potential than guanine [111], 
and for this reason it is not as readily oxidized, even by strongly oxidizing 
radicals, SOn'- excepted. The pKa of the adenine radical cation, at less than 1 [5], 
lies below that of its guanine analogue. 
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Radiation chemistry of proteins 

C h a n t a l  H o u 6 e - L e v i n  a n d  C6cile Sicard-Rosel l i  

L. P. C. R., UMR 8610 Universit6 Paris-Sud-CNRS, B~t. 350, Centre Universitaire, 
F-91405 Orsay cedex, France 

Radiation chemistry of proteins has been studied for more than 30 years. 
This field leads to numerous applications. For instance it is a basis for improving 
protocoles of radiosterilization of food (1), drugs, etc... It has been recognized as a 
very powerful tool for exploring structure-reactivity relationships in proteins (2, 
3). Protein radical chemistry is also essential for the unders tand ing  of 
development of several important pathologies related to oxidative stress (4, 5), 
ageing, neurodegenerat ive  diseases (6), radiobiology (7)... and in signal 
transduction processes (8). In addition, disconnected with any interaction of 
ionizing or UV irradiation, protein free radicals play roles in cellular life since 
they are part of many enzymatic systems (9). 

Several reviews were already published about radiolysis of amino acids (7, 10), 
proteins in the solid state (11) or in aqueous solutions (2, 3, 7, 12). In this review, 
our aim is not only to present most recent data but also to give an overview of 
the unknown aspects in protein radiation chemistry as well as in some of the 
expected biological consequences of protein radiolytic modifications. 

1. R A D I O L Y S I S  OF P R O T E I N S  IN THE S O L I D  S T A T E  

Under irradiation, proteins are affected by direct and indirect effects of ionizing 
radiations. When these macromolecules are in liquid solution, direct effects can 
be neglected and the indirect effects are predominant. On the contrary, in solid 
state, proteins are ionized mainly by direct interaction (11). 

Proteins in solid state can be found in different forms, lyophilized or in frozen 
aqueous solution. Under irradiation, lyophilized proteins mostly aggregate, as 
was shown for egg-white lysozyme irradiated at room temperature (13, 14, 15, 
16). On the contrary, irradiation of frozen protein solutions gives rise to 
fragmentation (11, 16 and references therein). Rupture of the N-Co~ bond of the 
polypeptide chain seems to be responsible for fragmentation, as it was observed 
for homopolymers irradiated at 77K (17). 
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In sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE), 
bands of determined apparent molecular mass appear. Thus fragmentation can 
be specific or non-specific, depending on the conditions of irradiation. The 
presence of hole scavengers increases the formation of specific breaks. For 
example, irradiation of lysozyme at 195 K, under nitrogen atmosphere and in the 
presence of tr is-hydroxymethyl-aminomethane buffer, produces 11 specific 
fragments (16). Using SDS-PAGE analysis, the mass of these fragments were 
determined between 2650 and 11250 Da. In addition, sequencing analysis revealed 
that all the fragmentation sites are located at the surface of lysozyme at the loops 
and turns. This result is in agreement with that of aspartate transcarbamylase, for 
which fragmentation was localized in the connecting loop of the protein (18). 
The importance of the tertiary structure of a protein for the radiation-induced 
fragmentation was investigated more precisely (19). Proteins whose tertiary 
structure is well-known, and which undergo a conformationnal change were 
studied. For example, citrate synthase was irradiated in the presence or in the 
absence of substrates or cofactors such as oxaloacetate, acetylcoenzyme A, or 
citrate. Native, molten globule and denatured lactalbumin was also irradiated. It 
then appeared that a more compact protein has a higher resistance to radiations 
(quantified here with the D37 value). Indeed, under denaturating conditions, for 
example in the presence of urea, the fragmentation is found random. Breaking of 
the polypeptidic chain seems to be a surface phenomenon. The origin might be 
electron and /o r  hole localization at the surface, coming or not from migration 
from the inside of the protein. A participation of the solvent during 
redissolution for analysis cannot be excluded. However nothing is known 
concerning side chain modifications. 

Interestingly, irradiation of polymeric proteins in the frozen state, induces 
fragmention of the subunits but no dissociation of the oligomeric structure (20). 
Miller et al. (20) reported the effects of radiation on dimeric, tetrameric and 
hexameric proteins at - 135 ~ After irradiation of protein frozen solutions, size- 
exclusion chromatography and SDS-PAGE analysis revealed no appreciable 
dissociation, indicating that monomers are not released. Then, high dose of 
irradiation can cause fragmentation of several subunits, but only very little 
dissociation of the protein structure. 

Garrison (10) proposed that this fragmentation involves dry electrons which 
react with the carbonyl groups of the protein, leading to a breakage of the CO-NH 
bond. Symons (21) and Sevilla's group (22) proposed a mechanism in which the 
first radical is localized on Cc~ (ou b). It then undergoes a scission of the N-C(~ 
bond in agreement with experimental results of Morishima and Hatano (17). 
This hypothesis has suggested theoretical studies by quantum mechanics 
methods, of C-H and C-C bond dissociation energies and reduction potentials of 
several amino-acids (23, 24, 25). The authors show a marked increase in the ease 
of abstraction of H in the C(~ radical in the series Ala, Ser and Thr. 
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2. R E A C T I O N S  OF WATER P R I M A R Y  R A D I C A L S  

Proteins react very efficiently with primary water free radicals, e'aq and OH ~ 
free radicals may react with many targets and hence various forms of 
modifications are expected: of the polypeptidic backbone (dimerizations and 
polymerizations, fragmentations), and of residues. These reactions have been 
studied extensively, especially those of "OH free radicals because of their 
importance in biological oxidative disorders (5, 7). 

2.1. Reduction by hydrated electron 
It is known that hydrated electrons react with the carbonyl groups of peptidic 

bonds. Consequences seem to be fragmentation and ammonia liberation in 
amino-acids. This cleavage is supposed to take place at the free radical level : 

(9 
H3N 

\ 
e'aq + CHR 

o| 

| 
H3N 

\ 
CHR 

oo . 
o| 

NH 3 + ~ 

G-values of ammonia were measured after reduction of amino-acids and 
peptides (7, 9), and of some proteins such as histones that contain relatively low 
amount of sulfur residues and histidines (26). They may reach the G(e-aq) value. 
The high reactivity of e'aq toward peptidic bonds is also responsible for the 
progression of the rate constant with the number of carbonyl groups in small 
peptides (table 1). The deaminated radical was observed by pulse radiolysis 
(absorption maximum around 430 nm, extinction coefficient at this wavelength 
ca. 1100 mo1-1 1 cm -1 (3). 
e'aq reacts with almost all amino-acids. The reaction is faster with protonated 
histidine than with its unprotonated form. The fastest reaction is with disulfide 
groups (table 2). Free radicals are easily identified by their absorption spectra in 
pulse radiolysis (table 3). Thus reactions of e-aq with proteins are always very fast 
(table 2), with rate constants equal or above the diffusion limited rate constant 
value in water (ca. 2 x 1010 mo1-1 1 s -1. This rate constant decreases with increasing 
pH (27). In horse heart myoglobin, this variation was interpreted as coming from 
interaction of e'aq with protonated histidines (28). Identified final compounds 
include fragments and proteins reduced at disulfide bonds. However ,  the 
probability of reaction with a determined site (e. g. disulfide bond) is not related 
to the rate constant of reaction of the corresponding amino-acid. It has beer 
shown long ago, for instance, that for ribonuclease in the native state (29). 
disulfide groups do not react with hydrated electron whereas they do in the 
denatured protein. Similarly, the reactivity of histidine groups was followed b~ 
pulse radiolysis (30, 31). The authors reported a lack of reactivity for some 
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Table 1 
Rate constants of reactions of e-aq with some aliphatic amino-acids and some 
peptides. 

Amino-acid or peptide 
Rate constant (mo1-1 1 s -1) 

Gly 8.2 xl06 

Gly-Gly 3.7 x 108 

Gly-Gly-Gly 1.8 x 109 

Ala 9.0 x 106 

Ala-Ala 2.0 x 108 

Ala-Ala-Ala 4.9 x 108 

(Ala)4 1.2 x 109 

(Ala)5 1.9 x 109 

(Ala)12 6.1 x 109 

(Ala)20 1.2 x 1010 
Data are taken from: G. V. Buxton, C, L. Greenstock, W. P. Helman and A. B. 
Ross, J. Phys. Chem. Ref. Data 17 (1988) 513. 

proteins like lysozyme, although this residue was on surface. Thus the reactivity 
of a target is not only controlled by its accessibility. 

When the protein contains a reducible prosthetic group (metal ion, flavin, 
quinone...) this group can be reduced with a yield strongly dependent on the 
protein. As an example, reduction of flavoproteins was extensively studied. In 
some of them the flavin is the most probable target (32). In others, the flavin is 
partly or totally non-reactive (33, 34). In flavoproteins, the flavin is almost always 
inside the protein matrix and contact with the solvent is limited. The degree of 
reactivity is thus not only related to its accessibility and the reduction might be 
due to intramolecular electron transfer (see 5). 

In haemeproteins, the target is not Fe 3+ ion but the porphyrin itself (35). Thus 
the reduction is very little affected by the oxidation state of the metal ion, or even 
its presence or absence (36). 

2.3. Oxidation by Hydroxyl Radical and Hydrogen atoms 
Reactions of hydroxyl radical are of particular importance because of theil 

probable involvment in many pathological processes related to oxidative stress. 
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Table 2 
Rate constants of reactions of e'aq with some amino-acids and proteins. 

C o m p o u n d  Rate Constant (mo1-1 dm3 s -1) 

Amino-acids 

Tyrosine 1.6 x 109 

Protonated Histidine 7 x 109 

Cysteine 8.7 x 109 

Cystine 1.3 x 1010 
. . . .  , ,  

Proteins without  prosthet icgroup 

a-chymotrypsin  2.0 x 1010 

trypsin 3.0 x 1010 

lys0zyme 4.6 x 1010 

Proteins with metallic prosthetic group 

ceruloplasmin 9 x 1010 

azurin 1.0 x 1011 

catalase 2.0 x 1011 

cytochrome c 1.0 x 1010 

ferredoxin, 2Fe-2S 9.7 x 109 

super0xyde dismutase 1.3 x 1010 
, , 

Data are taken from: G. V. Buxton, C. L. Greenstock, W. P. Helman and A. B. 
Ross, J. Phys. Chem. Ref. Data 17 (1988) 513. 

OH" radicals would be produced in vivo mostly by the Fenton system (Fe 2+ + 
H202)  (5). Reactions of H atom are poorly known compared to those of O H ' ;  
however, they are believed to have similar mechanisms. 
OH ~ free radicals do not react with the peptidic bond, but they may wi thdraw an 

H atom to the (~-carbon. In the absence of oxygen, the fate of this free radical is 
not well known. In amino-acids, decarboxylation occurs (37), thus it might  end 
up with protein fragmentation. In the presence of oxygen, a peroxyl radical is 
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Table 3 
Spectral properties of some important amino-acid free radicals in peptides and 
proteins. 

. . . . .  

Free Radical Absorption maxima Reference 
in nm 

(average extinction coefficient 
tool -1 1 cm -1) 

Reduced amino-acids 

disulfide anion 420-440 (38) 
(6000-8000) 

protonated disulfide 400410 (38) 
(1000-1300) 

histidyl 360 (39) 
(200o) 

Oxidized amino-acids 

thiyl 320-340 (40) 
(300) 

methionyl 
S-N bonded 

S-O bonded 

S-S bonded 

390400 (41) 
(6600) 

390-400 (42) 
(3900) 

490 (43) 
(5000-7000) 

tyrosinyl 410 (44) 
(2600) 

tryptophanyl 510 (45) 
(1800) 

H 0 H 0 
I II I II 

/ N ~ . . _  C ~  + "OH ~_ / N ~ C ~  

H R R 

+ H20 

formed which releases superoxide. The process leads also to polypeptide chain 
fragmentation (10, 46, 47, 48). 

In cyclic dipeptides cyclo(Gly)2 and cyclo(Ala)2 a single type of radical is 
formed, in each case by abstracting a carbon-bound H atom at the ring (49). In 
N20-O2 atmosphere, peroxyl radicals eliminate superoxide ions in a base- 
catalyzed reaction. The main products are 3-hydroxy-2,5-dioxopiperazine, 2,3,5- 
trioxopiperazine and 2,5-dioxo-2,3,4,5-tetrahydropyrazine. 
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H O H O 
I !1 i II 

/ N ~ C N  + 0  2 . / N ~ . _  C ~  

R -O 2 R 

1 -0  2 - 
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O R 

OH free radicals react with almost all amino-acids. For aliphatic residues, rate 
constants are correlated with the strength of the X-H bond(X = S, C or N) (1). Thus 
the reaction is relatively slow with glycine (k = 1.7 x 107 mo1-1 1 s -1) and fast with 
the -SH function of cysteine (k = 1.9 x 1010 mol-ll s-l). The thiyl radical formed 
upon oxidation of cysteine, whose spectral properties are in table 3, is formed but 
a carbon-centered radical is also present (50, 51). In the presence of oxygen, thiyl 
radical fixes 02 giving peroxy radicals (52). These radicals may photoisomerize 
into sulfonyl radicals RSO2. (53). In small molecules, disulfide groups can also be 
oxidized. This reaction was not demonstra ted in proteins,  but  cannot  be 
neglected. A disulfide radical cation is formed (54). Final compounds  are not 
known.  

Reactions are fast with aromatic residues (k-- 109 mo1-1 1 s-l). They begin by OH 
addition to the ring. With phenylalanine, addition occurs preferentially on the 
ortho position relative to-CH2CHCONH group (55). For tyrosine, addit ion takes 
place mostly at the ortho position relative to the phenol function. However ,  in 
both cases additions can also be expected on other positions. In tryptophan,  the 
indole ring is more reactive than the phenyl one. OH-adducts  may release OH- 
giving phenoxyl  (from tyrosine) or indolyl (from tryptophan)  radicals whose 
absorption spectra are well characterized (table 3). 

Oxidation of methionine residues has been widely studied. Reaction of OH is 
fast (k= 1010 mol 1-1s -1) and proceed via formation of an OH-adduct  > 'S-OH,  the 
hydroxy sulfuranyl  radical (42). This radical eliminates water,  yielding the 
monomeric radical cation >S ~ which then stabilizes through formation of >S-X 
radical species, X= N, O or S (56). In methionine amino-acid, the free radical 
undergoes ring closure with the amine function to give cyclic >SN radical (57) 
which then gets decarboxylated. Final compound seems to be methionine 
sulfoxide. When methionine is in a peptide, the fate of the hydroxy sulfuranyl 
radical is strongly dependent  on the position of methionine in the peptide, 
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+H3N N + H 3 ~ c  H 

c . _  c o o  

CH 2 ~ ~'~ CH 2 
/ -H 20 - CO 2 / 

H O - - -  S" COO S 
\ \ 

CH 3 C~ 

neighbouring residues, the conformation and the pH. In Ser-Met and Thr-Met, it 
leads to side chain fragmentation of Ser and Thr into aldehyde function (58). 
Formation of a ldehyde requires an N-terminal Ser or Thr residue and the 
presence of methionine in the sequence. An intermediate is >SN radical. The 
most  sensitive step is cyclization of the free radical. Preferentially 5- or 6- 
membered cycles are formed. Cyclization may involve N-terminal or carboxylate 
groups.  If such functions are not available in a sterically favourable site, 
dimerization with  a non-oxidized peptide occurs which gives either disulfide 
radical cation, S-N ~ or S-O ~ radical cations (59, 60). Decarboxylation seems to 
arise from intramolecular electron transfer between >S ~ and the C-terminal 
a n d / o r  interaction between >S-OH or >S-N bond and a protonated amino group 

positioned a to a carboxyl group (61, 62). 
The main identified final products of oxidation of residues by OH radicals, are 

listed in table 4. From this table, it appears that, whereas the nature of the free 
radicals formed upon oxidation of residues is well known, on the other hand 
identification of the final compound is far from being complete. Goals are 
nevertheless important,  since this knowledge is crucial for the understanding of 
biological d isorders  related to oxidative stress. Some of these identified 
compound are used as markers of oxidative stress in vivo (5). 

Knowledge of the one-electron reduction potentials is essential to predict 
chemical properties of protein free radicals. Some of them were measured in 
model compounds  and peptides, because of difficulties to deal with proteins. 
They are listed in table 5. Values do not change much with neighbouring amino- 
acid in small peptides. However, they might  change considerably in proteins. As 
an example, some two-electron reduction potentials of disulf ide/ thiol  sytems 
were measured in a few proteins involved in thiol-disulfide exchange and their 
values do vary with the protein (63). Pr6tz and coworkers (64) proposed that by 
decreasing oxidation strength, one may expect 

Met /SN ~ (Met/SS ~ >Trp ~ >TyrO" > thiyl >RSSR~ radical. 

Limited data is available concerning G-values of amino-acid modifications in 
proteins. However, as it is for hydrated electrons, the yield of oxidation of amino- 
acids is not only related to the rate constant of the reaction of the amino-acid free 
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Table 4 
Main identified final products formed by oxidation of some amino-acids by "OH 
radicals. 
Amino-acid Products References 

Histidine asparagine (65) 
aspartate (66) 
2-oxo histidine * (67) 

Phenylalanine o-tyrosine (46, 68, 69, 70) 
m-tyrosine 
p-tyrosine 
dimers (71) 

Tyrosine 2, 2' bityrosine (70, 72, 73, 74) 
dihydroxy-phenylalanine (75) 
(DOPA)** 

Leucine 

Valine 

~,-hydroxyleucine*** 
8-hydroxyleucine*** 
[3-hydroxy valine*** 
2-amino-3-hydroxy-3- 
methyl butanoic acid*** 
~,-hy drox yv aline*** 

(76) 

(77) 

Tryptophan N-formyl kynurenine 
kynurenine 
hydroxy tryptophans 

(55, 78) 

Proline glutamate? (64) 

Cysteine disulfide (7, 12) 
sulfonate* (79) 
sulfenic acid* (78) 

Methionine  methionine sulfoxide (80) 

* in the presence of oxygen 
** isolated with "OH formed by the Fenton system 
*** in the presence of oxygen. Precursor is the corresponding hydroperoxide. 

in solution with OH. The most sensitive ones seem to be the aromatic residue~ 
and thiol groups. The main problem encountered with the measure of G-values 
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Table 5 
One-electron reduction potentials of amino-acids and model compounds. 

redox couple Compound  E ~ (V) Reference 

TyrO~ amino-acid in solution 0.94 (81) 
small peptides 0.87-0.91 (82) 

Trp~ amino-acid in solution 1.05 (81) 
small peptides 0.99-1.15 (82) 

RSSR ~ + / RSSR lipoate 1.1 (54) 

RSSR/RSSR~ cystine*, -1.7 
[~-mercaptoethanol -1.5 

oxidized* 
lipoamide* -1.6 

(83) 
(84) 
(84) 

RS ~ / RS- cysteine 1.1 (83) 

RS ~ / RSH [~-mercaptoethanol 1.35 (84) 

Met / SN ~ + Met-Gly 1.4 

His~ amino-acid in solution 1.17 (85) 
calculated. " " ' 

of oxidation, is the instability of aromatic amino-acids in conditions of analysis, 
and the lack of experimental methods avoiding destruction of residues. Table 6 
gives the G-values of destruction of some amino-acids in histone H2A in an 
a tmosphe re  of N 2 0  (86). Consider ing that G(~ ~tmol j-l ,  the 
stoichiometry is far from being observed. 

Table 6 
G-values of destruction of some amino-acids of histone H2A, after reaction with 
"OH in an atrn.osp.here of N20 (86). 

G(-His) G(-Tyr) G(-Phe) 
~tmol J-1 ~tmol J- 1 ~tmol J-1 

0.02 0.023 0.0i0 . . . . . . .  

In conclusion, oxidation of proteins by "OH free radicals gives birth to 
modified proteins, dimers, polymers and /o r  fragments. As for metalloproteins, a 
variable proportion of OH radicals reacts with the metal center. For instance, in 
fer rocytochrome c, Fe 2+ is oxidized with a yield of ca. 5% (87) whereas in 
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ferricytochrome c, Fe 3+ is reduced with a yield of 25-50% (87). The mechanisms of 
these two reactions are poorly known and involve intramolecular steps. These 
mechanisms are still being studied because of their t remendous importance in 
biology. 

2.3 Reactions of superoxide anion 
Despite their increasing biological importance, reactions of superoxide 

anion and of its acidic form, hydroperoxyl radical, wi th  proteins, are little 
understood.  More generally speaking, the chemical basis of biological role of 
superoxide is still questioned (88). 

It is known that superoxide reacts very slowly with all amino-acids since 
all rate constants are below 100 mol d 1 s -1 (89). Hence its reactivity with proteins 
wi thout  prosthetic group is low (89). One exception seems to be collagen, in 
which proline residues are oxidized into hydroxyproline (90). On the other hand, 
superoxide reacts efficiently with free radicals such as tryptophanyl radical (91). 
Reaction is fast with metalloproteins. It proceeds mostly by oxidizing or reducing 
the metal  center. Some characteristics and rate constants of reactions with 
metal loproteins are given in table 7. It is obvious that products  are often 
unknown  and that the mechanism is sometimes unclear. It seems that there is 
no react ion wi th  transferrin (92) and horseradish  and lacto-peroxidase 
compounds II (93). The reason is unknown. 

02  "- reacts with various forms of hemoglobin: hemoglobin is oxidized to 
methemoglob in  and methemoglobin  is reduced to hemoglobin  (94). Both 
reactions have rate constants of the same order of magni tude (ca. 103 tool -1 1 s -1 
(95)). O2 ~ seems to accelerate autoxidation of hemoglobin. In addit ion,  the 
protein gets polymerized (96). 

Superoxide ion reduces Fe3+-cytochrome c (k = 2.6 xl05 mo1-1 1 s -1 (97)) but 
can also oxidize Fe2+-cytochrome c. The free radical seems to attack one of the 
edges of the heme and the kinetic control is due to electrostatic guidance to the 
he ine .  

The most  striking reaction of 02 ~ is with the family of superoxide 
dismutases  (98, 99, 100). That with Cu-Zn SOD was specially studied.  Rate 
constants can be higher than 109 mo1-1 1 s -1 with Cu-Zn superoxide dismutase and 
somewhat  smaller with other SODs (ca. 107 mo1-11 s-l). The reaction is controlled 
by electric potential surrounding the macromolecule and more precisely by lysine 
residues of the active site (101). The guidance of superoxide to the active site is so 
efficient that 10% of the collisions lead to reaction (102). At physiological ionic 
strength, the invariant Arg141 is essential in determining the electrostatic forces 
facilitating the diffusion of the substrate towards the active site (103, 104). A 
recent characterization of the functional properties of Cu-Zn SOD of P. leiognathi 
has shown that this enzyme has of 8.5 xl09 mo1-1 1 s -1 (105). A mutant  of this 
enzyme E59Q in which a glutamate close to the active site has been charged 
neutralized to glutamine, is even more efficient (1 x 1010 mo1-1 1 s -1) (106). 
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Table 7 
Reactions of superoxide anion with some meta!loproteins. 

enzyme Rate Products and comments 
constant 
(mol-ll s-l) 

Fe 3+ peroxydase C N.D. no H202 formed after reaction 

Ref. 

(107) 

peroxidase A2 < 103 
peroxidase C N.D. 

Cu(I) thionein 7.5 x 106 
oxidized protein, perhaps Fe III 
no oxidation of copper, little Cu n 
released 

(~0s) 

(108) 

lactoperoxidase N.D. reduction to compound II (109) 
compound I 

indoleamine2, 3 8x 106 formation of the oxygenated (110) 
dioxygenase enzyme, protein activated 

catalase compound I 5 x 106 reduction to compound II (111) 

catalase formation of compound III 
myeloperoxidase- formation of compound III 

Fe3+ 
- horse 8 x 106 

- human 5 x 106 
lactate 1.0 x 105 Disappeance of NADH via chain (113) 

dehydrogenase - reaction 
NADH (complex) 

(112) 

Brownian dynamics simulation suggests that such a high value is due to an 
enhanced substrate attraction by the modified electric field distribution. The 
reaction with Mn SOD was less deeply studied. The proposed mechanism 
involves adducts Mn2+(O2 ~ (114). 

3. I N S I G H T  I N T O  M E C H A N I S M S :  R E A C T I O N S  OF O T H E R  FREE 
R A D I C A L S  

The water primary radicals reactions occur on many targets and therefore 
study of the mechanisms of their reaction is difficult. First, upon attack of a 
specific amino-acid, several free radicals may be formed. As a consequence, many 
final compounds appear. Their yields are strongly dependent on conditions of 
irradiation (temperature, ionic strength, pH...). Second, the attack usually 
concerns several amino-acids. Third, the initial reaction is often followed by 
intramolecular rearrangements (see section 4). However some selectivity is 
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Table 8. 
Rate constants of reactions of the most used oxidizing secondary radicals, with 
amino-acids, peptides and proteins. 
Free Radical Reactant 

Br2 �9 - 

Rate constant 
(mo1-1 1 s -1) 

Cysteine 1.8 x 108 
glutathione oxidized 7 x 107 

Histidine 1.9 xl07 
Meth ionine  (1.7-2) x 109 
Tryptophan 7.0 x 108 

Tryptophan in small peptides (1-5) x 109 
Tyrosine 2 x 108 

Tyrosine in small peptides (4.6-10) x 107 
Proteins (4-10) x 109 

NO2 ~ Cysteine >5 x 108 
Tryptophan <5 x 105 

Tyrosine I x 106 
Tyrosine in small peptides 2.9 x 107 

N3 ~ Cysteine 1.4 x 107 
Meth ionine  <1 x 106 
Tryptophan 4.1 x 109 

Tryptophan in small peptides > 3 x 109 
Tyrosine 1.0 x 108 

Tyrosine in small peptides (1-2) x 108 
Proteins (6-60) x 108 

E)ata are taken from: P. Neta and R. E. Huie, J. Phys. Chem. Ref. Data 17 (1988) 
1027. 

observed. To get a better understanding of the free radical reactions and of the 
subsequent  rearrangements,  more specific secondary radicals towards  amino- 
acids are used (115). Some rate constants of reaction of free radicals with amino- 
acids are given in table 8. 

The chemistry of NO2"was reviewed (116). Few data concern reactions of NO2 ~ 
with proteins. It seems to react only with tyrosine (117). Since NO2 ~ seems to be 
formed in the course of peroxynitrite decay (118), its reactions with proteins are of 
great interest. 

In agreement  with the rate constants measured for amino-acids in solution, 
azide radicals attack primarily mostly tryptophan whereas halides like dibromide 
may  also r eac t -wi th  methionine.  Thiocyanate radicals are also specific of 
t ryp tophan  residues. However this process is a reversible equilibrium between 
lysozyme (119). 
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In peptides and proteins, oxidation of tryptophan is followed by tryptophanyl 
radical reduction by tyrosine, leading to tyrosinyl radical. This reaction was 
shown first by Pr~itz and co-workers (120). Azide radicals are very convenient for 
this study. This process is easily visualized by pulse radiolysis since both free 
radicals absorb at different wavelengths (table 3) and the time scale for this 
reaction goes to microsecond for small peptides to millisecond for proteins. This 
reaction may occur by intramolecular step and thus it constitutes an excellent 
model to investigate long range intramolecular electron transfer. These results 
will be discussed further (see 5.1). 

Organic carbon-centered radicals from alcohols seem to react mostly with thiol 
functions in amino-acids (cysteine) or small peptides such as glutathione (121). 
The reaction is the so-called "repair process" 

R ~ +R'SH ~ RH +R'S ~ (1) 

in which thiol groups trap oxidized free radicals. For similar reaction in proteins 
one should take into account conformational changes induced by large amounts 
of organic compounds in the solution, and side effects due to reactions of 
radiolysis products such as aldehydes or ketones. 

As for reduction processes, CO2~ free radicals were shown to react specifically 
with disulfide bonds (122). They were extensively used to study the redox 
properties of disulfide bonds, thiyl and disulfide free radicals in proteins. This is 
discussed in paragraph 5. However, they do react with thiol functions also (37). 
For proteins containing a prosthetic group, the reduction concerns also oxidized 
valencies of metals and flavins, Flavin adenine dinucleotide (FAD) or Flavin 
Mononucleotide (FMN). The proportion of reduced disulfide/reduced prosthetic 
group varies considerably with the protein. For instance, l ipoamide 
dehydrogenase contains one disulfide bond close to a flavin (FAD). Free radicals 
can reduce only the flavin, although both are in the active site (123). In chicken 
egg white riboflavin binding protein, competitive formation of both disulfide 
and semireduced flavin is observed (124). 

Other reducing radicals were used. Reduction of flavodoxin was performed 
using methyl- or benzyl viologen (125). The authors show that the reduction 
process is driven by conformational change in agreement with earlier 
suggestions (126). Benzoate radicals can reduce the flavin in D-amino acid 
oxidase whereas hydrated electrons cannot (127). N-methylnicotinamide or 5- 
deazalumiflavin radicals were used to investigate the reduction of milk xanthine 
oxidase (128). The authors show the role of the iron-sulphur centers in mediating 
electron transfer between the molybdenum and flavin centers of the enzyme. 
Phosphite radicals reduce disulfide bond of lipoate in very basic medium (129) 
and thus can be expected to do the same with the proteins that can bear to be in 
such basic media. Isopropyl radicals also reduce peptide disulfide bonds, however 
one should be careful of reactions of acetone with protein residues. 

Pulse radiolysis was also used to elucidate the mechanism of catalytic action of 
monodehydroascorbate reductase, an enzyme containing FAD and using 
Nicotinaminde adenine dinucleotide (NADH) as reductant. The substrate is 
dehydroascorbate radical produced by pulse radiolysis (130). The authors show 
that this radical reacts with the protein to give the FADH ~ radical and that the 
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localization of cationic residues near the active site may provide electrostatic 
guidance to the anionic substrate of dehydroascorbate radical. 

4. T H I Y L  A N D  D I S U L F I D E  FREE R A D I C A L S  IN P E P T I D E S  A N D  
P R O T E I N S  

Among the various free radicals that can exist in proteins, the sulphur-centred 
ones coming from disulfide bonds a n d / o r  thiol function, are of major 
importance. First, they take part in enzyme catalysis (9). Second, they are 
involved in a variety of key metabolic processes like those involving glutathione 
and thioredoxin. The repair reaction (reaction (1)) was proposed to be a 
mechanism explaining the protective effect of thiol molecules toward e. g. DNA 
in all events related to free radical production including radiobiology (7, 131). 
The disulf ide/ thiol  system constitutes a redox couple whose two-electron 
reduction potential is equal to-0.1 to -0.3V in proteins (63). The two-electron 
transfer may involve the following steps 

+ e -  

RSSR ~ ~ RSSR o- 

RSSRH, 

RS" + RS ~ + e -  + 2H + 

2 RSH 

�9 ~ H + 
RS + RSH + 

Thus both thiyl RS ~ and disulfide radical are created either by oxidation of thiols 
or by reduction of disulfides. For small peptides such as glutathione, in the 
absence of oxygen and provided that the oxidant/reductant reacts only with the 
sulphur, the system seems totally reversible. In the presence of oxygen, RS ~ reacts 
with 02 (see 2.2) and thus other oxidized functions appear. 

The chemical properties of these free radicals were studied in small molecules 
such as dithiothreitol, lipoamide and glutathione etc... (For reviews see 7, 132). 
The thiyl radical is oxidizing (table 5). However, it is in tautomeric equilibrium 
with a carbon-centered free radical (49, 133) formed through base-catalyzed 
intramolecular rearrangement. This latter form is a reductant (49) and its fate is 
unknown. Thiyl radicals are also formed in proteins. They are somewhat uneasy 
to visualize because of their low extinction coefficient (table 3). In addition when 
they are formed by one-electron oxidation, tyrosinyl radicals are also created and 
thus thiyl radicals are hidden by their strong absorption (134, 135). However they 
may be observed when formed by reduction (37). 
In proteins, the easiest way to study this pathway is through reduction by COO ~ . 
The whole process is a chain reaction (136) acid-catalyzed by the protonation of 
the disulfide radical (37). The propagation step is the oxidation of formate ions by 
thiyl radical and thus depends both on the reduction potential of RS ~  



568 

Table 9. 
Some characteristics of the reaction of reduction of disulfides in proteins. 
Protein Mass nb. disulfide bonds k(protein + CO2~ Reference 

(kDa) - in the protein mo1-1 1 s -1 
- reducible (pH 8) 

Neo Carzinostatin 10.7 2 0.4 x 108 
(apo) 1 
Immunog lobu l in  164 16 1.4 x 108 
G 16 
Riboflavin 29.2 9 1.7 x 108 
Binding P ro t e in  9 
(apo) 
H e n  e g g - w h i t e  14.3 4 2.5 x 108 
lysozyme 1 
Thioredoxin 12 1 6.4 x 108 

1 

37 

37 

(137) 

(137) 

(138) 

couple and accessibility of the thiyl group in the protein. A systematic study of 
the properties of disulfide free radicals was performed using proteins without 
thiol functions. Some results are given in tables 9 and 10. 

The number of disulfide bonds that can be reduced varies considerably from 
one protein to another. The case of hen egg-white lysozyme was specially studied 
(139). The reactive 6-127 disulfide bond was identified by NMR after 
alkylation of the thiol functions. This bond is in the vicinity of the positively 
charged end of arginine 5 whereas the others are surrounded by aromatic rings, 
hence the radical anion is electrostatically stabilized. Modelization by quantum 
chemistry methods indicates that the most stable geometry of Arginine-disulfide 
radical anion is close to that of parent protein, indicating that the reorganization 
energy following reduction should be low. 

In table 10, some properties of disulfide radical anions are summarized. 
Examination of tables 9 and 10 leads to striking conclusions: the rate c(table 10) 
vary much more than those of formation. As a consequence, end products also 
vary: according to the protein, one gets reduced dithiol protein, dimers or others, 
such as fragment. In lysozyme, the fragmentation might be initiated by electron 
localization on Arg5 (137). Absorption spectra of disulfide anions are similar, 
although some differences in extinction coefficients are noticed. 
Thioredoxin behaves differently from other proteins. Because of the great 
interest of the sulphur function in this enzyme (it is the active site of this thiol- 
disulfide oxidoreductase), the reduction of oxidized thioredoxin was studied in 
detail (139, 140). The disulfide radical is much more acidic than in other proteins, 
and its decay leads only to the reduced protein. Site-directed mutagenesis was 
used to modify selectively two amino-acids, Asp30 and Trp35, in order to observe 
the modulation of the redox properties of the sulphur functions. It was thus 
shown that both residues play a role in the proton transfer associated to electron 
transfer, although differently: for instance, removal of W35 increases the pKa of 
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Table 10 
Some properties of disulfide radicals in proteins 

pKa Maximum Decay: 
absorption $ second-order 
(extinction (mo1-1 1 s -1) 
coefficient $ $ first-order 
mo1-1 1 cm -1) (s-l) 

(pH 8) 
5.7 425 $ 1.1 x 104 

(~ 500) ~ ~ 5.2 
6.5, 5.5, 440 $ no 

4.4 (3300) $ $ 94.3 and 14.3 

Protein 

Neo Carzinostatin 
(apo) 
Immunoglobu l in  
G 

Riboflavin 5.0 425 $ 3.3 x 105 
Binding Pro te in  (3900) $$ 2.7 
(apo) 
H e n  e g g - w h i t e  4.6 425 $ 5 x 106 
lysozyme (6600) $ $ 25.0 

Thioredoxin <3 440 ~; 4.0 x 105 
(6750) $ $ 6.7 

*P/(SH)2 denotes the reduced dithiol protein. 
**H= heavy chain, L = light chain, HL = heavy-light dimer 

End Ref, 
products 

P/(SH)2* 37 
? 

~ 

P/(SH)2* 37 
HL, H, L** 
chains 
P/(SH)2* (138) 
dimers 

P/(SH)2* (137) 
dimers 
fragment 
P/(SH)2* (140) 
only 

the disulfide free radical by ca. 2 units but renders the protein less reactive; 
removal of D30 makes the protein thiyl radical more oxidant towards formate. 

5. LONG R A N G E  INTRAMOLECULAR ELECTRON TRANSFER IN 
PROTEINS 

Long Range Intramolecular Electron Transfer (LRET) across peptides and 
proteins was suggested ca. 30 years ago (141, 142). Now this hypothesis has bee~ 
verified by numerous observations in model compounds, peptides, natural and 
modified proteins (for reviews, see 115, 143, 144, 145 and references therein). This 
phenomenon has biological significance in photosynthesis and respiration, and 
at a biochemical level, probably in all enzyme-catalyzed redox reactions. It has 
also been the subject of numerous theoretical treatments based upon Marcus 
Theory (146, 147, 148 and references therein). It is generally admitted that the rat~ 
constant depends on the driving force arG ~ a nuclear reorganization parametel 
(3,), and the electronic-coupling between the redox centers HAB. LRET rat~ 
reaches its maximum value for-Ar Go = ;~. The coupling efficiency depends on th~ 
distance between donor and acceptor. The rate constant decays exponentially witk 
distance (149) and an estimation of 1.4 ~-1 for parameter  value of thi, 
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exponential decay was first proposed, based on the reactions in bacterial 
photosynthetic center (150). 

5.1. LRET in model peptides 
Several types of donor-acceptor pairs were used: tyrosine-tryptophan, 

methionine-tyrosine and pairs of metal complexes. Spacer was specially designed 
peptides. 

The model of intramolecular reduction of tryptophyl radical by tyrosine was 
first developed by Land and co-workers (151, 152). The process is easily visualized 
by the use of azide radicals (see 3). Peptides were specially designed for this study. 
Pioneering work on this reaction was done on flexible oligoglycine peptides as 
spacers (151, 153, 154). Oligoprolines were then chosen since they are particularly 
appropriate as more rigid spacers. The donor and acceptor are thus held apart, the 
distance increases regularly with the number of prolines and a conformational 
analysis makes possible the determination of the donor-acceptor distance 
distribution. The number of prolines varied between 1 to 5 (155, 156, 157). The 
rate constant does fall off exponentially by increasing the number of prolines; 
however, the decay is more pronounced in Trp-(Pro)n-Tyr than in Tyr-(Pro)n-Trp, 
indicating a directionnal effect (156). [3 values were calculated by two methods, 
each assuming through-space pathway : (i) assuming each added proline equals 
3.1~, the authors found 0.37 and 0.25 K-1 for Trp-(Pro)n-Tyr and Tyr-(Pro)n-Trp 
respectively (156); (ii) by conformational analysis of the peptides, authors found 
0.28 ~-1 for Trp-(Pro)n-Tyr (157). Activation parameters were also determined in 
both groups. 

Recently, the conformational dynamics of the same peptides was taken into 
account and relative rate constants averaged over all the conformers were 
calculated for two assumed competitive pathways: through space (TS) or through 
the peptide backbone (TB) (158). The authors conclude that in shorter peptides, 
transfer occurs predominantly by TS pathway whereas it would take place by TB 
one for longer peptides. [~ value would be equal to 2.5 nm -1 for TB pathway. 

The role of proton transfer was also investigated. The rate constant of LRET 
decreases with increasing pH between pH 4 to 6 and then is constant between pH 
~7 and 11 (156). No chain-end effect is observed by adding lysine residues at both 
ends of the peptides. Replacing tryptophan by N-methyl tryptophan, the rate of 
LRET becomes one order of magnitude higher, however the ~ value is the same 
(159). The authors conclude that proton transfer is not rate-determining. 

Methionine radicals (Met/S-Br) can oxidize tyrosine or tryptophan residues in 
peptides by an intramolecular process (160, 161). Mean values of distances 
between Tyr and Met were calculated by conformational analysis of Met- 
enkephalin analogs using molecular mechanicss and Monte-Carlo techniques 
(162). A good correlation between distances and rate constants was found. 

The group of Isied measured pulse radiolytically initiated LRET from Os(II) to 
Co(III) (163) and from Os(II) to Ru(III) (164). The rates and activation parameters 
were determined. Shanze and coworkers worked with a Ru(II) complex linked 
through polyproline to a p-quinone (165) and with a Re(I) complex-benzoate pair 
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(166, 167). Initiation of electron transfer was made by excitation of the metal 
complex with UV-visible light. Although there are main differences between 
these systems, the obtained results have common features. For instance the rate 
constant always decreases exponentially with the distance in agreement with 
theory, but the [3 values are different �9 for instance [3 = 0.65 ~-1 for Os-(Pro)n- Ru 
peptides (163). Some of these experimental values were tabulated (145). They 
range between 0.2 and 2.1 A -1. 

In conclusion, it seems that no common value can be taken for ~, even when 
identical spacers are used. It might be that the pathway is not only determined by 
the spacer. 

5.2. Reduction of Tryptophan radicals by Tyrosine in proteins 
The Trp-Tyr model was also investigated in proteins. The most widely studied 

one was hen egg-white lysozyme about which LRET was first observed (168). This 
protein has several advantages, among which a well-known three dimentional 
structure in crystal and in aqueous solution. However, the drawback is that the 
protein contains six tryptophan and three tyrosine residues. The rate constant of 
LRET is equal to 130+10 s -1 at room temperature and at pH 7 (169), thus lower 
than that observed for Trp-(Pro)5-Tyr. Its pH-dependence is different from that in 
Trp-(Pro)n-Tyr : it exhibits a maximum near pH 5.4 and decreases both in acidic 
and basic media. Globally the pH dependence is similar to that of lysozyme 
inactivation by azide radicals (170). The plot of rate constant vs pH between pH 5 
and 7.4 might reflect protonation of Glu35 (171), which is part of the active site. 
The important participation of the active site in this process is also confirmed by 
temperature effect : Arrherfius plot of the rate constant at pH 5-6 shows a sharp 
break at ~303K like the trend for enzymatic activity (170, 172). The most exposed 
tryptophan residues are indeed close to the active site (62, 63 and 108). Selective 
oxidation of Trp62 to N'-formylkynurenine caused a large drop in the initial 
yield of Trp ~ radical, a relatively low decrease of the rate constant, but a 
pronounced effect on the temperature dependence (172). The authors conclude 
that Trp62 is one of the major targets of azide radicals. An attempt to identify th~ 
involved tyrosine residues was made by use of the program Pathways (173, 174~ 
which at tempts to calculate electronic coupling between two residues. Thi~ 
program identifies Trp62/Tyr53, Trp63/Tyr53 and Trp123/Tyr23 as possible pair, 
involved in the electron transfer (172). 

Both groups observe a discrepancy between the yields of Trp ~ radicals (equal tc 
G(N3~ within experimental uncertainty) and that of Tyr ~ radicals which is ca 
25% lower. This discrepancy is even more pronounced with one-electror 
oxidation of other lysozymes (175). These authors tried to identify the final 
oxidized amino-acids. Among tryptophans, it seems that Trp62 and Trp63 ar( 
unaffected, whereas Trpl08 and /o r  Trp111 stayed oxidized. These results ar( 
pertinent to the studies of Adams and co-workers who observed inactivation du( 
to oxidation of Trpl08 (176). Tyr53 and Tyr20 would be oxidized to dityrosine 
indicating that Trp62/Tyr53 and Trp63/Tyr53 would  be partners in LRET, a., 
proposed in (172). In addition, the process initiates also fragmentation of th~ 
polypeptidic chain between residues 13 and 104. Thus it appears that LRET woulc 
not be total, and that the concerned residues are not only tyrosines. 
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5.3 LRET in modif ied metalloproteins 
Wild-type metalloproteins were the subject of numerous studies by pulse 

radiolysis.  For instance, one should mention the pioneering work on 
Cytochrome c (177, 178). Using secondary radicals, it appeared that the reactions 
with the metal centers almost always involved LRET. Thus several groups tried 
to modify these proteins in order to bring elements to the determination of 
electron pathways. 

Azurins are "blue" single-copper proteins that mediate electrons in the energy 
conversion system of several bacteria strains. All sequenced azurins contain a 
disulfide bridge at one end of a [3 sandwich structure, 2.6 nm from the copper 
binding site present at the opposite end of the barrel-shaped protein. The role of 
the disulfide is probably only structural and the redox center is the copper- 
containing domain. The disulfide was reduced using COO'-  free radicals and the 
resulting disulfide anion decays by LRET to copper (179, 180). Rate constants are 
typically equal to ca. 40 s -1. To investigate the role of medium in LRET, the 
authors have investigated the reaction on four different wild-type proteins and 
constructed mutants at single site by site-directed mutagenesis spanning a large 
range of redox potentials (181, 182). Details of the results were summarized (183, 
184). 

Most of the mutations have little effect, indicating that the microenvironment 
was little modified and the reorganization energies are roughly the same. The 
authors have also temptatively intepreted their results by the use of the program 
Pathways. The experimental rates correlate well with pathway distance and 
driving force as predicted by Marcus theory, using a through bond mechanism. 
Comparing the rate constants in wild type proteins, it seemed that the presence 

of a tryptophan residue in position 48 in P. Aeruginosa azurin enhances the rate 
constant. However,  mutation of W48 did not change the rate constant (185). 
Conversely mutation V31W enhanced the rate constant by a factor of --4. It is 
suggested that aromatic residues placed in appropriate positions may enhance 
LRET by a more effective coupling. Recently, the same group has expressed an 
azurin mutant in which the blue type 1 copper site is replaced by the purple CUA 
site of Paracoccus denitrificans cytochrome c oxidase (186). The rate constant of 
LRET between disulfide anion and copper is ca. 3-fold faster than in wild type 
enzyme in spite of a smaller driving force (0.69 V instead of 0.76V) (187). It is 
proposed that the higher rate constant would be due to lower reorganization 
energy. 

Another group modified azurin from Pseudomonas aeruginosa, by replacing 
Met121 by His. This His residue was used to complex Ru cation (188). The Cu + to 
Ru 3+ rate constant yielded a [3 value of 1.1,~ -1 and the LRET is activationless. 

[2Fe-2S] Ferredoxins of Anabaena variabilis were modified by attachment of 
Ru(III) complex to the surface histidine 16 (189). The Fe(II)Fe(III)Ru(III) state was 
formed by pulse radiolysis reduction of (Fe(III))2Ru(III). despite a driving force of 
ca. 0.5 V, no LRET is observed of Fe(II)Fe(III) to Ru(III). The reduced Fe is on the 
remote side of the [2Fe-2S] cluster from the site of attachment of Ru. The edge-to- 
edge distance is 16.1 A but the pathway distance calculated using the program 
Pathways should be 37.1 ,s 
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Intramolecular oxidation and reduction in cytochrome c complexes covalently 
modified was studied by several groups (for review see 190). Histidines (191, 192, 
193) and cysteines (194) were used to attach covalently Ruthenium complexes to 
F e - o r  Zn-substi tuted cytochrome c. Most of the experiments were done using 
laser lash phOtolysis. In each series of experiments, the distance was considered as 
constant  and de termined by molecular  modelling.  The free energies span 
between --0.5 to ~1.4V. The LRET rate constants do vary with the driving force as 
expected. However  the reactions proceed with rate constants lower than those 
expected on the basis of results obtained on peptides. Results were all analyzed 

using Marcus theory. ~, and HAB were considered as adjustable parameters. Each 
series of experimental data was fitted separately (3 to 6 points). In all these papers, 

values go from 1.15 to 1.22 eV and HAB vary from 0.1 to 0.24 cm -1. Activation 
volumes were also measured (195). It seems that the transition state is more 
compact than the reactant state in both intra- and inter-molecular steps. 

5.4 D e  n o v o  design of redox proteins 
The role of the very common (x helical s t ructure  was inves t iga ted  as 

"conducting" stucture (196, 197, 198). Conclusions are unclear  and ra ther  
disappointing : the (z helix structure appears very little conductive. The electron 
transfer seems to occur through space. 

However maquettes for the design of redox proteins were proposed, based on a 
three helix bundle  with a capping Co(III) (bipyridine)3 electron acceptor at the N- 
terminus and an electron donor at the C-terminus (199, 200). These proteins were 
tested for LRET. The (x-helical percent  was adjusted by addi t ion of urea or 
trifluoroethanol (201, 202). Intriguingly, studies of one of the proteins (16-mer- 
three helix bundle)  shows a 2-fold higher LRET rate constant when the percent of 
helicity is 77% than when it is 0% (denatured in urea). However authors indicate 
that  the kinetics is not a simple first-order one in the presence of urea. They 
interprete these data as coming from different donor-acceptor distances. The 
distribution of distances was determined by fluorescence lifetimes fit. Both when 
helicity is 0% or 77%, distributions peak around 18 .~ for the Ru(II) (16-mer)3-A 
(where  A=5- ( ( ( (2 -ace ty l ) amino~e thy l ) amino) -naph tha l ene - l su l fon ic  acid).  
Actually the distance appears 0.7A shorter for cx-helix which is found consistent 
with the increased rate constant, by the authors. 

Other  approaches  were  used to create de n o v o  prote ins ,  which  are 
summar ized  in ref. (195), but none of them has yet been tried for LRET to our 
knowledge. Another group is focusing on [~-pleated sheets (203). Such at tempts 
will indeed bring new elements to the understanding of LRET in proteins. 

6. B I O L O G I C A L  C O N S E Q U E N C E S  

6.1. Modifications of the polypeptidic backbone 
It was said that reduction as well as oxidation of proteins lead to polypeptidic 

backbone modifications, fragmentation, dimerization or polymerization.  Three 
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mechanisms leading to dimerization (polymerization) were identified: (i) 
formation of intermolecular disulfide bonds coming from thiol oxidation; (ii) 
bityrosine formation coming from tyrosine oxidation; (iii) dimerization of 
phenylalanine residues in peptides (71). All these mechanisms intervene in the 
radiolysis of proteins in the absence of oxygen (74, 204). Oxidations of the peptidic 
bond were also proposed (205). However intramolecular electron migrations to 
specific places in of the backbone could also happen (139). The amount of 
fragmentation versus dimerization increases if irradiation takes place in the 
presence of oxygen (48, 206). In the presence of oxygen, one mechanism of 
fragmentation is known, oxidation of C0~ as detailed earlier (see 2.2). Probably 
other mechanisms still unknown, are involved. 

6.2. Enzyme inactivation 
Inactivation of enzymatic activity after irradiation has already been reviewed 

(7, 12, 207). It appeared that inactivation yield produced by radicals of water is 
small (ca. 5 to 10 % for OH" for example). This inactivation can be the 
consequence of different effects. 

First, the damage of a crucial amino-acid located in the active site of an 
enzyme can be responsible for inactivation. On papain, inactivation yields were 
calculated for different irradiation conditions. Oxidation of Cys 25 was shown to 
be predominantly responsible for the inactivation of papain (79). The authors 
distinguished "repairable and non-repairable" inactivation processes. Hydrogen 
peroxide was found to be responsible for the main repairable inactivation. On the 
contrary, eaq.', OH" and 02- radicals cause non-repairable inactivation of papain. 
OH" and 02- radicals oxidize Cys25 (208). Solvated electron does not appear to 
react with Cys25 and thus its mechanism of inactivation is attributed to other 
unidentif ied modifications. As for lactate dehydrogenase,  the radiation 
inactivation is accompanied by a loss of sulfhydryl groups (probably Cys165 at the 
active site) (209). Binding of the coenzyme protects the enzyme. 

Identification of the amino-acid implicated in the loss of activity can be used to 
localize the active site of a protein. For dihydroorotate dehydrogenase, oxidation 
by specific free radicals (Br2~ I2 ~ and (SCN)2 ~ shows that Tyr and Cys residues 
are involved in its catalytic activity (210). In the case of xanthine oxidase, 
oxidative damage using N3 ~ and Br2~ is initiated by a Trp radical, transferred to 
a Tyr, itself transferred to a Cys residue. Finally, EPR studies showed that 
inactivation of that enzyme arises mainly from the alteration of an Iron/sulfur 
center I of the enzyme (211). Inactivation of ribonuclease is initiated by a tyrosine 
radical thats is transferred to a a very important histidine residue for catalytic 
activity (152). The radical tranfer of a residue to another allows interception of 
the radical by other species. Thus oxygen was shown to protect several enzymes 
against radiation induced-inactivation (152, 212). Cu-Zn SOD reacts with 1- 
hydroxyethyl radicals with a rate constant of 6.8x105 mo1-1 1 s -1 but is inactivated 
with a slower apparent rate constant (1.3x104 mo1-1 1 s -1) (213). The ratio of these 
two rate constants might represent the fraction of area covered by the active site. 

Second, inactivation can be due to a conformational change of the enzyme 
(214). For example, chymotrypsin inactivation by OH radical, which can be 
protected by the presence of oxygen, is pH-dependent (212). This pH dependence, 
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which is not expected to influence much radical yields, is proposed to be due to 
changes of the tertiary structure of the enzyme. 

Finally, inactivation of an enzyme can be due to the rupture of a covalent 
bonding. The rate of inactivation of lysozyme by OH is of ca. 15%, and the result 
of that oxidation is the formation of fragments, dimers and trimers (215). 

An application of radiation induced-inactivation, is the determination of the 
size of the enzyme (216, 217). Nevertheless, care should be taken when using this 
method as secondary damage due to free radicals generated in the local 
environment of an enzyme, can influence the apparent target size determined 
(218). Also, it might be that radiation damage is a surface phenomenon thus not 
dependent on the volume of the protein but on its surface (19). 

6.3. Modif icat ions  in more biological  systems : expected consequences  at the 
cellular level  

Attempts to study protein radiolytic modifications in systems closer to 
biological media were done. Few experiments were done in reverse micelles (219, 
220, 221) and they only concern reactions of e'aq with haemeproteins. Radiation- 
induced chemical degradat ions  of t ransmembrane  ~ helices of h u m a n  
erythrocyte glucose transporter were studied at 77 K (222). Results were intepreted 
in terms of target size determination. The target size is 10-12 times larger than 
that of each transmembrane helix, demonstrating significant energy transfer in 
the absence of covalent linkage. Radiolytic inactivation of ion channels formed 
by gramicidin A is due to oxidation of the 4 tryptophan residues (223). The main 
radiolytic effect would be cleavage of the peptidic backbone leading to immediate 
closure of an open channel. Monoamine oxidase which  u n d e r g o e s  
fragmentation induced by OH" + 02, is protected by lipids in submitochondrial 
particles (224). Irradiation of cartilage fragments leads to peptidic bond cleavage in 
proteoglycans with liberation of chondroitin sulfate (225). 

Structural and antigenic properties of proteins are expected to change after 
one-electron redox processes whatever they are. Such effect was demonstrated 
using ovalbumin and bovine serum albumin (226). Antigenicity was decreased 
by irradiation. This change could be related to that measured by circulary 
dichroism at 222 nm. The authors suggest that the main part of conformation- 
dependent antigenic structure is lost by irradiation. 

Radiolysis of DNA is modified in the presence of proteins. DNA-binding 
proteins induce DNA radioprotection toward double strand breaks (227, 228). 
Proteins such as bovine serum albumin (229, 230) lead to DNA-protein adducts 
under anaerobic as well as aerobic conditions. A similar result is obtained with 
chromatin (231). DNA double strand breaks also occur. However OH" radicals do 
not crosslink DNA with lysozyme (232). Tyrosine and tryptophan residues are 
involved in the crosslinking process (233). 

Modified proteins do exhibit new chemical properties of possible biological 
importance since they participate in damaging reactions and signal induction (4 
and references therein). However studies show that oxidized proteins ar~ 
recognized by protease systems and thus their degradation would be accelerated 
(234, 235). Some pathways were identified (236, 237). 
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7. C O N C L U S I O N  

Protein radiation chemistry has been studied for more than 30 years and a 
wealth of data has been accumulated. In the solid phase, only modifications of 
the polypeptidic backbone were shown. They concern the surface. More precisely 
it seems that weak points are turns and loops. Nothing is known concerning 
modifications of residues. The knowledge about radiation chemistry of 
membrane proteins is also extremely poor. Efforts in this field would be relevant 
for biology. Let us mention that one of the most important free radical producer 
systems of living cells is partly buried in a membrane (NADPH oxidase) (see for 
instance 238). 

In aqueous solution, the first step is the reaction of free radicals. This reaction 
proceeds with a rate constant that varies with the nature of the free radical, but 
very little with the protein. The chemical nature of the resulting odd-electron 
site(s) can be hypothesized but prediction of its location is still difficult : the 
reactivity of residues depends on many factors, including accessibility, 
neighbouring residues, electrostatic guidance... A major role is probably played by 
reorganization energy following electron transfer. Similarly, the behaviour of 
this free radical site is highly dependent on the protein. Such a dependence was 
already known for e. g. pKa of residues, reduction potentials .... For instance, a 
difference of more than 3-4 units may exist between the pKa of an amino-acid in 
solution and that of the corresponding residue in a protein matrix (238). It is thus 
not surprizing to find that residue free radicals can exhibit a similar variety in 
their chemical properties. 

Data concerning final compounds resulting from free radical reactions, are 
lacking. Reasons are numerous : protein analytical chemistry is difficult and 
long; some residues, like aromatics, are unstable in analytical conditions; some 
others, like methionine, get easily oxidized and thus artifacts may take place. 
However, there is a need for a better understanding of the entire process of one- 
electron exchange with proteins, because of the involvment of these reactions in 
many important pathologies (5). Now free radical processes in biology are 
universally recognized as important at the cellular level, and radiolysis methods 
provide a unique way of studying their chemical basis. 

There is a general interest in the understanding of long range intra-molecular 
electron transfer mechanisms. The aims are numerous : increase of knowledge 
about redox processes in life; design of new peptides with specified conducting 
properties. The process obeys to Marcus theory in the driving force and distance 
dependences of the rate constant. However it seems that the key parameters (13 
and HAB) have values that vary with the donor-acceptor pair and with the 
protein. Moreover, up to now, only one process was followed to completion (175) 
and it appeared that the electron conduction may have "leaks". Thus, a good 
question is to what extent these processes are really known. 
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1. INTRODUCTION 

The radiation chemistry of deoxyribose nucleic acid (DNA) has generally been 
studied to gain a detailed understanding of the chemical modifications induced 
in DNA by ionising radiation. The various biological effects in vivo of ionising 
radiation are thought to be as a consequence of these chemical modifications to 
DNA [1,2]. Cells have well developed repair systems to deal with DNA 
damage, essential to maintain the integrity of the genome [3-6]. There is 
significant information on the various repair pathways which cells utilise to cope 
with DNA damage. However the recognition and processing of DNA damage 
does not always occur with total fidelity [3] so that some DNA damages lead to 
chromosomal aberrations which, if transmissible, may lead to mutations, 
radiation induced carcinogenesis or to reproductive cell death. More recently 
radiation-induced DNA damage has been implicated in cell signalling processes 
[7], such as apoptosis, a process for preventing the propagation of genetically 
aberrant cells which contain significant levels of DNA damage. Cell killing, 
radiation mutagenesis, radiation carcinogenesis and genome instability are some 
of the biological effects which have been suggested to arise from radiation- 
induced changes to DNA. Two of the main research areas to which knowledge 
of radiation-induced modifications to DNA has contributed significantly is 
Radiation Oncology and Radiation Protection. These two fields rely upon close 
interactions between biophysicists, chemists and (molecular) biologists who are 
researching to unravel the mechanisms leading to the biological consequences of 
ionising radiation. Knowledge of the free radical processes leading to radiation- 
induced DNA damage, the chemical identity of the damage and quantification of 
the damage cell -~ Gy -~ provides a) essential information for the development of 
models to predict the biological effects of radiation at low dose and dose rate for 
radiation protection, b) links between DNA damage, biochemical processes and 
radiosensitivity and c) useful leads towards the development of agents, which 
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may modulate the damage to DNA and may be used as adjuncts in cancer 
therapy [see Wardman chapter]. The development of radiosensitisers and more 
recently bioreductive agents as anti-cancer agents for killing of hypoxic regions 
of tumours is based on radiation-chemical principles and is presented in more 
detail in another chapter [Wardman]. Further, radiation-chemical studies of 
DNA have provided the majority of quantitative information on free radical 
processes, such as rate constants for interaction of water radicals with DNA [8] 
and spectral information on the resulting DNA radicals. Such information has 
been essential for the understanding of the mechanisms of action of reactive 
oxygen species, implicated, for example, in many degenerative diseases and 
ageing [9]. 

To date the majority of the information on radiation-induced DNA damage 
comes from the use of low linear energy transfer (LET) radiations, such as ~,- 
radiation, hard X-rays and high energy electrons. The latter type of radiation is 
generated by accelerators and is generally used in the technique of pulse 
radiolysis which has provided most of the quantitative information on the 
reactivity and types of DNA radicals. Pulse radiolysis has provided the majority 
of information on the interactions of water radicals with DNA [8]. Other 
techniques and in particular electron spin resonance (esr) [10] have provided the 
majority of information on the types of damage produced by direct energy 
deposition in DNA. Although there have been significant advances in the 
detection of DNA damage using analytical techniques such as high performance 
liquid chromatography [11] and gas chromatography with mass spectrometry 
[ 12,13], these analytical techniques have been complemented through the use of 
specific enzymes [5] which recognise certain types of DNA damage. The use of 
these base excision repair enzymes from E. Coli will be discussed later in more 
detail. 

More recently, data using high linear energy transfer (LET) radiations are 
appearing on the chemical characteristics of DNA damage. This information 
should provide useful insights into the identification of 'novel' lesions produced 
by high LET radiation, since the biological effectiveness of ionising radiation 
increases with increasing LET of the radiation [15]. Although any 'unique' 
lesions produced by high LET radiation may contribute to the enhanced 
biological severity of high LET radiation, it is thought that this increase reflects 
the increased ionisation density of high LET radiations, such as ~-particles 
[16,17]. Therefore track structural considerations are fundamental to 
understanding radiation induced, cellular DNA damage. LET is defined as the 
average energy deposited through interactions per unit distance traversed by the 
radiation track. Radiation chemistry and its dependence on track structure is 
reviewed in another chapter. The major focus of this chapter is the chemistry of 
DNA damage, how the DNA structure may alter the chemistry and distribution 
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of products compared with the simpler model systems generally studied [1,2,14] 
and to give an idea on how this damage may influence the biological effects of 
ionising radiation. 

2. STRUCTURE OF DNA 

The chemical composition of DNA, a long chained biopolymer, consists of a 
2'-deoxyribose phosphate backbone with the four bases, namely adenine and 
guanine, the two purines, and thymine and cytosine, the two pyrimidines, 
attached through the C(1)' position of the 2'-deoxyribose group by a ~- 
glycosidic bond. The primary structure of one of the strands of DNA is shown 
in Figure 1. In its biological form DNA is double stranded and the two strands 
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Figure 1. The structure of one strand of DNA 

are held together in the Watson and Crick structure by hydrogen bonding of the 
complementary bases. Adenine is hydrogen bonded with its complementary 
base, thymine and guanine with cytosine. The binding of the guanine/cytosine 
pair is through three H-bonds and is stronger than that of the adenine/thymine 
pair which has only two H-bonds. Water plays a significant role in stabilising 
DNA's secondary and tertiary structures [18]. The primary hydration shell 
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consists of--10 water molecules per nucleotide with about 5 water molecules 
associated with each phosphate group. Hydrogen bonding between water and 
the nucleobases determines the assembly of DNA. 'Dry' DNA is in the A-form 
which is converted into the B-form on full hydration of the DNA. Fully 
hydrated DNA has -20 water molecules per nucleotide. These water molecules 
have different properties to that of bulk water. The double strandedness of DNA 
is required for its replication in cells so that at mitosis two cells are formed 
which carry identical genetic information. DNA damage may prevent cell 
division, reproductive cell death or, if the damage is transmissible, then the 
daughter cell will contain a mutation, a change in the genetic make-up of the 
cell. 

The double stranded structure of DNA may also influence the site of 
interaction of diffusible water radicals through reduced accessibility to certain 
sites [19-21]. For instance, C-5 and C-6 of thymine and cytosine and C-5 and 
C-8 of adenine and guanine face into the major groove of DNA and are therefore 
solvent accessible. The distribution of radical attack at the different carbon 
atoms of the nucleobases may be different to that determined with the 
mononucleotides. In section 4.3, the influence of the accessibility of the minor 
groove to the hydroxyl (OH) radical on H-atom abstraction from the various 
carbon sites of sugar moiety is discussed. 

3. CELLULAR DNA DAMAGE INDUCED BY IONISING RADIATION 

Ionising radiation randomly induces a variety of damages to cellular DNA. 
The most frequent types of DNA damage produced are single (ssb) and double 
(dsb) strand breaks, base and sugar modifications and DNA-protein crosslinks 
[1,2,22,23]. Typical yields of these types of cellular DNA damages induced by 
low LET radiation under aerobic conditions are shown in Table 1. Over the 
years considerable evidence has accumulated showing that OH radical 
scavengers afford considerable protection to cells from ionising radiation as 
shown in Table 2. From these studies it is thought that radiation-induced 
damage to cellular DNA is due to direct energy deposition in DNA and its 
associated water of hydration or by indirect effects involving diffusible water 
radicals and in particular the OH radical. The indirect effect involves OH 
radicals that are formed within about 3-4 nm of the DNA [24], diffuse and upon 
interaction with DNA cause damage. For low LET radiation the indirect effect 
contributes about 60% to the overall effect but considerably less for high LET 
radiations. Therefore in the cell it is considered that DNA and its surrounding 
water molecules are a potentially critical target, damage to which initiates the 
biological effects of radiation. 
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Since many of the damages are recognised and removed by the cell's repair 
systems resulting in restitution of genome stability [3], it is thought that non- 
repaired dsb are major lesions leading to reproductive, cell death. Other types of 
clustered DNA damage (Section 7), in which two or more DNA lesions are 
produced within a few tens of base pairs on either strand of the DNA, should not 
be overlooked as major DNA modifications which may contribute to the 
biological severity of radiation. In fact, the majority of studies on cellular DNA 
damage have focussed on strand breakage [23,25,26], although more recent 
experimental data are becoming available on clustered DNA damage [27,28]. 
The biological role of clustered DNA damage has been hypothesised in the light 
of the increased biological effectiveness of high LET radiations [15] and from 
track structure simulations of DNA damage [ 16,29, Section 4.5]. 

The yield of radiation-induced DNA damage is also critically dependent upon 
the cellular environment. In eukaryotic cells, nuclear DNA is associated with 
histone and non-histone proteins in a chromatin complex [30]. These histones 

Table 1 
The yield (damage Gy ~ cell ~) of various lesions produced in human mammalian cells 
irradiated under aerobic conditions 

.DNA damage lesions cell Woe Radiation reference 
Gy -1 cell -1 

single strand break 1000 

double strand break 23-37 various 6~ y-rays [23] 

DNA-protein crosslinks 46 V79-4 cells 6~ y-rays [ 134] 

thymine glycol 486 human lung 137Cs y-rays [54] 
carcinoma cells 

8-oxo-7,8- 119 monocytes 60Co y-rays [57] 
dihydroguanine 

Fpg sensitive sites 264 monocytes 6~ y-rays [57] 

endonuclease III 295 monocytes 6~ y-rays [57] 
sensitive sites 

Fpg + endonuclease III 500 human 250 kv X- [56] 
sensitive sites lymphoblast rays 

cells 
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Table 2 
Percentage Protection by Radical 
Under Aerobic Conditions 

Scavengers on a Variety of Biological Endpoints 
. . . . . .  

Cells and Conditions % Protection Biological Endpoint ref 

CHO/DMSO 62 Survival, ssb [ 135] 

L 5178Y/Various alcohols 
L 5178Y/Various alcohols 

71 ssb [24] 
65 survival [24] 

V79/glycol or DMSO 65-67 ssb, survival [ 136] 

V79/DMS O -60 Survival [ 137] 
V79/DMSO 44 dsb [137] 

V79/DMSO/LET 120 -30% dsb, Survival [138] 
KeV/pm 

V79/DMSO/LET 180 -56 Survival [139] 
KeV/lam 

may partially protect the DNA from diffusible radicals produced in its vicinity 
[30]. The chromatin structure (cellular DNA packaging) has also been proposed 
to increase the probability of producing large, non-randomly produced DNA 
deletions up to several tens to thousands of base pairs in length, particularly for 
high LET radiations [31]. The reader is directed to the following reviews on 
chromatin effects [32,33]. The influence of the chemical environment of 
cellular DNA is demonstrated in the different radiosensitivity of cells in the 
presence of oxygen and thiols. For instance, in the presence of oxygen, cells are 
more radiosensitive to low LET radiation as compared with cells under hypoxia 
[2, 15, see chapter by Wardman]. The oxygen enhancement ratio (OER) is 
generally around 3 for cell killing, i.e. the dose required to give the same extent 
of cell inactivation is 3x less for irradiation under aerobic compared with 
hypoxic conditions, and is slightly higher for strand break induction for low 
LET radiations. Endogenous thiols protect ceils to varying degrees from the 
deleterious effects of radiation, especially under hypoxic conditions [2]. As 
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Figure 2 Schematic representation of the formation of a DNA double strand break as the 
radiation track deposits energy (circles). The zigzag arrows represent random diffusion of the 
water radicals. 

these agents, oxygen and thiols, have to be present at the time of irradiation [34], 
it is believed that free radical processes are involved in these interactions as 
distinct from the generally slower biochemical processes. Agents that could 
mimic the effects of oxygen but have no effect on aerobic cells when irradiated 
led to the development of radiosensitisers and bioreductive agents (see Chapter 
by Wardman). Rapid mix experiments have provided convincing evidence for 
the biological effects of ionising radiation in the presence of radiosensitisers, 
arising through fast free radical processes initiated by the radiation. 

The deposition of energy by ionising radiation occurs as a succession of energy 
loss events as the photon/particle progresses through the medium/cell. The 
biophysics of the track are described elsewhere [35]. The biological 
consequences of a given dose of radiation also vary depending on whether the 
radiation used is high or low LET. Increasing the LET of the radiation leads to 
an increase in the effectiveness of the radiation to cause cell inactivation, 
mutations and cancer [15]. This increased effectiveness of high LET radiations 
is thought to reflect the higher ionisation density of the track as it passes through 
and deposits energy near to or in the DNA to produce DNA damage [35,36] by 
both the indirect and direct pathways. The effects of this spatial distribution of 
DNA lesions resulting from energy deposition in small volumes within DNA or 
its immediate environs is the formation of clustered DNA damage (also referred 
to as multiple damaged sites), which are a fingerprint of the radiation track 
(Figure 2). A clustered DNA damage is the formation of two or more lesions, as 
described above, within a few tens of base pairs on either strand of the DNA. A 
DNA dsb is a specific type of lesion contributing to the spectrum of clustered 
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DNA damages. Clustered DNA damage is a special feature of ionising radiation 
and may compromise the ability of the cellular repair machinery to recognise 
and process the damage faithfully. This concept of the spatial distribution of the 
lesions reflecting the structure of the radiation track is an important feature of 
ionising radiation-induced damage to DNA, as distinct from the more isolated 
type of damages caused by reactive oxygen species (ROS) [9]. Although many 
of the elementary chemical modifications of DNA induced by ROS and ionising 
radiation are similar, it is important to appreciate that the spatial distribution of 
radiation-induced DNA damages makes it distinct from oxidative damage. 
Generally isolated damages are processed efficiently by the cell whereas more 
complex damages may present a challenge. At present there is little direct, 
experimental evidence for the presence of clustered damage in cells, with the 
exception of dsb, and the identification of clustered damage will provide an 
analytical challenge for chemists. 

4. EARLY PROCESSES IN RADIATION-INDUCED DNA DAMAGE 

The various processes that contribute to the absorption of ionising radiation are 
described elsewhere [37]. In general most of the energy is deposited by 
secondary electrons which are formed from ionisation events that produce a 
positive ion and an electron, ejected with sufficient energy to cause further 
ionisations and excitations. For a 10 MeV electron about 76% of the energy is 
deposited as isolated spurs (energy deposited between 6-100 eV) and 8% and 
16% of its energy as blobs (energy deposited between 100-500 eV) and short 
tracks (energy deposited between 0.5-5 keV) respectively. The partition of these 
track entities into specific energy domains is purely arbitrary. Indeed DNA dsb 
are produced predominantly by the low, energy secondary electrons (blobs and 
short tracks) of the radiation track for low LET radiation [25]. Since the 
biological effects of radiation result from direct and indirect effects and the cell 
contains --80 % water, it is thought for low LET radiations that the majority of 
the indirect effect arises from diffusible water radicals. In the radiolysis of 
water the main species produced are OH radicals, H-atoms and hydrated 
electrons, e-aq [38]. A small quantity of molecular products are formed namely 
hydrogen peroxide and hydrogen. The yield of OH radicals and hydrated 
electrons are similar whereas the yield of H-atoms is only -10% of the overall 
yield of water radicals. The following reactions (1-4) show the main features of 
the radiolysis of water. The rate constants for reaction of the OH radical, e-aq 

and H-atoms with polynucleotides and single and double stranded DNA are 
compiled in the following reference [8] and are of the order of 108 - 109 dm 3 
mol 1 s 1. The OH radicals interact with either the sugar phosphate by H-atom 
abstraction or by addition to the nucleobases. About 20% of the interactions of 
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the OH radical occur at the sugar phosphate and about 80% at the bases. 
atoms and e-aq interact predominantly by addition to the nucleobases [2]. 

H_ 

H20 ~ ~" e + H20 + (1) 

H20 § + H 2 0  ~ H30 § + "OH (2) 

e- ..-- e'aq (3) 

e-aq + H 3 0  + ~ H20 + H (4) 

It is important to bear in mind that in the cell the DNA radicals formed on 
interaction with water radicals occur within a few nanoseconds based on the 
mean diffusion distance of water radicals of --4 nm in the cell. However, the 
DNA radicals formed in the cell may persist for tens of milliseconds even 
extending to seconds at ambient temperatures. It is during this period that the 
DNA free radicals are susceptible to chemical interactions with additives or 
indeed may undergo hydration reactions. These interactions may change the 
distribution of the types of persistent DNA damage observed or their amounts 
resulting ultimately in different biological effects, for instance the effect of 
oxygen on damage modification. Another consideration is the possibility that 
the DNA radicals may undergo secondary reactions which are not generally 
observed in studies using the mononucleotides(sides). These differences may 
for instance be due to the DNA structure and the influence of the 
complementary base to undergo proton transfer through the hydrogen bond and 
to the extended lifetime of the radicals when in DNA. 

The interactions of water radicals with the free bases, (deoxy)nucleosides, 
(deoxy)nucleotides, oligo(deoxy)nucleotides and DNA and the interactions of 
the resulting bio-radicals with oxygen have been extensively documented 
[1,2,14,39] and are described in detail in an accompanying chapter by von 
Sonntag. The following sections therefore give only a brief synopsis of these 
interactions concentrating on the OH radical which is considered to be the main 
water radical leading to strand breakage and base modifications, although the 
contribution of eaq to base modifications should not be overlooked. 

4.1. OH radical-induced base damage 
The OH radical is electrophilic in nature so it interacts by addition with 

unsaturated systems at sites of high electron density. Therefore with the 
nucleobases which contain a n-system (see Figure 1), the OH radical interacts 
predominantly by addition. With pyrimidines, the OH radical interacts with the 
C(5) =C(6) double bond to produce the radicals shown in Figure 3. These two 
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radicals are readily distinguished through their different redox properties where 
the 5-hydroxy-6-yl radical is reducing and the 6-hydroxy-5-yl radical is 
oxidising [40,41 ]. The relative yields of these radicals are presented in Table 3. 
With thymine a minor radical is formed by H-atom abstraction from its methyl 
group. In the presence of oxygen, these pyrimidine radicals interact with 
oxygen by addition to produce the corresponding peroxyl radical adducts [2]. 
Some of the major products that have been detected in irradiated DNA in cells 
are shown in Figure 4. 

The interaction of OH radicals with the purines, guanine and adenine, are also 
shown in Figure 3. The OH radical adds preferentially to positions C(4) and 
C(8) of the purine ring [14,42,43]. Addition to C(5) of the purine is a minor 
process. Both the C(4) and C(8) radicals of adenine undergo unimolecular 
transformations. The C(4) adduct of adenine undergoes a dehydration reaction 
to yield a radical, which has strong oxidising properties [44,45]. In the absence 
of oxygen the C(8) radical of adenine, which is strongly reducing undergoes 

Table 3 
Yields of oxidising and reducing radicals produced on interaction of the OH radical with 
mononucleotides (side) 

OH-adduct Yield of radicalsl 

reducing ...... oxidising References 

Guanine 
C(4)-OH + 
C(5)-OH 
C(8)-OH 

51-59 [42,43] 
>16 7 [43] 

Adenine 
C(4)-OH 
C(5)-OH 
C(8)-OH 37 

30 [44] 
<5 [43] 

[43] 

Cytosine 
C(5)-OH 
C(6)-OH 

88 
10 

[40] 

Thymine 
C(5)-OH 
C(6)-OH/CU2-T 

64 
-30 

[41] 

1expressed as a percentage of the OH radical yield. 
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ring-opening in the absence of oxygen, to yield the 5-formamido-pyrimidine 
radical. However in the presence of oxygen, the C(8)-OH adduct of adenine is 
oxidised to yield 8-hydroxyadenine [14]. Similar reactions occur involving the 
corresponding OH adducts of guanine. The C(4)-OH adduct of guanine 
dehydrates to yield a radical, which has oxidising properties. The C(8)-OH 
adduct of guanine ring-opens in a unimolecular process in the absence of oxygen 
to yield the 5-formamido-6-amino-pyrimidine radical. In the presence of 
oxidants or oxygen, the C(8)-OH adduct of guanine is oxidised to yield 8-oxo- 
7,8-dihydroguanine, an important product, the presence of which is a probe for 
oxidative DNA damage. The major permanent products formed from the purine 
bases on irradiation of DNA are shown in Figure 4. 

Many of the products formed from OH radical interactions with DNA in 
aqueous solution have been well documented [12,14]. However with DNA, not 
all the ring carbons of the bases are solvent accessible so that the product 
distribution in DNA may differ to that for the mononucleotides. Furthermore, 
the reactions of the OH-induced base radicals in DNA may have additional 
routes of reaction not available in the monomers. For instance, an interesting 
reaction that may occur in DNA is the intra-molecular oxidation of guanine by 
the dehydrated adenine radical, if they are in close proximity. In fact there is 
substantial evidence for such a transfer initiated by one-electron oxidation of 
DNA (see Section 6). Radiation-induced damage transfer is an example of a 
reaction which occurs efficiently in DNA but which is very inefficient when 
involving an inter-molecular electron transfer between deoxynucleotides [47]. 
A further example is the formation of tandem lesions in ),-irradiated 
oligonucleotides containing thymine and guanine [48-50]. That these tandem 
lesions arise from two primary radicals is discounted based on the dose 
dependence for their formation. The mechanism of their formation is not know 
but it was suggested that the C(6)-OH adduct of thymine interacts with oxygen 
and that the resulting peroxyl radical is reduced by the neighbouring guanine. 
The resulting one-electron oxidised guanine radical is know to yield 8-oxo-7,8- 
dihydroguanine in the presence of oxygen. These tandem lesions represent an 
amplification of damage by an electron transfer process. If formed in double 
stranded DNA, such tandem lesions may pose a challenge to the repair 
machinery, although they would be on the same strand. A recent study [51] 
showed that a synthetically inserted, tandem damage is excised by E. Coli 
formamidopyrimidine-DNA glycosylase (Fpg) and with E. Coli endonuclease 
III, the formylamido-damage is excise but not 8-oxo-7,8-dihydroguanine. The 
formylamido-damage is alkali labile but not the 8-oxo-7,8-dihydroguanine. 
Interestingly, the 3' and 5' exonuclease activity of snake venom and calf spleen 
phosphodiesterase are inhibited by this tandem damage. Another example of 
damage amplification is presented in Section 4.3 where the OH-radical adducts 
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of the bases may lead to strand breakage in DNA in the absence or presence of 
oxidants through transfer of the radical site from the base moiety to an adjacent 
sugar phosphate in the DNA backbone. 

The majority of the information on DNA base damage has come from 
irradiated DNA in solution and there are few studies on cellular DNA damage. 
At present the background levels of base damage determined in cellular DNA 
are relatively high presumably due to the their formation in the extensive work- 
up required to quantify the damage [11,13,52]. In fact one of the major purine 
modifications in the DNA is the formation of 8-oxo-7,8-dihyroguanine, which 
may also be formed on oxidation of guanine under the conditions of the work- 
up. The accurate quantification of the yields of 8-oxo-7,8-dihyroguanine and the 
other base products in the absence of artefacts remains a challenge for the 
analytical chemists. The importance of the accurate detection of 8-oxo-7,8- 
dihyroguanine is in its use as a potential bio-marker of oxidative damage in 
cells. A further problem is the large doses required to produce sufficient product 
for analytical detection. For instance, the products formed may alter the reaction 
pathways occurring in DNA of irradiated cells. For instance 8-oxo-7,8- 
dihydroguanine is more readily oxidised than guanine [53] and therefore when 
formed could subsequently interfere in radiation-induced electron migration in 
DNA (see Section 6). An additional, future challenge is therefore the detection 
of DNA base modifications by analytical methods which at present lack the 
sensitivity required for detection at biological relevant doses of--1-2 Gy. A 
method based on immuno-chemical recognition coupled with capillary 
electrophoresis and laser-induced fluorescence detection [54] has reduced the 
detection limit several orders of magnitude. For instance, 3 x 10 -21 moles of 
radiation-induced thymine glycol have been detected in human cells using a 
dose of only 0.05 Gy. The yield of thymine glycol produced by irradiation of 
A549 cells is 0.9 per 107 bases per Gy. Some typical yields of radiation-induced 
DNA base damages determined from cells irradiated with low LET radiation are 
shown in Table 1. Some caution must be exercised in using these values since 
several of the presently used analytical techniques may produce oxidised DNA 
products upon work-up or the enzyme probes may be <100% efficient at 
excising the damages which they recognise. 

More recently, various biochemical methods have been used based on enzymes 
which recognise specific base damages. The enzymes are capable of excising 
specifically damaged bases by hydrolysis of the N-glycosidic bond linked to the 
modified base. The resulting abasic site is cleaved by the associated AP lyase 
activity to convert the abasic site to a strand break as shown in Figure 5 for Fpg 
and endonuclease III, the two most generally used enzymes. There are several 
extensive reviews of the activity of these proteins and the specific lesions they 
recognise and excise [3-5,55]. Endonuclease III and Fpg have been used to 
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Figure 5. Excision of a damaged DNA base by endonuclease Ill and Fpg proteins followed by 
13,~5 elimination of the AP site. 

determine the yields of base damage induced by radiation in a variety of cells 
[56,57] (see Table 1). The advantage of this enzymatic approach is the use of 
biologically relevant doses to induce DNA damage. However it has not been 
established that they efficiently remove all the damage that they recognise [58]. 
Each glycosylase is specific to the types of lesions they recognise. In general, 
endonuclease III recognises pyrimidine products in which the 5-6 double bond is 
saturated such as thymine glycol, 5,6-dihyrothymine, uracil glycol, 5,6- 
dihydrouracil, 5-hydroxy-6-hydrothymine, 5-hydroxy-6-hydrouracil, abasic sites 
and ring-opened and degraded pyrimidines. In contrast, Fpg recognises oxidised 
purine damages such as 8-oxo-7,8-dihydroguanine, formamido-pyrimidines and 
abasic sites. Whether Fpg recognises 8-oxo-7,8-dihydroadenine remains open to 
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question. 
These enzymatic approaches have also been used to study the mechanisms of 

base damage induction in DNA through determination of the yields of enzyme 
sensitive sites induced in plasmid DNA. Plasmid DNA has proven to be 
extremely useful for detecting damage following irradiation of aqueous 
solutions containing different concentrations of radical scavengers. Briefly, 
plasmid DNA is circular DNA which is in the supercoiled form (closed 
circular). If a ssb (either prompt ssb or an induced ssb through subsequent 
treatment of the irradiated DNA) is induced in the supercoiled form, the plasmid 
DNA is converted into the relaxed circular form (open circular). If a dsb is 
induced, the plasmid DNA is linearised as shown schematically in Figure 6. 
These different forms of the plasmid have different mobilities and are readily 
distinguished by agarose gel electrophoresis, so that the system is sufficiently 
sensitive that only ONE ssb is readily detected. The various forms may be 
quantified using fluorescent dye staining and fluorescence imaging. OH radical 
scavengers are added to the plasmid DNA solutions so that the cell conditions 
with respect to radical diffusion distances may be mimiced. Therefore a plasmid 
DNA solution containing radical scavengers has the following advantages:- 
i) the scavenger concentration establishes the lifetime of the radicals in solution 
and as such determines the mean diffusion distance of the water radicals. From 
cellular studies, it is established that the mean diffusion distance of OH radicals 
in the cell is about 4 nm, which corresponds to a scavenging capacity of--109 s 1 

and 
ii) the yield of ssb ( prompt or enzyme sensitive sites) per DNA molecule per Gy 
is readily determined. 
Therefore, under conditions where the majority of the damage is induced by 
isolated OH interactions with DNA (e.g. scavenging capacity < 5 x 107 s-l), the 
yields of enzyme sensitive sites relative to the yield of prompt ssb under aerobic 
conditions are about 0.6 for endonuclease III sites and 1.0 for Fpg sites [59-61 ]. 
These yields of base damage are compared with the combined yield of prompt 
and heat-labile ssb. The ratio (1:1.6) of the yields of endonuclease III sites to 
Fpg sites, where the latter are predon-tinanfly due to purine damages, is similar to 
the analytically determined ratio of 1:1.5 for the yields of oxidised pyrimidines 
to oxidised purines [62]. The predominant purine damage induced by ionising 
radiation is 8-oxo-7,8-dihydroguanine. Since heat-labile ssb contribute -30% of 
the total yield of prompt and heat-labile ssb [63], it is estimated that the yield of 
base damage induced by OH radicals and recognised as enzyme sensitive sites is 
about 2-2.5 x the yield of prompt ssb. The yield of base damage induced in cells 
by low LET radiation is significant compared with the yield of prompt ssb. 
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4.2. Base d amage  by direct effects 
There is less information on the types of base damage produced by the direct 

deposition of energy in DNA. The majority of the information on free radical 
intermediates produced in DNA by ionising radiation has come from electron 
spin resonance (esr) studies and has been reviewed in detail elsewhere [10]. The 
DNA samples are generally irradiated in frozen, aqueous solutions at 77K and 
the free radical intermediates characterised by esr. Irradiation at 77K ensures 
that the DNA species are produced by direct effects, since reactions with 
diffusible water radicals, which occur at 310K, are 'frozen-out'. Effectively two 
major radicals were observed; the guanine radical cation and the 
cytosine/thymine radical anion. Since all the bases absorb energy and ionised to 
produce their corresponding radical cation (electron hole centre) and an electron, 
the guanine radical cation is therefore formed through migration to and 
localisation of the electron hole centres at guanine. This process is 
thermodynamically favoured since guanine has the lowest oxidation potential (E 
1.24V, [64]) of all the DNA bases. The ejected electrons migrate and become 
localised at the pyrimidines, the bases with the highest reduction potentials [65]. 
The most recent findings are interpreted in terms of formation of the electron 
adduct of cytosine [66]. Since ionisation of the water of hydration in the first 
solvent shell of DNA may also occur to produce H20 § at 77K, it is suggested 
that H20 +" subsequently oxidises its associated base thereby transferring the 
damage into DNA in competition with its conversion into an OH radical. There 
is some evidence for the formation of OH radicals in the outer hydration shells 
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of DNA [67]. At present there is little evidence for the formation of sugar 
radicals or phosphorus radicals with low LET radiation at these temperatures 
however they probably are formed but are difficult to detect. Irradiation of 
DNA under these conditions but with a high LET ~608+ ion beam has shown that 
carbon-centred radicals are formed, indicative of sugar radicals and that a low 
yield of phosphorus-centred radicals are produced [68]. 

These esr studies were essentially the first to show that ionisation events in 
DNA lead to charge migration in DNA. More recently, charge migration in 
DNA has been confirmed at ambient temperatures through photochemical 
induced one-electron oxidation of DNA and the use of 193 nm light [69] which 
is capable of ionising DNA but not water in monophotonic processes. 
Radiation-induced charge migration in DNA is discussed in Section 6. 

As shown in Section 4.1, there is a vast literature on the interactions of water 
radicals with DNA at ambient temperatures whereas there is little information 
on direct damage induced in DNA in an aqueous environment by ionising 
radiation at ambient temperatures. The problem is the overwhelming 
contribution of water radical damage to DNA in aqueous solution. The major 
approaches to simulate the direct effects in DNA in an aqueous environment are 
i) the use of one-electron oxidants such as SOn" [ 1,70], ii) the use of laser light 
of appropriate wavelength to ionise DNA [69,71,72] or iii) the use of photo- 
oxidants [73-76]. These approaches give chemical information on one-electron 
oxidation of DNA, essential to understand the types of species produced. These 
approaches are biased to the types of damage induced in the bases since 
interactions at the sugar moiety are minor processes, if they occur at all. The 
use of one-electron oxidants and chiefly SO4"-has shown that the major species 
produced in DNA is one-electron oxidised guanine [70]. As guanine is the most 
easily oxidised base in DNA, a limitation is that the interactions may occur only 
at guanine. Further, other reactions such as addition and H-atom abstraction by 
SO4" have complicated interpretations using this approach, as reviewed 
extensively elsewhere [1 ]. 

The use of 193 nm light has been reviewed [69] but more recently it has been 
confirmed that guanine is the major site for localisation of the oxidative damage 
[72,77], consistent with the findings from esr studies. 193 nm light ionises DNA 
in aqueous solution with a quantum yield of ~0.05 as shown in equation 5. 

hv 193 nm 
DNA . . . .  DNA "§ + e- (5) 

The solutions generally contain oxygen to scavenge the hydrated electron, which 
is readily observed optically at early times [72,78]. Although all the bases will 
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Figure 7. Reaction pathways leading to radiation-induced DNA damage by direct energy 
deposition in DNA. 

be ionised to varying degrees depending on their extinction coefficients at 193 
nm and their quantum yields of photo-ionisation [79], the major species 
observed at early times is the guanine radical cation. The lifetime of the guanine 
radical cation in DNA is --0.05 s [80], however the loss of the cation does not 
lead to ssb. It is assumed that hydration of the guanine radical cation occurs on 
this time scale, a reaction that occurs with the guanine radical cation in DNA but 
not in the mononucleotide [43]. Much of the earlier literature from the esr 
studies had assumed that the guanine radical cation is a precursor to ssb, 
however this assumption is not confirmed by solution studies [80,81]. 
Sequencing gel electrophoresis [82] has been used to identify the sites of base 
damage induced by 193 nm light and is able to resolve, at the single nucleotide 
level, damage in a DNA fragment, typically 20-300 bp long, provided the 
damaged base is converted into a ssb. Since many of the base damages and in 
particular 8-oxo-7,8-dihydroguanine are not particularly alkali-labile [81] to 
give a ssb, the use of specific enzymes which recognise and excise the damage 
to give a ssb have been used as discussed for OH-radical induced base damage 
in Section 4.1. It was confirmed that the majority of the base damage induced by 
193 nm light is localised at guanine [77]. The yield of guanine base damage is 
20-30x that prompt ssb; the latter only represents -1-2% of the photo-ionisation 
events [84]. The use of enzymes which recognise photo-products do not result 
in significant yields of single strand breakage. Similar distributions of DNA 
damage are produced in the absence of oxygen, an important observation since 
superoxide or singlet oxygen could have been responsible for the damage [83]. 
These studies are consistent with the esr studies that ionising radiation results in 
the formation of electron loss centres in DNA by direct effects and that these 
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electron loss centres migrate and become localised at guanine, a 'hotspot' for 
directly induced damage in the DNA bases. Figure 7 summarises the reaction 
pathways induced by direct effects in DNA. 

The major radiation-induced DNA radicals produced by the direct effects are 
localised at guanine (oxidative damage) and the electron at cytosine. The major, 
persistent damage was identified as 8-oxo-7,8-dihydroguanine in irradiated 
DNA under condition where the DNA is fully hydrated (22 water 
molecules/nucleotide) at ambient temperatures but no bulk water is present [85]. 
Under these conditions, the radiation effect simulates the direct effect. Minor 
yields of FapyGua, 8-oxo-7,8-dihyroadenine, pyrimidine glycols and some other 
very minor products are produced from the oxidative pathway. Similarly, using 
photo-oxidants which oxidise DNA, the major product is 8-oxo-7,8- 
dihydroguanine [62]. Using photo-oxidants, the yield of pyrimidine products is 
minor compared with the yield of 8-oxo-7,8-dihydroguanine. The reductive 
pathway results predominantly in formation of dihydrothymine but in 
significantly lower yields than that of the oxidative products [85]. Therefore the 
major chemical modifications of the bases resulting from the direct effects of 
ionising radiation are oxidised guanine and pyrimidine products from electron 
trapping. Whether these product distributions change for high LET radiation 
remains a challenge for the future. Since the probability of multiple ionisations 
occurring within a few base pairs is greater for high LET radiation, other 
pathways may become available for localisation of the damage, if several 
radicals are produced within a few base pairs. 

4.3. OH radical-induced DNA strand breakage 
In order to produce a prompt ssb in DNA by radiation, the radical site must be 
ultimately located on the sugar phosphate moiety. The OH radical interacts with 
the sugar moiety by H-atom abstraction with rate constants of about 2 x 109 dm 3 
tool -1 s -1 [8]. The OH radical produces different radicals depending on the site of 
H-atom abstraction. In the presence of oxygen, these radicals interact with 
oxygen to give their corresponding peroxyl radicals. The interaction of OH 
radicals with the sugar moiety and the pathways to strand breakage have been 
discussed in several reviews [2,20,86] and in the Chapter by von Sonntag. In 
DNA, the interaction of the OH radical with the various H-atoms at the different 
sugar carbon atoms results in a different distribution compared with the 
chemistry known for deoxyribose. The hydrogen atoms attached to the carbon 
atoms of the deoxyribose moiety are designated H-I ' ,  H-2', H-2", H-3', H-4', 
H-5' and H-5". The OH radical interacts predominantly with the H-4', which is 
in the minor groove of the double helix, and with the two hydrogens at the 5' 
position [19,21 ]. H-5" is also in the minor groove of the double helix whereas 
H-5' is on the edge of the groove. Variations in the DNA sequence influence 
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the accessibility to the minor groove, thereby affecting the abstraction of H-4' 
and H-5" but not H-5'. This change of accessibility for the OH radical due to 
minor groove variations has been related to the sequence dependent probability 
of ssb, with a reduced probability of ssb occurring at runs of A/T [ 19,87]. It was 
proposed that ssb induced in DNA arise equally from the 4'-pathway and the 5'- 
pathway (see later for mechanisms). The 4'- and 5'-hydrogens of DNA are the 
most readily accessible to diffusible OH radicals. H-I '  is buried in the minor 
groove so its accessibility and probability of reaction with the OH radical is very 
low. Similarly, the 2' hydrogens are thought not to be readily accessible or have 
lower reactivity with the OH radical. H-3' is in the major groove of the double 
helix but is thought not to contribute significantly to strand breakage. The 
abstraction of an H-atom from the various positions in the deoxyribose moiety 
described above was supported by deuterium isotope studies on double stranded 
oligonucleotides [21]. 

As alluded to above, the major precursors to OH radical induced ssb are the C- 
4' radical and the C-5' radical resulting from H-atom abstraction of H-4' and H- 
5'/H-5" respectively [2]. From irradiation of plasmid DNA in aqueous solution 
under aerobic conditions, it is estimated that the probability of prompt ssb 
formation on interaction with the OH radical is --13% [88]. To measure prompt 
ssb it is essential to irradiate and subsequently maintain the DNA at 4 ~ during 
electrophoresis to avoid the formation of heat-labile sites. The yield of heat 
labile sites is -30% of the yield of prompt ssb [63]. Further, DNA should be 
retained at near neutral pH to avoid the formation of alkali-labile sites. For 
instance, if C-1' radicals are produced in DNA by OH radicals or direct effects, 
these C-I '  radicals lead to abasic sites with the formation of' 
deoxyribonolactone, an alkali-labile site [89,90]. In the presence of oxygen, the 
C-1' radical forms a peroxyl radical adduct which decomposes into a 
carbocation at C-1' and the superoxide radical anion. 

There now exists substantial evidence that the C-4' radical in DNA is a 
precursor to prompt ssb. The pathway to ssb formation is shown in Figure 8. 
The seminal studies of von Sonntag and Schulte-Frohlinde [2] showed that in 
the absence of oxygen, the C-4' radical undergoes a ~l-elimination of one of the 
phosphates. The resulting radical cation undergoes hydration followed by a 
second 13-elimination of the other phosphate. The rate constant for hydration of 
the radical cation is estimated to be 6 x 107 s "1 [91]. This pathway yields DNA 
ssb in which there is a gap representing loss of a nucleoside [92] and the ssb 
termini are 3'- and 5'- phosphates in the absence of oxygen [93]. An alternative 
reaction of the radical cation of the sugar, if there is an adjacent guanine, is 
oxidation of the guanine leaving an enol ether end termini [94]. The rate 
constant for this oxidation process is estimated to be > 108 s ~ in order to compete 
with the hydration reaction of the radical cation. In the presence of oxygen the 
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Figure 8. C-4' mechanism for single strand break formation. 

C-4' radical interacts with oxygen to form a peroxyl radical. This peroxyl 
radical may then interact with another peroxyl radical to produce a tetroxide 
which, following homolytic cleavage, undergoes a ~l-elimination reaction. 
Whether the formation of a tetroxide occurs in duplex DNA however is as yet 
not known. The end-group termini of the ssb in the presence of oxygen are 5'- 
phosphate and 3'-phosphoglycolate [93,95,96] and the base is eliminated as a 
base propenal. In single stranded DNA, the peroxyl radical undergoes a 
reversible release of oxygen unless trapped by the presence of H-atom donors so 
that ssb are induced via the anaerobic pathway [94]. 

Less is known about the mechanism of ssb arising from the C-5' radical. A 
possible mechanism involves formation of a ssb gap with 5'- and 3'-phosphate 
termini. However irradiation of DNA under aerobic conditions with y-radiation 
yields ssb with a 5'-phosphate and either a 3'-phosphoglycolate or a 3'- 
phosphate termini as shown from the different mobilities of fragments with the 
same number of nucleotides on a sequencing gel [95]. These two 3'-end termini 
are produced in about equal yield. It is important to stress that a radiation- 
induced ssb is distinctly different from a simple, single stranded nick involving 
cleavage of the phosphate-ester linkage by specific enzymes. Whereas a 
radiation-induced ssb involves a gap representing loss of a base, a nick does not 
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Figure 9. Transfer of the radical site from a DNA base radical to the sugar moiety. 

lead to base loss and importantly the end termini are 5'-phosphate and 3'- 
hydroxy groups. These end termini are substrates for ligase, an enzyme which 
reseals the nick. In contrast, a radiation-induced ssb has to be processed by the 
cellular enzymes before the ssb can be sealed by ligase. Firstly the ends need to 
be cleaned up, followed by a polymerase step to fill in the gap and finally a 
ligase step. If two ssbs are formed within about 10 bp of each other but on 
different strands of the duplex, a double strand break is formed which is thought 
to be more difficult to repair biochemically and therefore is biologically of more 
consequence. 

An additional pathway to ssb in DNA is transfer of the radical site from a 
hydroxyl radical adduct of the base to the adjacent sugar involving a rate 
determining H-atom abstraction [97-99], as shown in Figure 9. This reaction 
involves H-atom abstraction from an adjacent sugar [100] by the OH radical 
adduct of the base or its corresponding peroxyl radical, formed on reaction with 
oxygen. The rate constant for this reaction in single stranded DNA under 
aerobic conditions is --5-8 s ~ [1]. In the absence of oxygen, this reaction 
involves the OH radical adducts of the DNA bases with reducing properties. 
This transfer of the radical site to the deoxyribose sugar was also observed from 
the 5,6-dihydrothymidine-5-peroxyl radical generated by photochemical 
methods using photo-active groups which generate specific radicals [101,102]. 
This peroxyl radical abstracts a H-atom from the C-1' position of the 5' adjacent 
nucleotide. This pathway would be the same as that initiated by H-atom 
abstraction. As discussed above, the C-1' radical does not lead to prompt strand 
breakage but to a ssb resulting from scission of an alkali-labile site. The 
importance of this type of pathway to ssb formation, if it occurs in duplex DNA 
[103], is an amplification of damage. The ssb is formed next to a sugar 
containing a modified base formed in the H-atom abstraction process. As 
mentioned earlier, clustered damage in DNA is thought to present a greater 
challenge to the repair machinery of the cell. 
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4.4. DNA single strand breaks by direct effects 
The majority of the detailed mechanistic chemistry on DNA ssb is derived 

from studies with OH radicals. In the cell, about 40% of the ssb are induced by 
the direct effects of radiation. Although esr studies [10] indicate that the major 
radicals formed are located at the bases, it is established that the guanine radical 
cation does not lead to ssb by radical transfer to the sugar moiety. There is little 
mechanistic information on ionisation of the sugar phosphate backbone of DNA. 
Direct energy deposition in the deoxyribose moiety will cause ionisation 
provided the energy is sufficient to cause ionisation as shown in reactions (6-8). 

DNA-deoxyribose / ' k /~ -  (DNA )'+ - (6) �9 -,. -deoxyribose + e 

(DNA-deoxyribose) "§ 
(DNA-deoxyribose)" + H + (7) 

(DNA-base) "§ (8) 

If the radical cation of the sugar deprotonates, then the corresponding sugar 
radicals, namely C-1' - C-5', will be produced. The chemistry of these radicals 
would correspond with those discussed in Section 4.3 and in the Chapter by von 
Sonntag. The C-4' and C-5' radicals would lead to strand breakage. The end 
termini of ssb induced under direct effects are 3'- and 5'-phosphates [104] with 
no evidence for the formation of 3'-phosphoglycolates. A recent study on 
ionisation of the phosphate group [ 105] has shown that with ribose-5-phosphate 
the phosphate radical, produced on ionisation, may rapidly abstract a H-atom at 
C-4' involving a six-membered transition state (k= >5 x 107 s-l). In DNA, the 
resulting C-4' radical would give rise to a ssb as shown in Figure 8. This 
mechanism involving H-atom abstraction by the phosphate radical may explain 
the pathway to prompt ssb in DNA induced by 193 nm light and why the 
phosphate radical, due to its short lifetime, is not observed in esr studies with 
low LET radiation [10]. This H-atom abstraction by the phosphate radical 
cation may cause strand breakage in competition with oxidation of the base 
moiety as shown in reaction 8. A base oxidation process would be very 
dependent on the oxidation potential of the base, since guanine is more readily 
oxidised than the other bases of DNA. As discussed in Section 4.3, the radical 
cation resulting from l-elimination of the phosphate from the C-4' sugar radical 
may oxidise guanine in competition with its hydration [94]. The evidence so far 
indicates that the guanine oxidised is on the complementary strand. A detailed 
understanding of the chemistry of ionisation of the sugar phosphate backbone 
and the persistent damage produced resulting from ionisation awaits further 
experimentation. 
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4.5. Track structure simulations of ssb distributions 
Over the years, damage to DNA has been simulated using track structure 

approaches and more recently the chemistry of the water radicals has been 
included as they diffuse and interact with DNA [ 16,106]. A detailed discussion 
of these approaches is outside the scope of this chapter. The idea of this Section 
is to highlight the DNA damage aspects of these theoretical approaches. The 
rationale for these simulations is to understand the effects of a single track of 
radiation, the lowest possible dose that may be delivered to a cell. This 
information is important in the development of mechanisms relating to the 
biological consequences of ionising radiation at low dose and dose rate, of prime 
importance in radiological protection. Much higher doses are generally used in 
experimental studies, so requiting extrapolation to low doses. 

Several different track structure codes have been used to simulate the effects of 
both low and high LET radiations. These simulations are based upon accurately 
scoring all the energy deposition events as the radiation track intersects the DNA 
and its surrounding environment [35,36,107]. Several different models of DNA 
have been used ranging from a solid voxel model [108] to more molecular 
models of DNA. The exact base or sugar phosphate moiety in which the energy 
event occurs is recorded together with the amount of energy deposited. The 
track events which occur in the vicinity of the DNA and assumed to be in water, 
are converted into water radicals [35,36]. The water radicals are diffused and 
either react with other radicals formed in the track and are removed or interact 
with DNA if they reach the DNA. If an interaction occurs at DNA the exact 
sugar/base moiety is recorded so that together with the damage produced by 
direct interactions with DNA, a complete picture of the initial damage is 
obtained. With knowledge of the number of tracks within a given volume and 
the amount of DNA, these damages are converted into damages/Gy/base pair. 
The majority of these studies [35,36,108] use various assumptions based on 
i) the amount of energy deposited in DNA required to give a ssb and dsb 
ii) the distribution of water radical interactions with the base and sugar moieties, 
usually based on the 80 to 20% distribution between base and sugar phosphate 
respectively and 
iii) the probability of the OH radical abstracting an H-atom from the sugar 
moiety to give ultimately a ssb. 

The models are based on a significant amount of information derived from 
radiation chemistry. The reader is directed to the studies of Nikjoo et al [35] 
and Otterlenghi et al [107] for a more detailed description of the assumptions 
and approaches on scoring the DNA damage. An important outcome from these 
simulations on DNA damage for the experimentalist is an indication of the 

single strand break spatial distribution of lesions produced in DNA ranging 
from isolated ssb to more complex DNA lesions. A compilation of some of the 



609 

S 
I 

b 
b 
I 

S 

b b ..................... b 
b b b b 
i l i I 

S ~ S '  S S 

S S 
! I 

b b 
b b | 

S 
I 

b 
b 
! 

S 

examples of clustered damage 

~ S S S - - - - S  
I I I X 

b b b b b 
b b b b b 
I g I l n 

s, s s ' s s s .... 

s S s s ! ! ! 

b b b 
b b b b b 
I i a I I 

S S - - - - -S  S S ..... 

S iii i ii S 

I I 

b b 

V-] .b 
s s 

Double strand break 

$ S ....... S, 
b b b 
b 
I 

S 
b 
g 

S 

............................................... b b b 
b b ~ b | | �9 

s,, s s - s  

I base damage 

Figure 10. Schematic representation of examples of clustered DNA damage. 



610 

various types of lesions formed in DNA from these simulations are presented in 
Figure 10. As mentioned in Section 3, the concept of clustered DNA damage 
arose from these biophysical approaches [16]. An important observation is the 
formation of a ssb with an associated ssb within about 20 bp. Of the dsb formed 
about 30% are associated with another strand break lesion within a few base 
pairs [35]. As the LET of the radiation increases the complexity of the DNA 
damage increases so that at high LET -70% of dsb are associated with at least 
one other lesion within the complex damage [109]. Therefore, there exists the 
possibility of producing various types of clustered DNA lesions which may not 
be formed or are rare for low LET radiation. It is from these types of 
simulations that the increase in complexity of DNA damage with increasing 
LET of the radiation was suggested to be a reflection of the biological severity 
of the different radiations. 

Many of these simulations do not at present include base modifications 
although their inclusion in the simulations of damage complexity is beginning to 
appear [109]. The complexity of DNA damage is significantly increased on 
inclusion of base damage. Although there is little experimental evidence for 
clustered DNA damage (not including those described above derived from a 
single radical), dsb, which are a simple form of complex DNA damage, are 
produced in irradiated cells [23,25,26]. The cellular yields of dsb determined 
experimentally are in reasonable agreement with those determined from 
simulations under conditions which simulate the cellular environment [110]. 
Other types of radiation induced cluster DNA damage have not been detected in 
cells and this presents a significant challenge to the experimenters. Using cell 
extracts to rejoin DNA ssb induced by irradiation of plasmid DNA in solution 
[27,28,111 ], evidence was obtained for the formation of complex ssb especially 
by or-particles and ultrasoft X-ray irradiation. It was estimated that the majority 
of ssb are associated with at least one other lesion, either a base damage or an 
additional ssb. The biological consequences of clustered damage are presented 
in Section 7. 

5. E F F E C T  O F  C I ~ M I C A L  M O D I F I E R S  O F  D N A  D A M A G E  . 

Many agents are know to interact with the initially produced free radicals of 
DNA and modify these radicals to yield different types of products or even 
modify the product distribution. Thiols and other H-atom donors have been 
thought to act as radioprotectors through their ability to interact with DNA 
radicals [ 112]. As discussed above, many of the radicals e.g. sugar radicals and 
OH adducts of the bases, especially those with reducing properties, interact with 
oxygen to produce peroxyl radicals as shown in reaction (9) where R" represents 
a DNA radical. If R" is a C-4' sugar radical this reaction competes with its 
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interaction with a H-atom donor such as a thiol as shown in reaction (10) [2]. 

R" + 02 ~ R O 2  ~ (9) 

R" + -SH ~ RH + -S" (10) 

Under normal aerobic conditions, the interaction of DNA sugar radicals with 
oxygen (108-109 dm 3 mol -~ s -~) is much more efficient than the reaction with the 
thiol (104-106 dm 3 mo1-1 s l )  [1,2,112]. In the presence of oxygen, this reaction 
leads to fixation of damage leading to a ssb as discussed in Section 4.3. In many 
ceils in vivo, the oxygen tension is low so that the competitive interactions 
between oxygen and an endogenous thiol may occur leading to protection 
against a DNA strand break [113]. This competition involving reactions (9) and 
(10) has been proposed to explain the OER of about 3-4 for ssb induction in 
cells. There is less evidence for the interaction of thiols with the DNA bases 
although in the monomers this reaction occurs. For instance, the OH adduct of 
guanine with oxidising properties interact with thiolate and other reducing 
agents by electron transfer [42]. That DNA base radicals are less susceptible to 
interactions with thiols compared to the monomers may be a reflection of the 
DNA structure inhibiting accessibility. 

Since hypoxic cells are less sensitive to ionising radiation, much research was 
invested in the development of radiosensitisers. These agents were developed to 
mimic the effects of oxygen in hypoxic cells. The chemistry of radiosensitisers 
and the more recent developments, which arose out of this earlier research, of 
agents which are toxic to hypoxic cells following redox activation is discussed 
in the Chapter by Wardman. Briefly, radiosensitisers enhance the 
radiosensitivity of ceils under conditions of hypoxia and the efficiency of the 
radiosensitiser is related to its ease of reduction, e.g. its one electron reduction 
potential. As with oxygen, these agents must be present within a few 
milliseconds of the radiation [34], thus leading to the concept that the 
radiosensitisers interacted with a bio-radical [refer to Chapter by Wardman]. 
Since DNA damage is modified by these agents, it was thought that the 
interaction involved DNA radicals, although the mechanism is still to be 
elucidated by which the redox dependence of the chemical reactions between 
radiosensitisers and bioradicals reflects that seen for cell inactivation. 

Radiosensitisers are typically nitroaromatics which are good oxidants. 
Although the mechanism of sensitisation remains unclear, there are some 
indications from studies looking at the interactions of DNA radicals with a 
variety of oxidants (radiosensitisers). Nitroaromatics have been shown to 
interact with alcohol radicals and ether radicals initially through the formation of 
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Figure 11. Pathways to formation of single strand breaks by reaction of OH adducts of DNA 
bases with nitro-aromatics. 

a nitroxyl adduct which are long-lived in the case of the ethers [114-116]. 
However the redox dependence of the rate constants for adduct formation is --3- 
4 V -~ compared with the value o f - 8 - 9  V -1 for the rate limiting step seen for 
radiosensitisation of cell killing under hypoxia. Formation of an adduct with the 
nitro-aromatics is thought to mimic the formation of a peroxyl radical by 
oxygen. 

5.1. Reaction with nitro-aromatics 
DNA base radicals induced by OH radicals are also a possible target for 

interactions with nitro-aromatics [117]. For instance, the OH adducts of the 
nucleobases with reducing properties interact with nitro-aromatics to form 
nitroxyl adducts [ 118]. The rate constants for this interaction show only a weak 
dependence on the one electron reduction potential of the nitro-aromatic. 
However, using poly C as a model for a biopolymer, the nitroxyl radical adducts 
formed through addition of nitrofurantoin to the C-6 position of the C(5)-OH 
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adduct of the cytosine moiety is able to abstract a H-atom, presumed to be from 
an adjacent sugar [118]. If this abstraction from the sugar occurs at a carbon site 
which is a precursor to ssb (see Section 4.3), then a strand break is formed as 
shown in Figure 11. Interestingly, the adducts appear to be very long lived since 
the rate constant for the H-atom transfer from the sugar is -2-3 s ~. It is not 
know whether this H-atom abstraction reaction in Figure 11 shows a strong 
dependence on the redox potential of the nitro-aromatic. Therefore nitro- 
aromatics mimic the effects of oxygen in that they may lead to ssb on interaction 
with OH radical adducts of the nucleobases. As stated earlier though, some 
caution is required on the accessibility of the base radicals in DNA by these 
experiments. 

If quinones are used as the oxidant, the reaction of the OH radical adducts of 
the nucleobases proceeds by outer sphere electron transfer to yield a carbocation 
but not an adduct [118]. The rate constant for this interaction shows a strong 
dependence on the one-electron reduction potential of the quinone. This 
reaction does not lead to ssb induction in poly C in the presence of 
benzoquinone but to a reduction in the yield of ssb. 

The mechanism of ssb enhancement and radiosensitisation may be related in 
some way to those oxidants which form adducts with the DNA radicals. With 
the nitroaromatics a plausible enhancement of ssb is the possible H-atom 
abstraction by the base nitroxyl radical. The reactivity of the nitroxyl adducts 
with thiols or other reductants has not been studied in detail as there are at least 
two possible interactions where competition between the nitro-aromatic and a 
thiol may occur as shown in reactions (11-15). 

DNA-base-OH + RNO2 ~ nitroxyl adduct (11 ) 

nitroxyl adduct ~ sugar radical(-H-atom) (12) 

nitroxyl adduct +-SH -------I~ no sugar radical (13) 

sugar radical(-H-atom) + RNO2 ,.'- nitroxyl-adduct + ssb(?) (14) 

sugar-radical(-H-atom) +-SH ~. no-ssb (15) 

The type of ssb end group termini induced by irradiation of DNA under hypoxic 
conditions in the presence of misonidazole, a nitroaromatic, is an aerobic type 
damage, namely a 3'-phosphoglycolate [93]. That the yield of ssb was not 
enhanced by misonidazole in an aqueous solution is an indirect indication that 
the pathway to ssb in cellular DNA may involve a competition for the precursor 
radical between the nitroaromatic and a thiol or some other protective agent. 
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This scenario is identical to that for the lack of an oxygen effect on ssb induction 
with irradiated plasmid DNA in aqueous solution and in the absence of thiols. 

6. RADIATION-INDUCED CHARGE TRANSFER IN DNA 

There is significant evidence that direct energy deposition in DNA results in 
radiation-induced charge transfer in DNA as discussed in section 4.2. Direct 
energy deposition may lead to ionisation of the DNA as shown in reaction (16). 

DNA ~ ~ (DNA +" + e)  (16) 

The migration of the ejected electron has been discussed in detail and the reader 
is referred to reference [1] and Section 4.2. Briefly, from addition of additives 
to DNA, the ejected electron migrates -- 25 base pairs (for review see [1]). In 
contrast, the migration of the hydrated electron after addition to DNA occurs 
over --5 base pairs [1]. From esr studies on DNA at 77K, it has been proposed 
that the ejected electron only migrates -3 base pairs. The radiation-induced 
ionisation events are produced randomly in the DNA and the ejected electron 
may tunnel and/or undergo hopping processes which are in competition with 
irreversible trapping of the adduct, possibly involving protonation at carbon. 
Indeed, the dihydrothymin-5-yl is the major electron gain centre observed by esr 
at higher temperatures replacing the initially observed cytosine radical anion at 
77K [10]. As discussed below for migration of oxidative damage, tunnelling 
mechanisms may involve short migration distances whereas larger distances, 
which require an electron trap for detection, involve a hopping mechanism. In a 
hopping process, high mobility electron carriers would not be observed. 

There has been a resurgence of interest in the transfer of oxidative damage to 
guanine in DNA and the distance over which this transfer occurs. From the 
earlier esr data [10], it was not necessary to invoke long range transfer of the 
radiation-induced electron loss centre to guanine in DNA at 77K. That the 
electron loss centre localises at guanine is predicted from its oxidation potential 
in relationship to that of the other bases [64]. Some sequence dependent effects 
are to be expected as GG sites in DNA are preferred sites for localisation of the 
oxidative damage [ 119] since, from theoretical calculations, these sites are more 
readily oxidised in DNA. The use of 193 nm light has shown that guanine is the 
preferred site of damage localisation in DNA at ambient temperatures [72]. This 
finding was emphasised by the use of enzymes which excise the base damage 
(see section 4.2 for discussion and mechanism) [77]. Several other studies have 
used photo-oxidants and showed the importance of guanine as a 'hotspot' of 
damage localisation [73-76]. Since ionising radiation or 'free' photo-oxidants 
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Table 4 
Photo-induced charge migration in DNA: Distance dependence 

Oligonucleotide length/bp a) ~/A- 1 b) 
migration/bp Reference 

< 53 0.7 15 [ 125] 

7 e) 0.64 [ 121 ] 

< 14 --1 8 [751 

63 55-60 [120] 

25 11 [76] 

0.2 [74] 

Calf Thymus DNA 0.9 - 1.4 3 [73] 

Theoretical Prediction 1.2 - 1.6 [ 123] 

produce oxidative damage randomly, it is difficult to comment on the distance 
of charge migration. 

More recently, photo-oxidants (e.g. ruthenium and rhodium donor complexes 
[75, 120], anthraquinones [76], stilbene dicarboxamides [121]) which are 
tethered to one end of short fragments of DNA of known sequence or form a 
bridge connecting the two complimentary strands, have been used to initiate 
guanine oxidation. From the known sites of guanine damage at various 
distances, in terms of base pairs from the photo-oxidant, it has been possible to 
obtain distances over which the electron may migrate. The initial studies 
indicated that the charge does not migrate long distances in photo-oxidised 
DNA. If the charge transfer occurs by an electron tunnelling process, the 
following dependence for charge migration previously developed in proteins 
[75, 122] applies. The [3-values, obtained from the dependence shown in 
equation (17), are given in Table 4. 

ket--- A exp{-[3(R) } (17) 

In equation (17), the rate constant for electron tunnelling is k~t, R the distance 
between donor and acceptor and 13 a distance dependent constant. This electron 
tunnelling type of mechanism indicates that the rate of electron transfer 
decreases by about one order of magnitude per base pair, since the typical value 
of [3 is in the range 1-1.5 A 1 [123]. As shown in Table 4 typical values of ~l for 
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electron transfer by tunnelling in DNA is 0.6-0.7 A -1. This value represents a 
rapid decrease in the rate constant for electron transfer with distance so that the 
charge is predicted to transfer over short distances. However, findings from 
other studies [120, 124, 125] indicated considerably longer distances as shown 
in Table 4. Although there is conflict on the distance migration of the oxidative 
damage, it has recently been rationalised based on theoretical considerations, 
that these longer distances involve an electron hopping mechanism [ 126]. It was 
proposed that the electron may tunnel over short distances but the longer 
distances involve a hopping mechanism. Such hopping is influenced by the 
local DNA sequence and the proximity of the nearest guanine. For instance, 
runs of AT bases are inhibitors to hole migration [120,121]. A further 
consideration with the hopping mechanism is the depth of the trap will 
determine the detrapping rate and this detrapping process must compete with 
irreversible chemistry of the radical cation. These competing processes would 
include hydration of the radical cation [80] and proton transfer processes 
involving the complementary base [ 127]. 

In all of these photochemical studies the following points of caution need to be 
remembered. Firstly, the sites of damage from sequencing gels assume that the 
damages are revealed by treatment of the irradiated DNA with piperidine. 
Several of the oxidative damages are not labile to pipefidine treatment, one of 
which is 8-oxoguanine [81 ]. Therefore sites which may be damaged may not be 
revealed by this approach so could lead to over emphasis on the alkali-labile 
sites. Secondly, back electron transfer with the photo-oxidant may influence the 
quantity of cleavage within a few base pairs of the photo-oxidant due to back 
electron transfer. Notwithstanding these limitations, radiation-induced charge 
migration occurs in DNA has significant implications for not only damage 
localisafion/repair but for the possibility of signalling damage over several base 
pairs and the ability to move energy along the DNA. The field of DNA as a 
charge carrier is opening up novel areas of research and applications in health 
and diagnostics. Recently, proteins, which bind to DNA, have been shown to 
modulate electron transfer in DNA [128]. This area of research should provide 
interesting insights into the ability of DNA to be used as a medium to transfer 
energy. 

7. CLUSTERED DNA DAMAGE 

Although clustered DNA damage induced by radiation has been mentioned 
several times in this chapter (especially in Section 4.5), it seems appropriate to 
bring together the implications of this type of damage to the biological effects of 
radiation. In the sections above, the radiation mechanisms by which ssb and 
base damages are formed have been presented including the possible role of 
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DNA acting as a medium to facilitate charge transfer. The distance of charge 
transfer on the whole is probably limited otherwise the fingerprint of the 
radiation track, especially at high LET, would be lost and consequently the 
enhanced radiosensitivity of high LET radiation. The two types of clustered 
DNA damage discussed are 
i) when several fundamental lesions are produced within a few tens of base pairs 
as discussed above from simulations (see section 4.5) and 
ii) the formation of two clustered damaged sites within a few 100's of base pairs 
especially for high LET radiation. These later damages are called regionally 
damaged sites [129]. 

Experimental evidence for clustered DNA damage is scarce. Indirect evidence 
comes from the increased efficiency of forming a dsb per ssb as the LET of the 
radiation increases [23,25,26]. This increase in the probability of producing a 
dsb per ssb has been seen with plasmid DNA irradiated with r in the 
presence of high concentrations of scavenger to mimic the mean diffusion 
distance of an OH radical in cells [130]. The number of radiation-induced dsb 
remaining after a repair period of a few hours in the cell increases as the LET of 
the radiation increases [26, 131]. Cell extracts have been used to rejoin 
radiation-induced ssb in plasmid DNA (see Section 4.5). Under 'cell mimetic' 
conditions and using high LET radiation to initiate ssb formation, the number of 
ssb which could be rejoined was reduced drastically [27,28,112]. This 
difference in the extent of ssb rejoining was interpreted to reflect an increased 
probability of a ssb being associated with another lesion (base damage or 
another ssb on the same strand) as the LET of the radiation increases. 

The importance of clustered DNA damage from a biological viewpoint is that it 
may compromise repair pathways. Observations on dsb rejoining in cells added 
credence to the hypothesis from track structure simulation (see Section 4.5) on 
the biological significance of clustered DNA damage. Indeed, evidence that the 
repairability of cluster DNA lesions is reduced was also obtained [132,133] from 
model systems in which synthetic damages, containing a base damage opposite 
an abasic site or a ssb, were treated with base excision repair enzymes (see 
section 4.1). The efficiency of processing of these synthetic, clustered DNA 
damages is critically dependent upon the number of base pairs intervening 
between the two damages. If the damage persists, it may result in a mutation. 
Evidence for the presence of clustered DNA damage using chemical detection 
methods and for the influence of clustered DNA damage on its recognition and 
repair by proteins are topics for future research (see Section 3). Although the 
majority of cellular studies have focused on the determination of dsb (a complex 
lesion), it is apparent that the yield of other non-dsb complex lesions may 
predominate. Future areas of research will focus on the challenge and biological 
consequences that clustered DNA damage present to the cellular repair 
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machinery and to signalling processes. 
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Free radical mechanisms in anti-cancer drug research 

P. Wardman 

Gray Laboratory Cancer Research Trust, P.O. Box 100, Mount Vernon Hospital, 
Northwood, Middlesex HA6 2JR, United Kingdom 

1 INTRODUCTION 

A chapter in an earlier compilation [1] bringing together fundamentals and 
applications of radiation chemistry illustrated applications to biochemistry and 
radiobiology. That chapter mainly described studies of redox processes in 
proteins and biomolecules. It therefore seemed appropriate to focus instead a 
major part of the present review on free radicals derived from xenobiotic 
molecules, especially drugs of interest in cancer therapy. 

As was noted in the earlier chapter, radiation chemistry in this context is used 
as a tool rather than as a means to understand radiation effects. It is a powerful 
tool. Intermediate free radicals from drug oxidation o r  reduction can be readily 
produced, in known concentrations, in a microsecond or so, and their reactions 
followed directly. The tool is well established, and not very expensive if the 
capital investment is depreciated over the lifetime of the equipment, or if skills 
are available to refurbish accelerators after their economic life in radiotherapy 
centres. 

The present chapter naturally concentrates on chemical properties and 
chemical mechanisms in anti-cancer drug research, although a brief outline of 
the biological basis for some outstanding problems in cancer therapy is included, 
together with an overview of redox characteristics of drugs and radicals. For 
brevity, only illustrative examples of specific studies that have utilized 
radiation-chemical techniques are included, and the bibliography concentrates 
on reviews where possible. Some earlier reviews outline in a broader context 
redox mechanisms of some anti-cancer and other redox-active drugs [2-8]. 

'Ged' Adams was a pioneer in the application of radiation chemistry to cancer 
research, particularly directed towards the development of drugs which might be 
useful in therapy, and his Failla Memorial Lecture [9] reviews the principles and 
key examples of the development of redox-sensitive drugs for use in cancer 
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therapy. He was also the senior editor of a volume of papers at a NATO 
Advanced Research Workshop on 'Selective Activation of Drugs by Redox 
Processes' [ 10], which provides an excellent overview of the field. 

2 REDOX CHARACTERISTICS OF DRUGS AND RADICALS 

2.1 Reduct ion  potentials  as a measure  of ease of  reduct ion or of oxidation of 
drugs  

A compilation of reduction potentials of one-electron couples involving free 
radicals in aqueous solution (mainly organic couples) includes an introductory 
outline of the quantitative basis for expressing redox properties by means of 
reduction potentials, which the reader may find useful [11]. Other compilations 
concentrate on inorganic couples [ 12] or include data on the kinetics of electron- 
transfer equilibria [ 13]. 

For simplicity consider first reduction of a drug such as a quinone Q, or 
oxidation of a hydroquinone QH2, by one or two electrons. Some examples of 
quinones that are drugs or biologically-active substances are shown in Figure 1, 
1 - 7. One-electron reduction of Q (equation (1)) or oxidation of QH2 (equation 
(2)) generates the same intermediate, the free radical Q'-/QH', which may be 
involved in prototropic equilibria such as equation (3): 

Q + e- ---~ Q'- (1) 

QH2 - e- ---) QH" + H + (2) 

QH" ~- Q'- + H +. (3) 

The ease of reduction of Q may be quantified by the reduction potential of the 
couple Q/Q'-, usually denoted by E and expressed in volts relative to the Normal 
Hydrogen Electrode (NHE). Only if both oxidant Q and reductant Q'- are in 
their thermodynamic standard states will the potential E equate to the standard 
reduction potential of the couple and symbolized as E ~ or E ~ In the present 
context, interest is focused on effective potentials under physiological 
conditions, i.e. in water at pH values close to 7. Reduction potentials such as 
polarographic half-wave potentials obtained in non-aqueous media, especially 
aprotic solvents such as dimethylformamide or acetonitrile and relative to a 
standard calomel electrode (for example), will be numerically quite different. E ~ 
should not be confused with a formal potential E0, which is usually defined as 
the potential when the ratio of the total concentrations of oxidized and reduced 
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Figure 1. Structures of some drugs and other chemicals discussed in the text. 
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species is unity and H § is at unit activity (pH = 0) [14]. If protonation of the 
semiquinone Q'- only occurs at pH values << 7 (pK3 << 7), then the mid-point 
potential at pH 7, EmT, will approximate to E~ Common quinones 
typically exhibit values of pK3 of 4.0 - 5.5 [15], and at pH values pHi 
approaching or below pK3 the mid-point reduction potential is best denoted as 
Erm(Q,H§ ") to indicate the significant participation of protons in the couple; 
the value will increase by -- 0.06 V per decreasing pH unit below pK3 (0.06 V = 
2.303 RT/nF, where the number of electrons, n = 1, F is the Faraday constant, R 
the gas constant and T the absolute temperature). The standard potential 
E~ ") is higher than E~ "-) by the factor--0.06 x pK3 volts [11]. 

The higher the numerical value of Emv(Q/Q'-), the easier Q is to reduce (more 
powerful the oxidant). Drugs discussed below include some quinones, such as 
derivatives of 1,4-benzoquinone or 1,4-naphthoquinone (E~ "-) --- EmT(Q/Q'-) 
since pK3 = 4.1), and the common cancer therapeutic agent, adriamycin 
(doxorubicin, Figure 1, 4). The latter structure can be considered to be based on 
1,4-dihydroxy-9,10-anthraquinone (quinizarin, Figure 1, 5); indolequinones are 
also of interest (e.g. EO9, Figure 1, 7). 

Nitroarenes, especially heteroarenes such as imidazoles and furans, are quite 
widely used in medicine as agents with selective toxicity towards anaerobic 
organisms, and have also attracted attention as hypoxic cell radiosensitizers (see 
below); typical examples include metronidazole (Figure 1, 8), nimorazole (9), 
misonidazole (10) and nitrofurantoin (11). Since protonation of either the nitro 
group or the unsubstituted imidazole nitrogen in the radical-anions of 
nitroimidazoles only occurs at pH values rather less than 7, the radical obtained 
on one-electron reduction of many nitroarenes are largely unprotonated at pH 7 
and for convenience can be symbolized as ArNO2"-. Functional groups of side 
chains/substituents may of course be protonated, with pK values differing in 
ground state and radical; an example was shown in the introduction to the 
compilation [11] and also in a review of the chemistry of nitroarene radicals 
[ 16]. The latter review also compared nitroarene radicals with those obtained on 
reduction of some aromatic N-oxides, especially that from the 1,2,4- 
benzotriazine-1,4-dioxide, tirapazamine (Figure 1, 16), now in clinical trial as an 
adjunct to chemotherapy with selective toxicity towards hypoxic tumour cells 
(see below). 

Table 1 lists some reduction potentials of the drugs mentioned above (or 
simpler models), including the potentials for oxygen. Two values of the latter 
are listed. The first is the standard potential, E~ atm)/O2"-), where oxygen is 
at its thermodynamic standard state of unit fugacity (essentially one atmosphere 
partial pressure); the second is the mid-point potential Em7(O2(1 mol dm-3)/O2"), 
where both oxygen and superoxide are at unit concentration/activity [ 17]. 
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TABLE 1 
Reduction potentials of drugs/biomolecules or their radicals, in water at pH 7, vs. NHE 
(numbers in bold type refer to the structures in Figure 1) 

Couple (oxidant/reductant, for one-electron reduction) g m 7 [ V  

Ascorbate radical-ion/ascorbate ion 
Benzoquinone AZQ (1)/AZQ radical-anion 
Benzoquinone BZQ (2)/BZQ radical-anion 
Doxorubicin (adriamycin, 4)/doxorubicin radical-anion 
Flavin mononucleotide/flavosemiquinone radical 
Flavosemiquinone radical/dihydroflavin 
Indolequinone EO9 (7)/EO9 radical-anion 
Indolyl-3-acetate radical/indole-3-acetate (17) 
Menadione (3)/menadione radical-anion 
Misonidazole (10)/misonidazole radical-anion 
Metronidazole (8)/metronidazole radical-anion 
Nimorazole (9)/nimorazole radical-anion 
Nitrofurantoin (ll)/nitrofurantoin radical-anion 
Oxygen (1 mol dm -3 O2)/superoxide radical-anion 
Oxygen (1 atm O2)/superoxide radical-anion 
Tirapazamine (16)/tirapazamine radical-anion , 

+ 0.33 
- 0.09 
-0.38 
-0.36 
-0.33 
-0.11 
-0.27 
+ 0.97 
- 0.23 
-0.41 
-0.51 
-0.46 
-0.28 
-0.18 
-0.35 
-0.45 

Values are from [ 11,18-20], corrected for adjustment to reference potentials [21 ]. 

The latter value is most appropriate for comparing the relative electron 
affinities of oxygen and drugs in aqueous solutions. This property is reflected in 
the position of the equilibrium, equation (4), which is a general example of 
redox equilibria involving one-electron transfer (5): 

Q'- + 02 ~ Q + 02"- (4) 

A'- + B ~,_~_ A + B'-. (5) 

It can be shown [11 ] that the difference in reduction potentials, AE5 = E ( B ~ ' - )  - 
E(A/A'-) is related to K5 by: 

log K5 -- (nF/2 .3RT)  AE5 (6) 

and therefore an order of magnitude change in K5 is reflected by a change in the 
difference in the potentials AE5 of ~ 0.06 V. The importance of using the 
appropriate value for the oxygen/superoxide couple is easily seen. For example, 
Table 1 gives a value of EmT(Q/Q ~ = -  0.36 V for doxorubicin (Figure 1, 4); 



628 

using the standard reduction potential for the 02]02 ~ couple, when 02 is at 1 
atm, one would wrongly conclude that K4 = 1 since the potentials of both 
quinone and oxygen are similar. In fact, if we use instead the value Em7(O2(1 

mol dm-3)/O2 "-) = -  0.18 V, we can correctly estimate that K4 = 103 since log K4 

= (-0.18 + 0.36)/0.06- 3, i.e. oxygen is considerably more electron-affinic than 
this quinone. 

In older literature, ease of oxidation is sometimes quantified by oxidation 
potentials, but it is much better practice to use reduction potentials exclusively, 
i.e. the couple characterized by equation (7) rather than equation (2)" 

QH'+  e-+ H § ---> QH2. (7) 

Thus the ease of oxidation of a hydroquinone drug QH2 is reflected in the 
reduction potential of the radical QH', or at pH 7 the mid-point potential 
Em7(QH',H+/QH2) since most hydroquinones do not dissociate significantly (to 
QH- or Q2-) at this pH. The higher the value of this reduction potential of the 
radical, the more difficult QH2 is to oxidize. Included in Table 1 are the 
reduction potential of the radical obtained on oxidation of indole-3-acetic acid 
(Figure 1, 17), and that of the ascorbate (vitamin C) radical. A radical from a 
drug higher up the reduction potential scale (or 'pecking order' [22]) will 
oxidize ascorbate. Thus the radical-cation/indolyl radical obtained on oxidation 
of indole-3-acetic acid reacts rapidly with ascorbate [23]. 

Values of reduction potentials for the two-electron couple (quinone/hydro- 
quinone): 

Q + 2 e-+ 2 H § --> QH2 (8) 

are related to the individual one-electron steps by: 

2 Emj(Q,2H+/QH2)= Emj(Q,H+/QH ") + Em~(QH',H+/QH2). (9) 

Further, the 'semiquinone formation constant', i.e. the propensity for mixtures of 
quinone and hydroquinone to form semiquinone radicals, equation (10), is 
related to the reduction potentials by equation (11) [ 11 ]: 

Q + QH2 ~- 2 QH" (10) 

Erm(Q,H+/QH ") = Erm(Q,2H+/QH2) - (RT/2PO In K10. (11) 

Hence if either of the one-electron potentials (quinone/radical or radical/hydro- 
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quinone) is known, together with that of the quinone/hydroquinone couple, it is 
possible to calculate K10. Plots of this equilibrium constant as a function of pH 
for several illustrative redox systems are in the earlier review [ 1 ]. 

2.2 Redox properties of radiation-produced radicals useful in producing 
drug radicals 

The application of radiation chemistry to drug research [24,25] is 
conceptually simple and greatly facilitated by the ready availability of 
authoritative compilations of kinetic information obtained by radiation chemists 
[26], especially computer-searchable databases [27] and those accessible on the 
Interact (http://allen.rad.nd.edu/). 

In studies of free radicals of drugs, the desire is frequently to produce selected 
drug radicals, usually involving one-electron oxidation or reduction, which arc 
putative intermediates in drug activation or metabolism. The redox properties of 
likely activating enzymes are thus of interest, but of most importance is the 
selectivity of reaction. 

Thus oxidizing drugs by "OH radicals is seldom useful, because the sites of 
reaction with typical drugs will be multiple. More selective oxidants are used, 
such as the secondary radicals derived from halide or pseudohalide oxidation by 
"OH. Reducing radicals are less of a problem, since the radicals from scavenging 
"OH by formate or 2-propanol usually reduce oxidants to produce the same 
radicals as cellular reduction systems (even if short-lived intermediate adducts 
are involved). 

Table 2 lists some common 'scavenging' systems useful in drug research, 
along with the reduction potentials of the reactive couples in water at pH 7. 
Typically, the main radical scavenger will be added at around 0.1 mol d m  -3 with 
the drug at (say) 1-2 mmol d m  -3 so  that few primary water radicals from 
radiolysis react directly with the drug. 

To study reactions of drug radicals with oxygen or other biomolecule 
(equation (4) for example), concentrations of the third solute would be selected 
to avoid reactions with both primary water radicals and the secondary reducing 
or oxidizing radical. Experimental design requires only the simple concepts of 
kinetic competition and a large database of rate constants with the molecules of 
interest, or ones sufficiently similar for these purposes, which radiation 
chemistry has now provided. 

Two illustrative reactions (equations (12) and (13)) exemplify much of the 
work in drug research exploiting radiation-chemical generation of radicals, 
involving reduction or oxidation, respectively, of drugs (D). Examples of 
suitable reductants and oxidants can be found in Table 2. 
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TABLE 2 
Some radicals useful in reducing or oxidizing drugs by radiolysis of aqueous solutions 

Solute Water radicals Redox couple Reducing/ Em7 / V 
scavenged generated at pH 7 oxidizing vs. N H E  t 

N20 eaq "OH,H+/H20 oxidizing* + 2.32 
HCO2- "OH, H" CO2/CO2"- reducing - 1.90 
(CH3)ECHOH "OH, H" (CHa)ECO,H+/(CHa)EC'OH reducing - 1.39 
Br- "OH Br2"-/2 Br- oxidizing + 1.66 
N3- "OH N3"/N3- oxidizing + 1.33 
SCN- "OH (SCN)2"-/2 SCN- oxidizing + 1.33 
52082- eaq- 504"-'/5042- oxidizing + 2.43 
* Usually used in conjunction with other scavengers to 'convert' eaq- to "OH and thence to 
more selective oxidants, rather than as a direct oxidant, t Data from [11,12]. 

CO2"- -I- D --> CO2 -t- D'- 

Br2"- + D ---> 2 Br- + D "§ 

(12) 

(13) 

3 REDOX CHARACTERISTICS 
N O R M A L  TISSUES 

OF T U M O U R S  C O M P A R E D  T O  

3.1 Lower oxygen levels (hypoxia) in tumours 
The microenvironment of human tumours is characterized by several features 

that distinguish it from that of surrounding normal tissue [28]. Perhaps foremost 
of these from the chemical viewpoint is the relatively poor vascularization, 
which is accompanied by oxygen gradients. Regions of both chronic and acute 
hypoxia occur. The former type was recognized almost half a century ago by 
Gray and colleagues to be a factor in the success of radiotherapy [29]. 

Hypoxia can now be detected and quantified by microelectrodes and the 
binding of reactive, reduced metabolites of nitroimidazoles, which reflect 
oxygen levels (because the radical-anion reduction intermediate is oxygen 
reactive) [30]. A new fibre-optic probe for tissue oxygenation, now available 
commercially, relies on measurements of emission from a ruthenium probe, 
which has an oxygen-dependent excited-state lifetime [31 ]. Acute or fluctuating 
hypoxia, which has features in common with ischaemia/reperfusion and 
therefore with myocardial infarction and stroke, can be detected by vascular 
stains such as bisbenzimidazole intercalators with different fluorescent 
characteristics. These can be administered intravenously a few minutes apart; 
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the 'mismatch' of colours of sections under the fluorescence microscope reveals 
temporal variations in vascular delivery. Laser doppler techniques, measuring 
the velocity of red blood cells, quantify these variations directly. 

The importance associated with tumour hypoxia stems from the decreased 
radiosensitivity of hypoxic cells: up to three-fold higher radiation doses are 
required to kill anoxic cells compared to well-oxygenated ones [32]. Cellular 
proliferation and resistance to cytotoxic drugs may also be influenced by 
hypoxia. There is now absolutely no question that hypoxic regions frequently 
occur in common human tumours and that treatment outcome, i.e. survival, is 
directly related [28]. 

3.2 Some enzymes catalysing chemical reduction in tumours 
The reductive chemistry of drugs outlined below is initiated in biology by 

cellular reductases. These drugs are described as 'bioreductively-activated' and 
provide a rationale for therapeutic gain if either the reductase enzymes are 
elevated in tumours compared to normal tissue, or the tumour microenvironment 
(particularly low oxygen levels) is conducive to selective reduction in tumours. 
In favourable instances, both conditions may be met. Two key flavoproteins 
involved are NADPH:cytochrome P-450 reductase (which reduces simple 
nitroarenes, for example, to their oxygen-sensitive radical-anions [33]), and DT- 
diaphorase (or NAD(P)H:(quinone-acceptor) oxidoreductase, which reduces 
quinones to hydroquinones without direct semiquinone formation). Over- 
expression of either may provide selective toxicity if drugs are activated by 
these enzymes [34-36], the basis for enzyme-directed bioreductive drug 
development [37]. 

3.3 Some enzymes catalysing chemical oxidation in tumours 
The major oxidative or nitrosative stress in tumours probably arises from 

infiltrating macrophages, which can produce both superoxide and nitric oxide 
radicals [38,39] via an NADPH-oxidase and inducible nitric oxide synthase 
(NOS) respectively. NOS activity is elevated in some common tumours 
compared to adjacent, normal tissue [40,41 ], and the implications of nitric oxide 
production in cancer therapy have been reviewed [42,43]. (NOS is a 
flavoprotein which can also reduce oxygen to superoxide if the normal substrate 
(L-arginine) is depleted [44].) 

The NADPH-oxidase of human phagocytes can produce superoxide at rates of 
15 fmol/cell/min [45]; even averaged over a nominal cellular volume of 1 pL 
this corresponds to a production of 250 micromolar superoxide per second, and 
higher if averaged over the smaller phagocytic intercompartmental space. 
Superoxide, via hydrogen peroxide and chloride (in a reaction catalysed by 
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myeloperoxidase), can be the source of the reactive oxidant, hypochlorous acid 
(HOC1) [46]. This oxidant can also produce hydroxyl radicals by Fenton-type 
chemistry [47,48]). Superoxide and NO" react at a diffusion-controlled rate [49], 
forming peroxynitrite, precursor to hydroxyl, nitrogen dioxide and carbonate 
radicals: 

NO" + 02 ~ ~ ONOO- (+ H § ~ ONOOH ~ NO2" + "OH (14) 

ONOO- + CO2 ~ ONOOCO2- ~ NO2"+ CO3"-. (15) 

The chemistry summarized by these two equations is complex and has been 
the subject of intensive, ongoing studies [50-62]. For the present we note merely 
that many early studies utilizing radiation chemistry to quantify reactions of 
nitrogen oxides [63-69] subsequently became of considerable interest in a 
biological context two decades later, and that the generation of carbonate radical 
via equation (15) provides immediate biological interest for the 222 rate 
constants for this species in the current NDRL-NIST database [27]. 

Myeloperoxidase is only one of the peroxidases in mammalian tissues 
utilizing hydrogen peroxide as the cofactor. The peroxidase content in cells from 
rat mammary tumours induced by 7,12-dimethylbenz(a)anthracene was much 
higher in tumours compared to normal tissue [70]. H202 production rates by 
human tumour cells, initially around 10 tamol d m  -3 s -1 if the cell volume is 
nominally 1 pL, were reported to be comparable (over a 4 h period) to the levels 
produced by stimulated neutrophils in the 'respiratory burst' [71]. Since 
peroxidases are capable of catalysing the oxidation of many potential drugs [72], 
this oxidative activity is the basis for a new approach to the 'oxidation therapy' 
of cancer [73], as discussed below. 

4 DRUGS ENHANCING CELLULAR RADIOSENSIVITY 

4.1 Introduction 
Drugs to enhance radiation sensitivity are of clinical value only if there is 

selectivity towards the tumour compared to normal tissues unavoidably included 
in the radiation field in radiotherapy. The drugs discussed briefly below - 
hypoxic cell radiosensitizers - present such selectivity mainly because oxygen is 
such an efficient radiosensitizer that in well-oxygenated tissues its effect is 
virtually at a maximum, and added 'oxygen-mimetic' drugs have very little 
additional effect. 
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4.2 The identification of 'oxygen-mimetic' radiosensitizers 
The identification of drugs that might overcome the problem of the reduced 

radiation sensitivity of sub-populations of tumour cells at low oxygen tensions 
was a triumph of radiation chemistry [9]. Several pieces of evidence pointed to 
the possibility that the radiosensitizing effect of oxygen involved short-lived 
DNA free radicals and that chemical substitutes for oxygen could be found that 
might be therapeutically useful. 

Firstly, the 'oxygen effect' was approximately constant at around three in 
dose-modifying terms (the radiation dose required for constant biological effect) 
in cells which varied enormously in their absolute radiation sensitivities. Thus 
human cancer cells in anoxia might be killed (by a factor 1/e -- 37% survival) at 
doses of the order of 3 Gy, whereas bacterial spores might require 400 times this 
dose; however, both sensitivities are enhanced by oxygen by about the same 
ef fec t -  a factor of 2.2 to 3.0. 

Secondly, rapid-mix techniques, in both the liquid and gas/liquid phases, 
indicated that oxygen had no radiosensitizing effect if the oxygen exposure 
occurred only a few milliseconds after the radiation [74]. This clearly indicated 
that short-lived species, probably free radicals, were involved. 

Thirdly, DNA was shown to be an important target using external radiation 
beams with very shallow penetration, or by intracellular incorporation of 
radionuclides with known penetration characteristics in nucleus or membrane. 
(Recently, considerable progress has been made in developing radiation beams 
with micron and sub-micron spatial resolution ('microbeams'), which are more 
sophisticated tools to probe sites of cellular radiosensitivity [75].) 

By 1963, a considerable number of rate constants for reactions of the hydrated 
electron were available, and it was recognized by Adams and Dewey that some 
substances that increased the radiosensitivity of anoxic bacteria were highly 
reactive towards eaq, i.e. were 'electron-affinic'. The radiosensitizing efficienc- 
ies in anoxic bacterial spores of acetone, 1,4-benzoquinone and 4-nitroaceto- 
phenone were in the same ranking order as the stepwise electron transfer 
observed directly by pulse radiolysis, and there was a broad correlation between 
radiosensitizing efficiency in this system and reduction potential. Nitrobenzenes, 
particularly 4-nitroacetophenone, were shown to be effective in mammalian 
cells, and substituted nitrobenzenes showed a gradation of efficacy that enabled 
a structure-activity relationship correlating radiosensitizing efficiency with the 
Hammett sigma substituent 'constant' to be established in 1973. Since the 
nitrobenzene derivatives reacted with eaq with rate constants at or close to the 
diffusion-controlled limit, and reactive substances such as nitrous oxide are 
ineffective radiosensitizers, it was by then apparent that electron scavenging was 
not the mechanism of radiosensitization (see earlier reviews [76-79]). 
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4.3 Quantitative structure-activity relationships (QSARs) for hypoxic cell 
radiosensitizers 

Radiation chemistry played a key role in extending the Hammett relationships 
for nitroarene radiosensitizers to be independent of aromatic moiety. By 1973, 
pulse radiolysis was being used to establish the positions of one-electron transfer 
equilibria involving unstable free radicals and hence reduction potential 
differences, equations (5) and (6) [15,80,81]. Baxendale and colleagues had (20 
years earlier) measured the semiquinone formation constant (K10) for 
duroquinone at high pH, where a large fraction of quinone/hydroquinone is 
present as semiquinone. Hence it was possible to calculate Em7(Q/Q'-) for 
duroquinone/durosemiquinone, and using a measurement of K4 (from pulse 
radiolysis [15]), the reduction potential of the oxygen/superoxide couple was 
derived [81,82]. 

Reduction potentials of nitroarene/nitroarene radical-anion couples were 
similarly estimated by generating radicals by pulse radiolysis and measuring K5 
with e.g. A = a nitroarene and B (the reference indicator) = duroquinone or 9,10- 
anthraquinone-2-sulphonate [80]. Viologens were found to be very useful 
alternatives to quinone redox indicators in this type of study [83] partly because 
the stable radical-cations permit electrochemical measurements of the 
oxidant/radical couples of these redox indicators, although dimerization of 
benzyl viologen radical-cation (in particular) can introduce error [11,21,84]. 
Different viologens V 2§ provide a wide range of redox indicators, E~ "+) 
spanning the range ~ - 0.1 to - 0.83 V [85-87]. 

The reduction potentials of metronidazole, nimorazole, misonidazole, and 
nitrofurantoin (Figure 1, 8, 9, 10 and 11 respectively) and analogues of these 
nitroarene radiosensitizers were thus measured and compared with the 
concentrations C of the compounds needed to achieve a defined radiosensitizing 
effect in mammalian cells. QSARs of the form: 

log (l/C) = intercept + [slope x Em7(ArNO2/ArN02~-)] (16) 

were established [88]. An example is shown in Figure 2. These studies provided 
a critical test of model systems which sought to describe the underlying 
mechanisms of radiosensitization: the models had to show a redox dependence 
of the rate-limiting step of around 8-9 V -~ when the kinetic data were fitted to a 
form similar to equation (16), with rate constant replacing 1/C. 

There are two caveats to such an argument. Firstly, analysis of the 
radiosensitization data for different levels of effect showed that the slope of 
equation (16) varied with effect. This implies two (or more) mechanisms, with 
different redox dependencies, are involved. Secondly, the experimental 
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measurements relate to extracellular concentrations in the medium, and for some 
compounds, extracellular:intracellular concentrations gradients were observed. 
In particular, weak acids or bases were expected, and found [89,90], to result in 
pH-controlled concentration gradients. These gradients explained apparently 
enhanced radiosensitization by basic radiosensitizers [91]. Fluorescence 
quenching [92,93] or hplc measurements [94 ] after disrupting intracellular pH 
gradients revealed intracellular concentration gradients. For meaningful compar- 
isons of biological and chemical data, we need to know concentrations at the 
target site. 
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Figure 2. Relationship between efficiency in radiosensitizing hypoxic mammalian cells in 
vitro and the reduction potential of nitroarenes. Data from [88]. 

In spite of these problems, the QSAR shown in Figure 2 was of great 
importance in the search for improved radiosensitizers. Multivariate analysis 
showed drug lipophilicity was of relatively little importance in mammalian cells 
in vitro [88], whereas reductions in neurotoxic side-effects were achieved in vivo 
by reducing the lipophilicity (and the drugs' capacities to cross the blood/brain 
or other lipophilic barriers) [95]. Equally importantly, the pulse radiolysis 
measurements of reduction potential were applied to data for the cytotoxicity of 
the radiosensitizers in vitro, in the presence [96] or absence [97] of oxygen, and 
quantitatively similar relationships between effect and redox property were 
demonstrated as had been derived for radiosensitization. This pointed to the 
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difficulty of a strategy of improving efficacy merely by increasing reduction 
potential. 

Although activity in the search for improved hypoxic cell radiosensitizers has 
decreased, the contribution of radiation chemistry in defining the range of 
reduction potentials which are needed for effective radiosensitizers was seminal. 

4.4 Redox-controUed reactions of nitroarene radiosensitizers in chemical 
systems 

Nitroarenes can react with reducing radicals in two general pathways, radical- 
addition or outer-sphere electron-transfer, although electron transfer can proceed 
via adducts in an inner-sphere addition/elimination reaction [98]. Prototypical 
behaviour was established from electron paramagnetic resonance (epr) 
experiments [99], which showed that hydroxymethyl radicals reduced 
nitrobenzene via an intermediate adduct, relatively stable in acid but which 
underwent base-catalyzed heterolysis: 

"CH2OH + C6HsNO2 --> C6HsN'(O)OCH2OH ---> C6HsNO2"- + CH20 + H +. (17) 

Reactions of nitroarenes with both sugar and base radicals have been studied in 
some depth by several groups, summarized in earlier reviews [77-79,93,100]. 
Thus a radical that clearly forms adducts, such as that derived from an ether, 
reacted with nitroimidazoles with a redox relationship three times 'shallower' 
than observed for radiosensitization of mammalian cells [ 100]: 

CH3C'HOEt + ArNO2 ~ radical-adduct (18) 

log k18 = 9.77 + 2.7 [Em7(ArNO2[ArNO2"-)[V]. (19) 

The rate constant for adduct formation by "CH2OH with different nitrobenzenes 
was also weakly-redox-controlled, equation (20) [ 101], but the heterolysis of the 
adducts formed with CHaC'HOH was influenced by reduction potential to a 
greater extent, equation (21) [102]: 

log k = 9.1 + 3.3 [Em7(ArNO2/ArNO2"-)/V] (20) 

log k = 6.9 + 7.9 [EmT(ArNO2/ArNO2"-)/V]. (21) 

More recent studies have provided interesting new information. A comparison 
was made of the reactions of 4-nitrobenzonitrile or oxygen with t~-alkoxyalkyl 
radicals, models for DNA sugar radicals, produced via reaction of "OH with e.g. 
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1,4-dioxane and the sensitizer [103]. It was concluded that long-lived adduct 
radicals could be reduced by ascorbate in competition with both homolytic or 
heterolytic fragmentation of the N-alkoxyaminoxyl radicals. The 1,4-dioxan-2-yl 
radicals yielded the same products with either nitrobenzonitrile or oxygen as the 
'adding' molecule. Ascorbate [104] or ot-tocopherol [105] reduced the radio- 
sensitization efficiency of misonidazole in vitro, provided endogenous 
glutathione had been depleted. (Since most mammalian cell cultures in vitro lack 
ascorbate, the importance of cellular reductants could be underestimated from 
the in vitro models.) 

The question as to whether an adduct radical between a DNA base radical and 
a nitroarene or other radiosensitizer could abstract hydrogen from a sugar and 
lead to strand breaks (cf. base peroxyl radicals as the rate-limiting step in strand 
break formation [106]) has been addressed in another recent study [107]. The 
possibility of a nitroarene/pyrimidine-6-yl adduct radical abstracting hydrogen 
from a sugar was discussed in an earlier review [108] but it was recognized in 
the recent study that hydrogen abstraction would most likely be from an adjacent 
sugar moiety, not the sugar in the same nucleotide. Importantly, it is now clear 
that heterolysis of the adducts is very slow if the base is substituted at N(1), so 
that the adducts could be sufficiently long-lived in DNA for even quite slow 
hydrogen-abstraction reactions to occur. 

The redox dependence of hydrogen abstraction from sugars by base/nitro- 
arene radical-adducts (nitroxyl radicals) in DNA has not yet been characterized, 
and it is quite possible that nitroarenes form adducts at both base and sugar sites. 
A detailed molecular understanding of the mechanisms of radiosensitization of 
hypoxic cells therefore remains elusive. For a complete picture it will be 
necessary to include an appreciation of the structure and accessibility of the 
target sites. 

5 DRUGS SELECTIVELY TOXIC TOWARDS HYPOXIC CELLS 

5.1 Introduction 
An alternative strategy to overcoming the radioresistance of hypoxic tumour 

cells is to identify drugs selectively toxic towards this sub-population. This goal 
has been pursued for many years [109] but has been stimulated recently by the 
increasing sophistication of enzyme-directed therapy [110]. Selectivity of action 
relies in part on the kinetics of fast, free-radical reactions which have been 
studied by radiation-chemical methods [111]. There are two general approaches 
[112]. In the first, reducible chemical functions deactivate the prodrug (Figure 
3); in the second, prodrug reduction releases an active entity (Figure 4). 
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Figure 3. Principle of action of prodrugs activated by reduction to form an active drug without 
involving fragmentation. 
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Figure 4. Principle of action of prodrugs which fragment upon reduction, thus releasing the 
active drug moiety. 

5.2 Activation of prodrugs in hypoxia or anoxia by chemical reduction 
without fragmentation 
5.2.1 'Mustard'-type alkylating agents 

Alkylating agents have been of interest in cancer therapy for many years 
[113,114]. A typical aliphatic 'nitrogen mustard' rapidly forms an aziridinium 
ion in aqueous solution, reactive towards nucleophiles such as DNA bases (and, 
in competition, water, thiols, etc.): 

- CI" . / O H 2  Nu 
R2NCH2CH2CI _.. "- R2N,,|  = R2NCH2CH2-Nu (22) 

CH2 
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In the dinitrobenzenecarboxamide, CB1954 or the quinones AZQ/BZQ 
(Figure 1, 12, 1 or 2 respectively), the aziridine moiety is deactivated by the 
electron-withdrawing nitro substituents or the electron-deficient quinone system 
respectively. However, on reduction the pKa of the aziridine nitrogen increases, 
activating the site towards reaction with nucleophiles. 

Even in RSU-1069 (Figure 1, 13), a nitroimidazole with an N-1 substituent 
terminating in an aziridine but 'insulated' from the aromatic moiety by a 3- 
carbon chain, the inductive effect of the nitroimidazole group is sufficient that 
reduction of the nitro group activates the alkylating function. 
5.2.2 Indolequinones 

The indolequinone moiety is of interest: (i) as the activating nucleus of 
aziridine alkylating substituents and/or alkylating functionality through an 
iminium derivative produced in a C-3 elimination process [115-118], and (ii) as 
a vehicle for oxygen-sensitive, bioreductively-activated drug delivery [ 119,120] 
(see below). 

There are some parallels with the reductive activation of mytomycin C 
(Figure 1, 6) [121], a compound which has been evaluated extensively in both 
laboratory and clinic [122-125], including radiolysis studies [126]. A summary 
of the latter studies is included in a recent review [8]. 

Another related indolequinone which entered Phase II clinical trials was EO9 
(Figure 1, 7). This aziridinylindolequinone can potentially cross-link to DNA 
when activated, through both the 5-aziridinyl moiety and the 3-methide function 
produced on reduction to the hydroquinone. Pulse radiolysis was used to 
measure the reduction potential of the quinone/semiquinone couple of EO9 [ 18] 
and related quinones [127], as well as the rate constants of the important 
electron-transfer reactions between semiquinone and oxygen (see below). While 
the clinical results with EO9 were disappointing [128], it was pointed out [129] 
that single-agent trials of a hypoxia-selctive drug (i.e. without treatment of oxic 
cells) is generally inappropriate. 
5.2.3 Nitroarenes forming reactive nitroso or hydroxyamino derivatives 

Most nitroarenes or nitroheteroarenes are reduced in a stepwise manner, 
forming nitroso (+ 2 e-), hydroxyamino (+ 4 e-) or amino (+ 6 e-) derivatives 
through disproportionation reactions. Amine formation can be viewed as a 
detoxifying/excretion route, but the reduction intermediates are potentially 
cytotoxic because they can react with nucleophiles such as protein thiol groups 
and DNA bases. 

Nitrosoarenes react with cellular thiols with half-lives typically a few 
milliseconds [130]; the environmental pollutant and carcinogen, nitropyrene, 
forms adducts with DNA at guanine sites upon reduction [131]. Radical 
intermediates are certainly involved in the first two reduction steps [16,111 ]. 
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5.2.4 Heteroarene-N-oxides 
There are several parallels in the reduction chemistry of nitroarenes and 

aromatic N-oxides, such as similar kinetics of electron transfer reactions of the 
radical-anions and the effects of prototropic equilibria on radical lifetimes in 
aqueous solution [ 16]. The benzotriazine di-N-oxide, tirapazamine (Figure 1, 16) 
is currently in Phase III clinical trial as a hypoxic cell cytotoxin in conjunction 
with cisplatin [132]. The mechanism of its action appears to involve the one- 
electron reduction product [133] cleaving DNA [134], probably also sensitizing 
the damage by a radical-addition step [135-138]. 

Steady-state radiolysis was used to study the efficiency of tirapazamine 
radicals in abstracting hydrogen from alcohols or sugars, by measuring the chain 
length in reaction sequences such as: 

(CH3)2C'OH + T ~ (CH3)2CO + H § + T'- (23) 

T H ' ~  -~- T ' -+  H § (24) 

TH'+ (CH3)ECHOH ~ TH2 + (CH3)2C'OH (25) 

where T = tirapazamine or other N-oxides and THE = the mono N-oxide (in the 
case of tirapazamine) [111,139]. As with the earlier study [134] involving 
formate as hydrogen donor, a short chain length with 2-propanol or deoxyribose 
as donor was indicative of reactions such as (25), the pH-dependent chain length 
being interpreted as evidence that the protonated radical TH" (pKa --- 6) was the 
reactive form. 

Hydrogen abstraction rate constants of only a few hundred dm 3 mo1-1 s -1 were 
derived assuming the pH-dependent equation (26) was the single chain- 
terminating reaction: 

2 T'- + 2 H+ ---~ T + TH2. (26) 

5.3 Release of active drug by reductive fragmentation of a prodrug 
This concept (Figure 4) offers the most promise for the general delivery of 

active drugs to hypoxic tissues [ 140,141 ]. A prototypical pulse radiolysis study 
built on pointers from earlier work, indicative of leaving group elimination 
[ 142], to measure the rate of release of halide leaving groups from nitrobenzyl 
halide radical-anions [143]. The leaving groups were eliminated in times 
ranging from a few microseconds to > 0.1 s depending on structure. Pulse 
radiolysis measurements of the elimination of a mustard from various 
nitroarenes (with a quaternary nitrogen substituent) showed the behaviour varied 
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with different aromatic moieties. Thus radicals from 2- or 4-nitrobenzene 
derivatives (e.g. Figure 1, 14) decayed by bimolecular processes, whereas 
nitroimidazole or nitropyrrole derivatives (e.g. Figure 1, 15) eliminated the 
mustard with half-lives of-- 90 or 70 las respectively [ 144]. 

Leaving group properties also influence the chemistry. 1-Methyl-2- 
nitroimidazole substituted with bromomethyl at the 5-position eliminated 
bromide unimolecularly in < l ms, whereas in the analogous compound with 
bromide replaced by salicylate linked through the carboxylate moiety there was 
a marked reduction in elimination rate [145]. However, measurements of the 
stoichiometry of release indicated elimination from the 4-electron reduction 
product, the 2-hydroxyaminoimidazole, did occur. The quantitative basis for 
radiolytic radical production is a valuable feature of this type of study, since it is 
indicative of the release mechanism. 

An interesting project to exploit this chemistry to activate prodrugs by 
radiation rather than cellular enzymes is in progress [146]. The strategy aims to 
use the radiotherapy beam itself to activate the prodrugs to release a cytotoxic 
mustard or other agent. In this case the reduction potential can be chosen to be 
so low that cellular enzymes do not activate the drugs in normal tissues (see 
below), since radiation-produced primary or secondary reducing radicals have 
reduction potentials which are much lower than cellular enzymes. 

Indolequinones substituted with appropriate leaving groups can also be used 
as the basis for oxygen-sensitive, bioreductively-activated drug delivery 
[119,120]. It is evident that kinetic factors control the efficiency and oxygen- 
sensitivity of drug delivery [120]. Important factors are the rates and redox 
dependencies of drug activation and competing electron-transfer reactions, as 
discussed below. 

5.4 Reduction potential as a predictor of drug activation rates 
Some of the flavoproteins which catalyse the reduction of bioreductive drugs 

show redox-controlled catalysis. The most important of these is probably 
NADPH:cytochrome P-450 reductase, a one-electron donor [147]. At the 
simplest level, such proteins can be modelled by reduced ravin mononucleotide, 
FMNH2 [ 148 ]. 

Xanthine oxidase is another flavoprotein which can catalyse nitroreduction in 
hypoxia with redox-controlled rates [149,150]. Figure 5 shows that the redox 
dependencies of nitroreduction by free ravin or by three different flavoprotein 
enzymes are not very different, and of the same order as that expected for 
electron-transfer reactions [100,151]. Cytotoxicity has a similar redox 
dependence, in both oxic [96] and hypoxic [97] conditions. 
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Figure 5. Relative reduction rates or nitroarenes/heteroarenes at pH - 7 are controlled by the 
substrate reduction potential. Data from [ 147-149]. 

5.5 R e d u c t i o n  potent ia l  as a predic tor  of  react ivi ty  of  rad ica l -an ions  wi th  
o x y g e n  

As shown in Table 1, most nitroarenes, and many quinones, have reduction 
potentials lower than that of oxygen (1 mol dm-3), i.e. equilibrium (4) is over to 
the fight. The rate of electron transfer from the radical to oxygen is redox- 
controlled, as shown in Figure 6 for nitroarenes/heteroarenes. However, it is 
important to note that quinone radicals are much more reactive towards oxygen 
as nitro compounds or N-oxides of the same reduction potential [111,152] (the 
benzotriazine, tirapazamine behaves kinetically as a nitroarene [ 16]). 
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Figure 6. Rate constants for electron transfer from nitro radical-anions or tirapazamine radical 
to oxygen. Data mainly from [134,153], and unpublished measurements by Mr. E. D. Clarke. 
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5.6 Kinetics controlling bioreductive drug selectivity towards hypoxic cells 
It is evident from Figures 5 and 6 that drugs with the highest reduction 

potentials are activated to their radical-anions fastest, but are slowest in the 
protective, competing electron transfer to oxygen, which restricts activation to 
hypoxic tissues. For a given series of compounds, i.e. nitroarenes, quinones, N- 
oxides, etc., there will be an optimum balance (shown in Figure 7) between 
activation and oxygen tensions that confer protection of oxic tissues. Further, 
where drug activation involves leaving group elimination - either to activate the 
drug or to release the 'effector' - the rate of elimination must be balanced to 
radical reactivity towards oxygen, and reactivity/diffusion of the putative 
cytotoxin within or between cells [111,120,139]. 

pro-drug ] 
,~ cellular enzyme 

I pro-drug ] 
Iowoxygen intermediate~ high oxygen 
(turnouts) L~ <~ (normal tissues) 

I activated) I restoredl Isuperoxide ~ 
drug, J Lpro-drugJL radical 
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directly or release damaging but cell 

an 'effectoY has defences 

Figure 7. Basis for selectivity of action towards hypoxic cells of bioreductively-activated 
drugs which involve oxygen-reactive intermediates. 

6 DRUGS ACTIVATED BY OXIDATIVE REACTIONS 

6.1 Introduction 
There has been must less work directed to exploiting endogenous or targeted 

oxidative reactivity in tumours, compared to work on bioreductive drugs. 
Glucose oxidase or hypoxanthine/xanthine oxidase has been explored as sources 
of hydrogen peroxide or superoxide radicals [154,155], and the effects on 
tumour growth of ischaemia/reperfusion (which leads to a superoxide 'burst') 
has been studied [156,157]. 

As discussed above, there is some evidence for enhanced peroxidase activity 
in one tumour model [70]. Reports of radical fragmentation of indole-3-acetic 
acid (Figure 1, 17) following peroxidase-catalysed oxidation [72] prompted the 
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present author and his colleagues to explore a route to 'oxidation therapy' based 
on equation (27) as a source of peroxyl radicals, where Ind- = indol-3-yl [73]: 

Ind-CH2COz--  e- -.--> [Ind-CHzCO~-] "§ ---> Ind-CHz" + CO2 ---> Ind-CH200" (27) 

It was expected that peroxyl radical generation in cells (or extracellularly, at the 
interface with the cytoplasmic membrane) might stimulate lipid peroxidation 
and so be damaging. In the event, biological effects were observed, but lipid 
peroxidation seems not to be the most important. 

6.2 Biological effects of oxidation of indole-3-acetic acid derivatives 
Indole-3-acetic and derivatives with e.g. methyl or methoxy substituents (to 

vary the ease of oxidation) were oxidized by horseradish peroxidase in the 
presence of mammalian cells [73]. Substantial cell kill was observed, but 
treatment with either drug or enzyme alone was ineffective; however, similar 
cytotoxic effects were observed even if the indole was oxidized without cells 
present and the oxidation products then added to cells. This ruled out peroxyl 
radicals themselves as the challenging species (the original hypothesis), even 
though lipid peroxidation and protection by antioxidants (ascorbate, cx- 
tocopherol) was observed in liposome models [23,158,159]. Further biological 
studies have been summarized [160]. 

6.3 Pulse radiolysis studies of indolyl radicals 
Several groups have contributed to our understanding of the chemistry of 

indolyl radicals using radiolysis methods [20]. The rate-limiting step in the 
formation of peroxyl radicals in equation (27) is the activation by peroxidase; 
rates of reaction of horseradish peroxidase Compound I with substituted indole- 
3-acetic acids were correlated with reduction potentials of the indolyl radicals 
measured by pulse radiolysis. The rate constants increased by three orders of 
magnitude for a change (decrease) in reduction potential of only -- 0.05 V [161 ]. 
The data were interpreted in terms of the Marcus equation [162]. The radical 
fragmentation (decarboxylation) was shown to have a pH-dependence consistent 
with elimination only occurring from the radical-cation, and deprotonation of 
the radical-cation was characterized by a pKa with substituent shifts predictable 
from Hammett substituent parameters. 

Correlation of the chemical properties of the indolyl radicals from derivatives 
of indole-3-acetic acid failed to demonstrate clear structure/activity relationships 
for the peroxidase-catalysed cytotoxicity [159], and further work is required 
[160]. 
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6.4 Strategey to exploit peroxidase-catalysed cytotoxicity 
Redox properties are central to this potential application in cancer therapy 

since the plant peroxidase used in the models is a rather 'stronger' oxidant than 
endogenous peroxidases. One strategy being pursued is to 'target' the activating 
enzyme to the tumour using antibody conjugation, which can also be used to 
activate the nitroarene 'mustards' illustrated above [ 163,164]. 

7 CONCLUSIONS 

Drugs activated by redox processes are of interest in cancer therapy not only 
because of activity shown by lead compounds, but also because they offer 
opportunities for rational drug design. High throughput screening and 
combinatorial chemistry have limited value in this area. Many drugs of this type 
are activated via free-radical intermediates, and the redox properties required for 
drug activation are easily matched by radiation-chemically produced radicals. It 
is a routine matter to produce selected radicals in a microsecond or so and 
monitor their reactivities; the quantitative basis for radical production by 
radiation is also very valuable. 

Space limitations mean that this article can present only an incomplete picture 
of the contributions of radiation chemistry in anti-cancer drug research. 
Nevertheless, it is hoped that both introductory discussion and specific examples 
will serve to illustrate the potential that radiation chemistry has in this area. 
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1. INTRODUCTION 

Ionizing radiation possesses several attractive features as a means to induce 
the destruction, i.e. in the limit, the mineralization, of aqueous organic 
pollutants. In particular, it operates at ambient temperatures and without the 
need to introduce further chemical reagents (except perhaps for the 
replenishment with oxygen, if the effluent is to be oxidatively degraded). 
Depending on the energy and the physical quality of the radiation, penetration 
depths can be achieved which are not affected by the concentration of the 
pollutant and the spectral properties of both the water and the pollutant and thus 
are usually much larger than those possible with UV radiation. However, 
consideration of the cost of investment, including shielding, and the cost of the 
energy required to generate the radiation necessary to eliminate a given 
concentration of pollutant must nowadays dampen the enthusiasm that may have 
greeted the prospects of the widespread use of this technology in the early days 
of the peaceful application of atomic energy when it was hoped that cheap T- 
radiation, e.g. from spent atomic fuel, could be employed for this purpose. Since 
then, the appreciation of the dangers of radioactive pollution and of the radiation 
risk to life has become much keener. While some irradiation facilities employ T- 
radiation sources, most large-scale applications of ionizing radiation involve 
electron-beam generators, the penetration depth of whose radiation is limited to 
a few centimeters at beam energies of around 10 MeV; larger beam energies are 
becoming increasingly impracticable as there is energy wastage because of the 
generation of an increasing proportion of bremsstrahlung [1 ] which at the same 
time necessitates increasingly heavy shielding of the irradiation chamber. Waste 
water has, however, also been irradiated as an aerosol [2]. The goal today 
usually is the partial oxidation of the water contaminants to enhance their 
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biodegradability, rather than their complete mineralization. Treatment proce- 
dures combining irradiation with ozonization [3-5] (e.g., oxidizing conditions 
beyond air saturation are essential in the radiolytic remediation of drinking- 
water in order to prevent the reduction of nitrate, a practically omnipresent 
constituent, by the hydrated electron to the poisonous nitrite), or with the 
precipitation of radiation-chemically modified contaminants and their separation 
upon aggregation [2, 6], e.g. by flocculation/filtration, have also been proposed. 
These latter procedures rest on the fact that oxidative functionalization often 
enhances the affinity of solutes, especially those of larger molecular size, to 
adhere to a suitable flocculant. Obviously, flocculation does not destroy the 
pollutant but is designed to improve its manageability while, however, at the 
same time adding to its mass. It has been observed that irradiation may lead to 
the precipitation of petroleum-derived contaminants which may then be filtered 
off [7]. In the case of municipal effluent, irradiation confers the additional 
benefit of thorough disinfection at high doses. In all of these cases, the ultimate 
stage of the treatment undergone by the filtered, irradiated effluent is its 
biological purification. For recent reviews of the environmental use of ionizing 
radiation in aqueous systems see [2, 4, 8-12]. See also Radiation Physics and 
Chemistry, Vol. 42 (1993), issue 4-6, section 5 where further examples of the 
environmental application of ionizing radiation are presented. An extreme 
situation is encountered in the radiolytic degradation of contaminants in soil 
which when moist may be considered an aqueous system, y-Irradiation and 
electron-beam facilities have been set up on a pilot-plant scale [ 13, 14] for this 
purpose. 

The present review emphasizes the chemical-mechanistic aspects of the 
radiolytic decomposition of certain classes of environmentally noxious 
chemicals in the aquosphere. The treatment of gaseous effluents (flue gases from 
combustion [ 15] and incineration [ 16], strip-gas from water-remediation [ 17]) 
will not be dwelt upon. In these processes, radical ions play a considerable role 
[ 18], while at the same time (here a similarity to aqueous media) the OH radical 
is a very important agent as well since these gases always contain water vapour. 
A mixed gas-liquid-phase situation is encountered in the use of the pulsed high- 
voltage (in the order of 104 V) corona discharge, a method recently developed to 
degrade organic pollutants in waste water [19]. 

1.1. The chemistry of degradation 
The chemistry at the basis of the technology consists in the reactions of the 

free radicals OH, H, and hydrated electron eaq-, created [reaction (1)] in the 
proportion of about 5/1/5 upon the radiolysis of the polluted water, with the 
pollutant solutes. These will react with a solute in various ways. The OH radical 



659 

and the H atom undergo fast addition to the C=C double bond, but also abstract 
carbon-bound hydrogen [reactions (2) and (3); for a compilation of rate 
constants see [20]]. OH is not reactive toward saturated perhalogenated 
compounds. The hydrated electron may effect dehalogenation and other 
reduction processes [cf reactions (4) and (5)] (for a compilation of rate 
constants see [20]); these are inhibited by oxygen where the electron is removed 
with the formation of superoxide [reaction (6)]; this inhibition is removed when 
the oxygen has been consumed at higher doses. 

H20 ionizing > eaq , "OH, H', H +, H202, H2 
radiation 

�9 O H / H ' +  RzC=CR2 --> HORzC-CR2"/HRzC-CR2" 
"OH/H" + RH ~ H20/H2 + R" 
eaq- + R X - +  R" + X- 

eaq-+ RNO2 --~ RNO2"- 
eaq-+ 02 - ')  O2"- 

(1) 

(2) 
(3) 
(4) 
(5) 
(6) 

In practice, the ionizing radiation is often applied in the continuous presence 
of air. Thus, the initially formed radicals are largely transformed into peroxyl 
radicals [reaction (7)] whose transformations [reactions (8)-(13)] [21-23] 
enhance the degradation process. 

R ' +  02 ""ff R OO" 
2 R2HCOO" ~ R2C=O + R2HCOH + 02 

2 R2HCOO" ~ 2 R2C-O + H202 
2 RzHCOO" ~ 2 REHCO" + O2 

REHCO"----> "CREOH 

R3CO" ----) R" + RzC=O 

"CR2OH + 02 ~ ~ R2C=O + 02"- + H + 

(7) 
(8) 
(9) 

(lO) 
(11) 
(12) 
(13) 

In the case of relatively small pollutant concentrations, the carbonate content 
may become a problem since carbonate competes for the OH radical, giving rise 
to the relatively unreactive [24] carbonate radical [reaction (14)], which inhibits 
the degradation of the pollutant. In the degradation of chlorinated hydrocarbons 
it also interferes by scavenging intermediate chlorine atoms which can carry a 
chain reaction and in this manner facilitate the degradation [25, 26]. 

"OH + HCO3-/CO32- ----> H20 + C O 3 " - / O H - +  CO3"- (14) 



660 

The result of such reactions is a succession of products derived from a 
starting-pollutant molecule and the achievement of partial mineralization 
accompanied by biodegradability (one suspects that there have been cases where 
the criteria applied have been less stringent, i.e. in the treatment of dye- 
containing effluents where the removal of the discoloration of the effluent may 
already have been achieved upon reaching the first or second generation of 
products). Several examples of potential pollutants will be discussed, 
emphasizing halo- genated and aromatic solutes to which many of the more 
widespread and noxious pollutants belong. 

2. SOME EXAMPLES 

2.1. Non-aromatic halogenated compounds 
The free-radical chemistry of this class of compound has been the subject of 

study by radiation chemists (cf. [11, 27-29]) ever since it was observed that they 
are reductively dehalogenated by electron attachment. 

Examples where radiolysis has been presented as an industrially feasible 
means for pollutant removal [5, 30], and where the reaction mechanisms of 
degradation have recently been studied in great detail are provided for the cases 
of trichloroethane, trichloroethylene [17], and tetrachloroethylene [17, 25, 28]. 
The presence of dioxygen is decisive for the efficient degradation of these 
compounds. Highly-halogenated compounds (not perhalogenated ones) degrade 
more easily, with the possibility of a chain process (pronounced in the gas phase 
but largely suppressed in aqueous solution [17]). Halogen-substituted OH- 
adduct radicals eliminate HC1 (the gem-hydrines, reaction (15), a reaction which 
occurs within a few Its or less [27, 28]) or form peroxyl radicals. These as well 
as the peroxyl radicals formed from the gem-hydrine-derived radical are 
transformed into oxyl radicals in bimolecular reactions, which undergo 
fragmentation (these peroxyl radicals are to be distinguished from, e.g., 
chlorovinylperoxyl radicals which require prior reductive chloride elimination 
from the chloroolefinic substrate [31]). Thus in a sequence of hydrolytic, 
peroxyl-radical, and fragmentation reactions, the skeleton of the solute molecule 
is largely being broken up. A fraction of the original substrate may however be 
converted into halogenated-acyl chlorides (that hydrolyze into the acids) in 
pathways that are undesirable. A higher dose would then be required to effect 
their degradation to a sufficient degree. In fact, perhalogenated acids such as 
trichloroacetic are practically impervious to further oxidative destruction. 

In the case of the above-mentioned solutes (especially of the tri- and 
tetrachloroethylenes where the annual industrial production runs into the 
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millions of metric tons), the resulting acid chlorides are mostly phosgene and 
formyl chloride. These undergo hydrolysis into carbon dioxide and hydrochloric 
acid (phosgene, k = 9 s -1 [32]), or decompose into carbon monoxide and HC1 in a 
water-catalyzed reaction (formyl chloride k -  104 s -1 [33]. 

"CR2-CRC1OH ----> HC1 + "CR2-C(O)R 
C12C=O + H20 ----> CO2 + 2 H + + 2 C1- 
HC(O)C1 (in water) --~ CO + H + + C1- 

(15) 
(16) 
(17) 

2.2.  A r o m a t i c s  
In the abatement of aromatic pollutants, the main initial transient species is 

the substrate-OH-radical adduct, hydroxycyclohexadienyl. Depending on the 
nature of the substituents in the ring, the addition of dioxygen to these radicals 
may be reversible [34]. The behaviour of the hydroxycyclohexadienylperoxyl 
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radical in the case of the prototype benzene has been studied in detail [35] 
[reactions (18)-(27 )]. 

Phenol is the main product; there are a few further products with the six- 
membered ring intact. Together they account for roughly half of the starting 
material consumed, the rest being fragmentation products [36] which are not 
secondary but primary and owe their formation to repeated free-radical 
fragmentation, rearrangement, and peroxylation. The continued presence of 
dioxygen in these radiolyses is necessary in order to prevent the formation of bi- 
phenylic compounds by free-radical recombination and rearomatization 
reactions [reactions (28) and (29); the latter being proton-catalyzed (unpublished 
results)]. Because of their hydrophobicity, such products accumulate at the 
surface of the aqueous phase and tend to stick to its confinements where they are 
largely inaccessible to further degradation. 

HO H 

2 
(28) 

- 2 H 2 0  

(29) 

Treatment of aromatics with ionizing radiation in order to degrade them is not 
necessarily always entirely beneficial. Thus with an effluent that produces NO2 
(which is especially the case in the treatment of aerosols), traces of nitro 
derivatives can be formed by free-radical recombination [cf reactions (30)-(36), 
unpublished results]. These compounds are usually very resistant to 
biodegradation. 

Hydroxylated aromatics are among the intermediates in the deep degradation 
of aromatic hydrocarbons. In addition, they form a class of pollutants of their 
own. Phenoxyl radicals are important intermediates in their oxidative oxidation. 
Some aspects of their degradation have been discussed from an environmental 
point of view [37-40]. 

Halogenated aromatics [11, 37, 41-45] are practically not dehalogenated 
directly by the OH radical since the addition at the ipso position is strongly 
avoided (cf. the prototype chlorobenzene [45]). Peroxyl radical reactions and the 
ensuing progressive fragmentation of the carbon skeleton eventually lead to acid 
chloride or gem-chlorohydrin functions which eliminate HC1, or to o~- 
chloroalkoxyl radicals which may eliminate the chlorine atom; this effects 
hydrogen abstraction giving rise to HC1. 

Chlorinated biphenyls are sometimes encountered as hydrophobic soil 
contaminants. They have usually been extracted with organic solvents and 
reductively dehalogenated in such nonaqueous media [46, 47] [e.g. reaction (37) 
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and (38)] but there has also been experimentation in mixed-aqueous systems 
[48-50]. 

H 

I oNO 2 -}-LNO2 ~ 
(30) _ HNO2 I (33) 

H (32) 

HO,, H 

~ T N O  2 -H20(34) ~ ~ NO2 

(31)1 "NO2 

H NO2 

"NO2 "NO2 
HNO2 ~ - (36) 
(35) 

NO2 NO 2 

"C(CH3)20- + RC1 -+ (CH3)2C=O + R" + C1- 
R" + HC(CH3)OH + OH---+ "C(CH3)20- + RH + H20 

(37) 
(38) 

The halogenated biphenyls represent a class of compounds where reductive 
conditions [51] (solvated electron, aromatic radical anions, ketyl radicals) 
answer the purpose much better than the OH radical. However, this is to be seen 
in the context that the toxicity of the halogenated biphenyls exceeds that of 
biphenyl itself by such a wide margin that the latter compound is considered as 
relatively harmless. Complete removal of the pollutant would still have to rely 
on the oxidative pathway. A similar situation exists with respect to nitro- 
aromatics [52] which are also subject to reductive attack, indirectly by the OH 
radical via c~-hydroxyethyl radical generated from the additive ethanol [53]. 
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2.3. E D T A  
This compound is the most widely-used of the family of aminopolycarboxylic 

acids, which act as strong metal ion-complexing agents. Its near-ubiquity in 
surface waters has begun to cause concern. OH-induced degradation represents 
one way to cope with this problem. Radiolytic studies focusing on the action of 
OH have been undertaken recently [54, 55]. 

O O 
" c 2_&_o e eO-C-H2C,, (9 

NH--CHE~CH2--N 
eO-C-H2C" \CH2--C-OH,, 

O EI)TA O 
(pH- 6, N-protonated) 

Two distinct primary transients have been observed by optical spectroscopy in 
its pulse radiolysis [54]. One of these is not affected by 02 and has been 
attributed to an N-centered radical cation, "N'+N-EDTA '', directly bridged to the 
second EDTA nitrogen. Using strong reductants as probes, e.g. N,N,N',N'- 
tetramethylphenylenediamine, G(N'+N-EDTA) = 1.6 x 10  -7 mol j-1 has been 
obtained. Besides generating N'+N-EDTA, the OH radicals produce C-centered 
radicals by H-abstraction. These have reducing properties and are rapidly 
oxidized by tetranitromethane, giving rise to nitroform anion, G(NF-) = 4.2 x 
10 .7 mol J~. The C-centered radicals react rapidly (k = 7.6 • 108 dm 3 mo1-1 {1) 
with 02, and subsequent fast 02"- elimination. The Schiff bases thus formed 
hydrolyze to the final products. 

In the presence of oxygen, the following products (G values in units of 10 -7 
mol j-1 in parentheses) were observed after y-radiolysis: formaldehyde (1.6), 
CO2 (1.6), glyoxylic acid (4.2), iminodiacetic acid (2.1), ethylenediaminetri- 
acetic acid (detected, not quantified). 

2.4. Atrazine  
Owing to its wide agricultural use in the past and its relative chemical 

stability, the persistent herbicide atrazine, a triazine derivative, has reached the 
ground-water table in many places, by seepage through the soil, and remains a 
concern even though its use has in the meantime been interdicted. A recent 
mechanistic radiolysis study [56] has shown that OH radicals give rise to equal 
amounts of deethylatrazine and acetaldehyde (the yield of each fragment 40% of 
OH radical yield) and deisopropylatrazine and acetone (16%), respectively. The 
precursors of deethylatrazine and acetaldehyde is a Schiff-base precursor which 
hydrolyzes slowly in a reaction that is OH--catalyzed. The hydrolysis of the 
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Schiff base of deisopropylatrazine and acetone is too fast to be followed. Pulse 
radiolysis has shown that the intermediate formed upon OH-radical attack 

R = NHCH(CH3)2 

N••I N 
H 
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decays in the presence of oxygen. The peroxyl radicals thus formed eliminate 
superoxide. The prototype s-triazine reacts much more slowly with the OH 
radical. This may explain why in the case of atrazine in comparison to other 
aromatic compounds, e.g. toluene, the addition of the OH-radical to the ring 
(estimated a t -  40%) is of relatively little importance as compared to an H- 
abstraction from (activated) positions of the side groups. 

2.5. Transition metals 
Their removal from aqueous media [57-59] is based on the reduction of the 

ions when they exist in higher-valence states to the lower-valent or zero-valent 
state where these elements can be precipitated and separated by filtration or 
flotation. This is effected under reducing conditions, i.e. the oxidizing OH 
radical is transformed into a reducing free radical by having it react with a 
suitable organic additive such as ethanol. 

3. COST-BENEFIT  CONSIDERATIONS 

The technology today prefers electron-beam over y-ray facilities because the 
former allow to deliver high dose rates such as appear at present not practicable 
with the latter. A drawback of the former is a moderate penetration depth of the 
electron beam; this requires sheet-flow or aerosol treatment which imposes 
narrower limits on throughput. 

The generation of OH radical equivalent to 0.01 molar in 1 m 3 water (at 
G('OH) = 3 x 10 -7 mol j-i under air) ideally requires 9 kWh. For instance, 1 
molecule of a simple haloaromatic may require at least 10 OH radicals for its 
advanced degradation in the presence of O2, to achieve easy biodegradability, 
i.e. 90 kWh per m 3 of a 0.01 molar solution of the pollutant. This corresponds to 
a dose of 3 kGy. The presence of carbonate can lead to wastage of OH radicals 
in water with pollutants present at higher dilutions. All of this suggests that 
irradiation as a means towards pollution abatement is relatively well suited 
economically to be employed in the melioration of drinking water [60], 
preferably with low carbonate content, as well as to the case of very noxious 
compounds in industrial effluents where the costs of the irradiation treatment 
assume secondary importance as other procedures may be even more expensive. 
As regards municipal effluent, it appears that the benefit of thorough 
disinfection is so considerable (especially in countries where infectious diseases 
are endemic) as to justify the setting up of the irradiation facility and carrying 
the charges for its operation and maintenance, while the additional energy cost 
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for providing radiation doses above those required for disinfection might be 
considered to be marginal. 

In order to put the economics of electron-beam radiation treatment into 
perspective, it is necessary not only to know the energy cost, but also the 
operating costs in general, the capital requirements, and the rate of capital 
depreciation. Even for a plant of the same size, E-beam power, and effluent 
throughput these can vary widely from country to country. From the numbers 
given for a drinking-water purification plant (situated in an industrially 
advanced country) with a throughput of 103 m3/h, i.e. 8 • 106 m3/a, imparting a 
dose of 50 Gy [60], a cost estimate per cubic meter treated indicates that the 
treatment cost should be about 7 cents per cubic meter (capital costs 2.3 • 106 

dollars, i.e. financing costs (at 7% interest) of 1.6 x 105 dollar/a; depreciation at 
5%, corresponding to a plant lifetime of about 20 a, of 1.1 x 105 dollars/a; 
operating costs including energy 2.7 x 105 dollar/a). The treatment cost per cubic 
meter at a predetermined throughput increases at higher dose requirements, in a 
stronger-than-linear fashion with respect to the dose, because plant with higher 
beam energies is progressively less energy-efficient, as well as because of 
progressively increasing shielding requirements; these complications will 
probably more than offset any potential economies of scale. A linear 
extrapolation of the above estimate to a dose of 3 kGy would then lead to a price 
of 0.07 USD/m 3 x 3 kGy/50 Gy = 4.2 USD/m 3. 

Note added in Proof 
Very recently, a three-part review [61-63] has appeared on the current status of 
the application of ionizing radiation to environmental protection. 
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1. RADIATION-INDUCED GRAFT 
PROVIDED COMMERCIAL PRODUCTS 

POLYM ERIZATION HAS 

1.1. Advantages of radiation-induced grafting 
A radiation-induced grafting technique has been commercialized for 

the production of ion-exchange membranes as separators of batteries, 
hydrophilized hollow-fiber membranes for microfiltration of protein 
solutions, and ion-exchange nonwoven fabric for the removal of trace 
amounts of gases from ultraclean rooms [1, 2]. 

Radiation-induced graft polymerization is a powerful technique for 
modifying the existing polymeric materials. An analogy between 
grafting performed by a gardener and that by a radiation chemist is 
illustrated in Figure 1. A tree which is resistant to severe climate and 
poor soil has few fruits on its branches. The gardener creates a grafting 
site by cutting a branch. Then, he grafts another branch which is capable 
of producing succulent fruit. Similarly, chemists can produce radicals by 
irradiating a trunk polymer with electron beams and gamma rays. Then 
a polymer branch with functional capabilities is grafted onto the trunk 
polymer. 
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Figure I Radiation-induced graft polymerization. 

Grafting enables role allotment in polymeric materials. The role of 
the trunk polymer is to provide an appropriate practical shape and to 
maintain chemical-resistant stability, while the branch polymer exhibits 
various functionalities such as separation and catalytic reaction. 

Excitation sources for the production of radicals in grafting indude 
chemicals, light, plasma, and radiation. Radiation-induced graft 
polymerization is superior to other grafting techniques because the high 
density of electron beams and gamma rays can create a large amount of 
radicals of arbitrary shapes of the polymer, such as a hollow fiber [2-41], 
nonwoven fabric [42] and film [43-54], and the quality of the polymer, such 
as polyethylene [2-41], polytetrafluoroethylene [42], and cellulose [55]. 
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1.2. Classification of radiation-induced grafting 
Radiation-induced graft polymerization can be classified into two 

techniques in terms of irradiation opportunity: (1) simultaneous grafting, 
i.e., the mixture of a trunk polymer and a monomer is irradiated, and (2) 
preirradiation grafting, i.e., a trunk polymer is previously irradiated and 
then brought into contact with the monomer [56]. From a practical 
viewpoint, the preirradiation technique is preferable because of the 
negligible formation of homopolymers and easier control of the degree of 
polymerization. 

The use of a monomer mixture for grafting, i.e., cografting, will be 
effective in appending functionalities onto the trunk polymer. 
Monomers containing a strongly acidic or basic ion-exchange group are 
difficult to graft directly onto hydrophobic polymers, because highly 
ionizable groups with a large hydration sphere are incompatible with the 
hydrophobic polymers. However, simple introduction of a sulfonic acid 
group onto variously shaped polymers made of polyethylene, 
polypropylene, or polytetrafluoroethylene was achieved by radiation- 
induced cografting of sodium styrene sulfonate with hydrophilic 
monomers such as acrylic acid (CH2=CHCOOH, AAc) and 2- 
hydroxyethyl methacrylate (CH2=CCHgCOOCH2CH2OH, HEMA) [46]. 
Similarly, the trimethyl ammonium (-N(CH3)3)group was appended by 
radiation-induced cografting of vinyl benzyl trimethylammonium 
chloride with HEMA [46]. 

1.3. Storage of radicals 
Specification of the radicals, formed on trunk polymers, such as species, 

locations, and lifetime, is required in order to tailor the functional 
polymer by radiation-induced graft polymerization. Radical species 
contributing to the preirradiation graft polymerization are governed by 
the reaction conditions. Electron beam. irradiation on polyethylene 
forms three kinds of radicals, i.e., alkyl, allyl, and peroxy radicals. 
Identification and quantitative analysis of radicals are performed by 
means of electron spin resonance (ESR) [57]. The disappearance of the 
radicals on the trunk polymer with time was investigated to maintain the 
concentration of the radicals at a feasible level during storage in air 
between the steps of irradiation to graft polymerization in the 
preirradiation technique. 

An electron beam was irradiated onto porous polyethylene to analyze 
the behavior of alkyl, allyl, and peroxy radicals at different atmospheres 
and temperatures. The decay of each radical was compared in air and 
nitrogen atmospheres [57]. The concentrations of the allyl and peroxy 
radicals were constant in either atmosphere. In contrast, a higher 
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concentration of alkyl radicals was found in the nitrogen atmosphere 
than in air at an identical contact time after irradiation. This difference 
can be explained by the accessibility of oxygen to the radical. S ince the 
vinyl monomer also diffuses into the oxygen-accessible site, the radical 
contributing to graft polymerization is estimated to be the alkyl radical 
instead of the allyl radical. After being kept for 150 hours in air at 195 K 
at dry-ice temperature,  almost no decrease in the alkyl radical 
concentration was  observed. This suggests that the radical could be 
stored in dry ice, where the matrix polymers have no mobility below the 
glass transition temperature (203 K for polyethylene), whereas at 298 K 
in ambient temperature,  about 90% of the initial concentration of alkyl 
radicals was lost during 10 hours of contact with air. 

1.4.  S e l e c t i o n  o f  m o n o m e r s  
Two react ion  schemes for the modif icat ion of the t runk polymer by 

radiation-induced graft polymeriza taion are shown in Figure 2. Scheme 
I consists of graf t  polymerizat ion of a precursor  monomer  such as an  
e p o x y - g r o u p - c o n t a i n i n g  vinyl m o n o m e r ,  glycidyl  m e t h a c r y l a t e  
(CH2=CCH3COOCH2CHOCH 2, GMA), and subsequent ring-opening of 
the epoxy g roup  with var ious  reagents  such as amines, alcohols, and 
w a t e r  to fo rm func t iona l  g roups  [58-61]. In con t ras t ,  Scheme  2 
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involves direct grafting of a monomer already containing the 
functional group [62]. 

Scheme 1 is effective for the introduction of a ligand to the trunk 
polymer for protein collection. For example, some epoxy groups are 
coupled with a ligand for the enhancement of the specific adsorption of 
proteins, while others are converted into hydrophilic groups for the 
reduction of nonselective adsorption [40]. Although Scheme 2 is more 
convenient for the introduction of functional groups at a higher density 
compared to Scheme 1, the grafting rate of the functionalized monomer 
and the formation site of the graft chain will differ from those of the 
precursor monomer because the molecular size and hydrophilicity are 
altered. 

GMA graft polymerization onto a porous membrane is a versatile 
technique for the production of other functional porous membranes 
bearing ion-exchange groups [6-19], chelate-forming groups [31-36], 
hydrophobic [20-23] ligands, and affinity [3-5] ligands. For example, a 
phenyl group can be easily introduced as a hydrophobic ligand onto 
polymer chains of GMA-grafted membranes by reaction with phenol in 
alkaline medium. 

S vec et al. [63] and Iwakura et al. [64] performed extensive studies on 
the reactivity of the poly-GMAnetwork with ammonia, amines, alcohol, 
acid and water. Their copolymers contained the epoxy group as a trunk 
polymer. On the other hand, Kim et al. [65] adopted a porous 
polyethylene membrane of a hollow-fiber form as the trunk polymer and 
the poly-GMA chain as a branch polymer. The produced epoxy group 
was converted into a diol group, ion-exchange (diethylamino and 
sulfonic acid) and chelate-forming (ethylenediamine and iminodiacetic 
acid) groups, and pseudoaffinity ligands (phenylalanine and tryptophan). 
The conversion of the epoxy group into the functional group was 
investigated as a function of the molecular mass of the reactants. A 
reagent with low molecular mass exhibited a high conversion. The high 
converison of the ion-exchange group caused the extension of the 
polymer chain grafted onto the pore surface and decreased water  
permeability through the hollow-fiber membrane. 

2. POROUS HOLLOW-FIBER 
CONVECTIVE MASS TRANSPORT 

M EM BRANE S ENHANCE 

2.1. Purification of proteins 
The purification process of proteins in biological fluids governs the 

production cost of the proteins in pharmaceutical and food industries. 
Therefore, there is a constant demand for highly effident recovery of 
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proteins. Of the various recovery techniques, chromatography is a 
powerful and versatile technique for protein purification in that various 
functional moieties such as ion-exchange groups, and hydrophobic and 
affinity ligands can be immobilized onto solid matrices. 

Highly efficient recovery is defined as the fulfillment of the following 
three requirements: high rate, high capacity, and repeated use. These 
requirements are satisfied by a novel functional porous membrane that 
can be prepared by grafting of functional polymer chains onto a 
microfiltration membrane. 

The key to a t ta imng a high rate of protein purification is convective 
t ranspor t  of protein. In the case of a conventional gel-bead-packed 
column, the proteins, driven by a concentration gradient, diffuse into the 
beads  and r each  the funct ional  groups .  In most  cases, the rate  of 
diffusion of the protein governs the overall  adsorpt ion rate.  On the 
o the r  hand ,  f u n c t i o n a l - g r o u p - c o n t a i n i n g  po lymer  chains  can be 
immobilized uniformly along the pores of a porous membrane. As a 
result, the proteins, driven by a pressure difference across the membrane, 
are t ranspor ted  by convection of the protein solution through the pores 
(Figure 3). Therefore, the diffusional mass- t ransfer  resistance of the 
prote ins  to the functional groups  can be neglected.  This idea was  

Figure 3 Transport modes of proteins. (a) by diffusion in conventional 
~el bead; (b) bv convection in novel porous membrane. 
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suggested by Brandt et al. [66] for membrane chromatography. 
The key to achieving high capacity is multilayer binding of proteins on 

the pore surface. Microfiltration membranes have a surface area of 
about 10 m 2 per gram of the membrane. Ordinarily, monolayer 
adsorption of the protein onto the pore surface is observed. However, 
when polymer chains about 1 micrometer long extend from the pore 
surface towards the pore interior, it allows multilayer binding of a 
protein of about 10 nm diameter (Figure 4). This idea was first proposed 
by Muller [67]. He immobilized ion-exchange-group-containing 
polymer chains on the external surface of polymer beads, and referred to 
the multilayer binding of the protein as tentacle adsorption. 

The key to repeated use is the coexistence of hyclrophilic groups and 
functional groups. The surface of protein has hydrophobic patches. 
Therefore, proteins easily adsorb nonselectively onto the surface of a 
hydrophobic polymeric support. In order to realize repeated adsorption 
and elution of protein using functional porous membranes, alcoholic 
hydroxyl groups are appended along with the functional groups of the 
polymer chains grafted onto the pore surface. This idea is similar to 
that on which Svec's work [68] was based. 

The polymer containing a diethylamino group as an anion-exchange 
group is capable of collecting proteins dissolved in biological fluids. The 
p r e p a r a t i o n  scheme of the an ion -exchange  p o r o u s  membrane  by 
ra dia t ion-  induced gra f t  po lymer iza t ion  and subsequent  chemical 
modifications consists of the following four steps (Figure 5): (1) the 
porous polyethylene membrane is irradiated with electron beams in ordel 
to p roduc e  rad ica l s ,  (2) an  e p o x y - g r o u p - c o n t a i n i n g  m o n o m e r ,  

Figure 4 Multilayer binding of proteins in polymer chain grafted onto 
pore surface. 
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Figure 5 Preparation scheme of anion-exchange porous membrane of a hollow-fiber form. 

GMA, is graft-polymerized onto the pore surface, (3) some of the epoxy 
groups produced are subjected to ring-opening with diethylamine for the 
introduction of anion-exchange groups, and (4) the remaining epoxy 
groups are hydrophilized with ethanolamine. 

Polymer chains can be appended at a uniformly high density across the 
porous membrane of a hollow-fiber form. Aphenomenon favorable for 
the permeation of the protein solution was observed after grafting of the 
polymer chains  and introduct ion of the funct ional  groups onto the 
membrane. Figure 6 depicts scanning electron microscopy images of the 
pore structure of the resultant membrane.  The pore structure w a s  

Figure 6 SEM images of cross-sectional area of porous membranes. 
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retained due to swelling of the entire membrane accompanied by 
invasion of the polymer chains into the polymer matrix. The inner and 
outer diameters of the anion-exchange porous membrane were 2.8 and 
4.4 mm, respectively. Therefore, the thickness of the hollow-fiber 
membrane was 0.8 mm. The diethylamino (DEA) group density reached 
2.9 mmol per gram of the membrane, which was comparable to that of 
the conventional anion-exchange bead. 

The experimental apparatus used to determine the changes in the 
concentration of protein in the effluent with the effluent volume during 
the consecutive procedures of adsorption, washing, and elution, i.e., 
breakthrough and elution curves, is schematically shown in Figure 7. The 
abscissa gives the effluent volume V, and the ordinate the concentration 
of protein in the effluent C. The anion-exchange porous hollow-fiber 
membrane was attached to a syringe infusion pump in a dead-end mode. 
Bovine serum albumin (BSA; M, 67,500, pI 4.9) in a buffer (Tris-HC1 
buffer, pH 8.0)was forced to permeate through the pores from the inside 
of the hollow fiber to the outside at a constant flow rate. The effluent 
penetrating the outside of the hollow fiber was continuously sampled 
using a fraction collector and the protein concentration in each fraction 
was determined. After protein adsorption was saturated, the buffer, 
and subsequently a buffer containing 0.5 M sodium chloride, were forced 

~ . . . . .  
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1. Syringe infusion pump 
2. Hollow fiber 
3. Fraction collector 
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Figure 7 Experimental apparatus for determination of breakthrough curves. 
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to permeate through the pores from the inside to the outside for washing 
of the pores and elution of the adsorbed proteins. 

The breakthrough and elution curves of the anion-exchange porous 
hollow-fiber membrane for BS A are shown in Figure 8 as a function of 
the flow rate of the protein solution. The flow rate of the protein 
solution in the range from 1 to 10 mL/min was converted to space 
velocity (S V) by dividing it by the membrane volume including the lumen 
volume. SV equals the reciprocal of the residence time of the protein 
solution in the membrane. The S V ranged from 52 to 560 h -1. These 
curves overlapped irrespective of the SV. This demonstrated that the 
diffusional mass-transfer resistance of BSA to the DEA group was 
negligible because the diffusional path was minimized by convective flow 
driven by the pressure difference across the membrane. Therefore, a 
higher flow rate resulted in a higher throughput in the case of this 
functional porous membrane. 

Similar permeation experiments were performed using the hollow 
fiber with various DEA-group mole fractions of the graft chain. The 
DEA-group mole fraction is defined by 
DEA-group mole fraction of the graft chain ( - )  

= (DEA group)/[(DEA group) + (2-hydroxyethylamino group)] (1) 
where the parentheses designate mole number. First, for each run, the 
equilibrium binding capacity of BSA was calculated by integrating the 
breakthrough curve according to equation (2), where VE is the effluent 
volume when the concentration C reaches the feed concentration Co, and 
W is the dry weight of the membrane. 

~o vE QE (g/g)= (Co- C) dV/W (2) 

Second, the degree of multilayer binding of protein onto the pore surface, 
as defined by equation (3), can be determined by dividing QE by the 
theoretical monolayer binding capacity, Qt. 
Degree of multilayer binding ( - ) = QE / Qt (3) 
The degree of multilayer binding increased with increasing DEA-group 
mole fraction, andpro te in  binding to a maximum of 11 layers was 
observed (Figure 9). 
We can visualize that when our hair is rubbed with a plastic plate, strands 
of hair stand up from the scalp due to electrostatic repulsion among them. 
Similarly, when charged functional groups, such as diethylarnino groups, 
are introduced onto the graft chains, the polymer chains extend from the 
pore surface due to their mutual repulsion. This extended polymer 
brush conformation provides the protein with three-dimensional binding 
sites. The multilayer binding of various proteins onto the ion- 
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-exchange porous membranes was observed [8]. The multilayer binding 
structure is not exceptional. The multilayer binding of protein onto the 
pore surface is favorable for practical uses because it enables high- 
capacity protein recovery. 

High-rate and high-capacity performance does not make a material 
perfect. A constant capacity for repeated cycles of adsorption and 
elution is required. No deterioration of the protein binding capacity or 
elution percentage of the anion-exchange porous hollow-fiber 
membrane was observed after five cycles. This demonstrates that role 
allotment in the polymer chain grafted on the pore surface works well: 
the anion-exchange groups enhance the selective adsorption of target 
proteins, and the coexisting alcoholic hydroxyl groups retard the 
nonselective adsorption of undesired proteins. 

In order to determine whether the prepared anion-exchange porous 
membrane is superior to a gel-bead-packed bed in terms of protein 
recovery efficiency, an experimental comparison was performed with the 
same porous membrane and bead-packed bed volumes [12]. BSA in a 
buffer was permeated across the porous membrane and was made to 
flow downwards through the bed at a constant operating pressure of up 
to 0.1 MPa. The effluent was sampled from the outside of the hollow- 
fiber membrane, and from the bottom end of the bed. The effects of the 
protein solution flow rate on the dynamic binding capacity of the protein 
were compared between the membrane and the bed. The dynamic 
binding capacity is defined as the amount of protein adsorbed until the 
effluent concentration reaches 10% of the feed concentration. The SV as 
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a function of operating pressure, i.e., t ransmembrane pressure, and the 
dynamic binding capacity of protein versus SV are shown in Figures 10 (a) 
and (b), respectively. A linear relationship between the operating 
pressure and the SV of the BSA solution was observed for both the porous 
membrane and the gel-bead-packed bed. The S V of the membrane 
was  twofold that of the bed. For example, an operating pressure of 0.1 
MPa gives an SV of 600 h -~ for the membrane. In addition, the dynamic 
binding capacity was distinctly different between the porous membrane 
and the gel-bead-packed bed. The dynamic binding capacity of the 
porous membrane was constant irrespective of S V up to 600 h -~. In 
contrast, the dynamic binding capacity of the bed decreased with 
increasing SV. The functional porous membrane exhibited ideal protein 
recovery in that an increase in flow rate resulted in an increase in 
throughput of the protein solution. 

M e m b r a n e  modules  are required for pract ical  use. A small- scale 
m o d u l e  c o n t a i n i n g  e igh t  a n i o n - e x c h a n g e  p o r o u s  h o l l o w - f i b e r  
membranes 10 cm long was fabricated. The dynamic binding amounts  
for BSAwere  compared  between a single hollow fiber and the module. 
Figure 11 shows that linear scale-up was possible because the amount of 
protein adsorbed by the module divided by the number  of hollow fibers 
agreed well with the amount of protein adsorbed by a single hollow fiber 
[14, 15]. Therefore, an additional a dvantage of the porous membrane 
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over the bead-packed bed was demonstrated. 

2.2. Chiral separation of chiral compounds 
Racemic mixtures exhibit biological activity based on a small difference 

in conformation. In pharmaceuticals and the food industry, chiral 
separation of racemic mixtures has been demanded to raise their safety 
level and effectiveness. At present, selective crystallization and chiral 
chromatography are used to resolve various racemic chemicals; the latter 
is more versatile in that the chiral ligands can be immobilized on 
supporting matrices. The chiral ligands can be classified into three 
categories: cellulose derivatives [69], synthetic chiral ligands, e.g., the 
ligands synthesized by Pirkle et al. [70], and proteins such as bovine serum 
albumin [71] and ovoglycoprotein [72]. 

By permeating bovine serum albumin in a buffer solution through the 
pores, the membrane bound the BS Ain the multilayers with a capacity as 
much as tenfold greater  than the monolayer binding capacity [8]. This 
phenomenon can be explained by considering that  the anion-exchange- 
group-containing polymer chains expand from the pore surface toward  
the pore interior due to mutual electrostatic repulsion and provide 
three-dimensional binding sites for proteins with negative charges. 
This BS A-multilayered structure on the surface of the pores is evaluated 
as a novel stat ionary phase for the chiral separat ion of DL-amino acid. 
The chiral separat ion of amino acids and their derivatives using the 
hollow-fiber membrane module based on liquid extraction has been 
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previously reported [73]; therefore, the membrane works as a support of 
the chiral selector-containing liquid, while the system suggested by 
Nakamura  et al. [24-27] enables high-rate separat ion aided by 
permeat ion of the solution through the porous hollow-fiber membranes 
based on specific adsorption. 

A BSA-multilayer-adsorbed porous membrane was prepared via 
three steps, as shown in Figure 12. (1) Radiation-induced graft 
polymerization of an epoxy-group-containing monomer  onto a porous 
hollow-fiber membrane made of polyethylene- The hollow fiber had 
inner and outer diameters of 1.8 and 3.1 ram, respectively, with a pore 
size of 400 nm and a porosity of 70%. The hollow fiber, previously 
irradiated with an electron beam at a total dose of 200 kGy, was 
immersed in a 10 (v/v)% solution of glycidyl rnethacrylate (GMA) in 
methanol at 313 K. The amount  of grafted GMA was  set to 1.9 times the 
mass of the trunk polymer. (2) Introduction of an anion-exchange 
group: 60% of the epoxy groups of the po ly-GMA chain were 
converted to diethylamino (DEA) groups (-N(C2Hs)2) to selectively bind 
BS A, and the remaining epoxy groups were reacted with ethanolamine 
to reduce nonselective adsorption of BSA The resultant anion- 
exchange porous hollow-fiber membrane is referred to as a DEA-EA 
fiber. (3) M ultilayer binding of BS A onto the anion-exchange porous 
hollow-fiber membrane: The DEA-EA fiber was  set in an I- 
configuration with one end connected to a syringe infusion pump and the 
other end sealed. A 2 mg-BSA/rnL Tris-HC1 buffer solution (pH 8) 
was forced to permeate radially outward through the pores, the surfaces 
of which were  covered with the DEA-group-containing polymer chains, 
at a t ransmembrane pressure of 0.1 MPa. The amount  of BSA bound, q, 
was  calculated by integrating the concentration difference between the 
feed and the effluent. 
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A DEA group was appended onto a polyethylene porous hollow-fiber 
membrane with a density of 2.2 mmol per gram of the resultant DEA-EA 
fiber. The inner and outer diameters of the hollow fiber were 2.4 and 4.4 
mm, respectively. The liquid permeability, i.e., the permeation rate per 
unit of inside surface area, of the D EA-EA fiber for the buffer was 
maintained at 50% of that of the original hollow fiber. Volume swelling 
of the porous hollow fiber accompanied by graft polymerization 
prevented the graft chains from filling the pores. 

During permeation of BSAin the Tris-HC1 buffer, 190 mg of BSAper 
gram of the membrane was bound to the DEA-EA fiber due to the anion- 
exchange interaction of BSA with the graft chains. This protein- 
binding capacity was equivalent to four times the theoretical monolayer- 
binding capacity (48 rag/g). A uniform distribution of the DEA groups 
introduced and the BSA adsorbed across the membrane was 
ascertained by observing the uniform distribution of chloride and sulfur, 
respectively, by X-ray microanalysis. The BSA-multilayer-adsorbed 
porous hollow-fiber membrane exhibited 50% of the flux of the DEA-EA 
fiber for the buffer. This decrease in the liquid permeability reflects the 
multilayer adsorption of BSA into the graft chains extending from the 
pore surface toward the pore interior. 

The BS A- mul t i layer -adsorbed porous  hollow- fiber membrane  was  
mounted on a single hollow-fiber module, as shown in Figure 13. The 
module size was 5 mm in inner diameter and 40 mm in effective length. 
The module was incorporated into a liquid chromatography system. A 

sample of 20~zL of 0.6 mM DL-tryptophan solution was  loaded into the 
BSA-four-layer-adsorbed porous hollow-fiber module at a flow rate of 
0.5 mL/min of a Tris-HC1 buffer as the mobile phase.  The separa t ion  

injector 4 0  m m  ~. ~jf membrane size 
~-"r~- ID 2 . 4  m m  pump / N  ~ . = ~  ~ :  "~: OD 4.4 m m  

I ' 

I 
.ooo  

Figure 13 Experimental apparatus for chromatography using a single 
hollow-fiber module. 
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factor is defined as 
Separat ion factor = ( t  L - to) /(tD- to)  (4) 
where t D and t L a r e  the retention times of D- and L-tryptophan in the 
chromatogram, respectively, to is the void time of the membrane 
module. DL-tryptophan was resolved with a separat ion factor of 6.6, 
as shown in Figure 14. In contrast, a BS A-monolayer-adsorbed porous 
hollow-fiber module exhibited a lower separation factor of 2.9. BSA 
adsorbed in the multilayers by the polymer chains grafted onto the pore 
surface worked well to prolong the retention time of L-tryptophan. The 
separat ion factor of DL-tryptophan for BS A immobilized on various 
supports under different mobile-phase conditions reported previously 
ranged from 1.2 to 14. The separation factor obtained with the BSA- 
multilayer-adsorbed porous hollow-fiber membrane ensures a 
satisfactory resolution. 

The sepa ra t ion  factor  was  de termined at var ious  flow rates of the 
mobile phase  ranging  from 0.3 to 3 mL/min, i.e., the residence t imes 
ranged from 4.6 to 46 s in the BS A-multi layer-adsorbed porous hollow- 
fiber m e m b r a n e .  As a resul t ,  the s e p a r a t i o n  f ac to r  was  cons tan t  

0 Time [min] 0 Time [mini 
(a) (b) 

Figure 14 Chiral separalion of DL-tryptophan during the permeation of a racemic 
solution through a BSA-multilayered porous hollow-fiber membrane. 
(a) membrane containing 2-hydroxyethylamino group 

(degree of multilayer binding: monolayer) 
(b) membrane containing both diethylamino and 2-hydroxyethylamino groups 

(degree of multilayer binding: four layers) 
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irrespective of the flow rate because diffusional mass-transfer resistance 
of the target  molecule (tryptophan) to the recognition site of the chiral 
ligand (BS A) was negligible. This is a favorable attribute for scaling up 
for the chiral separation of racemic chemicals. Therefore, a separation 
at high resolution and high flow rate was realized by injecting racemic 
tryptophan to the BSA-multilayer-adsorbed porous hollow-fiber 
membrane. No leakage of BS A was detected after twenty iNections. 
M ultilayer binding of the proteins by the graft chain was observed for 
various proteins such as lactoglobulin [8], bovine gamma globulin [8], and 
urease [11]; immobilization of other proteins will enable chiral 
separations of other chiral molecules at a high resolution and a high flow 
rate. 

2.3. Immobilization of enzymes 
Extensive studies on bioreactors that use immobilized enzymes have 

been reported [74]. When immobilized onto solid supports, most 
enzymes are arranged in the interior of the supports; in place of the merit 
of requiring no recovery of the enzymes from the products, 
immobilization can cause diffusional mass-transfer resistance. To 
overcome this dilemma, the immobilization of enzymes on porous 
membranes is effective in that the enzyme can be transported to the site of 
immobilization by convective flow of the substrate solution through the 
pores. A method of appending various functionalities such as ion- 
exchange groups, hydrophobic and affinity ligands onto the porous 
membranes of fiat-sheet and hollow-fiber membranes by radiation- 
induced graft polymerization and subsequent chemical modifications has 
been developed; this method is applicable to the immobilization of the 
enzymes. 

Abed packed with Sephadex beads immobilizing aminoacylase capable 
of hydrolyzing L-amino acid derivatives has been commercialized to 
produce L-amino acids [75]. A method of producing an L-amino acid at 
a high throughput using an aminoacylase-multilayered porous hoUow- 
fiber membrane was proposed [28]. The principle of the method is 
illustrated in Figure 15. Aminoacylase was immobilized onto anion- 
exchange porous hollow-fiber membranes, the pores of which were 
surrounded by the anion-exchange-group-containing graft chains, via 
ion-exchange adsorption and subsequent cross-linking. 

First, a commercially available porous hollow-fiber membrane was  
used as a t runk polymer for grafting. This hollow fiber had inner and 
outer diameters of 1.2 and 2.2 mm, respectively, with an a verage pore 
diameter  of 240 nm and a poros i ty  of 70%. The t runk polymer was  
irradiated with an electron beam a t a dose of 200 kGy and immersed in 
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Figure 15 Enzymatic hydrolysis using porous enzyme- 
multilayered hollow-fiber membrane. 

10 (v/v)% glycidyl methacrylate(GMA)/rnethanol solution at 313 K for 12 
minutes. Graft  chains were appended uniformly onto a pore surface 
across the membrane thickness. After graft polymerization, the weight 
of the poly-GMA chains as graft chains was two times that of the trunk 
polymer. 

Second, the GMA-grafted hollow fiber was immersed in 50 (v/v)% 
aqueous solution of diethylamine at 303 K for 1 h and subsequently in 
ethanolamine at 303 K for 6 h. Sixty mole% of the epoxy groups was 
converted to diethylamino groups to enhance the anion-exchange 
adsorption of the enzyme, and subsequently, ethanolamine was added to 
the remaining epoxy groups to reduce the nonselective adsorption of 
proteins. The resultant hollow fiber was referred to as a DEA-EA fiber. 

Third, aminoacylase was adsorbed in multilayers based on an ion- 
exchange interaction with the graft  chains extending from the pore 
surface due to their electrostatic repulsion. A solution of 
aminoacylase dissolved in Tris-HC1 buffer (pH 8.0)was fed to the inside 
surface of the DEA-EA fiber. The solution was allowed to permeate 
through the pores across the membrane thickness at a constant flow rate 
of 60 mL/h. From the determination of the change in enzyme 
concentration of the effluent with effluent volume penetrating the hollow 
fiber, the amount  of enzyme adsorbed was calculated as 190 mg per gram 
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of the D EAoEA fiber. This value was converted to the degree of 
multilayer binding of 15, by dividing the amount of adsorbed enzyme by 
the theoretical monolayer binding capacity. 

Finally, aminoacylase adsorbed in multilayers after ion-exchange 
interaction with the graft chains was cross-linked with glutaraldehyde to 
prevent the leakage of the enzyme induced by a change in pH of the 
external liquid. The aminoacylase-adsorbed hollow fiber was 
immersed in 0.05 wt% glutaraldehyde solution to cross-link the enzymes 
captured by the graft chains. The adsorbed aminoacylase had a degree 
of cross-linking of 94%. In other words, 6% of the adsorbed 
aminoacylase, i.e., 10 mg per gram of the hollow fiber, was eluted with 
0.5 M NaC1. As a result, the aminoacylase-multilayered porous hollow 
fiber was prepared at an immobilization density of 180 mg per gram of 
hollow fiber. 

The permeability of the resultant aminoacylase-immobilized hollow 
fiber was 80% that of the trunk polymer. This is favorable for a high 
rate of permeation of the substrate solution at a low permeation pressure 
across the enzyme-immobilized porous hollow fiber; for example, a 
permeation pressure of 0.01 MPa provided a space velocity of 50 h -~, 
which was about tenfold that of a bed packed with enzyme-immobilized 
beads. 

The acetyi-DL-methionine (Ac-DL-Met) solution was allowed to 
permeate through the pores of the aminoacylase-immobilized hollow 
fiber at a flow rate ranging from 30 to 180 mL/h; the space velocity (SV), 
defined below, varied from 40 to 200 h -~. 
SV (h-~)= (flow rate)/(fiber volume including the lumen side) (5) 
The conversion of Ac-DL-Met into L-methionine (L-Met) and the activity 
of the fiber were defined as 
Conversion (%) = 100 (moles of L-Met produced) 

/(moles of DL-Met fed) (6) 
Activity (tool/L/h)= [(conversion)/100] (feed conc.) (SV) (7) 
The substrate was  allowed to permeate through the pores of the hollow 
fiber. With these fibers, a higher productivity of L-amino acid at a lower 
operating pressure than achieved by other methods was demonstrated. 
Conversions of Ac-DL-Met to L-M et are shown in Figure 16 as a 
function of the SV of the Ac-DL-Met solution during permeation through 
the pores of the aminoacylase-immobilized porous hollow fiber. At an 
Ac-DL-Met concentration of 10 raM, 100% conversion was achieved by 
asymmetrical hydrolysis. At higher concentrations of the substrate, a 
higher S V resulted in a lower conversion. This can be explained by 
considering that  at a higher SV, i.e., a shorter residence time across the 
hollow fiber of the Ac-DL-Met solution, the overall reaction is governed 
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by the intrinsic enzyme reaction of the aminoacylase captured by the graft 
chain and not by convective mass transport of the substrate to the graft 
chain. In Figure 16, the conversion reported under an identical Ac-DL- 
Met  concentration with the enzyme immobilized onto the glass beads [76] 
is included; the conversion by the fiber was about threefold higher than 
that by the bead-packed bed. 

The conversions were calculated as activities according to equation (6), 
and are shown in F igure 17. A much higher activity of 4.1 tool/L/h was 
realized using the aminoacylase-immobilized porous hollow-fiber 
membrane at SV of up to 200 h -~ because Ac-DL-Met as a substrate was 
transported by convective flow through the pores to a neighboring 
enzyme captured by the graft chain in multilayers. In addition, a 
membrane thickness of about I mm enabled a lower flow resistance of the 
substrate solution than in the bead-packed bed. 

The membrane of a hollow-fiber form is a convenient polymeric 
material in that  expansion from a laboratory to a plant scale can be 
carried out simply by bundling the hollow fibers into a hollow-fiber 
membrane module [14,15]. The phenomenon of multilayer binding of 
the enzymes into the polymer chains grafted onto the porous hollow- 
fiber membrane is applicable to other enzymatic reactions at a high 
throughput. 
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3. N O N W O V E N  FABRICS ENABLE 
RECOVERY F R O M  SEAWATER 

LARGE-SCALE URANIUM 

The concentration of uranium in seawater  is remarkably constant at 
3.3 mg U/m 3. The predominant dissolved form of uranium in seawater  
is the stable uranyl tricarbonate complex UO2 (COa)r [77]. The total 
uranium content of 4.5 x 1 0  9 tons, dissolved in the world's  oceans, is 
almost 1000-fold larger than terrestrial resources of reasonable 
concentrations. Atomic power plants continuously require uranium 
resources; therefore, the 4.5 billion tons of uranium in seawater  will be 
essential for atomic power utilization. 

A recovery program was begun in England in the early 1960's [78]. 
Extensive research on the recovery of uranium in seawater  has been 
conducted to replace uranium locally deposited as terrestrial ore with 
uranium uniformly dissolved in seawater.  Many  methods of recovery 
have been suggested: coprecipitation, adsorption, ion floatation, and 
solvent extraction. Adsorption using solid adsorbents is promising with 
regard to economic and environmental impacts. 

The molar concentration of uranium, 1.4 x 10 .5 tool/m 3, is about I part 
in 4 x 10  6 of that  of magnesium, which is a representative bivalent cation 
in seawater.  Extensive efforts have been exerted to develop an 
adsorbent capable of separating uranium from the other elements [79-88]. 
At present, a resin containing an amidoxime group (- 
C(=NOH)NH2), which can be prepared by reaction of cyano groups (- 
CN) with hydroxylamine (NH2OH), is promising in view of adsorption 
rate,  capacity, durability, and production cost. 

The recovery process of uranium from seawater  consists of three 
stages: (1) adsorption from seawater  using an amidoxime resin, (2) 
purification of the eluate with another chelating resin, and (3) further 
concentration of uranium using an anion-exchange resin. Since an 
adsorbent is required to contact a tremendous volume of seawater  in the 
first step, various effective contacting systems have been suggested and 
evaluated. The adsorption system in the recovery process of uranium 
from seawater  can be classified with respect to three factors: (1) the 
shape of the adsorbent, i.e., spherical or fibrous; (2) the  mode of the 
adsorption bed, i.e., fixed or fluidized; and (3)the method of moving the 
seawater ,  i.e., by pumping or ocean current [89-91]. The system 
consists of a combination of the three factors. 

A recovery system for uranium in seawater  using amidoxime (AO) 
fibers is promising in that the ocean current forces seawater  to easily 
move through an adsorption bed charged with AO fibers. A research 
group at the S hikoku National  Industrial Research Institute has 
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developed bundled AO fibers based on commercially available 
polyacrylonitrile fibers; the fibers exhibited a uranium adsorption rate 
of 2 mg U per g of fiber for 60 days of operation in a flow-through mode 
[92]. A research group at the Japan Atomic Energy Research Institute 
has proposed a method of preparing AO fibers based on polyethylene (PE) 
and polypropylene (PP) fibers by radiation-induced graft polymerization 
of acrylonitrile (CHz=CHCN, A N ) o n t o  the fiber, followed by 
amidoximation [93-104]. 

Hydrophilization of AO adsorbents is effective in improving the 
uranium adsorption rate; the diffusion of uranyl tricarbonate ion, which 
is the predominant species of dissolved uranium in seawater, governs the 
overall adsorption rate of uranium. Cografting of methacrylic acid 
(CH2=CCH3COOH, MAA) and 2-hydroxyethyl methacrylate 
(CH2=CCH3COOCH2CH2OH, HEMA) with AN onto PE and PP fibers 
was suggested as a method of enhancing the adsorption of uranium on 
AO adsorbents [105,106]. 

The p r e p a r a t i o n  of hydrophi l ic  AO fibers based  on PE fibers by 
rad ia t ion - induced  cograft  po lymer iza t ion  and subsequent chemical 
modifications is i l lustrated in Figure 18. PE fibersof about 30 /~m 
d i a m e t e r  we re  used  as the t r u n k  po lymer  for g ra f t ing .  Firs t ,  a 
combination of M AAwith AN was  cografted onto the PE fiber using a 
p r e i r r a d i a t i o n t e c h n i q u e ;  i r r a d i a t i o n  by an  e lec t ron  beam was  
performed at a total dose of 200 kGyin nitrogen a tmosphere at ambient 
temperature.  The total concentration of the two monomers was  set at 
50 (w/w)% in D M S O  solvent, where the weight ratio of AN to MAAin 
the monomer  mix tu re  r a n g e d  from 100/0 to 20/80. The degree of 
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cografting, defined below, was  calculated from the weight gain due to 
cografting. 
Degree of cografting (%) = 100 (W~-W0)/W0 (8) 
Here, W0 and W~ are the weights of the trunk and the AN/MAA-cografted 
fiber, respectively. The resultant fibers were referred to as 
AN/MAA(x/y, dg) fiber, where x/y and dg designate the weight ratio of 
AN to MAA in the monomer mixture and the degree of cografting, 
respectively. Time course studies of the degree of cografting are shown 
in Figure 19 for various weight ratios of AN to MAA in the monomer  
mixture for cografting, which was  diluted with  D M S O  to a percentage 
of 50 (w/w)%. As the weight ratio of AN to MAA increased, the 
cografting rate  also increased. However ,  the x /ywe igh t  ratios of 80/20 
and 100/0 were  almost identical with respect to the time course of the 
degree of cografting. 

Second, the AN/MAA-cografted fibers were  immersed in a 3 (w/v)% 
solution of hydroxylamine hydrochloride using 50/50 (v/v)% 
wate r /methano l  as a solvent at 350 K for 45 minutes to convert the 
produced cyano groups to AO groups. The AO group density was 
evaluated from the weight gain. The fibers obtained through the 
amidoximation of A N / M A r x / y ,  dg) fibers were referred to as 
AO/MAA(x/y, dg) fibers. The AN/MAA-cografted fibers prepared at 
various weight  ratios of x/y were reacted with NH2OH to convert the 
cyano groups into AO groups. The AO group density and watercontent  
of the resultant  AO fibers are shown in Figure 20 as a function of the 
value of x/y. The water  content of the resultant  hydrophilic AO fibers 
was  determined as 
Water content (%)= 100 (W~- Wa)/W a (9) 
where W a and Ww are the weights of the hydrophilic AO fibers in the dry 
and wet states, respectively. For AO/MAAfiber,  as the AN content in 
the monomer  mixture increased, the AO group density in the fibers 
increased while their water  content decreased. 

Finally, the AO/MAAfiber was  immersed in 2.5 (w/v)% KOH solution 
at 353 K for I h. Prior to the uranium adsorpt ion experiments, the fibers 
w e r e  r e p e a t e d l y  w a s h e d  w i t h d e i o n i z e d w a t e r .  The u r a n i u m  
a d s o r p t i o n  r a t e  of the  h y d r o p h i l i c  AO f ibers  w a s  e v a l u a t e d  in a 
submerged mode of opera t ion in the ocean far from the coast of Japan;  
about 0.5 g of the AO/MAAfiber  was  c ha rged  in a container  made  of 
plastic mesh,  which was  at tached to the outside of a frame (adsorpt ion 
unit) made  of stainless steel 30 crn in d i ame te r  and  10 crn in height,  as 
i l lustrated in Figure 21. The adsorpt ion  units were  submerged  for 20 
days 15 rn below the surface of the sea located about six kilometers off the 
coas t  of M u t s u  S e k i n e - H a m a  in A o m o r i  P r e f e c t u r e .  The  f ibers  
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removed from the container were immersed in 1M HC1 to elute the 
adsorbed metals. The AO/MAA fiber adsorbed 0.75 g uranium per kg of 
the dry product after 40 days of contact, which was three times the 
amount  adsorbed using the AO fiber. The M AA as a cograft monomer 
was found to be effective in improving the uranium adsorption rate. 

Uranium adsorption onto the AO adsorbent in seawater  proceeds via 
three steps. (1) Film diffusion: uranyl tricarbonate ion, UO2(CO3)34-, as 
the predominant  species in seawater,  transfers to the external surface of 
the adsorbent. (2) Interior diffusion: the ion diffuses into the interior of 
the adsorbent through the pores formed by the polymer network. (3) 
Intrinsic adsorption: the uranyl species forms complexes specifically with 
the AO group. Overall adsorption of uranium onto the adsorbents 
continues until the concentration gradient induced by the cornplexation 
becomes zero. The cografting of MAAwith AN is related to the second 
step; a higher wate r  content of the adsorbent enhances the diffusion of 
UO2(CO3)34- to the AO groups in the adsorbent. The AO group density 
for capturing uranium in seawater  and the hydrophilic group density for 
ensuring the porosity of the AO adsorbent should be balanced to 
maximize the uranium adsorption rate. 

The amount of uranium adsorbed in the submerged mode of operation 
at an ocean site for 20 days of contact is shown in Figure 22 as a function 
of the weight ratio of AN to MAA in the monomer mixture. The AO 
fibers prepared by cografting MAA with AN at a weight ratio of AN to 
MAA of 60/40 and subsequent amidoxirnation exhibited a maximum 
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value of 0.90 g U/kg. However,  the submerged mode of operation 
includes some uncertainity because the temperature  and velocity of the 
seawater  vary according to weather  and seawater  conditions. The 
uranium adsorptivity of the fibrous adsorbents was  ascertained in the 
f low-through mode in a laboratory, where the temperature and flow 
rate of seawater  were maintained at prescribed values. A similar 
dependence of the amount of uranium adsorbed on x/y was observed. 

4. APPLICATIONS 
GRAFT CHAINS 

PROMOTE NEW CHARACTERIZATION OF 

Processes of graft polymerization of vinyl monomers onto 
preirradiated films and nonwoven fabrics have been continuously 
operated on a commercial scale [1]. Radiation-induced grafting is still 
promising for the following reasons. 
(1) Various shapes of trunk polymers can be supplied in response to the 
demanded functionality; adsorbents based on porous hollow-fiber 
membranes and nonwoven fabrics enablehigh-speed recovery of target  
molecules and ions by utilizing convective flows through the pores of the 
membranes and among the fibers, respectively. 
(2) Convenient vinyl monomers are commercially available for grafting; 
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the use of vinyl monomers containing strongly acidic and basic groups, 
and reactive monomers containing epoxy groups simplifies the 
preparation scheme of functional polymeric materials. 
(3) Many facilities for the irradiation of electron beams and gamma rays 
have been constructed; therefore, radicals can be produced on trunk 
polymers with economical feasibility. 

New applications have been suggested to highlight the features of the 
grafted polymer branches. 
(1) S ulfonic acid groups on the graft chains act as acidic catalysts for 
sucrose hydrolysis; their activity is identical to that of sulfuric acid 
[107,108]. This demonstrates the flexibility of the graft chains. 
(2) Positively charged groups on the graft chains capture microbial cells 
(Staphylococcus aureus) at a reaction-rate constant of about 1000-fold 
that of the same group immobilized on a conventional polymer network 
[109-111]. 
(3) Silver ions immobilized on the graft chains form complexes with 
polyunsaturated fatty acid (PUFA)ethyl esters such as docosahexaenoic 
acid (DHA) ethyl ester [112-114]. 

At present, a definite characterization of the graft chains prepared by 
radiation-induced grafting is difficult because the graft chain could not be 
isolated from the chemically stable trunk polymer. Determinations of 
the molecular weight distribution (MWD) of the graft chains, and their 
location in the trunk polymer matrix help to tailor high-performance 
polymeric materials for separation and reaction. Direct 
characterization, i.e., determination of MWD of the graft chains, was 
possible only in a model combination of polymethyl methacrylate (MMA) 
and a cellulose triacetate membrane, where the poly-MMA chains, the 
grafted chains could be isolated by dissolving the cellulose triacetate, the 
trunk polymer, in concentrated sulfuric acid [115]. However, a 
satisfactory isolation of the graft chains for practical combinations has 
not been achieved. Using the fluorescence probe technique, an indirect 
characterization of the graft chains was suggested; an amino-group- 
containing graft chain was labeled with a dansyl group which served as a 
fluorescence probe, and the rotational diffusion coefficients of the dansyl 
probe were determined to evaluate the local mobility of the graft chain 
[116,117]. 

Insufficient characterization of the graft chains does not mean 
unsatisfactory materials with respect to specific functionality. The high 
performance of functional polymeric materials prepared by radiation- 
induced graft polymerization and subsequent chemical modifications has 
been verified experimentally. Moreover, phenomena such as 
multilayer binding of proteins to the graft chains [7-11,16-18] and 
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decrease  in permeabi l i ty  of w a t e r  t h r o u g h  the  pores  immobil iz ing the 
g ra f t  chains [19,41] can provide  a semiquan t i t a t ive  image  of the g r a f t ed  
po lymer  branch.  Both  p r e p a r a t i o n  and  cha rac t e r i za t i on  of the graf t  
chains should be clarified. 
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We t h a n k  T o m o m i  Kawa i  a n d  Tsuyoshi  Yoshida for p r e p a r i n g  the 
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Radiation pasteurization and sterilization of food 

I. A. Taub 

U.S. Army Soldier and Biological Chemical Command, Natick Soldier Center, 
Natick, Massachusetts 01760-5018, United States 

1. INTRODUCTION 

The effectiveness with which irradiation enhances the safety of foods and 
extends their storage lifetime relates directly to the chemistry that takes place in 
the contaminating microorganisms, in the food itself, and in any protective 
packaging. This chemistry can be understood by considering separately the 
nature of the reactive entities formed in each major food constituent and the 
influence of the medium and irradiation conditions on their subsequent reactions 
to form stable radiolysis products. Such an understanding can be exploited to 
optimize the irradiation treatment and to minimize any objectionable effects. 

Irradiation can be used on various foods with different objectives in mind. 
Table 1 lists the uses of this treatment in the United States that are approved by 
the Food and Drug Administration (FDA). It can affect the food biochemically 
and prevent sprouting or delay ripening. It can disinfest foods of insects or 
parasites. It has even been used to degrade certain constituents so as to improve 
texture or shorten cooking time. Most often, the purpose is to reduce or 
completely eliminate pathogenic or spoilage microorganisms. Pathogenic 
Escherichia coli O157:H7 often contaminates raw beef, poultry, and other 
foods, causes hemorrhagic diarrhea, and can lead to fatalities. Other 
contaminating pathogens, such as Listerta monocytogenes, Campylobacter 
jejuni, Salmonella, and Staphylococcus aureus can cause fever, vomiting, and 
diarrhea. If chilled fresh foods are irradiated to doses up to 4.5 kGy to destroy 
these nonspore-forming pathogens, they are considered pasteurized and must be 
kept refrigerated to control the growth of residual spoilage and spore-forming 
microorganisms. If frozen, precooked foods are irradiated to doses greater than 
44 kGy, they are considered sterilized and can be stored at ambient temperature, 
since pathogenic spores of Clostridium botulmum and essentially all spoilage 
microorganisms are eliminated. The International Consultative Group on Food 
Irradiation (ICGFI) maintains an updated list of worldwide approved uses of 
food irradiation. 
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Table 1 
.Food in the U..S. currently approved for irradiation treatment 

Food . Purpose Dose (kGy) 

White potatoes 
Papaya, carambola, litchi 
Pork (flesh) 
Fruits and vegetables 
Meat/poultry (fresh, chilled) 
Meat/poultry (fresh, frozen) 
Dry enzymes 
Spices, herbs, seasonings 
Meat (cooked, packed, frozen) 

Inhibit sprouting 0.05-0.15 
Eliminate insects 0.15-0.25 
Prevent trichinosis 0.3-1.0 
Reduce contaminants < 1.0 
Reduce microbes <4.5 
Reduce microbes <7.0 
Reduce microbes <10.0 
Reduce microbes <30.0 
Eliminate microbes >44.0 

To put into perspective the chemistry associated with radiation pasteurization 
and sterilization, the basic chemical processes occurring in the constituents of 
irradiated meat and poultry are considered. Major constituents include the 
aqueous phase, the muscle and pigment proteins, the lipid (or fat) phase, and the 
carbohydrates. Minor constituents include salts, vitamins, and nucleic acids. 
The implications for assessing the wholesomeness of irradiated products, for 
gaining additional regulatory approvals, and for optimizing product quality and 
functionality are also considered. 

2. FUNDAMENTAL ASPECTS 

The complex phenomena associated with the interaction of ionizing radiation 
with diverse liquids and solids, addressed in detail elsewhere in this book, are 
relevant and applicable to irradiated chilled or frozen foods. Specific influences 
of the food composition and structure directly affect the nature and reaction of 
the resulting free radicals formed [1 ]. Irradiation parameters and conditions 
further affect the reaction pathways of the radicals and the yield of stable 
products derived from them [2, 3]. 

2.1. Free radicals 
Although the primary radicals formed in the sarcoplasmic fluid of the muscle 

tissue, in the myofibrillar proteins of the muscles, and in the lipids of the 
intercellular and depot fats are expected to be similar to those formed in dilute 
aqueous solutions, in polypeptides, and in meat triglycerides, respectively, the 
radical yields and reactivities are affected by density and solute concentration 
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effects. Diffusion out of the spurs or migration from the site of formation can be 
significantly impeded. Primary radicals from each of the constituents in their 
separate phases, whether small enough to diffuse freely or of a size to move 
only in a structurally constrained way, could react with each other by 
combination or disproportionation as well with other components or dissolved 
solutes by abstraction, addition, or oxidation/reduction [4]. These radical- 
component reactions generate secondary radicals that in systems above their 
glass transition temperatures react by similarly diverse and competitive 
pathways, leading ultimately to stable radiolysis products. 

2.2. Dose and dose-rate effects 
As a consequence of competitive pathways for radical reactions, the yield of a 

particular radiolysis product depends on the accumulated dose and dose rate. 
If the precursor of the product is the major constituent and the product does 

not react with other radicals, then its yield will be linear. In some instances, a 
product with high reactivity toward primary radicals is formed, resulting 
eventually in a steady-state level of that product and in a delayed linear increase 
in an associated secondary product. If the precursor is a minor constituent, then 
the yield of the product will increase initially with dose and then level off when 
the precursor is depleted. The different possible yield-dose relationships and 
their implications for extrapolating data are discussed in earlier work [5]. 
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Figure 1. Fraction of thiamin lost per 10 kGy of dose as a function of reciprocal 
temperature. Symbols: �9 - gamma ray irradiated; A - electron beam irradiated. 
Reproduced from Thomas et al. [6] with permission. 



708 

The direction of radical reactions that involve competitive, mixed-order 
kinetics could be changed as dose rate is increased. Bimolecular reactions 
would be favored in competition with unimolecular (or pseudo-unimolecular) 
reactions, because of the higher instantaneous radical concentrations. This 
effect could be encountered in lipids and in polymers. It is responsible for the 
greater retention of vitamin Ba (thiamin) in pork when irradiated with electron 
beams than when irradiated with gamma rays (Figure 1) [6]. 

2.3. Phase and temperature effects 
The increase in viscosity associated with the formation of either an amorphous 

solid at the glass transition temperature or a crystalline lattice at the phase 
transition temperature will significantly reduce the mobility of most radicals. 
An increase in viscosity in rubbery liquids, due to decreases in temperature 
down towards the glass transition, will also reduce mobility. Consequently, 
recombination of primary radicals at the site of formation would be favored, 
lowering their yield. Other reaction pathways not involving diffusion and 
migration might also be favored. These effects are discernible and sometimes 
can be pronounced. 

The changes in the yields of products associated primarily with the aqueous 
phase upon transitioning from the liquid to the frozen state are illustrative [7]. 
Figure 2 compares the formation or loss of several different analytes derived 
from reaction of primary radicals with solutes m solution either at 20~ or 
frozen to -40~ For example, the formation of NH3 results from reaction of ef 

Figure 2. Comparison of G-values resulting from irradiation in liquid solutions at 20~ and in 
frozen solutions at -40~ the abscissa indicates the formation (+) or loss (-) of the indicated 
analyte. Adapted from Taub [3] with permission. 



709 

with glycine, ferromyoglobin (Mb) from e~ reduction of the iron in 
ferrimyoglobin, and ferricyanide (Fe(CN)6 -3) from the oxidation of ferrocyanide 
ion by OH" in an N20-saturated solution. 

That temperature and solute concentration can further influence reactions even 
in frozen solutions is illustrated by the reduction of nitrate by e~-. The yield of 
nitrite in a solution with a particularly high nitrate concentration decreases as the 
temperature is decreased f rom-10~ to -100~  [1, 2]. The decrease is 
especially pronounced below-30~ 

2.4. Expressing chemical changes 
The concentration of a stable product in an irradiated food can be expressed 

using the G-value for either the product or its precursor radical and the absorbed 
dose. For example, the concentration of a product or products formed from the 
reaction of either es-or OH" with a solute in the fluid aqueous phase of a food 
irradiated to 4.5 kGy would be 1.2 mmol/L. In contrast to other pasteurization 
and sterilization treatments, irradiation produces a small and generally 
predictable amount of chemical change. 

Regulatory agencies and toxicologists, however, express chemical quantities 
not in molar units but in weight fractions, such as parts per million (ppm), which 
can be misleading with respect to product yields, as the following illustrates. 
The G-value for the formation of palmitic acid from tripalmitin, and presumably 
most fats, is 60% greater than the G-value for the formation of 1-t2 from an 
aqueous phase containing organic solutes. Yet in a system containing both 
phases and irradiated to 3 kGy, the yield of palmitic acid (MW=256) expressed 
in ppm would be 123 ppm while the yield of 1-/2 would 0.6 ppm, giving the 
impression that 200 times more of the former is produced than the latter. 

3. MAJOR CONSTITUENTS 

The radiolysis of a complex food matrix can be considered the sum of the 
radiolysis of its major constituents, which essentially represent distinct and 
immiscible phases. In muscle foods, the composition is primarily water (65%), 
protein (20%), and lipids (15%). The water phase (or sarcoplasmic fluid) 
contains minor constituents, including certain proteins (myoglobin and 
albumin), small peptides, vitamins, and salts. The proteinaceous myofibrils 
comprise primarily bundles of long chain myosin molecules with which are 
associated actin and other functional proteins, all of which are hydrated by and 
surrounded by the sarcoplasmic fluid. The proteins can bind certain 
compounds, including thiamin. The fat phase comprises distinct triglycerides, 
representing the esters of glycerol and different fatty acid moieties, along with 
small amounts of free fatty acids and soluble vitamins A and E. Carbohydrates 
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amount to only about 0.5% of the muscle food mass and include glycogen and 
glucose. They are considered here, because meat sandwiches and complete 
meals with meat and starch components have been irradiated. The overall 
chemistry of irradiated muscle foods is considered within this framework. 

3.1. Aqueous phase 
The same phenomena of primary radical formation, distribution, and 

reactivity, as described in other chapters, apply to the radiolysis of the aqueous 
phase in food, but certain distinctive factors affect their fate. One factor is that, 
in the case of high dose treatment for sterilization, this phase will be frozen. 
Another factor is the high concentration of reactive solutes. Accordingly, the 
yields and reactions of e~, H ~ and OH" will be significantly modified, as already 
indicated in section 2.3. Their reactions with relevant salts, vitamins, and 
nucleic acids, either normally in foods or purposefully added to foods, are 
considered. 

3.1.1. Salts 
Though reactions of primary radicals with sulfates and phosphates are 

unlikely, reactions of e~-with endogenous or added nitrates or nitrites, which are 
used in the curing of meats, could lead to their reduction. The extent would be 
limited by competition for e~- by other solutes. Reduction of nitrate, already 
mentioned, is illustrative. Stoichiometrically, for every two moles of e~ reacting 
with one mole of NO3-, one mole of NO2- would be formed. As explained, the 
extent of NO2- formation even in frozen systems would depend significantly on 
the concentration of NO3- and on temperature. 

3.1.2. Vitamins C and B1 
The nutritional importance aside, the radiolysis of ascorbic acid [8] and 

thiamin is of interest, because it illustrates certain distinctive kinetic processes. 
Ascorbic acid is highly reactive to all the primary water radicals, because of its 

carbonyl group and double bond. Reaction with es or H ~ reduces ascorbic acid 
to a ketyl radical, while reaction with OH" oxidizes it to the relatively unreactive 
tricarbonyl radical ion [9]. Aside from a possible reaction with cytochrome-c 
(or ferrimyoglobin), the radical ion is most likely to undergo a complex 
disproportionation reaction that regenerates the ascorbic acid and produces 
dehydroascorbic acid, which has essentially the same vitamin activity. These 
reactions need to be considered, because ascorbic acid is added to foods to 
fortify them, to facilitate curing meats, and to enhance antioxidants. 

Thiamin is also reactive to the primary water radicals and, possibly to protein 
radicals, resulting in its conversion to product or products without vitamin 
activity. As Figure 1 shows, the loss of thiamin in pork decreases substantially 
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upon freezing and further decreases with decreasing temperature when irradiated 
either with electron beams or gamma rays. The loss, however, is greater with 
the latter than with the former. This difference is attributed to a dose-rate effect, 
mentioned before, that is related to a competition between radical-radical 
reaction and radical-thiamin reaction. The radicals could be either OH" or P~ 
which denotes a protein radical [6]. Similarly, more thiamin is lost in gamma 
ray-irradiated chicken than in electron beam-irradiated chicken [ 10]. 

3.1.3. Nucleic aclds 
Reactions of primary radicals with nucleic acids present in the food or in 

bacteria contaminating the food are relevant to the efficacy and safety of the 
irradiation treatment. The sequence of reactions following the formation of 
secondary radicals on the purine and pyrimidine bases is covered in detail in 
other chapters. Reactions of OH" formed in or near the DNA with either the 
base moieties or the sugar moiety in the backbone ultimately result in altering 
the bases and in breaking the two strands keeping the double helix together [11 ]. 
In the microorganism, the ability to replicate is then compromised and self- 
destruction takes place. In the food, the likelihood of the initial reaction with 
primary radicals is limited by competition with other solutes, but some base 
alteration might take place. With respect to implication for safety, it is unlikely 
that any altered bases could be incorporated into the human genome, since DNA 
synthesis involves enzymes acting on precursors of the bases and any 
incorrectly matched bases would be excised by DNA polymerases [ 12]. 

3.2. Proteins 

3.2.1. Myofibrillar protems 
The radiolysis of the myofibrillar proteins in muscle leads to the formation of 

a generic peptide backbone radical, reflecting in effect the seission of the C-H 
bond in the peptide chain [13]. Figure 3 shows the ESR spectrum of the radicals 
formed upon irradiating a frozen suspension of myosin and actomyosin. Based 
on spectral analyses of spectra for diverse dipeptides, the asymmetric doublet 
represents contributions from many similar radicals having an unpaired electron 
on the carbon in the peptide chain that interacts primarily with the single proton 
on the neighboring carbon of the side chain amino acid moiety. The less intense 
bands on the wings of the spectrum represent contributions from radicals formed 
by the addition of H ~ to the benzene ring of aromatic amino acid moieties. 
Similar ESR spectra are obtained by irradiating a frozen suspension of 
myofibrils, indicating that the mechanism of peptide radical formation is not 
dependent on how the myosin molecules are macroseopieally organized [14]. 
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Figure 3. Electron spin resonance spectrum of suspended myosin/actomyosin 
irradiated to 60 kGy at -40~ and scanned at 77 K. Reproduced from Taub et al. 
[ 13 ] with permission. 
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+ H3N(CHRCONH)xCHRCONHCRCONH(C HR CONH)yCH2CO2" 

Figure 4. Mechanistic scheme for reactions in proteins initiated by solvated electron 
addition to the carbonyl group in the peptide backbone. 
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Although there are several mechanistic steps that could lead to the formation 
of the peptide radical following the ionization and excitation of the protein and 
the surrounding water, the sequence initiated by electron reaction is particularly 
instructive [13] and is shown in Figure 4. The first step involves the formation 
of an observable carbonyl anion radical that dissociates into a stable amide 
compound and an alkyl radical. A subsequent step involves abstraction by the 
alkyl radical of hydrogen from the C-H in the peptide backbone forming a stable 
compound and the large relatively immobile peptide backbone radical. Despite 
its size, this radical will react bimolecularly very slowly at -10~ (Figure 5), but 
very rapidly upon thawing either to dimerize or to disproportionate. The 
dimerization produces a higher molecular weight, crosslinked myosin, while the 
disproportionation regenerates a stable myosin and produces an imine, which 
upon hydrolysis of the N=C linkage leads to chain scission. 

Reactions initiated by H ~ and OH" would lead to these and other radicals. H ~ 
could react at the backbone C-H and at the carbonyl group, forming the peptide 
radical, but is more likely to add to aromatic or heterocyclic amino acid 
moieties, forming side chain radicals. OH" could also react by abstraction or, 
more likely, by addition. The formation of addition radicals facilitates 
crosslinking through the side chains. Studies with polyphenylalanme peptides 
confirm such crosslinking and show how crosslinked products with and without 
hydroxyl groups can be produced [15, 16]. 
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Figure 5. Decay of the ESR signal of the peptide radical in meat at -10~ 
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Other radiolytic processes can occur in such proteins that lead to side chain 
scission and the formation of volatiles from specific amino acid moieties [17]. 

3.2.2. Metalloproteins 
Proteins with a metal ion that can be reduced or oxidized provide additional 

pathways for reaction of both primary and secondary radicals. The fixed 
location of the iron within the protein geometry strongly limits its accessibility 
to primary radicals, small secondary radicals, and radical sites on the host 
protein. These considerations are especially relevant to myoglobin, the globular 
protein responsible for meat pigmentation. Several distinctive reactions 
involving myoglobin have been studied in model and meat systems [18, 19]. 

Reactions of ed, H ~ and OH" are expected generally to follow the pattern for 
proteins, leading to peptide radicals and addition radicals associated with 
aromatic and heterocyclic amino acid moieties. The iron ion, centered in the 
planar heme group and coordinated at one apical site with a histamine moiety 
from a proximal a-helix and at the other to HE0, 02, or NO (formed during 
curing), is also accessible. Reaction of e~-with brownish ferrimyoglobin (Fe 3+) 
leads to reddish ferromyoglobin (Fe+2). Other complex reactions of es-and OH" 
with these myoglobin species and with cherry red oxymyoglobin have been 
observed that are influenced by 02 and H202 and that involve additional 
intermediate species [20-23]. Any overall mechanism for the radiolysis of 
myoglobin in meats should take into consideration the multiple pathways for 
reaction of the different radicals formed. 

A particularly important consideration is the potential for competitive 
intermolecular and intramolecular reactions: 

2[-C~ -~ [-CRCONH-IFe(n) (1) 
I 

[-CRCONH-]Fe(n) 

2[-CH(R~ Fe(n) [-CH(ROH)CONH-]Fe(n) (2) 
I 

[-CH(ROH)CONH-]Fe(n) 

[-C~ --~ [-C(OH)RCONH-IFe(II) (3) 

[-C~ --~ [-CHRCONH-IFe(III) (4) 

[-CH(R ~ --~ [-CH(R(OH)2)CONH-IFe(II) (5) 
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These reactions show that dimers can be formed (and have been observed) if 
either peptide radicals or side chain radicals on the globin surface react 
intermolecularly. They also show that if these radicals are close enough to the 
iron center, electron transfer can occur leading to either reduction or oxidation, 
depending on the valence state, and to an associated color change. 

3.3. Lipids 
The radiolysis of triglycerides in the lipid portions of meats and poultry leads 

to a generic radical on a fatty acid moiety, reflecting the predominant scission of 
a C-H bond alpha to the carbonyl group[24, 25]. Dimeric triglycerides resulting 
from the combination of two such radicals have been detected [26]. The ESR 
spectrum for tripalmitin powder irradiated a t -125~  and annealed to 40~ 
shown in Figure 6, is characterized by an asymmetric quintet consistent with a 
radical having an unpaired electron that interacts with hydrogen atoms on both 
the same and neighboring carbon atoms. Figure 6 also shows that the broad 
singlet observed a t -125~  converts into a more complex spectrum upon 
annealing to -25~ 

/ •  A 40 ~ 

T r, 
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Figure 6. Sequemial electron spin resonance spectra (recorded at 77 K) of powdered 
tripalmitin irradiated at-125~ and annealed first at-25~ and then 40~ Reproduced 
from Taub [3] with permission. 
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These spectral results and those from product analyses, particularly from 
extensive studies by Nawar [27] on related triglycerides, fatty acid esters, and 
fatty acids, indicate that other radicals are formed and some participate in 
reactions leading to the more stable alpha carbon radical. 

Because of the ester linkage and associated carbonyl group in the triglycerides, 
the sequence of reactions that leads to the alpha carbon radical is similar to the 
sequence in proteins [28]. As is shown in Figure 7 for the electron-initiated 
sequence, the electron adds to the C=O bond forming the carbonyl anion radical 
(responsible for the singlet ESR spectrum), which then dissociates into the free 
fatty acid and an alkyl radical on the residual propanedioldiester (responsible in 
part for the more complex spectrum at intermediate times or temperatures), 
which subsequently abstracts a hydrogen from a triglyeeride, ultimately forming 
the carbon radical alpha to the carbonyl group. This large radical (responsible 
for the quintet spectrum) can react either by combination with other radicals or 
with an identical radical, so as to dimerize or to disproportionate, reforming a 
triglyceride or forming an analogous compound with a double bond alpha to the 
carbonyl group. Though the sequence is shown for the ester linkage in the 1- 
position, it could occur at the other two linkages, involving the fatty acid 
moieties at the 2- and 3-positions of the triglyeeride. 

RCH20 (C=O)cH2(CH2)15CH3 

RCH20(C'O')CH2(CH2)15CH3 

RC'H2 + -O2CCH2(CH2)15CH 3 

~ RCH20(C=O)CH2(CH2)15CHa 
RCH3 + RCH20(C=O)C'H(CH2)lsCH3 

RC H20( C-O )CH( C H2)~5C H3 RCH20(C=O )CHz( CH2)15CH3 

RCH20(C=O)CH(CH2)lsCH3 RCH20(C=O)CH=CH(CH2)14CH3 

Figure 7. Mechanistic scheme for reactions in triglycerides initiated by electron addition to the 
carbonyl group near the ester linkage. R corresponds to the rest of the triglyceride molecule. 



717 

Some of the yields for various radiolysis products from tripalmitin as a model 
are 1.6 for palmitic acid and .04 for palmityl aldehyde. Other yields and those 
from the monoglyceride ethylpalmitate as a model are listed elsewhere [1 ]. 

The generality of the sequential formation and reaction of free radicals, 
initiated by either electrons or hydrogen atoms, is borne out by ESR spectral 
data on irradiated fats from beef, pork, and chicken [14]. Each fat contains a 
diverse combination of triglycerides with differing proportions of fatty acid 
moieties. Figure 8 shows the spectra for beef fat [1]. Though the same most 
stable radical is ultimately formed in all cases, Sevilla [29] has shown in low 
dose studies that this radical disappears more rapidly in chicken fat than in pork 
fat (Figure 9). The former has more of the unsaturated linoleic acid than the 
latter and presumably has a lower viscosity. 
commonality in the radiolysis of the lipids. 
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Figure 8. Sequential electron spin resonance spectra (recorded at 77 K) of beef fat irradiated 
at-80~ and annealed first at --40~ and then at 0~ Reproduced from Taub [3] with 
permission. 



718 

1.2- 

r/l 

1.0 

0.8 

0.6 

0.4 

0.2 

0.0 
200 220 240 260 280 

TEMPERATURE, K 

Figure 9. Relative residual concentration of the lipid radical in chicken fat (11) and pork fat 
(A) irradiated at 77 K to 1 kGy and annealed to the indicated temperatures. 

The overall yield of radiolysis products is relatively low and their 
distribution will depend on the fatty acid composition of the triglycerides. In 
meats irradiated in the absence of oxygen, low levels of the free fatty acid, the 
associated propanedioldiester, hydrogen, and products derived from the 
triglyceride radical are to be expected. Much lower yields of volatile 
hydrocarbons are produced that provide insight into other scission processes and 
reaction pathways [27, 30, 31 ]. 

3.4. Carbohydrates 
The radiolysis of either a complex carbohydrate, such as starch, or solutions of 

simpler saccharides, such as glucose or sucrose, leads primarily to scission of 
C-H bonds and disruption of the ether linkages between glucose units [32-34]. 

In solid systems, similar radicals centered on the C-1 and C-6 positions are 
formed from starches of different origins, as evidenced by similar ESR spectra 
[35-38]. These radicals slowly disappear upon subsequent storage, the rates in 
different starches being similar and dependent upon moisture content [35, 36]. 
Qualitatively, the formation and disappearance of the radicals are similar in 
systems irradiated at either room temperature or at 77 K with or without oxygen 
present. The associated rupture of the glycosidic linkage results in some 
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depolymerization and in the formation of soluble dextrins [37-40]. Other 
radiolysis products include formic acid, malonaldehyde, dihydroxyacetone, and 
glyceraldehyde. 

In aqueous solutions, the reactions of e~-, H ~ and OH" with simpler saccharides 
would be similar to those with alcohols and ethers. Accordingly, es- would react 
with the ether linkage and carbonyl group, while H" would abstract hydrogen 
from accessible C-H bonds. These abstraction reactions would lead to radicals 
at all carbon atoms sites on the glucose ring, with some preference for the C-] 
and C-6 positions. Subsequent reactions of these radicals lead to radiolysis 
products, as Figure 10 illustrates for the C-1 glucose radical. It can 
disproportionate to regenerate the intact ring and gluconic acid. It can also 
eliminate H20 or rearrange, so that 2- and 5-deoxygluconic acids are formed. 
Their yields have been determined [33]. Glucose ring radicals in 
oligosaccharides can undergo other reactions, some leading to scission of the 
glycosidic linkage. Studies with the disaccharide cellobiose show that such 
scission occurs when the radicals are formed at the C-l, C-4, and C-5 positions 
and that glucose can be formed [41 ]. These results imply that carbohydrates can 
be degraded both by initial reaction at the C-O-C linkage as well as by 
abstraction of hydrogen at nearby sites. 

CH2OH 

I ~ 

CH2OH CH2OH CH2OH CH2OH 

o Ot' O OH OH O OH OH O 

H H 

o. ; o .  

Glucose Gluconic acid 

O H ~ H ~  H20H CHsOH 
0 0 

OH O OH 

H 

H OH 

2-Deoxygluconic acid 5-Deoxygluconic acid 

Figure 10. Illustrative mechanism for the reactions of the glucose radical formed by loss of 
hydrogen from the C-1 position; final products are indicated. Reproduced from von Sontag 
[33] and WHO Technical Report No. 890 [43] with permission. 
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4. WHOLESOMENESS IMPLICATIONS 

The radiation chemical considerations would imply that suitable foods 
properly irradiated should be wholesome, namely safe to consume and 
nutritionally adequate [42-45]. In determining wholesomeness and in clearing 
the use of the irradiation technology, regulatory agencies basically assess the 
process efficacy, the resulting nutritive value, and the toxicological potential. 
Efficacy refers to achieving the technical objective, which for pasteurized or 
sterilized meats corresponds to microbial destruction. Nutritive value refers to 
the retention of macronutrients and micronutrients. Most important, 
toxicological potential refers to the possible formation of a radiolysis product 
that, at the concentration level attained, could have a chronic or genotoxic effect. 
Such assessments are discussed briefly. 

4.1. Microbial destruction 
Because irradiation causes double strand breaks in the DNA of 

microorganisms, it is highly effective in reducing or eliminating completely the 
population of microbial contaminants in the food. Their sensitivity to radiation, 
however, differs widely [43, 46], presumably reflecting differences in the DNA 
environment and the activity of base excision repair enzymes. The comparison 
in Table 2 of Di0-values (the dose required to reduce the population by 90%) 
shows that this sensitivity can be very high for the nonspore-forming Vibrio 
species in shellfish, moderate for such bacterial pathogens as E. coli, but 
relatively low for the spore-forming, essentially dry, Clostridium botulinum in 
uncured (non-nitrited) meats. For nonspore-forming bacteria, adequate oxygen 
availability can double this sensitivity, because it "fixes" the damage. Freezing, 
in contrast, can halve this sensitivity, presumably by reducing the yield or 
diffusion of OH'. For the spore-formers, there is a distinct decrease in 
sensitivity with decrease in temperature, as Figure 11 shows for C. botulinum 
[47]. Consistent with the chemistry in the DNA being initiated in the track of a 
low LET radiation, the D~0-value for spore-forming B. subtilis was shown to be 
independent of dose rate over 13 orders of magnitude [48]. It is on the basis of 
these considerations that the doses in Table 1 were approved: maxima in the 
case of pasteurization to allow at least a six log cycle reduction; and minima in 
the case of sterilization to ensure a twelve log cycle reduction of proteolytic 
spores of C. botulinum. As would be expected, the D~0-value for a specific 
pathogen is independent of the nature of the meat [49]. 
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Table 2 
D10-values of representative contaminants 

Contaminant Medium D lo(kGy) 

Vi brio parahaemolyticus 
Pseudomonas fluorescens 
A spe rgi llus glaucus 
Escherichia coli O 157:H7 
Staphylococcus aureus 
Saccharomyces cerevisiae 
Salmonella species 
Clostridium perfringen 
Clostridium botulinum 
Coxsackie virus B2 

Fish 
Beef 
Aqueous 
Beef 
Chicken 
Aqueous 
Chicken 
Pork 
Beef(-30~ 
Aqueous 

0.03 
0.12 
0.25 
0.30 
0.36 
0.36 
0.38-0.77 
0.83 
3.43 
7.0 

Adapted from WHO Technical Report No. 890 [43] with permission. 
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Figure 11. Dependence of the D10-value for C. botulinum on temperature. 
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4.2. Nutritive value 
Because the radiolysis of the meat constituents results in a limited amount of 

molecular change, there is essentially no loss of nutritive value. The 
macronutrients - proteins, lipids and carbohydrates - adequately remain sources 
of metabolic energy and tissue replenishment [42, 44, 50]. Protein digestibility, 
amino acid composition, and essential fatty composition are unaffected [50]. 
These determinations were made by chemical analysis and feeding studies (see 
below). The micronutrient vitamins differ m their susceptibility to radiolytic 
degradation, but with one exception are not compromised. Among the fat 
solubles, vitamin E (ot-tocopherol) is most sensitive, while vitamin K is least 
sensitive. Nevertheless, the loss of vitamin E is insignificant if irradiation is 
done either in the absence of oxygen or at subfreezing temperature [50]. Among 
the water solubles, vitamin B1 (thiamin) is the most sensitive, so its degradation 
by both radiolysis and thermolysis has been extensively studied [6, 51, 52]. The 
extent of radiolytic degradation is essentially independent of the meat matrix 
(see Table 3) and is minimized by excluding oxygen, by irradiating at 
subfreezing temperatures, and by using high dose rates (Figure 1). The retention 
of thiamin in radiation sterilized meats, where the abovementioned minimizing 
conditions are for the most part met, is equal to or greater than in thermally 
sterilized counterparts [53]. The retention in radiation pasteurized meats is 
considered adequate, even for pork, which is an important dietary source of 
thiamin [54]. In general, a judicious choice of irradiation conditions ensures 
adequate overall nutritional value. 

4.3. Toxicological assessment 
Any possible risk in consuming irradiated meats or other irradiated foods 

would have to be associated with a significant formation of a radiolysis product 
with a potent chronic toxicity or genotoxicity potential. Based on the radiolytic 

Table 3 
Thiamin retention in different meats (2 kGu 5~ ) 

Meat % Retained 
Chicken 81 
Beef 70 
Pork 81 
Turkey thigh 81 
Bison 76 
Caiman (Alligator) 70 
Ostrich thigh 40 

Adapted from Fox et al. [52] with permission. 
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mechanisms outlined for the major constituents, the putative formation of a 
carcinogen, mutagen, or teratogen would represent a minor fraction of the 
chemistry. Nevertheless, extensive studies to discern any deleterious effects 
have been conducted over the last 40 years. These have included feeding 
irradiated foods to animals and humans for assessing growth, reproduction, 
gross pathology, and longevity and also testing with sensitive m vivo and m 
vitro systems to discern genotoxicity [43-45]. Studies were even done with milk 
powder irradiated to 45 kGy to form high concentrations of free radicals (which 
are expected to react when dissolved) and then fed to rats and mice to assess 
long-term effects [55]. The preponderance of the evidence indicates that 
properly irradiated foods are nutritionally adequate and pose no toxicological 
risks [42, 43, 54, 56]. 

Two major studies were conducted that are especially relevant to radiation 
sterilized meats: the Dutch National Institute of Public Health and 
Environmental Hygiene (NIPHEH) study on ham [57-59] and the U.S. Army- 
sponsored Raltech study on chicken [53, 60]. In an attempt to trace the 
communication of toxic potential from feed to food, the Dutch toxicologists fed 
pigs irradiated feed and then fed rats irradiated (37 and 74 kGy) ham produced 
from these pigs. No difference in any index of toxicity among the various 
control and test groups was found. In the Raltech study, one of the most 
comprehensive food safety study ever conducted, enzyme-inactivated chicken, 
irradiated at subfreezing temperatures to an average dose of 58 kGy with gamma 
rays and 10 Mev electrons was compared against frozen and thermally sterilized 
counterparts and against a control. These foods were fed to four generations of 
mice and three generations of dogs. Comparisons were made for chronic 
toxicity and for genotoxicity, which included teratogenicity testing in mice, rats, 
rabbits, and hamsters and mutagenicity testing using drosophila, Ames tests, and 
several chromosomal aberration measurements. In reviewing the data from this 
study, the FDA concluded that there were no radiation-related effects at the 
doses used [56]. In assessing both the Dutch and Raltech studies and all other 
relevant data on radiation sterilized products, an international panel of experts 
went further and concluded that foods irradiated according to established 
standards to any dose needed to achieve the intended technical objective are 
deemed wholesome [43]. 

4.4. Chemielearanee 
The need to conduct such toxicological testing of each irradiated food is now 

obviated by the chemiclearance principle. Expounded in the early 1980s, it 
implies that similar foods that are similarly irradiated will respond radiolytically 
in the same way, so the chemical, microbiological and toxicological effects will 
be essentially equivalent [14, 61]. Consequently, if in a generic class of foods 
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one member is proven to be wholesome, then all other members are 
correspondingly safe and nutritionally adequate. A comparison of the chemical 
intermediates and stable products formed in the radiolysis of various meats 
against those formed in irradiated chicken, which was first cleared [56], 
provides a basis for granting generic clearances of irradiated meats and meat 
products [43, 54]. 

4.4.1. Common intermediates 
That the radiolysis of meats containing similar proteins and comparable fatty 

acids involves similar primary and secondary processes leading to a common set 
of radicals stable at -40~ is shown by the ESR spectra in Figure 12 for 
irradiated, enzyme-inactivated chicken, beef, ham, and pork [3, 62]. These 
spectra reflect the commonality in radicals derived from the muscle proteins, 
myosin and actin, and from the constituent triglycerides, which have slightly 
different fatty acid compositions. The minor consequences of this compositional 
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Figure 12. Comparison of the electron spin resonance spectra of four different enzyme- 
inactivated muscle foods irradiated to 50 kGy at -40~ Reproduced from Taub [3] with 
permission. 
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Figure 13. Comparison of the electron spin resonance spectra of fats from chicken, beef and 
pork irradiated to 50 kGy at -40~ Reproduced from Taub [ 14] with permission. 

difference can be seen in the ESR spectra m Figure 13 for fats from chicken, 
beef, and pork irradiated at -40~ As previously explained, these spectra 
reflect a combination of radicals, including those that would eventually form the 
more stable triglyceride radical. 

This commonality in the radiolysis was established not only for cooked meats 
irradiated to high doses at -40~ but also for raw meats irradiated to lower 
doses at 77 K [29]. The ESR spectra for raw pork, beef sirloin, and chicken 
breast (Figure 14) show the singlets associated with radicals formed by electron 
addition to the carbonyl groups, the yields of which linearly increased with dose. 
After annealing a t -78~  the spectral features changed to the predominant 
asymmetric doublet associated with the peptide backbone radical. Moreover, a 
direct comparison of spectra at -78~ for raw and roasted turkey breasts 
irradiated to 3.8 kGy showed no differences, indicating that native and 
denatured conformers of the protein respond radiolytically in similar ways [29]. 
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Figure 14. Comparison of the electron spin resonance spectra of three uncooked muscle foods 
irradiated to 1 kGy at 77 K. 

4.4.2. Common lipid-derived products 
That the radiolysis of triglycerides in meats involves a common set of radicals 

reacting to form stable products corresponding to their precursor fatty acids is 
shown by chromatographically analyzing product yields in relation to fat 
composition [14, 62, 63]. Radicals other than those described and formed by 
C-O and C-C bond seission in the fatty acid chain lead to distinctive and 
predictable products. The aeyl and acyloxy radicals can react by abstraction, 
combination, and even dissociation to produce corresponding alkyl radicals 
along with CO and CO2. The alkyl radical reaction possibilities, as shown in for 
the C~7 radical, include abstraction, dimerization, and disproportionation, which 
forms a double bond at the terminal carbon: 
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CH3(CH2)15C~ + RCH20(C=O)CH2(CH2)IsCH3 

CH3(CH2)15CH3 + RCH20(C=O)C'H(CH2)lsCH3 

2CH3(CH2)15C~ CH3(CH2)15CH2CH2(CH2)15CH3 

2CH3(CH2)IsC'H2 CH3(CH2)IsCH3 + CH3(CH2)laCH=CH2 

(6) 

(7) 

(8) 

It is instructive to see how the products of these reactions reflect commonality 
and substantiate the chemiclearance principle. 

Dependence on total fat. For scission of C-C bonds up to about six carbons 
from the aliphatic end of the chain, the stable hydrocarbon products formed will 
be the same for most of the fatty acids. Consequently, the yields of such 
hydrocarbons as pentane and hexane should be independent of the fatty acid 
composition but dependent solely on the total fat content of the meat sample. 
This dependence is seen for several low molecular weight hydrocarbons [14, 62] 
when their normalized yields in four different enzyme-inactivated meats 
irradiated a t - 3 0 ~  are plotted against fat content, as Figure 15 illustrates for 
hexane. 
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Figure 15. Normalized yield of hexane as a function of fat content in irradiated enzyme- 
inactivated muscle foods, expressed as nanograms per gram and normalized to 10 kGy of dose 
applied at-30~ Adapted from Taub et al. [ 14] with permission. 
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Dependence on fatty acid composition. For scission of the C-C bonds alpha 
and beta to the carbonyl group in the fatty acid, C~.1 and C~_2 alkyl radicals are 
formed, respectively, that will produce by abstraction the corresponding 
hydrocarbon and by disproportionation a corresponding hydrocarbon with an 
additional double bond at the original radical site. Accordingly, the normalized 
yields of C14 to C~7 hydrocarbons produced in either raw or cooked meats 
irradiated over a wide dose range have been shown to depend directly on the 
level of the precursor fatty acid in the meat fat [14, 17, 64]. The linear 
dependence of heptadecadiene (Clv:2) on linoleic acid is shown in Figure 16 for 
high dose irradiated, enzyme-inactivated chicken, pork, and beef. Since there is 
six times as much linoleic acid in the chicken as in the beef, the yield is six 
times as much. Similarly, the linear dependence of hexadecatriene (C16 :3 ) ,  

derived from the Cn-2 radical, on linoleic acid was shown for a variety of raw 
meats irradiated from 1-10 kGy a t - 5 ~  and for several enzyme-inactivated 
meat products irradiated from 45-60 kGy at -30~ [64]. A direct comparison of 
the yield of C16:3 normalized per mg of precursor linoleic acid as a function of 
dose for both raw and cooked chicken (Figure 17) shows that the slopes differ 
slightly. This difference suggests that the radical yield or its reactivity is 
slightly lower in the cooked meats, because of the higher viscosity at the lower 
irradiation temperature. The overall similarity in yields, however, indicates that 
the radicals formed and the reactions they undergo are independent of the 
molecular environment of the fatty acid moieties. 
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Figure 16. Normalized yield of heptadecadiene (C17:2) as a function of linoleic acid content in 
irradiated, enzyme-inactivated muscle foods, expressed as micrograms of the hydrocarbon per 
gram of fat and normalized to 10 kGy of dose applied at -30~ Reproduced from Merritt et 
al. [ 17] with permission. 
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Figure 17. Yield ofhexadecatriene normalized for the level of precursor linoleic acid in 
the fats of raw chicken (0) and cooked chicken (O) irradiated at-5~ and -30~ 
respectively, to the indicated doses. 
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Dependence on triglycerides. For scission of the C-O bond between the 
glycerol and fatty acid moieties, which is primarily but not exclusively due to 
the dissociative electron attachment reaction, an alkyl radical is formed that, 
upon abstracting hydrogen, produces a stable propanedioldiester. This product 
indirectly reflects the composition of the original triglyceride, which can be 
designated as: H2C(O2R")CH(O2R')CH2(O2R), where the O2R", O2R', and O2R 
correspond to different fatty acid moieties m the 3, 2, and 1 positions (reading 
left to right) of the glycerol backbone. If scission occurs at the 1-position, the 
resulting radical is: H2C(O2R")CH(O2R')C~ ff both O2R" and O2R' are 
palmitic acid moieties, then the resulting product is 2,3 propanedioldipalmitate: 
H2C(O2C16H31)CH(O2C16H31)CH3. This product could also be formed from 
other triglycerides with at least two palmitate moieties, provided that scission 
occurs at such a position that the resulting radical retains two palmitates. A 1, 3 
propanedioldipalmitate could be produced and would be analyzed along with its 
positional isomer. Consequently, the yield of propanedioldipalmitate from 
different irradiated meats should depend on the percent abundance of 
appropriate precursor triglycerides in each meat. This dependence is shown in 
Figure 18 in which the dose-normalized yield of propanedioldipalmitate from 
the irradiation of four different meats at --40~ is plotted against the abundance 
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Figure 18. Relationship of the dose normalized yield of propanedioldipalmitate to its 
triglyceride precursors in four muscle foods irradiated to 10, 60, and 90 kGy at -40~ 
Adapted from Merritt et al. [ 17] with permission. 

of precursor triglycerides, computed on the basis of the analyzed fatty acid 
composition and certain assumptions on biosynthetic combinations [17, 62]. 
These data are consistent with a commonality in the radiolysis and a 
predictability in the product distribution based on compositional differences. 

5. QUALITY IMPLICATIONS 

The radiolysis of food constituents leads to minor but sometimes perceptible 
changes in sensory qualities associated with the net formation or degradation of 
a specific constituent. Color, texture, and rancidity are qualities that can be 
affected either during irradiation or subsequent storage, depending on the food, 
the atmosphere, the packaging, and the irradiation dose and temperature. Often, 
there are implications in the radiation chemistry for ensuring optimal quality of 
irradiated meat products. 

5.1. Color 
Since the color of meat products depends on both the valence of the iron in the 

porphyrin ring and the ligand coordinated at the apical position, any oxidation or 
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reduction occurring during or after irradiation could produce some change [19, 
65]. In raw beef, rich in the red-purple ferromyoglobin (Mb), the presence of 
oxygen produces oxyferromyoglobin (MbO2) with its familiar cherry red color. 
Irradiation of chilled, raw beef in oxygen permeable packaging could oxidize 
the pigment to ferrimyoglobin (metMb), producing a brownish coloration. If 
vacuum-packaged raw beef is irradiated, residual oxygen is depleted at about 0.6 
kGy and a mixture of Mb and metMb results, the proportion depending on dose. 
Post-irradiation exposure to oxygen could regenerate MbO2, which eventually 
would convert to metMb. Consequently, brownish raw beef could be avoided 
by limiting the dose, by manipulating the oxygen, and by irradiating at 
subfreezing temperature. In cooked beef, the pigment is predominantly 
denatured metMb as a consequence of the heat-induced oxidation of MbO2 and 
the color is distinctively brown. Irradiating enzyme-inactivated beef in 
evacuated, oxygen-impermeable packaging to high doses at -30 ~ or lower will 
reduce the metMb to Mb, giving the beef a reddish appearance. Subsequent 
exposure to oxygen and warming to serving temperatures, as would normally be 
done when the product is to be consumed, restores the brownish color. In cured 
(nitrited) meats, such as corned beef and ham, the coordination of the iron with 
nitric oxide gives these products their pink coloration, which varies only slightly 
with change in valence, so irradiation has less of an effect on the color. 
Irradiation of frozen pork at low doses appears to change the color from pale 
gray to slightly reddish [66], suggesting a higher initial level of metMb. Implied 
in all these considerations is that the color can be optimized by a judicious 
choice of atmosphere, packaging, and irradiation parameters. 

5.2. Texture 
Since textural characteristics of meat muscle tissue, such as toughness and 

friability (pulling apart), are associated with the structure of the myofibrils, any 
radiolytically initiated reaction that degrades the proteins, compromises their 
water-holding capacity, or crosslinks them could affect texture. Depending on 
dose and temperature, the radiolysis of proteins does produce some peptide 
chain fragmentation and aggregation. However, the texture of enzyme- 
inactivated meats (containing salt and tripolyphosphates to improve water 
binding [65, 67]) that are vacuum-packed and irradiated to high doses at-30~ 
is acceptable to subjects consuming them, including astronauts [68] and outdoor 
sports enthusiasts [43, 69]. Objective measurements of the force needed to 
shear through precooked meats that were irradiated at -30~ to relatively 
precise doses from 40-60 kGy (Figure 19) indicate an increased softening with 
increasing dose. This softening could be associated with some fragmentation in 
the small proteins that bind the long chain myosin into myofibrils. If too high a 
dose is used, the product could become mushy and unacceptable to consumers. 
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Figure 19. Dependence of shear force on the accumulated dose for various irradiated meats. 
Symbols: �9 - corned beef; II - roast beef; and V1 - smoked turkey. 

5.3. Rancidity 
Processed or stored meat products become unacceptably rancid when the 

constituent unsaturated fatty acids are extensively oxidized. This oxidation can 
be initiated in several ways and involves a chain reaction that consumes oxygen 
and produces several products, including hydroperoxides, methyl ketones, 
alkanals, and alkanes [70]. Irradiation processing could produce such oxidative 
changes, depending on oxygen availability, temperature, and dose. However, 
radiation sterilization of meats does not produce significant oxidation [65], 
because the oxygen is excluded and the irradiation temperature is low, which 
compensates for the high dose. Radiation pasteurization of meats at chilled 
temperatures could produce some oxidation, the extent being limited by the low 
doses used. Oxidation could be further minimized by using either oxygen- 
impermeable packaging or low oxygen permeable packaging in combination 
with high dose rates (to prevent replenishment of depleted oxygen). Storage of 
irradiation-processed meats could in principle produce rates of autoxidation 
higher than would be expected for the nonirradiated counterparts only if there 
were a significant increase in the level of unsaturated fatty acids or a significant 
decrease in natural antioxidants, such as ot-tocopherol. Based on the radiolysis 
of lipids and vitamins, such increases and decreases are not expected under 
normal irradiation conditions. If autoxidation upon storage (of irradiated or 
nonirradiated products) is unavoidably encountered, then the use of synergistic 
antioxidants would break the chain reaction and minimize oxidative changes [4]. 
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5.4. Packaging 
Maintaining the quality of radiation-preserved meats requires that the 

polymeric packaging retain its ability to limit air and moisture permeation and to 
minimize extraction of polymer components into the meats [43]. The chain 
scission and crosslinking associated with polymer radiolysis could increase or 
decrease these functional properties, depending on the polymer structure and 
irradiation conditions. In the case of polyethylene, the level of heptane 
extractables, presumably corresponding to intentionally added antioxidants, 
decreases with increasing dose (Figure 20) [71]. These results suggest that 
crosslinking of the polymer or covalent binding of the antioxidants to the 
polymer prevents migration and extraction. In general, the use of radiation- 
durable polystyrene or polyethyleneterephthalate will minimize any significant 
change in package integrity or functionality. 
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Figure 20. Level of components extracted with heptane from polyethylene film 
irradiated to the indicated doses. 
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6. C O N C L U S I O N  

Our understanding of the radiation chemical reactions occurring in irradiated 
foods is sufficiently advanced to assure the safety and high quality of such 
foods. The overall radiolytic effects on the food constituents are relatively 
minor, are similar in foods of similar composition, and can generally be 
predicted and quantified on the basis of composition and irradiation conditions. 
The effects on the contaminating pathogenic and spoilage bacteria, nevertheless, 
are sufficient to destroy them efficiently and quantitatively even at chilled or 
subfreezing temperatures. As a consequence, the risk of foodborne illness is 
reduced without adversely affecting the nutrients and without introducing any 
toxicological hazards. Moreover, a judicious choice of readily controllable 
irradiation conditions ensures that chemical changes affecting the major quality 
attributes of taste, color, and texture can be minimized. These desirable aspects 
of the irradiation processing contrast sharply with conventional 
thermoprocessing in which thermolytic reactions tend to be extensive and 
excessive. The commonality in the radiation chemistry of generic foods, in 
particular, has facilitated the process by which regulatory agencies grant 
approvals to broaden the application of irradiation processing. 
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1,n-bromochloroalkanes, 230 
1,n-bromoiodoalkanes, 231 
1 ,n-chloroiodoalkanes, 230 
1-bromo-2-chlorobenzene, 242 
1-bromo-2-fluorobenzene, 245 
1-chloro-2-fluorobenzene, 244 
1-chloro-2-iodobenzene, 242 
1-fluoro-2-iodobenzene, 244 
1-methyl-5,6-dihydrouracil, 529 
1-methylcytosine, 516 
1,2 hydrogen atom shift, 336, 347, 

499, 523 
1,2-benzoquinone, 308 
1,3-dimethyl- 5,6-dihydrouracil, 529 
1,3-dimethylthymine, 528 
1,3-dimethyluracil, 517, 520, 528, 

543,544 
1,3,6-trimethyluracil, 544 
193 nm light, 601,602, 614 
2'-deoxy-5',8-cyclonucleosides, 536 
2'-deoxyadenosine, 532, 536 
2'-deoxycytidine, 545 
2'-deoxyguanosine, 532, 538 
2'-deoxyuridine, 545 
2-alkoxyl-hydroxyalkyl radical, 483 
2-Deoxy-D-ribose, 502 
2-deoxy-D-ribose, 502 
2-hydroxyethyl methacrylate, 692 
2-methylcytosine, 516 
2~/1 or* bond, 354 
2cffl cr* concept limits, 386 
2or/1 or* structure, 364 
3-methyl-5,6-dihydrouracil, 529 
5',8-cyclonucleotides, 536 
5'-thymidylic acid, 543 
5-Carboxycytosine, 516 
5-electron bond, 373 
5-methyl-5,6-dihydrouracil, 529 
5-methylcytosine, 516 
5,6-dihydrouracil, 529 
6-methyl-5,6-dihydrouracil, 529 
6-methyluracil, 528 
6-methyluracil4, 516 
8-oxo-7,8-dihydroguanine, 596, 597, 

599, 602, 603 

Index terms 
~-alkoxyalkyl radicals, 490 
c~-hydroxy- 13-phosphatoalkyl radical, 

488 
~-hydroxyalkyl radical, 470, 485 
~-hydroxyalkylperoxyl radicals, 494 
c~-hydroxyl radicals, 262 
~-Lactobiose H20, 502, 503 
~-methoxy-[3-phosphatoalkyl 

radical, 488 
c~-tocopherol, 637, 644, 722, 732 
absorption spectra, 361, 417 
absorption spectrophotometry, 254 
abstraction, 707, 713,719, 726, 728 
ABTS, 546 
acetone, 91 
acetyl methionine, 689 
acid-base dissociation constants, 294 
acidic solutions, 230, 239 
activation by 2or/1 or* bonds, 378 
activation energy, 160 
acyl radicals, 726 
addition reactions, 94 
adenine, 513,515, 533,546 
adenosine, 533,534 
adriamycin, 288, 304, 626, 627 
adsorption, 421 
aggregation, 226, 266, 731 
albumin, 709 
alcohols, 413 
aliphatic hydrocarbon, 55 
alkaline solutions, 457 
alkanals, 732 
alkanes, 732 
alkyl, 228 
alkyl bromides, 233 
alkyl radicals, 198, 207, 470, 471, 

713, 716, 726, 728, 729 
alkylating agents, 638 
alloy, 438 
alloyed clusters, 435 
alpha-(alkylthio)alkyl radical, 362 
alpha magnet, 27 
alumino-silica gels, 433 
Ames test, 723 
amidoxime fibers, 691 



740 

amine acylase, 687 
aminyl radicals, 345 
ammonia, 555 
amphiphilic structure, 275 
aniline radical cations, 348 
anilino radicals, 348 
anion exchange, 678 
anion exchange membrane, 681 
anthracycline, 302 
anthraquinone, 457 
anthraquinone-2-sulfonate, 457 
anthroquinone derivatives, 288 
anthrosemiquinone, 293 
antibody, 645 
antitumour drug, 287 
aqueous solutionn, 223 
arginine, 568 
Argonne National Laboratory, 22, 

49, 75 
aromatic halides, 234 
aromatic hydrocarbon, 53 
aromatic pollutants, 661 
aromaticity, 60 
Arrhenius expression, 152 
Arrhenius- non-linear, 158 
Arrhenius plot, 95, 153, 155, 159, 

160 
artificial bilayer membranes, 266 
aryl radical, 227 
As-As three electron bonds, 379 
ascorbate, 546, 627, 628, 637 
ascorbic acid, 710 
atomic dissociation of three-electron 

bonds, 381 
atrazine, 664 
autoionization, 196 
autoxidation, 732 
avoided-level-crossing, 99 
aziridine ring opening, 305 
B. subtilis, 720 
13-amino-ct-hydroxyalkyl radicals, 

485 
13-cleavage, 336 
13-fragmemation, 499 
13-hydroxy elimination, 470 
13-ketoalkyl radical, 485 

B12r, 470 
backbone linkage, 356 
bacteriochlorophyll, 460 
Barkas's formula, 41 
base damage, 593,600, 614 
base radical, 596, 613 
base release, 526 
base-induced [3-elimination, 307 
beef, 705,717, 721,722, 724, 725, 

728, 731,732 
benzene, 55 
benzyl glycosides, 493 
benzyl radical, 493 
beta scission, 347 
Bethe formula, 39 
bilayer, 438 
bilayered clusters, 435 
bimetallic clusters, 434 
biomarker, 597 
bioreductive drug selectivity, 643 
bisbenzimidazole derivatives, 546 
bisfunctionalized fullerene 

derivatives, 263 
blue cluster, 425 
Brookhaven National Laboratory, 49 
boiling water reactors, 145 
bond dissociation enthalpy, 322, 333 
bond energies, 370 
boron-boron one electron bond 

radical anion, 377 
bovine serum albumin, 683 
Br2", 458, 466 
Bragg curve, 39 
branched alkanes, 175,208 
bromobenzene, 240 
bubble state, 98 
C60, 457 
cage of ion pairs, 346 
calixarenes, 264 
campylobacter jejuni, 705 
cancer, 623, 631,632, 633 
cancer therapy, 586 
CANDU, 145 
carbene, 470 
carbenium ion, 404, 405,406 



carbohydrates, 706, 709, 718, 719, 
722 

carbon tetrachloride, 90, 461 
carbonate, 659 
carbonate radical, 148, 632 
carbonium ions, 186 
carbonyl anion radical, 710, 713, 

716 
carcinogen, 723 
carotene, 461 
catalysis, 411 
catalyst, 440 
catalysts, 460, 464 
catalytic processes, 101 
catalyze, 465 
cavit~ model, 420 
CBr3,469 
CC13", 469 
CC1302", 458, 461 
cell death, 588 
cell inactivation, 591 
cellobiose, 492 
cellulose, 496, 505 
cellulose triacetate, 58 
Cerenkov, 28 
CERN, 60 
CF3", 469 
CF3C'CHC1, 469 
CH2"NH2, 346 
CH2CHO', 458,466 
CH3", 469 
(CH3)z'COH, 255 
(CH3)2C" OH, 455 
chain reaction, 485,502, 503, 543, 

544, 545,659 
chalcogenide, 335 
charge migration, 472, 601 
charge pools, 440 
charge repulsion, 277 
charge transfer, 119, 123, 132, 614 
charge-separated radical pairs, 262 
charged dimers, 417 
chemical modifiers, 610 
chemiclearance, 723,727 
chemotherapy, 304 
chicane, 26 
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chicken, 71 I, 717, 718, 721,722, 
723,724, 725,728, 729 

Chini clusters, 426 
chiral separation, 683 
chitin, 483,496 
chitosan, 483,496, 497 
chlorate solutions, 170 
chlorin, 456 
chlorinated biphenyls, 662 
chlorinated hydrocarbons, 659 
chlorobenzene, 240 
chlorophyll, 458, 460, 462 
chloropropane, 229 
chromatography, 676 
chromium porphyrins, 470 
cis-decalin, 178 
cis-trans isomerization, 352 
C12", 246, 458,466 
clearances, 724 
clostridium botulinum, 705,720, 

721 
cluster, 275 
cluster formation, 255 
cluster stabilization, 415 
clustered DNA damage, 589, 591, 

592, 610, 616, 617 
clusters, 411 
CNDO/S calculations, 255, 257 
Co-B12, 468 
Co-phthalocyanine, 468 
C02 +', 455 
coalescence, 414 
cografting, 692 
collagen, 563 
collisional momentum transfer, 111 
colloidal Pt, 458 
commonality, 717, 724, 725,727, 

730, 734 
competition kinetics, 296 
complexed silver atom, 418 
composite materials, 447 
concentrated solutions, 163 
conductivity, 114, 118, 136 
confined nanoclusters, 433 
conformation-dependent antigenic 

structure, 575 
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continuous slowing down 
approximation (CSDA), 112 

convective transport, 675 
copper, 431 
copper oligomers, 426 
core, 41 
core-shell clusters, 434 
corona discharge, 658 
corrected absorption spectra, 293 
corrosion, 422 
corrphycenes, 471 
coulombic repulsion, 298 
counter-ion release, 498 
couoled cluster theories, 3 
CrIIt-porphyrin, 463,467 
critical cluster, 421 
cross recombination of ions, 195 
cross-interaction constant, 327, 330 
crosslinking, 713,733 
CTTS (charge transfer to solvent, 

418 
cyclic sulfonium salts, 358 
cyclic voltammetry, 324 
cyclization, 560 
cycloalkane, 175, 178 
cycloalkane holes, 178 
cyclodextrin, 262, 471 
cycloheptane, 179 
cyclohexadienyl, 92 
cyclohexane, 55, 178 
cyclooctane, 55, 57, 179 
cyclopentane, 55, 179 
cystamine, 355 
cytidine, 545 
cytochrome P450, 469 
cytochrome-c complexes, 573 
cytosine, 513,515,516, 517, 518, 

530 
cytosine glycol, 518 
D-fructose, 501,503 
D-glucose, 482, 487, 496, 500 
D~0-value, 720, 721 
damage amplification, 536 
daunomycin, 288, 304 
de conductivity, 178 
decarboxylation, 557, 560 

decarboxylation of amino acids, 345 
decay of alkane holes, 71 
decay of squalane holes, 78 
deglycosylation, 306 
degradation, 446 
dehydroascorbate radical, 567 
delocalization, 254 
demetallation, 461 
density functional theory, 3 
depletion, 291 
deprotonation, 178, 337 
deprotonation of sulfide and 

disulfide radical cations, 362 
detection techniques, 342 
deuteroporphyrin, 454 
developer, 429 
development, 432, 440 
dianion, 456 
dibromobenzene, 243 
dichlorethane, 461 
dichlorobenzene, 243 
dielectric continuum, 4, 271 
diethyl amino groups, 684 
diffusion, 96 
diffusion coefficients, 97 
diffusion controlled, 130, 131, 134 
diffusion-controlled reactions, 268 
dihydroxyacetone, 719 
dihydroxyanthraquinone, 310 
dimer fluorescence, 131, 132 
dimer radical cation, 232 
dimer rare-gas fluorescence, 127, 

129, 136 
dimeric triglycerides, 715 
dimerization, 309, 713,726 
dipolarity/polarizability, 331 
diquinone, 309, 310 
direct action, 163 
direct effects, 514, 541,600, 602, 

603,604, 607 
disaccharides, 491 
dismutation reaction, 305 
disproportionation, 298, 418,456, 

707, 710, 719, 726, 728 
disproportionation of sulfide and 

radical cations, 362 



dissociation energy of three-electron 
SS bonds, 370 

dissociative electron 
capture(attachmem), 257, 729 

disulfide bonds, 555 
disulfide free radicals, 566 
disulfide radical anions, 354, 355 
disulfide radical cations, 373 
disulfide radicals, 569 
disulfide reduction, 568 
dithia compounds electrochemical 

oxidation, 375 
dithia cyclic compounds, 367 
dithia open-chain compounds, 367 
dithia-4-methyl heptane (3,5), 369 
dithiacyclooctane (1,5), 367 
dithiacyclopenate (2-substituted- 

1,3), 369 
dithiacylopentane (1,3), 368 
dithiahexane 2,5,369 
dithiane (1,4), 369 
dithiothreitol, 355,567 
DNA, 481,484, 492, 585,633,637, 

639, 640, 711,720 
DNA damage, 585,589, 591,598, 

611 
DNA free radicals, 593 
DNA hydration, 588 
DNA lesions, 591 
DNA radicals, 593 
DNA strand breakage, 603 
DNA structure, 587, 593 
DNA-binding proteins, 575 
donor-acceptor distances, 573 
donor-bridge-acceptor dyads, 284 
dose rate, 414, 432, 439 
dose-rate effect, 435,707, 708, 711 
double strand break, 606 
doxorubicin, 626, 627 
drugs, 623,629, 632, 637, 639, 643 
dry electrons, 554 
duroquinone, 634 
dynamic light scattering, 275 
dynamics of three-electron bond 

formation, 375 
EDTA, 429, 663 
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electric field, 90 
electrical breakdown, 119 
electrical property, 59 
electrochemical oxidation of dithia 

compounds, 3 75 
electrodes, 441 
electron acceptor, 269, 423 
electron addition, 716, 725 
electron capture, 110, 114, 115, 118, 

119 
electron degradation spectra, 108 
electron donor, 269, 421 
electron energy spectrum, 108 
electron exchange, 71 
electron fraction, 164 
electron gun, 23 
electron migration, 597 
electron mobility, 91, 113, 118 
electron slowing down, 108 
electron thermalization distance 

distribution, 193 
electron transfer, 232, 268, 420, 457, 

624, 633,636, 639, 640, 642 
electron transfer by tunnelling, 616 
electron transfer process, 596 
electron transfer rate, 272 
electron tunnelling, 615 
electron-beam nano-lithography, 14 
electron-donating substituents, 243 
electron-hole pairs, 176 
electron-ion recombination, 125 
electron-transfer reactions, 189 
electron-withdrawing substituents, 

243 
electronegativity, 233 
electronic configuration, 258 
electronic interactions, 268 
electronic structure computation, 2 
elimination of ammonia, 485 
elimination of water, 485 
ELOSS, 41 
elution curves, 678 
ELYSE, 26 
emission spectroscopy, 108, 116 
emission yields, 132, 136, 138 
end group termini, 613 
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end termini, 606, 607 
end-of-track probe, 85 
end-of-track process, 86 
endonuclease II, 596 
endonuclease III, 597, 598, 599 
energy deposition, 38, 107 
energy gap, 253 
energy transfer, 119, 312 
energy-loss calculations, 199 
enzyme immobilization, 687 
enzyme-inactivated meats, 723,724, 

727, 728, 731 
EO9, 626, 627 
equilibrium, 263,299 
equilibrium between C- and S- 

centered radicals, 349 
equilibrium concentration, 303 
equilibrium constant, 269 
e~, 413,708, 709, 710, 714, 719 
escherichia coli, 705,720, 721 
ESR, 185,254, 294, 296, 303,332, 

395,396, 401,600, 601,602, 607, 
673,711,713,715,716, 717, 718, 
724, 725 

ester linkages, 716 
ethyl bromide, 229 
ethylene glycol, 485 
exciplex, 127, 128, 131,132, 133, 

134, 135, 136, 138 
excited iodine atoms, 139 
excited krypton atoms, 140 
excited rare gas, 126 
excited state, 107, 108, 110, 112, 

116, 127, 133, 134, 138,289 
excited state - nonfluorescing, 203 
excited states-lower, 202 
excited xenon atoms, 131 
FAPY, 535 
fatty acid moieties, 709, 715,716 
Fe(CN)63", 238 
FetII)EDTA, 522 
Fe -porphyrins, 464 
FeLporphyrins, 464 
FerLporphyrins, 464 
femtosecond pulse radiolysis, 214 
Fermi potential, 424 

Ferredoxins, 572 
ferrimyoglobin, 709, 710, 714, 717, 

728, 729 
ferromagnetic, 428 
ferromyoglobin, 709, 714, 731 
final products, 561 
flavin mononucleotide, 627, 641 
flavins, 566 
flavoproteins, 556, 631, 641 
flue gases, 658 
fluorescence, 70 
fluorescent additive, 110, 111 
fluorescent probes, 111, 112 
fluoride, 227 
fluorobenzene, 246 
food, 705,706, 709, 710, 711,720, 

722, 723,730, 734 
Food and Drug Administration, 705 
formamidopyrimidine-DNA 

glycosylase, 596 
formate radicals, 413 
formation rate constants, 294 
formic acid, 52, 719 
formyl chloride, 661 
formylmethyl radical, 486 
Fpg proteins, 597, 598, 599 
fraction of singlet-correlated pairs, 

74 
fragment radical cation, 181 
fragmentation, 208, 553, 731 
fragmentation sites, 554 
free radical processes, 585,586, 591 
free radicals, 85, 107, 115, 116, 140 
frequency of quantum oscillations, 

73 
Fricke solution, 51 
fullerene, 253,457 
fullerene homologues, 258 
G-value, 107, 136, 147, 157, 291, 

709 
G-values of destruction, 562 
GANIL, 50 
gas basicity, 334 
gases, 90 
gem-dialkyl effect, 370 
geminate dynamics, 193 



geminate recombination, 72, 311 
genotoxicity, 720, 722, 723 
geometry constraints, 405 
glass fiber reinforced epoxy, 60 
glass transition temperature, 707, 

708 
glucose radical, 719 
glucoseamin, 483 
glutathione, 566, 567 
glyceraldehyde, 719 
glycidyl methacrylate, 674, 688 
glycosides, 494 
glycylglycine, 52 
gold, 430 
graft chains, 695 
graft polymerization, 675 
grafting, 672 
growing centers, 422 
growth, 416 
guanine, 490, 513,545 
guanine radical cation, 602 
guanosine, 515,533,534, 540 
guest host structures, 260 
H abstraction, 94 
H atoms, 413 
H radical, 710, 711,713,719 
H-atom abstraction, 606, 607 
H/D exchange, 406, 407 
H2, 148 
H2 formation, 458 
HzN+'-CR2-CO2- zwitterion, 346 
(H2SSH2)+, 368 
haemeproteins, 575 
half-wave potential, 624 
halogen, 329 
halogen-halogen three electron 

bonds, 380 
halogenated aromatics, 662 
halogenated benzene, 329 
halogenated biphenyls, 663 
halogenated compounds, 225 
Hammett constant, 237 
Hammett equation, 325 
Hammer plot, 326 
Hammett ~, 633 
heat-labile ssb, 599 
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hemoglobin, 563 
Hendersen's equation, 294 
heparin, 496 
heptadecadiene, 728 
heteroaromatic-N-oxides, 626, 640, 

643 
heteroatom, 328 
heteroatom-centered free radicals, 

341 
heterogeneous catalysis, 395 
heterolysis, 636, 637 
hexacyanateferrate, 148 
hexafluorobenzene, 237 
hexane, 727 
hfi constants, 79 
high LET, 145 
high LET pulse radiolysis facility, 7 
high-mobility cations, 178 
high-mobility holes, 184 
highly excited hydrocarbon states, 

194 
highly excited solvent states, 196 
Hildebrand solubility parameter, 331 
HIMAC, 44, 75 
histidine, 555 
HIT, 44 
HN'-CR2-CO2-, 346 
HO2-elimination, 494 
hole capture, 76 
homodisperse, 437 
homodispersity, 427 
hopping mechanism, 616 
hot processes, 92 
hot tritium, 92 
hyaluronan, 496 
hyaluronic acid, 481,483,496, 498 
hydrated electron, 2, 147, 158, 226, 

455,555 
hydrated electron precursors (see 

also dry electrons), 9 
hydrocarbon solutions, 68 
hydrocarbons, 718,727, 728 
hydrodynamic radius, 98 
hydrogen abstraction, 637, 640 
hydrogen abstraction by thiyl 

radicals, 350 
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hydrogen atom abstraction- 
intramolecular RS'- induced, 351 

hydrogen atoms, 715, 717 
hydrogen diffusion, 98 
hydrogen isotope effects, 103 
hydrogen peroxide, 149, 631,632, 

643 
hydroperoxides, 732 
hydrophilic addends, 274 
hydrophilic groups, 677 
hydrophilic substructures, 267 
hydrophobic groups, 687 
hydrophobic substructures, 267 
hydroquinone, 290, 298, 307, 624, 

628, 631,639 
hydroxy sulfuranyl radical, 559 
hydroxycyclohexadienyl radical, 319 
hydroxycyclohexadienylperoxyl 

radical, 661 
hylan, 499 
hyperfine coupling, 99 
hyperfine coupling constants, 2, 3 
hyperfine interaction, 69, 195 
hypochlorous acid, 632 
hypoxia, 630, 641 
hypoxic cells, 631,637, 643 
HZSM5, 400 
icosahedral nucleus, 427 
ICRU report, 39, 40 
imaging, 411 
immunoassay, 514 
incineration, 658 
indirect action, 163 
indirect effect, 588 
indole-3-acetic acid, 628, 643 
indolequinones, 626, 639, 641 
indolyl radical, 627, 628, 644 
induction time, 412, 430 
inelastic collisions, 107 
inflection point, 232 
inhomogeneity, 37 
inter-metal electron transfer, 439 
intermolecular electron transfer, 267, 

270 
intermolecular reactions, 714, 715 
intersystem crossing, 260 

intramolecular cation, 233 
intramolecular electron transfer, 560 
intramolecular H-bonding, 295 
intramolecular hydrogen bonding, 

293 
intramolecular reactions, 714 
intramolecular SS (2cr/~*) radical 

cations, 367 
iodobenzene, 240, 243 
iodochloromethane, 229 
iodopentafluorobenzene, 237 
ion, 118 
ion exchange groups, 687 
ion mobilities, 136 
ion recombination, 110, 118, 126, 

129, 130, 131,132, 133, 134, 135, 
136, 138 

ion-electron recombination, 116, 
118, 119, 120, 121,122, 123, 124 

ion-exchange membranes, 671 
ion-ion recombination, 125, 127 
ion-molecule reactions, 188 
ionic dissociation of three-electron 

bonds, 381 
ionic mobilities, 131 
ionising radiation, 585,588, 592 
ionization, 399 
ionization potential, 320, 321,329, 

412, 545 
ionization potentials, 270 
ions, 107, 108, 116, 135 
IRaP, 57 
iridium, 431 
iron deuteroporphyrin, 469 
IrOx, 460 
irradiated foods, 722, 723,734 
irradiated meats, 722, 724, 729, 732 
isolated ion pairs, 177 
isooctane, 179 
isoorotic acid, 516 
isopyrimidine, 526 
isopyrimidines, 517, 524 
isotope label, 407 
JAERI, 44, 60 
Kamlet-Taft, 331 
ketone, 57 



kinetic isotope effects, 93 
kinetic stability of 2a/a* species, 

371 
Langevin-Harper, 129, 134, 135 
laser flash photolysis, 324 
laser-coupled linacs, 214 
Laser-Electron Accelerator Facility, 

23 
leaving group properties, 641 
LET, 586, 588, 589, 590, 591,592, 

599, 601,603,608, 610, 617 
LET effects, 37 
lifetime, 239 
ligands, 416 
light scattering, 265 
linac, 224 
linear accelerator, 6, 22, 22 
linear free energy relationships, 320 
linoleic acid, 717, 728, 729 
lipid radicals, 718 
lipids, 706, 708, 709, 715,717, 722, 

732 
lipoamide, 567 
lipoate, 566 
lipoic acid, 355 
lipophilicity, 635 
listeria monocytogenes, 705 
)~m~,, 292 
localization dynamics, 194 
long-lived clusters, 428 
lost fraction of polarization, 86 
low energy secondary electrons, 592 
low LET, 145 
LSS, 40 
luminescence, 112, 125 
lysine, 563 
lysozyme, 553 
macronutrients, 720, 722 
macroscopic phase, 424 
magnetic field dependence, 88 
magnetic field effect, 67, 195 
magnetic level crossing, 179, 195 
magnetic probe, 84, 103 
magnetic resonance, 84 
malonaldehyde, 719 
Marcus inverted region, 271,283 
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Marcus theory, 11,569 
Mary spectra, 68, 80 
matrix isolation technique, 225 
mechanical property, 59 
medium effects, 4 
mehyl viologen, 457 
menadione, 541,627 
mercury halide, 442 
mesoscopic~phase, 424 
(MeSSMe)", 374 
metal atoms, 417 
metal cluster reactivity, 419 
metal displacement, 436 
metal ions, 412 
metal oxides, 445 
metal sulfide, 444 
metal-carbon bonds, 468 
metalloporphyrins, 267, 453 
metalloproteins, 472, 563, 714 
metastable complex, 191 
methacrylic acid, 692 
methionine, 559, 566, 570 
methionine decarboxylation, 384 
methyl iodide, 231 
methyl ketones, 732 
methylcyclohexane, 178 
methylviologen, 539 
metronidazole, 626, 627, 634 
MFI zeolite, 397 
micelles, 460, 461 
microbial contaminants, 722 
microdosimetry, 42 
microelectrode, 12 
microelectrode potential, 425 
microfiltration, 677 
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microwave conductivity, 121,123, 
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Mie theory, 419 
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mitomycin C, 304 
mixed solvent, 301 HI Mn -porphyrins, 466 
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mobile holes, 78 
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molar absorptivity, 236 
molar extinction coefficient, 291 
molecular metal clusters, 426 
molecular sulfide radical cation, 360 
momentum transfer cross section, 
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monoamine oxidase, 5 75 
monofunctionalized fullerene 

derivatives, 273 
monomer radical cation, 234 
monomer selection, 674, 675 
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multicenter radical cations, 373 
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multiple-pair spur, 177, 186, 192 
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N-oxides, 626 
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Nation membrane, 422 
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nanoparticle synthesis, 13 
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nascent atoms, 416 
NaZSM5, 402 
Near Infrared, 265 
NERL, 26 
Nernst's equation, 323 
neutral solution, 52 
neutron, 60, 145 
nickel, 431 
nickel oligomers, 426 
NilI-porphyrin, 463,467 
nimorazole, 626 
nitrate radical, 166 
nitrate solutions, 165 
nitrates, 710 
nitric acid, 165 
nitric oxide synthase, 631 
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nitrofurantoin, 626, 627, 634 
nitrogen-centered radical anions, 344 
nitrogen-nitrogen three-electron 

bonds, 377 
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non-polar media, 175 
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nuclearity, 411 
nucleation, 416 
nuclei, 422, 437 
nucleobases, 513 
nucleophilic attack on sulfide and 
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nutritive value, 720 
O2" dismutation, 465 
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odd-electron bonds, 343,363 
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OH interactions, 599 
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one-electron oxidation, 308, 311, 
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one-electron redox potentials, 12 
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one-electron reduction, 288 
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one-electron reduction (second), 303 
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optical properties, 417 
optical property, 59 
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organometallic chemistry, 468 
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oxidants, 224 
oxidation potential, 246, 460, 600 
oxidised radical, 311 
oxidizing radicals, 458 
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oxygen, 626, 642 
oxygen addition to thiyl radicals, 

352 
oxygen effect, 633 
oxygen reactivity, 307 
oxygen-mimetic drugs, 632 
oxygen-oxygen three electron bonds, 

379 
oxyl radicals, 499, 523 
ozone dosimetry, 128, 132, 136 
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rt-~ association forces, 266 
P-P three electron bonds, 379 
rt-rt* transitions, 293 
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palladium, 431 
palmitic acid, 709, 717, 729 
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parabolic dependence, 283 
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peak oxidation potential, 324 
penicillamine thiyl radicals, 350 
Penning ionisation, 116, 118, 119 
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peptide backbone, 575 
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peptide radical, 711, 713, 714, 715 
perchloric acid, 241 
perfluorobenzene, 228 
permeation, 680 
peroxidase, 632, 643 
peroxodisulfate, 545 
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perthiyl radical, 356 
perthiyl reactivity, 357 
pH gradients, 635 
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phenoxyl radical, 236 
phenyl radicals, 228 
phenylalanine, 559 
pheophytin, 460 
phlorin anion, 456 
phonon-assisted hopping, 183 
phosgene, 661 
phosphate radicals, 169 
phosphate release, 488 
phosphate solutions, 169 
phosphoester, 484 
phosphoric acid, 169 
photo-oxidised DNA, 615 
photocathode, 24 
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photodynamic therapy, 313 
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porphyrins, 453 
positively charged groups, 696 
positron, 83 
positronium, 92 
poultry, 705,706, 715 
pre-exponential factor, 94 
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preirradiation grafting, 673 
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prodrugs, 638 
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product selectivity, 400 
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prosthetic group, 556 
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protein purification, 676 
protein radicals, 710 
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proton affinity, 334 
proton-transfer reactions, 189, 190 
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quantum size effects, 12 
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radiation-induced carcinogenesis, 
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radiation-induced DNA damage, 589 
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radical anion of p-terphenyl, 75 
radical anion stability, 457 
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radical cation of p-terphenyl, 70 
radical cation reactions, 402 
radical cation stability, 459 
radical centers, 302 
radical ion pairs, 67 
radical kinetics, 101 
radical solutions, 231 
radioluminescence, 69 
radiolysis, 107, 111,225 
radiolysis/EPR method, 399, 400 
radiolytic spin labeling, 396 
radiolytically-oxidized arenes, 269 
radioprotection, 514 
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radiosterilization, 553 
radiotherapy, 630 
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rate constants, 236 
rate constants-semiquinones, 297 
reaction selectivity, 403 
reactive oxygen species, 592 
reactivity, 319 
reactor coolant chemistry, 146 
reactors, 145 
recoil tritium, 83 
redox, 623,629 
redox characteristics, 299 
redox equilibrium, 300 
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redox potential, 241, 412 
redox properties, 595 
redox reactions, 455 
reductases, 631 
reduction, 254 
reduction of sulfoxides, 361 
reduction potential, 624 
reduction potentials, 361,460, 562 
reduction potentials for (RSSR) § 

RSSR, 375 
reduction rate constants, 276, 281 
reorientation dynamics, 102 
repair, 596 
resonant charge transfer, 181 
reversed micelles, 433 
rhodium porphyrins, 470 
riboflavin, 541 
Ribose-5-phosphate, 489 
ring cleavage, 490 
RNA, 484 
rotator-phase solids, 102 
RS'" addition to double bonds, 352 
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RSS" absorption, 357 
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absorption, 374 
Run-porphyrin, 467 
RuO2, 460 
S~ state dynamics, 193 
salmonella, 705, 721 
salt effect, 296 
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saturated hydrocarbons, 175 
scavenger molecules, 88 
scavenging systems, 629 
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490 
Se-Se three electron bonds, 379 
secondary electrons, 107, 111, 113, 

116, 119, 127 
selenium-centered radicals, 363 
semi-oxidised quinones, 309 
semiconductor cluster, 415,442 
semiquinone, 288,289, 290, 298, 

302 
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semiquinone structure, 296 
sensitizers, 514 
signal transduction, 553 
silica, 445 
silver cluster, 425,429 
silver halide, 443 
silver ions, 696 
simultaneous grafting, 673 
single strand breaks (ssb), 602, 604, 
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single-photon ionization, 193 
singlet excited state, 209 
singlet recombination probability, 
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singlet state, 196 
singlet state formation, 195 
singlet-correlated ion pairs, 195 
singlet-triplet evolution, 68 
site of attack, 242 
small polaron, 183 
SO4", 246 
solar energy, 455,459 
solid state, 499 
solid/liquid interface, 13 
solute fluorescence, 209 
solvation, 96, 330, 333 
solvent effect, 321,330, 332 
solvent friction, Kramers, 96 
solvent hole migration, 182 
solvent radical cation, 257 
space velocity, 679 
spectral parameters, 235 
spectroscopic characteristics, 292 
Spencer and Fano, 108 
spin coherence, 67, 80 
spin effects, 195, 196 
spin label, 85, 99 
spin polarization, 84 
spin relaxation, 197 
spin trap, 89 
spontaneous oxidation method, 403 
spur, 87, 176 
spur, last, 88 
spur model, 156 
spur radii, 157 
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S" "N radical cation, 384 
S" "P coupled radical cation, 383 
squalane, 178 
(S'.'X) § radical cation, 382 
S ".'X three electron bonds, 380 
(>SS<) § as a reductant, 372 
(>SS<) § ionization energy, 372 
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stability, 299 
stabilization, 335 
stabilizing polymers, 416 
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staphylococcus aureus, 705, 721 
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stochastic simulations, 199 
stochastic techniques, 5 
Stokes-Einstein equation, 97 
stopping power, 87, 108, 128 
storage of radicals, 673 
strand breakage, 589 
strand breaks, 588, 590 
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subcritical clusters, 423 
subexcitation, 112, 114 
subexcitation electron, 110, 111, 113 
submitochondrial particle, 575 
substituent constant, 325 
substituent effect, 325 
substituent effects on lambda max, 
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sugar radical, 601, 610, 611 
sulfanato-propyl viologen, 422 
sulfate radical, 168,483, 541 
sulfate solutions, 168 
sulfonic acid groups, 696 
sulfonyl radical, 353 
sulfur-centered radical cations, 361 
sulfur-oxygen interaction, 385 
sulfur-sulfur interactions in 
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sulfuric acid, 168, 241 
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sulphonate loss, 307 
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superconductivity, 253 
supercritical clusters, 423,424 
supercritical fluids, 10 
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superoxide dismutase, 563 
superoxide dismutation, 465 
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superoxide radical, 308, 465 
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surface curvature, 257 
surface magnetism, 103 
surface plasmon band, 419 
surface-adsorbed species, 102 
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t-butyl alcohol, 234 
tabletop accelerators, 214 
Taft's constant, 238 
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temperature dependence, 123, 124 
temperature effect, 571 
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thermal electron capture, 127 
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thymidine, 528, 543,545 
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track model, 156 
track structure, 586, 608 
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transient species, 226 
transition metal porphyrins, 462 
transition metals, 666 
transition radiation (TR), 28 
triazine, 665 
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trilayer, 438 
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triplet characteristics, 312 
triplet energy transfer, 260 
triplet lifetimes, 266 
triplet state, 260, 289, 311 
triplet state formation, 195 
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tryptophanyl radical, 566 
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two-body neutralization, 131 
two-body rate constant, 111 
two-electron potential, 301 
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W-value, 136, 138 
water elimination, 517 
water oxidation, 459 
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water radiolysis, 146 
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water-soluble functionalized 

fullerenes, 279, 282, 283 
water soluble host-guest structures, 

261 

wavefunction structure, 196 
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wholesomeness, 706, 720 
xanthine oxidase, 574, 641 
xenon excited state, 132 
yield-dose relationships, 707 
Zeeman interaction, 195 
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zero-point energy, 93 
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