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Refutable Theories of Value

Donald J. Brown1 and Felix Kubler2

1 Yale University, New Haven, CT 06511 donald.brown@yale.edu
2 University of Pennsylvania, Philadelphia, PA 19104-6297 kubler@sas.upenn.edu

In the introduction to his classic Foundations of Economic Analysis [Sam47],
Paul Samuelson defines meaningful theorems as “hypotheses about empiri-
cal data which could conceivably be refuted if only under ideal conditions.”
For three decades, the problems of existence, uniqueness and the stability of
tâtonnement were at the core of the general equilibrium research program—
see Blaug [Bla92], Ingaro and Israel [II90], and Weintraub [Wei85]. Are the
theorems on existence, uniqueness and tâtonnement stability refutable propo-
sitions?

To this end, we define the Walrasian hypotheses about competitive mar-
kets:

H1. Market demand is the sum of demands of consumers derived from utility
maximization subject to budget constraints at market prices.

H2. Market prices and consumer demands constitute a unique competitive
equilibrium.

H3. Market prices are a locally stable equilibrium of the tâtonnement price
adjustment mechanism.

The Walrasian model contains both theoretical constructs that cannot be
observed such as utility and production functions and observable market data
such as market prices, aggregate demand, expenditures of consumers or indi-
vidual endowments. A meaningful theorem must have empirical implications
in terms of observable market data.

In economic analysis there are two different methodologies for deriving
refutable implications of theories. One method, used often in consumer the-
ory and the theory of the firm, is marginal, comparative statics, and the
other methodology is revealed preference theory. Both methods originated in
Samuelson’s Foundations of Economic Analysis.

We will follow the revealed preference approach. The proposition we shall
need is Afriat’s seminal theorem on the rationalization of individual consumer
demand in competitive markets [Afr67]. Given a finite number of observations
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on market prices and individual consumer demands, his theorem states the
equivalence between the following four conditions:

(a) The observations are consistent with maximization of a non-satiated util-
ity function, subject to budget constraints at the market prices,

(b) There exists a finite set of utility levels and marginal utilities of income
that, jointly with the market data, satisfy a set of inequalities called the
Afriat inequalities,

(c) The observations satisfy a form of the strong axiom of revealed preference,
involving only market data,

(d) The observations are consistent with maximization of a concave, mono-
tone, continuous, non-satiated utility function, subject to budget con-
straints at the market prices.

The striking feature of Afriat’s theorem is the equivalence of these four
conditions. In particular, conditions (b) and (c). Moreover, condition (c) ex-
hausts all refutable implications of a given data set unlike the necessary, but
not sufficient, restrictions derivable from marginal, comparative statics.

The Afriat inequalities can be derived from the Kuhn–Tucker first-order
conditions for maximizing a concave utility function subject to a budget con-
straint. These inequalities involve two types of variables: parameters and un-
knowns. Afriat assumes he can observe not only prices, but also individual
demands. The other variables, utility levels, and marginal utilities of income
are unknowns. But it follows from Afriat’s theorem that the axiom in (c),
a version of the strong axiom of revealed preference, containing only market
data: prices and individual demands, is equivalent to the Afriat inequalities in
(b) containing the unknowns: utility levels and marginal utilities of income.
In going from (b) to (c), Afriat has managed to eliminate all the unknowns.

The Afriat inequalities are linear in the unknowns, if individual demands
are observed. This is not the case when revealed preference theory is extended
from individual demand to market demand, if individual demands are not
observed. This nonlinearity in the Afriat inequalities is the major impediment
in generalizing Afriat’s and Samuelson’s program on rationalizing individual
demand in competitive markets to rationalizing market demand in competitive
markets.

There are three general methods for deciding if a system of linear in-
equalities is solvable. The first method Fourier–Motzkin elimination, a gen-
eralization of the method of substitution taught in high school provides an
exponential-time algorithm for solving a system of linear inequalities. In ad-
dition there are two types of polynomial-time algorithms for solving systems
of linear inequalities: the ellipsoid method and the interior point method.

As an illustration of Fourier–Motzkin elimination, suppose that we have a
finite set of linear inequalities in two real variables x and y. The solution set of
this family of inequalities is a polyhedron inR2. Applying the Fourier–Motzkin
method to eliminate y amounts to projecting the points in the polyhedron onto
the X-axis. Indeed, if x is in the projection, then we know there exists a y such
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that (x, y) is a point in the polyhedron defined by the set of linear inequalities.
That is, (x, y) solves the system of linear inequalities.

If we carry out the Fourier–Motzkin elimination procedure, we can have
three mutually exclusive outcomes. Either we discover that the inequalities are
always satisfied: the projection is the whole X-axis, or there is no solution,
i.e., the inequalities are inconsistent and the projection is empty. Or lastly, we
are in the case we are most interested in, the case in which for some, but not
all, values of x, the system has a solution: the projection is a nonempty proper
subset of the X-axis. Fourier–Motzkin elimination is an instance of quantifier
elimination. That is, we have eliminated the quantifier “there exists y.”

In Brown and Matzkin [BM96], the logic of quantifier elimination is ap-
plied to analyze the refutability of H1. They derive a system of multivariate
polynomial inequalities, where the unknowns are the utility levels, marginal
utilities of income and individual demands in the Afriat inequalities and the
individual demands in both the budget constraints and the aggregate demand
conditions. The parameters are the market prices and the expenditures of con-
sumers. This system of equilibrium inequalities is nonlinear in the unknowns;
hence none of the methods cited above can be used to decide if the inequalities
are solvable.

Brown and Matzkin show that H1 is refutable if and only if the family
of equilibrium inequalities is refutable. That is, the system of inequalities is
reduced to an equivalent system of multivariate polynomial inequalities in the
parameters, where the system of multivariate polynomial inequalities is solv-
able iff the given parameter values satisfy the system of polynomial inequalities
in the parameters. Moreover, the system of multivariate polynomials in the
parameters exhausts all refutable implications of a given data set.

The Tarski–Seidenberg theorem [Tar51] on quantifier elimination provides
an algorithm for deciding if a system of multivariate polynomial inequalities
is refutable. This algorithm terminates in finite time in one of three mutually
exclusive states: (1 = 0), the given set of inequalities is never satisfied or
(1 = 1), the given set of inequalities in always satisfied or the system of
inequalities is reduced to an equivalent system of multivariate polynomial
inequalities in the parameters, where the system of multivariate polynomial
inequalities is solvable if and only if the parameter values satisfy the system
of polynomial inequalities in the parameters.

In our case, to argue that the algorithm cannot terminate with 1 = 0, it
is sufficient to invoke an existence theorem. But we actually do not need an
existence theorem to conclude that the system of equilibrium inequalities is
consistent, we only need an example where equilibrium exists. Similarly, to
show that the algorithm cannot terminate with 1 = 1, it suffices to construct
an example, where in every equilibrium allocation some consumer’s demands
violate the revealed preference axiom in condition (c) of Afriat’s theorem. Two
such examples are given in Brown and Matzkin, proving that H1 is refutable.

Here is a simple example that illustrates quantifier elimination. Consider
the quadratic equation a(x2) + bx + c = 0. Here the unknown is x and the
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parameters are a, b and c. The equivalence between the existence of two
real solutions to this equation and values of the parameters satisfying the
inequality (b2) − 4ac > 0 is an instance of quantifier elimination. Notice that
the discriminant is only a function of the parameters, i.e., x, the unknown,
has been eliminated.

A more interesting instance of quantifier elimination for economic analysis
is the previously noted equivalence between conditions (b) and (c) in Afriat’s
theorem. To our knowledge, this is the first implicit application of quantifier
elimination in economics.

Like Fourier–Motzkin elimination for linear inequalities, quantifier elimi-
nation is not a polynomial-time procedure. Fortunately, as mentioned above,
to show refutability of the equilibrium inequalities we do not need to carry
out quantifier elimination. It suffices to provide examples that rule out the
1 = 1 and the 1 = 0 states.

Of course, not all properties of an economic model need be refutable or
meaningful in Samuelson’s sense. This is evident from Afriat’s theorem, where
he shows that individual demand data is rationalizable, condition (a), if and
only if it is rationalizable with a concave utility function, condition (d).

That is, the rationalization of individual demand data with concave utility
functions cannot be refuted.

Brown and Shannon [BS00] show that H3 is not refutable. That is, in an
exchange economy, if individual endowments are not observable and market
equilibria are rationalizable as Walrasian equilibria then they can be rational-
ized as locally stable Walrasian equilibria under tâtonnement.

Finally, we consider H2. In an exchange economy, if individual endowments
are not observable and market equilibria are rationablizable as Walrasian equi-
libria then it follows from the uniqueness of no-trade equilibria—see Balasko
[Bal88]—that the market equilibria can be rationalized as unique Walrasian
equilibria. That is, H2 is not refutable.

Many areas of applied economics such as finance, macroeconomics and
industrial organization, use parametric equilibrium models to conduct coun-
terfactual policy analysis. Often these models simply assume the existence of
equilibrium. Moreover, it is difficult to determine the sensitivity of the policy
analysis to the parametric specification.

This monograph presents a general equilibrium methodology for microe-
conomic policy analysis intended to serve as an alternative to the now classic,
axiomatic general equilibrium theory as exposited in Debreu’s Theory of Value
[Deb59] or Arrow and Hahn’s General Competitive Analysis [AH71].

The methodology proposed in this monograph does not presume the exis-
tence of market equilibrium, accepts the inherent indeterminacy of nonpara-
metric general equilibrium models, offers effective algorithms for computing
counterfactual equilibria in these models and extends Afriat’s characteriza-
tions of individual supply and demand in competitive markets [Afr67, Afr72a]
to aggregate supply and demand in competitive and non-competitive markets.
The monograph consists of several essays that we have written over the past
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decade, some with colleagues or former graduate students, and an essay by
Charles Steinhorn on the elements of O-minimal structures, the mathematical
framework for our analysis.

The precursor to our research is Scarf’s seminal The Computation of Eco-
nomic Equilibrium [Sca73]. Scarf’s algorithm uses a clever combinatorial argu-
ment to compute, in a finite number of iterations, an approximate fixed-point
of any continuous map, f , of the simplex into itself. An approximate fixed-
point is an x such that f(x) differs in norm from zero by some given epsilon. In
applied general equilibrium analysis, given parametric specifications of market
supply and demand functions, Scarf’s algorithm is used to compute market
prices such that market demand and supply at these prices differ in norm by
some given delta, constituting an approximate counterfactual equilibrium.

Recall that Arrow and Debreu’s proof of existence of competitive equilib-
rium [AD54] and subsequent existence proofs, with the exception of Scarf’s
constructive argument, rely on Kakutani’s fixed-point theorem [Kak41] or
some other variant of Brouwer’s fixed-point theorem [Bro10].

Surprisingly, Brouwer is also a founder of one of the schools of constructive
analysis, Intuitionism. Brouwer at the end his career repudiated all mathemat-
ics that was non-constructive, i.e., proofs that invoke the law of the excluded
middle, including his fixed-point theorem. In the school of constructive analy-
sis created by Bishop—see his treatise, Foundations of Constructive Analysis
[Bis67]—to prove the existence of a mathematical object requires a method
or algorithm for constructing it.

The algorithmic or computational approach has displaced the axiomatic
philosophy of Bourbaki, see Borel [Bor98], once dominant in contemporary
mathematics and now common in economic theory after the publication of
Debreu’s Theory of Value [Deb59], Arrow’s Social Choice and Individual Val-
ues [Arr51], and von Neumann and Morgenstern’s Theory of Games and Eco-
nomic Behavior [VM44].

The computational perspective has permeated allied fields of mathe-
matics such as physics, chemistry and even biology. In this monograph we
present nonparametric, computational theories of value that are, in principal,
refutable by market data.

Policy analysis in applied general equilibrium theory requires a parametric
specification of utility and production functions that are derived by calibra-
tion, where the specification is chosen to be consistent with one or more years
of market data and estimated elasticities of market supply and demand—see
Shoven and Whalley [SW92].

Here, our approach is nonparametric. Given a finite data set, we present
an algorithm that constructs a semi-algebraic economy consistent with the
data. That is, consumers’ utility functions and firms’ production functions
are derived from market data using the Afriat inequalities—see Afriat [Afr67,
Afr72a].

Semi-algebraic economies—economies where agent’s characteristics such
as utility functions and production functions are semi-algebraic, i.e., solutions
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of system multivariate polynomial inequalities—therefore arise naturally in
refutable theories of value. Kubler and Schmedders [KS07] discuss the com-
putation of Walrasian equilibria in semi-algebraic economies.

In general our models are indeterminate. This indeterminacy is minimized
if data on individual consumption and production are available. The use of
aggregate supply and demand data makes it difficult to numerically solve
our models. Both Afriat [Afr67, Afr72a] and Varian [Var82, Var84] assumed
observations on the consumption of households and the production of firms.

Under their assumptions our models reduce to a family of linear inequali-
ties and a representative solution can be found using linear programming. We
also compute representative solutions in the general case, but these algorithms
are not polynomial-time algorithms as are interior-point linear programming
algorithms.

An important aspect of the methodology presented here is a new class
of existence theorems, where existence is conditional on the observed data.
If the family of multivariate polynomial inequalities defining our model is
solvable for the given data set, then there exist consumers and firms, i.e.,
utility functions and productions functions, such that the observed market
prices are consistent with the behavioral assumptions and equilibrium notion
of our model.

The classes of models where there are data sets for which the models are
solvable and data sets where the models have no solution are called testable
models. Brown and Matzkin [BM96] introduced the notion of testable model.
In retrospect, a more descriptive term is refutable model.

It is important to note that Popper’s notion of falsifiable scientific theories
and our notion of refutable economic models are quite different concepts.

Refutability is a formal, deductive property of theoretical economic models
just as identification is a formal, deductive property of econometric models.
Identification is a necessary precondition for consistent estimation of an econo-
metric model and refutability is a necessary precondition for falsification of
a theoretical economic model i.e., subjecting the theory to critical empirical
tests. Hence the joint hypotheses critique of falsification known as the Duhem–
Quine thesis and other philosophical criticisms of the Popperian tradition in
economics—see Part 2 in Backhouse [Bac94]—simply are not applicable to
the notion of refutability.

The theory of revealed preference, due originally to Samuelson [Sam47]
and culminating in the classic paper of Afriat [Afr67], may not be falsifiable
in Popper’s sense, but it is refutable in our sense, as is the Walrasian the-
ory of general economic equilibrium—see the essay of Brown and Matzkin.
That is, in both cases, these models when formulated in terms of the Afriat
inequalities admit quantifier elimination of the unobserved variables. A result
foreshadowed by a prescient letter from Poincaré to Walras in 1901, 50 years
before Tarski’s theorem on quantifier elimination.

Walras, in his attempts to persuade the French intellectual community to
support his efforts to create a mathematical foundation for political economy,
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sent a copy of his magnum opus, Elements of Pure Economics [Wal54], to the
most famous French mathematician of his day, Henri Poincaré. Walras had
been severely criticized by French economists and mathematicians for claiming
to derive observable, consumer demand functions from non-measurable, i.e.,
ordinal, utility functions.

In his reply to Walras’ letter requesting an evaluation of his manuscript,
Poincaré writes in part—“In your premises there are thus a certain number
of arbitrary functions (ordinal utility functions): but as soon as you have laid
down these premises, you have the right to draw consequences by means of
calculus. If the arbitrary functions reappear in these consequences, the latter
will not be false but devoid of all interest as subordinate to the arbitrary
conventions set up at the beginning. You must therefore endeavor to eliminate
these arbitrary functions, this is what you do.”—see section 6.4 in Ingaro and
Israel [II90].

Following Poincaré, this too is the methodological perspective of the essays
in this monograph.

The essays in this monograph are on refutable economic models. In fact,
we limit attention to semi-algebraic economic models. These are economic
models defined by a finite family of multivariate polynomial inequalities and
equations. The parameters in our models are derived from observable market
data and the unknowns include unobservable theoretical constructs such as
utility levels of consumers or marginal costs of firms, unobservable individual
choices on the part of households and firms, and unobservable shocks to tastes
or technology.

In the foundational monographs of Scarf, Debreu and Arrow and Hahn,
cited above, there are three fundamental questions that must be answered by
a theory of value:

1. Does the equilibrium exist?
2. Is the equilibrium Pareto optimal?
3. Can the equilibrium be effectively computed?

The essays by Brown and Matzkin [BM96], Brown and Shannon [BS00]
and the first two essays by Kubler [Kub03] and [Kub04] are concerned with
“existence.” The essays by Brown and Calsamiglia [BC07] and Lee and Brown
[LB07] are concerned with “optimality.” The essay by Brown and Kannan
[BK06] and the third essay by Kubler [Kub07] are concerned with “effective
computation,” as is the essay by Kubler and Schmedders [KS05].

Brown and Matzkin prove “existence” by applying Tarski’s quantifier elim-
ination algorithm [Tar51] to the finite family of polynomial inequalities and
equations that define their model. This algorithm eliminates the unknowns
from the model and terminates in a family of multivariate polynomial in-
equalities and equations over the parameters of the model.

If the parameter values given by the market data satisfy these inequalities
and equations, then using Afriat’s algorithm [Afr67, Afr72a] they construct
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utility functions and production functions such that the optimal consump-
tion and production chosen by these agents, at the observed market prices,
constitute a market equilibrium.

If the parameter values given by the market data do not satisfy these in-
equalities or equations then the model is refuted by the data. Consequently,
refutable models can be used as specification tests for applied general equilib-
rium analysis.

Kubler’s first two essays are concerned with refutability in dynamic
stochastic models. A variation of Afriat’s inequalities can be used to show
that if all agents have time-separable expected utility and similar beliefs then
competitive equilibrium imposes strong restrictions on the joint process of
aggregate consumption and prices.

This suggests applications of our methodology to a wide variety of dynamic
stochastic applied general equilibrium models. Production is not explicitly
treated in Kubler’s first essay, but its inclusion does not affect the results.

However, Kubler’s second essay shows that the strong assumption of time-
separable expected utility, commonly made in applied work, is crucial for the
applicability of our methodology to dynamic stochastic models. If preferences
are only assumed to be recursive and not necessarily representable as a time-
separable expected utility, then the model cannot be refuted by market data
even when individual choices are observed.

Quasilinear preferences are sufficient for partial equilibrium welfare analy-
sis, where a consumer’s welfare is measured by consumer surplus. Brown and
Calsamiglia derive a revealed preference axiom for quasilinear preferences by
eliminating the unknown utility levels from the Afriat inequalities under the
assumption that the marginal utility of income is constant.

The Lee–Brown essay presents a general equilibrium welfare analysis of
monopoly pricing, predatory pricing and mergers, despite the absence of a
general equilibrium existence theorem. The counterfactual policy analysis pre-
sented in these essays is independent of the axiomatic, general equilibrium
existence theorems that are a singular preoccupation of mathematical eco-
nomics and general equilibrium theory—see Hildebrand’s Introduction in De-
breu [Deb86]. Consequently, refutable theories of value can address a broader
spectrum of microeconomic policy issues than applied general equilibrium
analysis, e.g., the Lee–Brown essay.

There are non-refutable—hence not falsifiable—properties of the semi-
algebraic, Walrasian theory of value. We have discussed at length the refutable
implications of existence and now turn to the refutable implications of the
Sonnenschein–Mantel–Debreu theorem [Deb74] on the stability of tâtonnement
dynamics in a pure exchange economy.

Scarf [Sca60] was the first to construct an example of a pure exchange econ-
omy with a unique equilibrium that is globally unstable under tâtonnement
dynamics. Subsequently, it was shown that any dynamic on the interior of
the price simplex could be realized as tâtonnement dynamics for some pure
exchange economy—the Sonnenschein–Mantel–Debreu theorem.
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In the essay by Brown and Shannon, they show that both of these results
are non-refutable or “not meaningful” theorems in Samuelson’s sense. That
is, if the Walrasian model can rationalize a market data set, then a Walrasian
model can always rationalize it where the observed equilibria are locally sta-
ble under tâtonnement. Hence the class of nonparametric models considered
in these essays enjoys properties not shared by parametric, applied general
equilibrium models, where local stability of tâtonnement is problematic.

We now turn to computational issues. Tarski’s algorithm or other quan-
tifier elimination algorithms, such as Collin’s cylindrical algebraic decompo-
sition (CAD) algorithm [Col75] are not effective for our models. These algo-
rithms may require an exponential number of iterations to eliminate all the
unknowns. In this sense, solving our models is a “hard” problem. It is this
algorithmic complexity that is addressed in the Brown–Kannan essay.

There is another literature on constructive or algorithmic analysis of the
Walrasian theory of value, also inspired by Scarf’s theorem on computing
approximate fixed-points. The question motivating this literature is the effec-
tiveness of algorithms for computing approximate fixed-points.

Richter and Wong [RW00] propose Turing machines as their definition of
effective algorithms. Then they construct a self-map of the simplex, which has
no (Turing) computable fixed points. It follows from Uzawa’s [Uza62] theorem,
on the equivalence of the Brouwer fixed point theorem and the existence of
a competitive equilibrium in a pure exchange economy, that there is a pure
exchange economy having no (Turing) computable equilibrium.

In the essay by Kubler and Schmedders [KS05], they examine how this
can be reconciled with Scarf’s notion of an approximate fixed point and his
algorithm. They show that an approximate equilibrium can always be ratio-
nalized as an exact equilibrium of a ‘close-by’ economy and give various ways
to formalize what ‘close-by’ means in dynamic stochastic economies.

Kubler and Schmedders [KS07] show that in a generic semi-algebraic econ-
omy, Walrasian equilibria are a subset of a finite set of solutions to a poly-
nomial system of equations that can be derived from a finite set of polyno-
mial inequalities and equations. There are several algorithms—see Sturmfels
[Stu02]—to compute all solutions to polynomial systems.

Furthermore for such systems, Smale’s alpha method [BCSS98] gives con-
structive, sufficient conditions for approximate zeros of the system of polyno-
mial equations to be close to exact zeros. These approximate solutions to the
system of multivariate polynomial inequalities and equations are close to the
exact solutions of the system. Hence “almost is near” is a computationally
effective notion in semi-algebraic economies and in Kubler and Schmedders
[KS07].

Additional properties of semi-algebraic economies can be found in Blume
and Zame [BZ93], where they extend Debreu’s [Deb70] theorem on local
uniqueness of equilibria in regular exchange economies to semi-algebraic ex-
change economies, and in Kubler and Schmedders [KS07].
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Kubler’s third essay extends the analysis of semi-algebraic economies, in
the earlier essays, to O-minimal models. His essay uses Wilkie’s theorem on
O-minimal structures over Pfaffian functions — many economic models can
be parameterized in terms of Pfaffian functions — to estimate the set of
parameter values sufficient for computing counterfactuals in applied general
equilibrium analysis.

These results on estimation of a set of parameter values provide an alter-
native to the parametric policy analysis described above and the fully non-
parametric approach advocated in this monograph. Accepting the inherent
indeterminacy of general equilibrium models, the parameter estimation re-
sults allow for approximate statements about parametric classes of O-minimal
economies. An example in Kubler and Schmedders [KS07] is the estimation of
the set of parameter values where an applied general equilibrium model has a
unique equilibrium.

Charles Steinhorn is one of the original authors of the theory of O-minimal
structures, a far reaching generalization of the theory of semi-algebraic sets,
In the summer of 2003, at Don Brown’s invitation, Charlie gave a series of
lectures at the Cowles Foundation, intended for economists, on the elements
of O-minimal structures. He has kindly consented to reprinting his lectures as
an essay.

These lectures cover all the elements of O-minimal structures used in the
body of the monograph. In particular, there is a proof of Tarski’s theorem on
quantifier elimination [Tar51] and a proof of Laskowski’s theorem [Las92b] on
the VC-property of a semi-algebraic family of sets, used in the Brown–Kannan
algorithm for effectively computing counterfactual equilibria. Wilkie’s theorem
[Wil96] on Pfaffian functions is also discussed.

Charlie’s lectures together with the mathematical and microeconomic pre-
requisites of standard graduate microeconomic texts, such as Varian [Var92]
or Kreps [Kre90], suffice for reading these essays. Each essay is self-contained
and they may be read in any order.
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Key words: General equilibrium, nonparametric restrictions, quantifier elimina-
tion, representative consumer

1 Introduction

The core of the general equilibrium research agenda has centered around ques-
tions on existence and uniqueness of competitive equilibria and stability of
the price adjustment mechanism. Despite the resolution of these concerns,
i.e., the existence theorem of Arrow and Debreu, Debreu’s results on local
uniqueness, Scarf’s example of global instability of the tâtonnement price ad-
justment mechanism, and the Sonnenschein–Debreu–Mantel theorem, general
equilibrium theory continues to suffer the criticism that it lacks falsifiable
implications or in Samuelson’ terms, “meaningful theorems.”

Comparative statics is the primary source of testable restrictions in eco-
nomic theory. This mode of analysis is most highly developed within the theory
of the household and theory of the firm, e.g., Slutsky’s equation, Shephard’s
lemma, etc. As is well known from the Sonnenschein–Debreu–Mantel theo-
rem, the Slutsky restrictions on individual excess demand functions do not
extend to market excess demand functions. In particular, utility maximiza-
tion subject to a budget constraint imposes no testable restrictions on the set
of equilibrium prices, as shown by Mas-Colell [Mas77]. The disappointing at-
tempts of Walras, Hicks, and Samuelson to derive comparative statics for the
general equilibrium model are chronicled in Inagro and Israel [II90]. Moreover,
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there has been no substantive progress in this field since Arrow and Hahn’s
discussion of monotone comparative statics for the Walrasian model [AH71].

If we denote the market excess demand function as Fŵ(p) where the pro-
file of individual endowments ŵ is fixed but market prices p may vary, then
Fŵ(p) is the primary construct in the research on existence and uniqueness
of competitive equilibria, the stability of the price adjustment mechanism,
and comparative statics of the Walrasian model. A noteworthy exception is
the monograph of Balasko [Bal88] who addressed these questions in terms of
properties of the equilibrium manifold. To define the equilibrium manifold we
denote the market excess demand function as F (ŵ, p), where both ŵ and p
may vary. The equilibrium manifold is defined as the set {(ŵ, p)|F (ŵ, p) = 0}.
Contrary to the result of Mas-Colell, cited above, we shall show that utility
maximization subject to a budget constraint does impose testable restrictions
on the equilibrium manifold.

To this end we consider an alternative source of testable restrictions within
economic theory: the nonparametric analysis of revealed preference theory as
developed by Samuelson, Houthakker, Afriat, Richter, Diewert, Varian, and
others for the theory of the household and the theory of the firm. For us,
the seminal proposition in this field is Afriat’s theorem [Afr67], for data on
prices and consumption bundles. Recall that Afriat, using the Theorem of the
Alternative, proved the equivalence of a finite family of linear inequalities—
now called the Afriat inequalities—that contain unobservable utility levels
and marginal utilities of income with his axiom of revealed preference, “cycli-
cal consistency”—finite families of linear inequalities that contain only ob-
servables (i.e., prices and consumption bundles), and with the existence of
a concave, continuous monotonic utility function rationalizing the observed
data. The equivalence of the Afriat inequalities and cyclical consistency is an
instance of a deep theorem in model theory, the Tarski–Seidenberg theorem
on quantifier elimination.

The Tarski–Seidenberg theorem—see van den Dries [Van88] for an ex-
tended discussion-proves that any finite system of polynomial inequalities can
be reduced to an equivalent finite family of polynomial inequalities in the coef-
ficients of the given system. They are equivalent in the sense that the original
system of polynomial inequalities has a solution if and only if the parameter
values of its coefficients satisfy the derived family of polynomial inequalities.
In addition, the Tarski–Seidenberg theorem provides an algorithm which, in
principle, can be used to carry out the elimination of the unobservable—
the quantified—variables, in a finite number of steps. Each time a variable
is eliminated, an equivalent system of polynomial inequalities is obtained,
which contains all the variables except those that have been eliminated up to
that point. The algorithm terminates in one of three mutually exclusive and
exhaustive states: (i) 1 ≡ 0, i.e., the original system of polynomial inequali-
ties is never satisfied; (ii) 1 ≡ 1, i.e., the original system is always satisfied;
(iii) an equivalent finite family of polynomial inequalities in the coefficients
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of the original system which is satisfied only by some parameter values of the
coefficients.

To apply the Tarski–Seidenberg theorem, we must first express the struc-
tural equilibrium conditions of the pure trade model as a finite family of poly-
nomial inequalities. Moreover, to derive equivalent conditions on the data,
the coefficients in this family of polynomial inequalities must be the market
observables—in this case, individual endowments and market prices—and the
unknowns must be the unobservables in the theory—in this case, individual
utility levels, marginal utilities of income, and consumption bundles. A family
of equilibrium conditions having these properties consists of the Afriat in-
equalities for each agent; the budget constraint of each agent; and the market
clearing equations for each observation. Using the Tarski–Seidenberg proce-
dure to eliminate the unknowns must therefore terminate in one of the fol-
lowing states: (i) 1 ≡ 0—the given equilibrium conditions are inconsistent,
(ii) 1 ≡ 1—there is no finite data set that refutes the model, or (iii) the
equilibrium conditions are testable.

Unlike Gaussian elimination-the analogous procedure for linear systems of
equations-the running time of the Tarski–Seidenberg algorithm is in general
not polynomial and in the worst case can be doubly exponential—see the
volume edited by Arnon and Buchberger [AB88] for more discussion on the
complexity of the Tarski–Seidenberg algorithm. Fortunately, it is often unnec-
essary to apply the Tarski–Seidenberg algorithm in determining if the given
equilibrium theory has testable restrictions on finite data sets. It suffices to
show that the algorithm cannot terminate with 1 ≡ 0 or with 1 ≡ 1. In fact,
as we shall show, this is the case for the pure trade model.

It follows from the Arrow–Debreu existence theorem that the Tarski–
Seidenberg algorithm applied to this system will not terminate with 1 ≡ 0.
In the next section, we construct an example of a pure trade model where no
values of the unobservables are consistent with the values of the observables.
Hence the algorithm will not terminate with 1 ≡ 1. Therefore the Tarski–
Seidenberg theorem implies for any finite family of profiles of individual en-
dowments ŵ and market prices p that these observations lie on the equilibrium
manifold of a pure trade economy, for some family of concave, continuous, and
monotonic utility functions, if and only if they satisfy the derived family of
polynomial inequalities in ŵ and p. This family of polynomial inequalities in
the data constitute the testable restrictions of the Walrasian model of pure
trade.

It may be difficult, using the Tarski–Seidenberg algorithm, to derive these
testable restrictions on the equilibrium manifold in a computationally efficient
manner for every finite data set, although we are able to derive restrictions
for two observations. If there are more than two observations, our restrictions
are necessary but not sufficient. That is, if our conditions hold for every pair
of observations and there are at least three observations, then the data need
not lie on any equilibrium manifold. Consequently, we call our conditions the
weak axiom of revealed equilibrium or WARE. Of course, if our conditions are
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violated for any pair of observations, then the Walrasian model of pure trade
is refuted.

An important distinction between our model and Afriat’s model is we do
not assume individual consumptions are observed as did Afriat. As a conse-
quence the Afriat inequalities in our model are nonlinear in the unknowns.

This paper is organized as follows. Section 2 presents necessary and suf-
ficient conditions for observations on market prices, individual incomes, and
total endowments to lie on the equilibrium manifold of some pure trade econ-
omy. Section 3 specializes the results to equilibrium manifolds corresponding
to economies whose consumers have homothetic utility functions. In the final
section of the paper we discuss extensions and empirical applications of our
methodology. In particular, we provide a characterization of the behavior of
observations on aggregate endowments and market prices that is consistent
with a Robinson Crusoe economy.

2 Restrictions in the Pure Trade Model

We consider an economy with K commodities and T traders, where the in-
tended interpretation is the pure trade model. The commodity space is RK

and each agent has RK
+ as her consumption set. Each trader is characterized

by an endowment vector wt ∈ RK
++ and a utility function Vt : RK

+ → R. Utility
functions are assumed to be continuous, monotone, and concave.

An allocation is a consumption vector xt for each trader such that xt ∈ RK
+

and
∑T

t=1 xt =
∑T

t=1 wt. The price simplex ∆ = {p ∈ RK
+ |

∑K
i=1 pi = 1}. We

shall restrict attention to strictly positive prices S = {p ∈ ∆|pi > 0 for all i}.
A competitive equilibrium consists of an allocation {xt}

T
t−1 and prices p such

that each xt is utility maximizing for agent t subject to her budget constraint.
The prices p are called equilibrium prices.

Suppose we observe a finite number N of profiles of individual endowment
vectors {wr

t }
T
t=1 and market prices pr, where r = 1, ..., N , but we do not

observe the utility functions or consumption vectors of individual agents. For
each family of utility functions {Vt}

T
t=1 there is an equilibrium manifold, which

is simply the graph of the Walras correspondence, i.e., the map from profiles
of individual endowments to equilibrium prices.

We say that the pure trade model is testable if for every N there exists
a finite family of polynomial inequalities in wr

t and pr for t = 1, ..., T and
r = 1, ..., N such that observed pairs of profiles of individual endowments and
market prices satisfy the given system of polynomial inequalities if and only
if they lie on some equilibrium manifold.

To prove that the pure trade model is testable, we first recall Afriat’s
theorem [Afr67] (see also Varian [Var82]):

Theorem (Afriat’s Theorem). The following conditions are equivalent:
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(A.1) There exists a nonsatiated utility function that “rationalizes” the data
(pi, xi)i=1,...,N ; i.e., there exists a nonsatiated function u(x) such that
for all i = 1, ..., N , and all x such that pi · xi ≥ pi · x, u(xi) ≥ u(x).

(A.2) The data satisfies “Cyclical Consistency (CC)” i.e. for all {r, s, t, ..., q},
pr ·xr ≥ pr ·xs, ps ·xs ≥ ps ·xt, ..., pq ·xq ≥ pq ·xr implies pr ·xr = pr ·xs,
ps · xs = ps · xt, ..., pq · xq = pq · xr.

(A.3) There exist numbers U i, λi > 0, i = 1, ..., n such that U i ≤ U j + λjpj ·
(xi − xj) for i, j = 1, ..., N .

(A.4) There exists a nonsatiated, continuous, concave, monotonic utility func-
tion that rationalizes the data.

Versions of Afriat’s theorem for SARP (the Strong Axiom of Revealed
Preference, due to Houthakker [Hou50]) and SSARP (the Strong SARP, due
to Chiappori and Rochet [CR87]) can be found in Matzkin and Richter [MR91]
and in Chiappori and Rochet [CR87], respectively.3

We consider the structural equilibrium conditions for N observations on
pairs of profiles of individual endowment vectors {wr

t }Tt=1 and market prices
pr for r = 1, ..., N , which are:

∃{V̄ r
t }r=1,...,N ;t=1,...,T , {λr

t}r=1,...,N ;t=1,...,T , {xr
t}r=1,...,N ;t=1,...,T

such that

V̄ r
t − V̄ s

t − λs
tp

s · (xs
t − xs

t ) ≤ 0 (r, s = 1, ..., N ; t = 1, ..., T ), (1)

λr
t > 0, xr

t ≥ 0 (r = 1, ..., N ; t = 1, ..., T ), (2)

pr · xr
t = pr · wr

t (r = 1, ..., N ; t = 1, ..., T ), (3)

T
∑

t=1

xr
t =

T
∑

t=1

wr
t (r = 1, ..., N). (4)

This family of conditions will be called the equilibrium inequalities. The ob-
servable variables in this system are the wr

t and pr, hence this is a nonlinear
family of polynomial inequalities in unobservable utility levels, V̄ r

t ; marginal
utilities of income, λr

t ; and consumption vectors xr
t . If we choose T concave,

continuous and monotonic utility functions and N profiles of individual en-
dowment vectors, then by the Arrow–Debreu existence theorem there exist
equilibrium prices and competitive allocations such that the marginal utilities
of income and utility levels of agents at the competitive allocations, together

3 Chiappori and Rochet [CR87] show that SSARP characterizes demand data that
can be rationalized by strictly monotone, strictly concave, C∞ utility functions.
Define the binary relationship R0 by xtR0x if pt ·xt ≥ pt·x. Let R be the transitive
closure of R0. Then, SARP is satisfied if and only if for all t, s : [(xtRxs & xt �=
xs) ⇒ (not xsRxt)]; SSARP is SARP together with [(ps �= αpr for all α = 0) ⇒
(xs �= xr)].
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with the competitive prices and allocations and profiles of endowment vec-
tors, satisfy the equilibrium inequalities. Therefore, the Tarski–Seidenberg al-
gorithm applied to the equilibrium inequalities will not terminate with 1 ≡ 0.

The following example of a pure trade economy with two goods and two
traders proves that the algorithm will not terminate with 1 ≡ 1. In Figure 1,
we superimpose two Edgeworth boxes, which are defined by the aggregate
endowment vectors w1 and w2. The first box, (I), is ABCD and the second
box, (II), is AEFG. The first agent lives at the A vertex in both boxes and
the second agent lives at vertex C in box (I) and at vertex F in box (II). The
individual endowments w1

1 , w
1
2 ; w

2
1 , w

2
2 and the two price vectors p1 and p2 de-

fine the budget sets of each consumer. The sections of the budget hyperplanes
that intersect with each Edgeworth box are the set of potential equilibrium
allocations. All pairs of allocations in box (I) and box (II) that lie on the
given budget lines violate Cyclical Consistency for the first agent (the agent
living at vertex A). By Afriat’s theorem there is no solution to the equilibrium
inequalities. This example is easily extended to pure trade models with any
finite number of goods or traders.

B

E

A D G

F

C

1w

2w

1p2pI

II

Fig. 1. Pure trade economy

Theorem 1. The pure trade model is testable.

Proof. The system of equilibrium inequalities is a finite family of polynomial
inequalities; hence we can apply the Tarski–Seidenberg algorithm. We have
shown above that the algorithm cannot terminate with 1 ≡ 0 or with 1 ≡ 1.
�

It is often difficult to observe individual endowment vectors, so in the
next theorem we restate the equilibrium inequalities where the observables
are the market prices, incomes of consumers, and aggregate endowments. Let
Ir
t denote the income of consumer t in observation r and wr the aggregate

endowment in observation r.
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Theorem 2. Let 〈pr, {Ir
t }Tt=1, w

r〉 for r = 1, ..., N be given. Then there ex-
ists a set of continuous, concave, and monotone utility functions {Vt}Tt=1

such that for each r = 1, ..., N : pr is an equilibrium price vector for the
exchange economy 〈{Vt}Tt=1, {Ir

t }Tt=1, w
r〉 if and only if there exists numbers

{V̄ r
t }t=1,...,T ;r=1,...,N and {λr

t}t=1,...,T ;r=1,...,N and vectors {xr
t}t=1,...,T ;r=1,...,N

satisfying

V̄ r
t − V̄ s

t − λs
tp

s · (xr
t − xs

t ) (r, s = 1, ..., N ; t = 1, ..., T ), (5)

λr
t > 0, xr

t ≥ 0 (r = 1, ..., N ; t = 1, ..., T ), (6)

pr · xr
t = Ir

t (r = 1, ..., N ; t = 1, ..., T ), (7)

T
∑

t=1

xr
t = wr (r = 1, ..., N). (8)

Proof. Suppose that there exists {V̄ r
t }, {λr

t}, and {xr
t} satisfying (5)–(8).

Then, (5)–(7) imply, by Afriat’s Theorem that for each t, there exists a con-
tinuous, concave, and monotone utility function Vt : RK

+ → R such that for
each r, xr

t is one of the maximizers of Vt subject to the budget constraint:
pry ≤ Ir

t . Hence, since {xr
t}Tt=1 define an allocation, i.e., satisfy (8), pr is an

equilibrium price vector for the exchange economy 〈{Vt}Tt=1, {wr
t }Tt=1〉 for each

r = 1, ..., N .
The converse is immediate, since given continuous, concave and monotone

utility functions, Vt, the equilibrium price vectors pr and allocations {xr
t}Tt=1

satisfy (7) and (8) by definition. The existence of {λr
t}Tt=1 such that (5) and

(6) hold follows from the Kuhn–Tucker Theorem, where V̄ r
t = Vt(x

r
t ). �

For two observations (r = 1, 2) and the Chiappori–Rochet version of
Afriat’s theorem we use, in the proof of Theorem 3 below, quantifier elim-
ination to derive the testable restrictions for the pure trade model with two
consumers (t = a, b) from the equilibrium inequalities. We call the family of
polynomial inequalities obtained from this process the Weak Axiom of Re-
vealed Equilibrium (WARE). To describe WARE, we let z̄r

t (r = 1, 2; t = a, b)
denote any vector such that z̄r

t ∈ argmaxx{ps · x|pr · x = Ir
t , 0 ≤ x ≤ wr}

where r 
= s. Hence, among all the bundles that are feasible in observation r
and are on the budget hyperplane of consumer t in observation r, z̄r

t is any of
the bundles that cost the most under prices ps (s 
= r).

We will say that observations {pr}r=1,2, {Ir
t }r=1,2;t=a,b, {wr}r=1,2 satisfy

WARE if

(I) ∀r = 1, 2, Ir
a + Ir

b = pr · wr,

(II) ∀r, s = 1, 2 (r 
= s), ∀t = a, b, [(ps · z̄r
t ≤ Is

t )⇒ (pr · z̄s
t > Ir

t )],

(III) ∀r, s = 1, 2 (r 
= s), [(ps · z̄r
a ≤ Is

a)&(ps · z̄r
b ≤ Is

b )]⇒ (pr · ws > pr · wr).
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In the next theorem we establish that WARE characterizes data that lie on
some equilibrium manifold. Condition (I) says that the sum of the individuals’
incomes equals the value of the aggregate endowment. Condition (II) applies
when all the bundles in the budget hyperplane of consumer t in observation
r that are feasible in observation r can be purchased with the income and
prices faced by consumer t in observation s (s 
= r) (i.e., ps · z̄r

t ≤ Is
t ). It says

that it must then be the case that some of the bundles that are feasible in
observation s and are in the budget hyperplane of consumer t in observation
s cannot be purchased with the income and prices faced by consumer t in
observation r (i.e., pr ·z̄s

t > Is
t ). Clearly, unless this condition is satisfied, it will

not be possible to find consumption bundles consistent with equilibrium and
satisfying SSARP. Note that this condition is not satisfied by the observations
in Figure 1. Condition (III) says that when for each of the agents it is the
case that all the bundles that are feasible and affordable under observation
r can be purchased with the agent’s income and the price of observation s,
then it must be that the aggregate endowment in observation s costs more
than the aggregate endowment in observation r, with the prices of observation
r. This guarantees that at least one of the pairs of consumption bundles in
observation s that contain for each agent feasible and affordable bundles that
could not be purchased with the income and price of observation r are such
that they add up to the aggregate endowment.

Theorem 3. Let {pr}r=1,2, {Ir
t }r=1,2;t=a,b, {wr}r=1,2 be given such that p1

is not a scalar multiple of p2. Then the equilibrium inequalities for strictly
monotone, strictly concave, C∞ utility functions have a solution, i.e., the
data lies on the equilibrium manifold of some economy whose consumers have
strictly monotone, strictly concave, C∞ utility functions, if and only if the
data satisfy WARE.

We provide in the Appendix a proof of Theorem 3 that uses the Tarski–
Seidenberg theorem. A different type of proof is given in Brown and Matzkin
[BM93].

3 Restrictions When Utility Functions Are Homothetic

In applied general equilibrium analysis—see Shoven and Whalley [SW92]—
utility functions are often assumed to be homothetic. We next derive testable
restrictions on the pure trade model under this assumption. These restrictions
can be used as a specification test for computable general equilibrium models,
say in international trade, where agents have homothetic utility functions.

Afriat [Afr77, Afr81] and Varian [Var83] developed the Homothetic Axiom
of Revealed Preference (HARP), which is equivalent to the Afriat inequalities
for homothetic utility functions. For two observations, {pr, xr}r=1,2, HARP
reduces to: (pr · xs)(ps · xr) ≥ (pr · xr)(ps · xs) for r, s = 1, 2 (r 
= s). If
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we substitute these for the Afriat inequalities in the equilibrium inequalities
(1)–(4), we obtain a nonlinear system of polynomial inequalities where the
unknowns (or unobservables) are the consumption vectors xr

t for r = 1, 2 and
t = a, b. Using quantifier elimination, we derive in the proof of Theorem 4 the
testable restrictions of this model on the observable variables. We call these
restrictions the Homothetic-Weak Axiom of Revealed Preference (H-WARE).

Given observations {pr}r=1,2, {Ir
t }r=1,2;t=a,b, {wr}r=1,2, we define the fol-

lowing terms:

γa = I1
aI

2
a , γb = I1

b I
2
b , γw = (p1 · w2)(p2 · w1),

ψ1 = γb − γa − γw, ψ2 = (γb − γa − γw)2 − 4γaγw,

r1 =
γa

p1z̄2
a

, r2 = p2w1 − γb

p1z̄2
b

,

t1 =
−ψ1 − (ψ2)

1/2

2p1 · w2
, t2 =

−ψ1 + (ψ2)
1/2

2p1 · w2
,

s1 = max{r1, t1}, s2 = min{r2, t2}.
Let zr

t (r = 1, 2; t = a, b) denote any vector such that zr
t ∈ argminx{ps ·x|pr ·

x = Ir
t , 0 ≤ x ≤ wr} where r 
= s.

Our Homothetic Weak Axiom of Revealed Equilibrium (H-WARE) is

(H.I) Ψ2 ≥ 0,

(H.II) s1 ≤ s2,
(H.III) s1 ≤ p2 · z̄1

a,

(H.IV) I1
a + I1

b = p1 · w1 and I2
a + I2

b = p2 · w2.

Condition (H.I) guarantees that t1 and t2 are real numbers. Conditions (H.II)–
(H.IV) guarantee the existence of a vector x1

a whose cost under prices p2

is between s1 and s2. The values of s1 and s2 guarantee that equilibrium
allocations can be found. Condition (H.V) says that the sum of the individuals’
incomes equals the value of the aggregate endowment.

Theorem 4. Let {pr}r=1,2, {Ir
t }r=1,2;t=a,b, {wr}r=1,2 be given. Then the

equilibrium inequalities for homothetic utility functions have a solution, i.e.,
the data lie on the equilibrium manifold of some economy whose consumers
have homothetic utility functions, if and only if the data satisfy H-WARE.

In the Appendix, we provide a proof that uses the Tarski–Seidenberg the-
orem. See Brown and Matzkin [BM93] for a different proof.
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4 Empirical Applications and Extensions

To empirically test the pure exchange model, one might use cross-sectional
data to obtain the necessary variation in market prices and individual incomes.
Assuming that sampled cities or states have the same distribution of tastes but
different income distributions and consequently different market prices, the
observations can serve as market data for our model. In the stylized economies
in our examples one should think of each “trader” as an agent type, consisting
of numerous small consumers, each having the same tastes and incomes.

There is a large variety of situations that fall into the structure of a general
equilibrium exchange model and for which data are available. For example,
our methods can be used in a multiperiod capital market model where agents
have additively separable (time invariant) utility functions, to test whether
spot prices are equilibrium prices, using only observations on the spot prices
and the individual endowments in each period. They can be used to test the
equilibrium hypothesis in an assets markets model where agents maximize
indirect utility functions over feasible portfolios of assets, using observations
on the outstanding shares of the assets, each trader’s initial asset holdings,
and the asset prices. Or, they can be used in a household labor supply model
of the type considered in Chiappori [Chi88], to test whether the unobserved
allocation of consumption within the household is determined by a compet-
itive equilibrium, using data on the labor supply, wages, and the aggregate
consumption of the household.

To apply the methodology to large data sets, it is necessary to devise a
computationally efficient algorithm for solving large families of equilibrium
inequalities. A promising approach is to restrict attention to special classes of
utility functions. As an example, if traders are assumed to have quasilinear
utility functions—all linear in the same commodity (say the kth)—then the
equilibrium inequalities can be reduced to a family of linear inequalities by
choosing the kth commodity as numeraire. We can now use the simplex algo-
rithm or the interior point algorithm of Karmarkar—which runs in polynomial
time—to test for or compute solutions of the equilibrium inequalities.

The more challenging problem in economic theory is to recast the equilib-
rium inequalities to allow random variation in tastes. Some recent progress
has been made in this area by Brown and Matzkin [BM95]. They consider
a random utility model, which gives rise to a stochastic family of Afriat in-
equalities, that can be identified and consistently estimated. If their approach
can be extended to random exchange models then this is a significant step in
empirically testing the Walrasian hypothesis.

The methodology can also be extended to find testable restrictions on the
equilibrium manifold of economies with production technologies. Only obser-
vations on the market prices, individuals’ endowments, and individuals’ profit
shares are necessary to test the equilibrium model in production economies.
In particular, for a Robinson Crusoe economy, where the consumer has a
nonsatiated utility function, we have derived the following restrictions on the
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observable variables, for any number of observations. A direct proof of the
result is given in the Appendix.

Theorem 5. The data 〈pr, wr〉 for r = 1, ..., N lies in the equilibrium man-
ifold of a Robinson Crusoe economy if and only if 〈pr, wr〉 for r = 1, ..., N
satisfy Cyclical Consistency (CC).

Testable restrictions for other economic models can also be derived using
the methodology that we have presented in this paper.
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Appendix

Proof of Theorem 3 Using the Tarski–Seidenberg theorem, we need to show
that WARE can be derived by quantifier elimination from the equilibrium in-
equalities for strictly monotone, strictly concave, C∞ utility functions. Making
use of Chiappori and Rochet [CR87], these inequalities are: ∃{V̄ r

t }r=1,2;t=a,b,
{λr

t}r=1,2;t=a,b, {xr
t}r=1,2;t=a,b such that

(C.1) V̄ 2
t − V̄ 1

t − λ1
t p

1 · (x2
t − x1

t ) < 0, t = a, b;

(C.2) V̄ 1
t − V̄ 2

t − λt
2p

2 · (x1
t − x2

t ) < 0, t = a, b;

(C.3) λr
t > 0, r = 1, 2; t = a, b;

(C.4) pr · xr
t = Ir

t , r = 1, 2; t = a, b;
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(C.5) p1 
= p2 ⇒ x1
t 
= x2

t , t = a, b;

(C.6) xr
t ≥ 0, r = 1, 2; t = a, b;

(C.7) ar + xt
b = wr , r = 1, 2.

The equivalent expression, after eliminating {λr
t}r=1,2;t=a,b, is ∃{V̄ r

t }r=1,2;t=a,b,
{xr

t}r=1,2;t=a,b such that

(C.1′) p1 · (x2
t − x1

t ) ≤ 0⇒ V̄ 2
t < V̄ 1

t , t = a, b;

(C.2′) p2 · (x1
t − x2

t ) ≤ 0⇒ V̄ 1
t < V̄ 2

t , t = a, b;

(C.4) pr · xr
t = Ir

t , r = 1, 2; t = a, b;

(C.5) p1 
= p2 ⇒ x1
t 
= x2

t , t = a, b;

(C.6) xr
t ≥ 0, r = 1, 2; t = a, b;

(C.7) xr
a + xt

b = wr, r = 1, 2.

Necessity is clear. Sufficiency follows by noticing that (C.1′) and (C.2′) imply,
respectively, that ∃{λ1

t }t=a,b satisfying (C.1) and (C.3) and ∃{λ2
t}t=a,b sat-

isfying (C.2) and (C.3). Elimination of {V̄ r
t }t=1,2;t=a,b yields the equivalent

expression: ∃{xr
t}r=1,2;t=a,b such that

(C.1′′) p1 · (x2
t − x1

t ) ≤ 0⇒ p2 · (x1
t − x2

t ) > 0, t = a, b;

(C.4) pr · xr
t = Ir

t , r = 1, 2; t = a, b;

(C.5) p1 
= p2 ⇒ x1
t 
= x2

t , t = a, b;

(C.6) xr
t ≥ 0, r = 1, 2; t = a, b;

(C.7) xr
a + xt

b = wr , r = 1, 2.

This follows because (C.1′′) is necessary and sufficient for the existence of
{V̄ r

t }r=1,2;t=a,b satisfying (C.1′)–(C.2′). Note that we have just shown how,
for two observations, SSARP can be derived by quantifier elimination. Next,
elimination of {xr

b}t=1,2, using (C.7), yields the equivalent expression: ∃x1
a, x

b
a

such that

(C.1′′′.1) p2 · x1
a ≤ I2

a ⇒ p1 · x2
a > I1

a ;

(C.2′′′.2) p2 · (w1 − x1
a) ≤ I2

b ⇒ p1 · (w2 − x2
a) > I1

b ;

(C.4′) pr · xr
a − Ir

a , r = 1, 2;

(C.5′) p1 
= p2 ⇒ [(x1
a 
= x2

a) & (w1 − x1
a 
= w2 − x2

a)];

(C.6′) 0 ≤ xr
a ≤ wr , r = 1, 2;

(C.7′) Ir
a + Ir

b = pr · wr, r = 1, 2.

Let zr
t denote any vector such that zr

t ∈ arg minx{ps · x | pr · x = Ir
t , 0 ≤ x ≤

wr}, where r 
= s. Then, after elimination of x2
a we get: ∃x1

a such that

(C.1′′′′.1) p2 · x1
a ≤ I2

a ⇒ p1 · x2
a > I1

a ;

(C.2′′′′.2) p2 · (w1 − x1
a) ≤ I2

b ⇒ p1 · (w2 − z2
a) > I1

b ;
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(C.3′′′′.3) [(p2x1
a ≤ I2

a) & (p2 · (w1 − x1
a) ≤ I2

b )]⇒ p1 · w2 > p2 · w1;

(C.4′) p1 · x1
a = I1

a ;

(C.6′) 0 ≤ x1
a ≤ w1, r = 1, 2;

(C.7′) Ir
a + Ir

b = pr · wr , r = 1, 2.

Necessity of (C.1′′′′.1) and (C.1′′′′.2) follows by the definitions of z2
a2; and z2

b .
Necessity of (C.1′′′′.3 ) follows by using (C.1′′′.1), (C.1′′′.2), and (C.7′). The
existence of x1

a satisfying (C.1′′′.1), (C.1′′′.2). (C.4′)–(C.7′) follows immedi-
ately if (p2 · x1

a > I2
a) & (p2 · (w1 − x1

a) > I2
b ); it follows using (C.1′′′′.1) if

(p2 ·x1
a ≤ I2

a) & (p2 ·(w1−x1
a) > I2

b ); it follows using (C.1′′′′.2) if (p2 ·x1
a > I2

a) &
(p2 ·(w1−x1

a) ≤ I2
b ); and it follows using (C.1′′′′.1 )–(C.1′′′′.3 ) if (p2 ·x1

a ≤ I2
a)

& (p2 · (w1 − x1
a) ≤ I2

b ). (C.5′) can always be satisfied. Finally, elimination of
x1

a yields, by similar arguments, the equivalent expression:

(C.1∗.1) p1 × z̄2
a ≤ I1

a ⇒ p2 · z̄1
a > I2

a ;

(C.1∗.2) p1 · (w2 − z2
a) ≤ I1

a ⇒ p2 · (w1 − z1
a) > I2

a ;

(C.1∗.3) [(p1 · z̄2
a ≤ I1

a) & (p1 · (w2 − z2
a) ≤ I1

b )]⇒ p2 · w1 > p2 · w2;

(C.1∗.4) [(p2 · z̄1
a ≤ I2

a) & (p2 · (w1 − z1
a1) ≤ I2

b )]⇒ p1 · w2 > p1 · w1;

(C.7′) Ir
a + Ir

b = pr · wr, r = 1, 2.

Note that Ir
a + Ir

b = pr · wr implies that ps · z̄r
a + ps · zr

b = ps · wr (s 
= r).
Hence, the above family of polynomial inequalities can be written as:

(I) ∀r = 1, 2, Ir
a + Ir

b = pr · wr;

(II) ∀r, s = 1, 2(r 
= s), ∀t = a, b, [(ps · z̄r
t ≤ Is

t )⇒ (pr · z̄s
t > Ir

t )];

(III) ∀r, s = 1, 2(r 
= s), [(ps · z̄r
a
≤ Is

a)&(ps · z̄r
b ≤ Is

b )]⇒ (pr · wr > pr · wr)

which is our Weak Axiom of Revealed Equilibrium (WARE).

Proof of Theorem 4. Using the Tarski–Seidenberg theorem, we show that H-
WARE can be derived by quantifier elimination from the equilibrium inequal-
ities for homothetic, concave, and monotone utility functions, Hence, we have
to eliminate the quantifiers in the following expression: ∃x1

a, x
2
a, x

1
b , x

2
b such

that

(H.1) (p1 · x2
a)(p2 · x1

a) ≥ γa;

(H.2) (p1 · x2
b)(p

2 · x1
b) ≥ γb;

(H.3) pr · xr
t = Ir

t , r = 1, 2; t = a, b;

(H.4) xr
t ≥ 0, r = 1, 2; t = a, b;

(H.5) xr
a + xr

b = wr, r = 1, 2.

This is equivalent to: ∃x1
a, x

2
a such that

(H.1) (p1 · x2
a)(p2 · x1

a) ≥ γa;
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(H.2′) (p1 · (w2 − x2
a))(p2 · (w1 − x1

a)) ≥ γ′b;
(H.3′) pr · xr

a = Ir
a , r = 1, 2;

(H.4′) wr ≥ xr
a ≥ 0, r = 1, 2;

(H.5′) Ir
a + Ir

b = pr · wr , r = 1, 2.

(H.1) and (H.2′) can be expressed as:

(H.1′) p1 · w2 − γb

p2 · (w1 − x1
a)
≥ p1 · x2

a ≥
γa

p2 · x1
a

.

So, the expression: “∃x1
a, x

2
a satisfying (H.1′)–(H.5′)” is equivalent to: ∃x1

a such
that

(H.1.1) p1 · z̄2
a ≥ γap

2 · x1
a;

(H.1.2) p1 · w2 − γb

p2 · (w1 − x1
a)
≥ p1 · z2

a;

(H.1.3) p1 · w2 − γb

p2 · (w1 − x1
a)
≥ γa

p2 · x1
a

;

(H.3′′) p1 · x1
a = I1

a , r = 1, 2;

(H.4′′) w1 ≥ x1
a ≥ 0, r = 1, 2;

(H.5′) Ir
a + Ir

b = pr · wr, r = 1, 2;

or, equivalently, to: ∃x1
a such that

(H.1.1′)
γw − (p1 · z2

a)(p2 · w1)− γb

(p1 · w2 − p1 · z2
a)

≥ p2 · x1
a ≥

γa

p1 · z̄2
a

;

(H.1.2′) (p1 · w2)(p2 · x1
a)2 + (γb − γw − γa)(p2 · x1

a) + γap
2 · w1 ≤ 0;

(H.3′′) p1 · x1
a = I1

a , r = 1, 2;

(H.4′′) w1 ≥ x1
a ≥ 0, r = 1, 2;

(H.5′) Ir
a + Ir

b = pr · wr, r = 1, 2.

Using the fact that p1 · (w2 − z2
a) = p1 · z̄2

b , (H.1.1′) can be written as

p2 · w1 − γb

p1 · z̄2
b

≥ p2 · x1
a ≥

γa

p1 · z̄2
a

,

or, equivalently, as

(H.1.1′′) r2 ≥ p2 · x1
a ≥ r1.

The necessary and sufficient conditions for the existence of x1
a satisfying

(H.1.1′′), (H.1.2′), (H.3′′), (H.4′′), (H.5′) are

(H.1∗) r1 ≤ p2 · z̄1
a, p

2 · z1
a ≤ r2, r1 ≤ r2;

(H.2∗) Ψ2 = (Ψ1)
2 − 4γaγw ≥ 0;

(H.3∗) t1 ≤ p2 · z̄1
a, p

2 · z1
a ≤ t2;



Testable Restrictions on the Equilibrium Manifold 25

(H.4∗) Ir
a + Ir

b = p2 · wr , r = 1, 2;

or, equivalently, the conditions are

(H.I) Ψ2 ≥ 0;

(H.II) s1 ≤ s2;
(H.III) s1 ≤ p2 · z̄1

a;

(H.IV) p2 · z1
a ≤ s2;

(H.V) I1
a + I1

b = p1 · w1 and I2
a + I2

b = p2 · w2;

which is our Homothetic Axiom of Revealed Preference. Necessity is clear.
To show sufficiency, note that (H.1)–(H.IV) imply that ∃x1

a satisfying (H.3′′)–
(H.4′′) and max{r1, t1} ≤ p2 ·x1

a ≤ min{r1, t2}. That such x1
a satisfies (H.1.1′′)

is obvious. That it satisfies (H.1.2′) follows because the function f(t) = (t −
t1)(t − t2) is such that f(t) ≤ 0 for all t ∈ [t1, t2] and (H.1.2′) can be written
as (p2 · x1

a − t1)(p2 · x1
a − t2) ≤ 0. �

Proof of Theorem 5. Let xr and yr denote, respectively, a consumption and
production plan in observation r. If 〈pr, wr〉Nr=1 satisfy CC, then 〈pr, xr =
wr, yr = 0〉r=1,...,N satisfy the Afriat inequalities for utility maximization and
profit maximization (see Varian [Var84]), and markets clear. Suppose that
〈pr, wr〉Nr=1 does not satisfy CC but lies in the equilibrium manifold. Let xr

and yr denote, respectively, any equilibrium consumption and equilibrium pro-
duction plan in observation r. Since CC is violated, there exists {s, v, f, ..., e}
such that

ps · wv ≤ ps · ws, pv · wf ≤ pv · wv, ..., pe · ws ≤ pe · we (9)

where at least one of the inequalities is strict. Profit maximization (ps · yv ≤
ps · ys, pv · yf ≤ pv · yv, ..., pe · ys ≤ pe · ye) and markets clearing (xv =
wv + yv, xs = ws + ys, xf = wf + yf , ..., xe = we + ye) imply with (9) that

ps · xv ≤ ps · xs, pv · xf ≤ pv · xv, ..., pe · xs ≤ pe · xe (10)

where at least one of the inequalities is strict. Since (10) is inconsistent with
utility maximization, a contradiction has been found.
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1 Introduction

The major theoretical questions concerning competitive equilibria in the
classical Arrow–Debreu model—existence, uniqueness, comparative statics,
and stability of price adjustment processes—have been largely resolved over
the last forty years. With the exception of existence, however, this resolu-
tion has been fundamentally negative. The conditions under which equilib-
ria can be shown to be unique, comparative statics globally determinate or
tâtonnement price adjustment globally stable are quite restrictive. Moreover,
the Sonnenschein–Debreu–Mantel theorem shows in striking fashion that no
behavior implied by individual utility maximization beyond homogeneity and
Walras’ Law is necessarily preserved by aggregation in market excess demand.
This arbitrariness of excess demand implies that monotone equilibrium com-
parative statics and global stability of equilibria under tâtonnement will only
result from the imposition of a limited set of conditions on preferences and en-
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dowments. Based on these results, many economists conclude that the general
equilibrium model has no refutable implications or empirical content.

Of course no statement concerning refutable implications is meaningful
without first specifying what information is observable and what is unobserv-
able. If only market prices are observable, and all other information about the
economy such as individual incomes, individual demands, individual endow-
ments, individual preferences, and aggregate endowment or aggregate con-
sumption is unobservable, then indeed the general equilibrium model has no
testable restrictions. This is essentially the content of Mas-Colell’s version
of the Sonnenschein–Debreu–Mantel theorem. Mas-Colell [Mas77] shows that
given an arbitrary nonempty compact subset C of strictly positive prices in
the simplex, there exists an economy E composed of consumers with contin-
uous, monotone, strictly convex preferences such that the equilibrium price
vectors for the economy E are given exactly by the set C. In many instances,
however, it is unreasonable to think that only market prices are observable;
other information such as individual incomes and aggregate consumption may
be observable in addition to market prices. Brown and Matzkin [BM96] show
that if such additional information is available, then the Walrasian model does
have refutable implications. They demonstrate by example that with a finite
number of observations—in fact two—on market prices, individual incomes
and aggregate consumptions, the hypothesis that these data correspond to
competitive equilibrium observations can be rejected. They also give condi-
tions under which this hypothesis is accepted and there exists an economy
rationalizing the observed data.3

This paper considers the extent to which qualitative features of Walrasian
equilibria are refutable given a finite data set. In particular, we consider the
hypothesis that the observed data are Walrasian equilibria in which each
price vector is locally stable under tâtonnement. Based on the Sonnenschein–
Debreu–Mantel results and the well-known examples of global instability of
tâtonnement such as Scarf’s [Sca60], it may seem at first glance that this hy-
pothesis will be easily refuted in a Walrasian setting. Surprisingly, however, we
show that it is not. Our main result shows that a finite set of observations of
prices, individual incomes and aggregate consumption vectors is rationalizable
in an economy with smooth characteristics if and only if it is rationalizable
in a distribution economy in which each observed price is locally stable under
tâtonnement. Moreover, the equilibrium correspondence is locally monotone
in a neighborhood of each observed equilibrium in these economies, and the
equilibrium price vector is locally unique.

The conclusion that if the data is rationalizable then it is rationalizable
in a distribution economy, i.e., an economy in which individual endowments
are collinear, is not subtle. If we do not observe the individual endowments

3 Recent work by Chiappori and Ekeland [CE98] considers a related question. They
show that observations of aggregate endowments and prices place no restrictions
on the local structure of the equilibrium manifold.
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and only observe prices and income levels, then one set of individual endow-
ments consistent with this data is collinear, with shares given by the observed
income distribution. Since distribution economies by definition have a price-
independent income distribution, this observation may suggest that our results
about stability and comparative statics derive simply from this fact. Kirman
and Koch [KK86] show that this intuition is false, however. They show that
the additional assumption of a fixed income distribution places no restrictions
on excess demand: given any compact set K ⊂ Rℓ

++ and any smooth func-
tion g : Rℓ

++ → R which is homogeneous of degree 0 and satisfies Walras’
Law, and given any fixed income distribution α ∈ Rn

++,
∑n

i=1 αi = 1, there
exists an economy E with smooth, monotone, strictly convex preferences and
initial endowments ωt = αtω such that excess demand for E coincides with
g on K. Hence any dynamic on the price simplex can be replicated by some
distribution economy.

This paper shows that rationalizable data is always rationalizable in an
economy in which market excess demand has a very particular structure. Us-
ing recent results of Quah [Qua98], we show that if the data is rationalizable
then it is rationalizable in an economy in which each individual demand func-
tion is locally monotone at each observation. The strong properties of local
monotonicity, in particular the fact that local monotonicity of individual de-
mand is preserved by aggregation in market excess demand and the fact that
local monotonicity implies local stability in distribution economies, allow us
to conclude that if the data is rationalizable in a Walrasian setting, then it is
rationalizable in an economy in which each observation is locally stable under
tâtonnement. Thus global instability, while clearly a theoretical possibility
in Walrasian markets, cannot be detected in a finite data set consisting of
observations on prices, incomes, and aggregate consumption.

The paper proceeds as follows. In Section 2 we discuss conditions for ra-
tionalizing individual demand in economies with smooth characteristics. By
developing a set of “dual” Afriat inequalities, we show that if the observed
data can be rationalized by an individual consumer with smooth characteris-
tics then it can be rationalized by a smooth utility function which generates a
locally monotone demand function. In Section 3 we discuss the implications of
locally monotone demand and use these results together with the results from
Section 2 to show that local uniqueness, local stability, and local monotone
comparative statics are not refutable in Walrasian markets.

2 Rationalizing Individual Demand

Given a finite number of observations (pr, xr), r = 1, . . . , N , on prices and
quantities, when is this data consistent with utility maximization by some
consumer with a nonsatiated utility function? We say that a utility function
U : Rℓ

+ → R rationalizes the data (pr, xr), r = 1, . . . , N , if ∀r
pr · xr ≥ pr · x⇒ U(xr) ≥ U(x), ∀x ∈ Rℓ

+.
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Using this terminology, we can restate the question above: given a finite data
set, when does there exist a nonsatiated utility function which rationalizes
these observations? The classic answer to this question was given by Afriat
[Afr67].

Theorem (Afriat). The following are equivalent:

(a) There exists a nonsatiated utility function which rationalizes the data.
(b) The data satisfies Cyclical Consistency.
(c) There exist numbers U i, λi > 0, i = 1, ..., N which satisfy the “Afriat

inequalities”:

U i − U j ≤ λjpj · (xi − xj) (i, j = 1, ..., N).

(d) There exists a concave, monotone, continuous, nonsatiated utility function
which rationalizes the data.

In particular, the equivalence of (a) and (d) shows that the hypothesis
that preferences are represented by a concave utility function can never be
refuted based on a finite data set, since if the data is rationalizable by any
nonsatiated utility function then it is rationalizable by a concave, monotone,
and continuous one. Moreover, Afriat showed explicitly how to construct such
a utility function which rationalizes a given data set. For each x ∈ Rℓ

+, define

U(x) = min{U r + λrpr · (x− xr)}.

This utility function is indeed continuous, monotone and concave, and ratio-
nalizes the data by construction.

As Chiappori and Rochet [CR87] note, however, this utility function is
piecewise linear and thus neither differentiable nor strictly concave. Such a
utility function does not generate a smooth demand function, and for a number
of prices does not even generate single-valued demand. This utility function
is thus incompatible with many standard demand-based approaches to the
question of rationalizability or estimation, as well as with our questions about
comparative statics and asymptotic stability.

Whether or not a given set of observations can be rationalized by a smooth
utility function which generates a smooth demand function will obviously
depend on the nature of the observed data. Two situations in which such a
rationalization is impossible are obvious: if two different consumption bundles
are observed with the same price vector, or if one consumption bundle is
observed with two different price vectors. If the data satisfies SARP, then this
first case is eliminated; Chiappori and Rochet [CR87] show that if in addition
this second case is ruled out then the data can be rationalized by a smooth,
strongly concave utility function.

More formally, the data satisfies the Strong Strong Axiom of Revealed
Preference (SSARP) if it satisfies SARP and if for all i, j = 1, . . . , N ,
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pi 
= pj ⇒ xi 
= xj .

Chiappori and Rochet [CR87] show that given a finite set of data satisfying
SSARP, there exists a strictly increasing, C∞, strongly concave utility func-
tion defined on a compact subset of Rℓ

+ which rationalizes this data. Although
SSARP is a condition on the observable data alone, it can be equivalently char-
acterized by the “strict Afriat inequalities.” That is, the data satisfy SSARP
if and only if there exist numbers U i, λi > 0, i = 1, . . . , N such that

U i − U j < λjpj · (xi − xj) (i, j = 1, . . . , N, i 
= j).

Our work makes use of a modification of the results of Chiappori and
Rochet [CR87]. Since our data consists of prices and income levels, we find
it more natural to first recast the question of rationalizability in terms of
indirect utility, and develop a set of dual Afriat inequalities characterizing
data which can be rationalized by a consumer with smooth characteristics. An
important benefit of this dual characterization is that it allows us to conclude
not only that the data can be rationalized by a smooth demand function but
by a demand function which is locally monotone in a neighborhood of each
observation (pr, Ir).

Definition. An individual demand function f(p, I) is locally monotone at
(p̄, Ī) if there exists a neighborhood W of (p̄, Ī) such that

(p− q) · (f(p, I)− f(q, I)) < 0

for all (p, I), (q, I) ∈ W such that p 
= q.

Our first result can then be stated as follows.

Theorem 1. Let (pr, xr), r = 1, . . . , N be given. There exists a utility func-
tion rationalizing this data that is strictly quasiconcave, monotone and smooth
on an open set X containing xr for r = 1, . . . , N such that the implied de-
mand function is locally monotone at (pr, Ir) for each r = 1, . . . , N where
Ir = pr · xr if and only if there exist numbers V i, λi, and vectors qi ∈ Rℓ,
i = 1, . . . , N such that:

(a) for i 
= j,

V i − V j > qj ·
(

pi

Ii
− pj

Ij

)

(i, j = 1, . . . , N)

(b) λj > 0, qj ≪ 0, j = 1, . . . , N
(c) qj/Ij = −λjxj , j = 1, . . . , N.

Conditions (a) and (b) constitute our “dual strict Afriat inequalities.”
Condition (c) here is just an expression of Roy’s identity in this context. To
see this, note that if (c) holds for some λj > 0, then pj · qj/Ij = −λj(pj ·xj) =
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−λjIj , i.e., λj = −pj · qj/(Ij)2, which implies that the vector (qj/Ij , λj)
corresponds to the gradient of the rationalizing indirect utility function V
evaluated at (pj , Ij). This is essentially the content of (a). More precisely, (a)
says essentially that qj is the derivative of V with respect to the normalized
price vector p/I evaluated at (pj , Ij). Thus

∂V

∂p
(pj , Ij) =

qj

Ij
and

∂V

∂I
(pj , Ij) = −p

j · qj

(Ij)2
.

Then if qj/Ij = −λjxj , xj is indeed demand at the price-income pair (pj , Ij)
by Roy’s identity.

The proof of Theorem 1 relies on two intermediate results. The first is a
version of Lemma 2 in Chiappori and Rochet [CR87] modified to apply to our
dual Afriat inequalities.

Lemma 1. If there exist numbers V i, λi and vectors qi, i = 1, . . . , N satisfy-
ing the dual strict Afriat inequalities, then there exists a convex, homogeneous
of degree 0, C∞ function W : Rℓ+1

+ → R which is strictly increasing in I and
strictly decreasing in p such that W (pi, Ii) = V i, DW (pi, Ii) = (qi/Ii, λi),
and D2

ppW (pi, Ii) = 0 for every i = 1, . . . , N .

Proof. For each (p, I) ∈ Rℓ+1
++ define

Y (p, I) = max
t

{

V t + qt ·
(

p

I
− pt

It

)}

.

Then Y is convex in p, homogeneous of degree 0 in (p, I), continuous, strictly
increasing in I and strictly decreasing in p. Moreover, Y (pr, Ir) = V r for each
r. To see this, note that by definition ∀r ∃s such that

Y (pr, Ir) = V s + qs ·
(

pr

Ir
− ps

Is

)

.

By the dual strict Afriat inequalities, if r 
= s then

V r − V s > qs ·
(

pr

Ir
− ps

Is

)

.

So

∀s 
= r, V r > V s + qs ·
(

pr

Ir
− ps

Is

)

.

Thus Y (pr, Ir) = V r for each r = 1, . . . , N .
This argument shows that for every s 
= r,

Y (pr, Ir) > V s + qs ·
(

pr

Ir
− ps

Is

)

.

Since Y is continuous, ∀r there exists ηr > 0 such that
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Y (p, I) = V r + qr ·
(

p

I
− pr

Ir

)

for all (p, I) ∈ B((pr , Ir), ηr), i.e., Y is piecewise linear in p/I, and hence in p.
Following Chiappori and Rochet [CR87], we smooth Y by convolution, which
yields a function W which is C∞, homogeneous of degree 0, convex in p/I
and hence convex in p, strictly decreasing in p and strictly increasing in I.
Moreover, D2

ppW (pr, Ir) = 0 for r = 1, . . . , N . �

The intuition behind this result is straightforward. The dual Afriat func-
tion Y (p, I) gives an indirect utility function rationalizing the data that is
locally linear in p/I and that has kinks whenever two or more of the dual
Afriat equations are equal. Since the data satisfy the strict dual Afriat in-
equalities, none of these kinks occurs at an observation, so smoothing the
function Y in a sufficiently small neighborhood of each kink gives a smooth
function which is equal to the original dual Afriat function in a neighborhood
of each observation, and thus in particular is locally linear in prices in each
such neighborhood.

The second important result we use, due to Quah [Qua98], gives condi-
tions on indirect utility analogous to the Mijutschin–Polterovich conditions
on direct utility under which individual demand is locally monotone.

Theorem (Quah, Theorem 2.2). Let V : Rℓ+1
+ → R be a smooth, strictly

quasiconvex indirect utility function that is convex in p and satisfies the Elas-
ticity Condition4

−p
TD2

ppV (p̄, Ī)p

pTDpV (p̄, Ī)
< 4

or equivalently,

e(p̄, Ī) ≡ ĪVII(p̄, Ī)

VI(p̄, Ī)
< 2.

Then V generates a demand function which is locally monotone in a neigh-
borhood of (p̄, Ī).

In particular, if the indirect utility function V is linear in prices in a
neighborhood of (p̄, Ī), then the Elasticity Condition is clearly satisfied, and
thus Quah’s theorem shows that if the indirect utility function is “nearly”
locally linear in prices then it generates a demand function that is locally
monotone in a neighborhood of (p̄, Ī).

The proof of Theorem 1 then combines these two ideas and exploits the
duality between direct and indirect utility.

Proof of Theorem 1. First suppose there exist solutions to the inequalities (a),
(b) and (c). Let

4 Here subscripts denote partial derivatives.
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M = max
s,t

∥

∥

∥

∥

ps

Is
− pt

It

∥

∥

∥

∥

2

.

Since there exists a solution to the strict dual Afriat inequalities, there exists
ε > 0 sufficiently small so that ∀i 
= j,

V i − V j > qj ·
(

pi

Ii
− pj

Ij

)

+ εM. (∗)

Define

q̃j = qj − εp
j

Ij
(j = 1, . . . , N)

and

Ṽ j = V j − 1
2ε

∥

∥

∥

∥

pj

Ij

∥

∥

∥

∥

2

(j = 1, . . . , N).

Then by (2),5 ∀i 
= j

Ṽ i − Ṽ j > q̃j ·
(

pi

Ii
− pj

Ij

)

.

Now by Lemma 1, there exists a C∞ function W : Rℓ+1
+ → R that is homo-

geneous of degree 0, convex in p/I, strictly increasing in I, strictly decreasing
in p and satisfies:

W (pi, Ii) = Ṽ i (i = 1, . . . , N)

Dp/IW (pi, Ii) = q̃i (i = 1, . . . , N)

D2
ppW (pi, Ii) = 0 (i = 1, . . . , N).

Define V (p, I) = W (p, I) + 1
2ε‖p/I‖2. Let P be a compact, convex subset of

Rℓ
+ containing 0 and containing pi/Ii in its interior for i = 1, . . . , N , and let

P̂ ≡ {(p, I) : p/I ∈ P}. Then V is C∞, homogeneous of degree 0, strictly
convex in p/I and hence in p, strictly increasing in I and strictly decreasing
in p on P̂ for ε sufficiently small. Moreover,

V (pi, Ii) = V i (i = 1, . . . , N

Dp/IV (pi, Ii) = qi (i = 1, . . . , N)

D2
ppV (pi, Ii) = ε

(Ii)2 id (i = 1, . . . , N),

where id is the ℓ× ℓ identity matrix. For ε sufficiently small, e(pi, Ii) < 2 for
all i = 1, . . . , N . By Quah’s theorem, the demand function

x(p, I) ≡ − 1

DIV (p, I)
DpV (p, I)

5 See Chiappori and Rochet [CR87] for the details.
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generated by this indirect utility function is locally monotone at (pi, Ii) for
each i = 1, . . . , N .

To convert this indirect utility function into a direct utility function, for
each x ∈ Rℓ

+ define

U(x) ≡ min
p∈P

V (p, 1) subject to p · x ≤ 1. (†)

Let p(x) denote the solution to (2) given x, and X ≡ p−1(Po). Then by
standard arguments, U is strictly quasiconcave, monotone, and smooth on
X . Moreover, x(p, I) is the demand function generated by U on Po, so U
rationalizes the data. To establish this claim, we must show that for each
p ∈ Po,

V (p, 1) = max
x∈Rℓ

+

U(x) subject to p · x ≤ 1.

Note that by the definition of U , for any p ∈ P and x > 0 such that p · x ≤ 1,
V (p, 1) ≥ U(x), so

V (p, 1) ≥ max
x∈Rℓ

+

U(x).

Then it suffices to show that given p̄ ∈ Po there exists x̄ > 0 such that
p̄ · x̄ ≤ 1 and V (p̄, 1) = U(x̄). Let C = {p ∈ P : V (p, 1) ≤ V (p̄, 1)}. Since
V is continuous and quasiconvex, C is closed and convex. Since V is strictly
decreasing in p, p̄ is a boundary point of C. By the supporting hyperplane
theorem, ∃x̄ 
= 0 such that p̄ · x̄ ≤ p · x̄ for all p ∈ C. Moreover, x̄ > 0 since
∀i ∃αi > 0 such that p̄ + αibi ∈ C, where bi is the ith unit vector, and, by
rescaling x̄ if necessary, p̄ · x̄ = 1. Then p̄ solves (†) given x̄, since if not,
then there exists p ∈ P such that p · x̄ ≤ p̄ · x̄ = 1 and V (p, 1) < V (p̄, 1).
Then p · x̄ = p̄ · x̄ = 1, so there exists α ∈ (0, 1) such that (αp) · x̄ < p̄ · x̄ and
V (αp, 1) < V (p̄, 1). Since P is convex and contains 0, αp ∈ P . This contradicts
the definition of x̄, however. Thus V (p̄, 1) = U(x̄). Finally, by Roy’s identity
x(p, I) is the demand function generated by U on Po, which also implies that
U rationalizes the data.

Now suppose there exists a smooth, strictly quasiconcave, monotone utility
function rationalizing (pr, xr), r = 1, . . . , N . Let V be the indirect utility
function generated by this utility function. Then by the standard duality
arguments given above, V rationalizes (pr/Ir, xr), r = 1, . . . , N where Ir =
pr · xr for each r, in the sense that if −V (p, I) > −V (pr, Ir) then p · xr > I.
Equivalently, if −V (p/I, 1) > −V (pr/Ir, 1) then xr · (p/I) > 1 = xr · (pr/Ir)
for r = 1, . . . , N . Then applying Chiappori and Rochet’s result to −V and
interchanging the roles of p and x implies that there exist numbers V j , γj > 0,
j = 1, . . . , N such that for all i 
= j,

V i − V j > −γjxj ·
(

pi

Ii
− pj

Ij

)

(i, j = 1, . . . , N).

Define λj = γj/Ij, j = 1, . . . , N . Then substituting qj ≡ −γjxj = −λjIjxj ,
j = 1, . . . , N, gives the desired inequalities. �
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The conditions that are necessary and sufficient for the existence of a
smooth, monotone utility function rationalizing a given finite data set—the
dual strict Afriat inequalities—are exactly the same conditions that are nec-
essary and sufficient for the existence of smooth preferences rationalizing the
data for which demand is locally monotone at each observation. Thus it follows
immediately from Theorem 1 that any finite data set that can be rationalized
by smooth preferences can be rationalized by smooth preferences giving rise
to locally monotone demand.

Corollary. Let (pr, xr), r = 1, . . . , N be given. There exists a smooth, strictly
quasiconcave, monotone utility function rationalizing this data if and only if
there exists a smooth, strictly quasiconcave, monotone utility function ratio-
nalizing this data such that the implied demand function is locally monotone
at (pr, Ir) for each r = 1, . . . , N , where Ir = pr · xr.

This result will provide the foundation for the study of rationalizing equi-
libria which is contained in the next section.

3 Rationalizing Walrasian Equilibria

In this section, we turn to the question of rationalizing observations as equi-
libria. Here we consider a finite number of observations 〈pr, ωr, {Ir

t }Tt=1〉,
r = 1, . . . , N of prices, aggregate consumption, and income levels for each
of T consumers. Our main result shows that such a finite data set can never
be used to refute the hypotheses that equilibria are locally unique or locally
stable under tâtonnement, or that equilibrium comparative statics are locally
monotone.

Theorem 2. Let 〈pr, ωr, {Ir
t }Tt=1〉, r = 1, . . . , N , be given. This data can be

rationalized by an economy in which each consumer has a smooth, strictly
quasiconcave, monotone utility function if and only if it can be rationalized
by an economy in which each consumer has a smooth, strictly quasiconcave,
monotone utility function and in which each observed equilibrium pr is locally
unique and locally stable under tâtonnement and in which the equilibrium
correspondence is locally monotone at (pr, ωr) for each r.

To establish this result, consider a given finite data set 〈pr, ωr, {Ir
t }Tt=1〉,

r = 1, . . . , N . When can these observations be rationalized as Walrasian equi-
libria? Since we do not observe individual consumption bundles or utilities,
these observations are rationalizable as Walrasian equilibria if for each obser-
vation r = 1, . . . , N there exist consumption bundles xr

t for each consumer
t = 1, . . . , T such that the individual observations (pr, xr

t ), r = 1, . . . , N , are
rationalizable for each consumer, pr · xr

t = Ir
t for each r and t, and such that

markets clear in each observation, that is,
∑T

t=1 x
r
t = ωr for each r. Putting

this definition together with the dual strict Afriat inequalities characterizing
individual rationalizability yields the following result.
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Lemma 2. Let 〈pr, ωr, {Ir
t }Tt=1〉, r = 1, . . . , N be a finite set of observations.

There exist smooth, strictly quasiconcave, monotone utility functions rational-
izing this data and initial endowments {ωr

t }Tt=1 such that pr is an equilibrium
price vector for the economy Er if and only if there exist numbers V r

t , λr
t and

vectors qr
t for t = 1, . . . , T and r = 1, . . . , N such that:

(a) the dual strict Afriat inequalities hold for each consumer t = 1, . . . , T ,
(b) pr · qr

t = −λr
t (I

r
t )2 for t = 1, . . . , T and r = 1, . . . , N

(c) “markets clear”:
T
∑

t=1

xr
t = ωr ∀r

where xr
t = −(1/λr

t )(q
r
t /I

r
t ) for each r and t.

Proof. Follows immediately from Theorem 1 and the definition of rationaliz-
ability. �

Moreover, note that given a finite set of observations 〈pr, ωr, {Ir
t }Tt=1〉,

r = 1, . . . , N , without observations of initial endowments we can without loss
of generality assume that each observation of the income distribution {Ir

t }Tt=1

is derived from collinear individual endowments. More precisely, for each r
and t define

αr
t =

Ir
t

pr · ωr

and αr = (αr
1, . . . , α

r
T ). Given utility functions {Ut}Tt=1, the distribution

economy Eαr is the economy in which consumer t has preferences repre-
sented by the utility function Ut and endowment αr

tω
r. Using this obser-

vation we can now restate Lemma 2 as follows: given a finite set of observa-
tions 〈pr, ωr, {Ir

t }Tt=1〉, r = 1, . . . , N , there exist smooth, strictly quasiconcave,
monotone utility functions rationalizing this data such that pr is an equilib-
rium price vector for the distribution economy Eαr if and only if there exist
numbers V r

t , λr
t and vectors qr

t for t = 1, . . . , T and r = 1, . . . , N such that
conditions (a), (b), and (c) of Lemma 2 hold.

The dual strict Afriat inequalities in (a) are exactly the conditions char-
acterizing observations which can be rationalized by consumers with smooth
characteristics, and we showed in Theorem 1 that such observations can always
be rationalized by utility functions generating locally monotone demand. The
results we derive regarding the refutability of local stability and local com-
parative statics then follow from the striking properties of locally monotone
individual demand functions.

First, unlike almost every other property of individual demand such as the
weak axiom or the Slutsky equation, local monotonicity aggregates. If ft is
an individual demand function which is locally monotone at (p̄, Īt) for each
t = 1, . . . , T , then market excess demand
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F (p) ≡
T
∑

t=1

ft(p, Īt)− ω

is locally monotone at p̄.
Furthermore, local monotonicity at equilibrium implies local uniqueness6

and, in distribution economies, local stability of tâtonnement and local mono-
tone comparative statics, as the following result shows.

Theorem (Malinvaud). Let p̄ be an equilibrium price vector for a distri-
bution economy Eα with income distribution {αt}Tt=1. If each consumer’s de-
mand function is locally monotone at (p̄, Īt), where Īt = αt(p̄ · ω), then the
tâtonnement price adjustment process is locally stable at p̄. Furthermore, the
equilibrium correspondence C for the distribution economy Eα7 is locally mono-
tone in a neighborhood P × U of (p̄, ω) i.e., if (p′, ω′) ∈ (P × U) ∩ C then

(p′ − p) · (ω′ − ω) < 0.

This conclusion of locally monotone comparative statics implies in partic-
ular that if the aggregate supply of a good increases, all else held constant,
then its equilibrium price will fall, at least locally.8

The main conclusion of the paper is now an immediate consequence of the
results of Section 2 and the properties of locally monotone demand functions
in distribution economies: local uniqueness, local stability, and local monotone
comparative statics are not refutable given a finite set of observations of prices,
income levels, and aggregate consumption.9

Proof of Theorem 2. Let 〈pr, ωr, {Ir
t }Tt=1〉, r = 1, . . . , N , be a finite set of obser-

vations which can be rationalized in an economy in which each consumer has
a smooth, strictly quasiconcave, monotone utility function. Then conditions
(a), (b), and (c) of Lemma 2 must hold. By Theorem 1, there exist smooth,
strictly quasiconcave, monotone utility functions rationalizing the data such
that pr is an equilibrium price vector for the distribution economy Eαr and
such that the market excess demand function for Eαr is locally monotone
at pr for each r = 1, . . . , N . Thus pr is a locally unique equilibrium in the

6 To see this, note that if F (p̄) = 0 and F is locally monotone at p̄, then (p − p̄) ·
F (p) < 0 for p sufficiently close to p̄. In particular, F (p) �= 0 for such p.

7 Here the income distribution is assumed to be constant as aggregate endowment
changes, so the equilibrium correspondence C for a distribution economy Eα is
the set of pairs (p,ω) such that p is an equilibrium price for the economy in which
consumer t has utility Ut and endowment αtω.

8 For this result, prices are normalized so that the value of the aggregate endow-
ment is constant, which means the prices p and pr are subject to different nor-
malizations. As Nachbar [Nac02] points out, this makes the interpretation of this
comparative statics result problematic. See Nachbar [Nac02] for further discus-
sion.

9 Note that this result is still valid if in addition individual demands are observed.
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economy Eαr . By Malinvaud’s results, pr is locally stable under tâtonnement,
and the equilibrium correspondence in the distribution economy Eαr is locally
monotone at (pr, ωr) for each r = 1, . . . , N . �
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Summary. Changes in total surplus are traditional measures of economic welfare.
We propose necessary and sufficient conditions for rationalizing individual and ag-
gregate consumer demand data with individual quasilinear and homothetic utility
functions. Under these conditions, consumer surplus is a valid measure of consumer
welfare. For nonmarketed goods, we propose necessary and sufficient conditions on
input market data for efficient production , i.e. production at minimum cost. Under
these conditions we derive a cost function for the nonmarketed good, where producer
surplus is the area above the marginal cost curve.

Key words: Welfare economics, Quasilinear utilities, Homothetic utilities, Non-
marketed goods, Afriat inequalities

1 Introduction

Theoretical models of consumer demand assume consumer’s choice is derived
from the individual maximizing a concave utility function subject to a budget
constraint. Given a finite set of price and consumption choices, we say that the
data set is rationalizable if there exists a concave, continuous and monotonic
utility function such that each choice is the maximum of this function over
the budget set.

Afriat [Afr67] provided the first necessary and sufficient conditions for a
finite data set to be a result of the consumer maximizing her utility subject to
a budget constraint. In a series of lucid papers Varian [Var82, Var83, Var84]
increased our understanding and appreciation of Afriat’s seminal contribu-
tions to demand theory, Afriat [Afr67], and the theory of production, Afriat
[Afr72a]. As a consequence there is now a growing literature on the testable
restrictions of strategic and non-strategic behavior of households and firms in
market economies—see the survey of Carvajal, et al. [CRS04].

Quasilinear utility functions are used in a wide range of areas in eco-
nomics, including theoretical mechanism design, public economics, industrial
organization and international trade. In applied partial equilibrium models
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we often measure economic welfare in terms of total surplus, i.e., the sum
of consumer and producer surplus, and deadweight loss. As is well known,
consumer surplus is a valid measure of consumer welfare only if consumer’s
demand derives from maximizing a homothetic or quasilinear utility function
subject to her budget constraint—see section 11.5 in Silberberg [Sil90]. Both
Afriat [Afr72b] and Varian [Var83] proposed a necessary and sufficient combi-
natorial condition for rationalizing data sets, consisting of market prices and
consumer demands, with homothetic utility functions. This condition is the
homothetic axiom of revealed preference or HARP. To our knowledge, there is
no comparable result in the literature for quasilinear rationalizations of con-
sumer demand data. In this paper we show that a combinatorial condition
introduced in Rockafellar [Roc70] to characterize the subgradient correspon-
dence for convex real-valued functions on Rn, i.e., cyclical monotonicity, is a
necessary and sufficient condition for a finite data set to be rationalizable with
a quasilinear utility function.3 We then extend our analysis to aggregate de-
mand data. That is, given aggregate demands, the distribution of expenditures
of consumers and market prices we give necessary and sufficient conditions for
the data to be rationalized as the sum of individual demands derived from
maximizing quasilinear utility functions subject to a budget constraint. Our
analysis differs from Varian’s in that it is the form of the Afriat inequalities
for the homothetic and quasilinear case that constitute the core of our analy-
sis. We show in the case of aggregate data, where individual demand data is
not observed, that the Afriat inequalities for the homothetic case reduce to a
family of convex inequalities and for the quasilinear case they reduce to linear
inequalities. As a consequence in both cases we can determine in polynomial
time if they are solvable and, if so, compute the solution in polynomial time.
This is certainly not true in general.4

On the other hand, measuring producer surplus for nonmarketed goods
such as health, education or environmental amenities and ascertaining if these
goods are produced efficiently, i.e., at minimum cost, are important policy
issues. Our contribution to the literature on nonmarketed goods is the obser-
vation that Afriat’s combinatorial condition, cyclical consistency or CC, and
equivalently Varian’s generalized axiom of revealed preference or GARP, are
necessary and sufficient conditions for rationalizing a finite data set, consisting
of factor demands and factor prices, with a concave, monotone and continuous
production function. Hence they constitute necessary and sufficient conditions
for nonmarketed goods to be produced at minimum cost for some production
function. If these conditions hold, then the supply curve for the nonmarketed

3 In the paper by Rochet [Roc87] “A necessary and sufficient condition for ratio-
nalizability in a quasilinear context” published in the Journal of Mathematical

Economics he defines rationalizability as implementability of an action profile
via compensatory transfers. Therefore the results presented in his paper are of a
different nature.

4 See Brown and Kannan [BK06] for further discussion.
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good is the marginal cost curve of the associated cost function and producer
surplus is well defined.

2 Rationalizing Individual Demand Data with

Quasilinear Utilities

In this section we provide necessary and sufficient conditions for a data set to
be the result of the consumer maximizing a quasilinear utility function subject
to a budget constraint.

Definition 1. Let (pr, xr), r = 1, ..., N be given. The data is quasilinear
rationalizable if for some yr > 0 and I > 0, ∀r xr solves

max
x∈Rn

++

U(x) + yr s.t. prx+ yr = I.

for some concave U and numeraire good yr.

Theorem 1. The following are equivalent:

(1) The data (pr, xr), r = 1, ..., N is quasilinear rationalizable by a continuous,
concave, strictly monotone utility function U .

(2) The data (pr, xr), r = 1, ..., N satisfies Afriat’s inequalities with constant
marginal utilities of income, that is, there exists Gr > 0 and λ > 0 for
r = 1, . . . , N such that

Gr ≤ Gℓ + λpℓ · (xr − xℓ) ∀r, ℓ = 1, . . . , N

or equivalently there exist Ur > 0 for r = 1, . . . , N

Ur ≤ Uℓ + pℓ · (xr − xℓ) ∀r, ℓ = 1, . . . , N

where Ur = Gr/λ.

(3) The data (pr, xr), r = 1, ..., N is “cyclically monotone,” that is, if for any
given subset of the data {(ps, xs)}ms=1:

p1 · (x2 − x1) + p2 · (x3 − x2) + · · ·+ pm · (x1 − xm) ≥ 0.

Proof.
(1)⇒ (2): First note that if U is concave on Rn, then β ∈ Rn is a subgradient
of U at x if for all y ∈ Rn : U(y) ≤ U(x) + β · (y− x). Let ∂U(x) be the set of
subgradients of U at x. From the FOC of the quasilinear utility maximization
problem we know:

∃βr ∈ ∂U(x) s.t. βr = λrpr where λr = 1.
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Also, U being concave implies that U(xr) ≤ U(xℓ) + βℓ(xr − xℓ) for r, ℓ =
1, 2, ..., N . Since βℓ = pℓ ∀ℓ = 1, . . . , N we get U(xr) ≤ U(xℓ) + pℓ(xr −
xℓ) ∀r, ℓ = 1, ..., N .

(2) ⇒ (3): For any set of pairs {(xs, ps)}ms=1 we need that: p0 · (x1 − x0) +
p1(x2 − x1) + · · ·+ pm(x0 − xm) ≥ 0.

From the Afriat inequalities with constant marginal utilities of income we
know:

U1 − U0 ≤ p0 · (x1 − x0)

...

U0 − Um ≤ pm · (x0 − xm).

Adding up these inequalities we see that the left hand sides cancel and the
resulting condition defines cyclical monotonicity.

(3)⇒ (1): Let U(x) = inf{pm ·(x−xm)+· · ·+p1 ·(x2−x1)} where the infimum
is taken over all finite subsets of data, then U(x) is a concave function on Rn

and pr is the subgradient of U at x = xr (this construction is due to Rockafellar
[Roc70] in his proof of Theorem 24.8). Hence if λr = 1 for r = 1, . . . , N
then pr = ∂U(xr) constitutes a solution to the first order conditions of the
quasilinear maximization problem.

If we require strict inequalities in (2) of Theorem 1, then it follows
from Lemma 2 in Chiappori and Rochet [CR87] that the rationalization can
be chosen to be a C∞ function. It then follows from Roy’s identity that
x(p) = −∂V (p)/∂p. Hence for any line integral we see that

∫ p2

p1
x(p)dp =

−
∫ p2

p1
[∂V (p)/∂p]dp = V (p1)−V (p2). That is, consumer welfare is well-defined

and the change in consumer surplus induced by a change in market prices is
the change in consumer’s welfare. �

3 Rationalizing Aggregate Demand Data with

Quasilinear and Homothetic Utilities

Consumer surplus is the area under the aggregate demand function. This
function is estimated from a finite set of observations of market prices and
aggregate demand. Assuming we have the distribution of expenditures of con-
sumers for each observation, we can derive the Afriat inequalities for each
household, where individual consumptions are unknown, but are required to
sum up to the observed aggregate demand. Setting marginal utilities of in-
come equal to one, we have a system of linear inequalities in utility levels and
individual demands, which can be solved in polynomial time using interior-
point methods. For the homothetic case, the Afriat inequalities reduce to
Ui ≤ Ujpj · (xi − xj) ∀i, j. Changing variables where Ui = ezi we derive a
family of smooth convex inequalities of the form ezi−zj − pj · (xi − xj) ≤ 0,
which can also be solved in polynomial time using interior point methods.
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4 Rationalizing the Production of Nonmarketed Goods

Health, education and environmental amenities are all examples of nonmar-
keted goods. To compute producer surplus for such goods, we must derive the
supply curve, given only factor demand and prices, since demand data and
prices for these goods are not observed. An important policy issue is whether
these goods are produced efficiently given the factor demand and prices. In
fact, as we show, there may be no concave, monotone and continuous pro-
duction function that rationalizes the input data. If one does exist, we can
rationalize the data and derive the supply curve for the nonmarketed good.5

Definition 2. Let (pr, xr), r = 1, . . . , N be given. A production, F , rational-
izes the data if for all r = 1, . . . , N there exists qr such that xr solves:

max
x∈Rn

++

qrF (x) − pr · x

where F is a concave function.

Theorem 2. The following conditions are equivalent:

(1) There exists a concave, monotone, continuous, non-satiated production
function that rationalizes the data.

(2) The data (pr, xr), r = 1, ..., N satisfies Afriat inequalities, that is, there
exists Fr > 0 and qr > 0 for r = 1, . . . , N such that

Fr ≤ Fℓ +
1

qℓ
pℓ · (xr − xℓ) ∀r, ℓ = 1, . . . , N

where qℓ is the marginal cost of producing Fℓ.
(3) The data (pr, xr), r = 1, ..., N satisfies “cyclical consistency,” that is,

prxr ≥ prxs, psxs ≥ psxt, ..., pqxq ≥ pqxr

implies
prxr = prxs, psxs = psxt, ..., pqxq = pqxr .

Proof. This is Afriat’s [Afr67] result where we let F = U and λr = 1/qr. �

5 If we write the cost minimization problem of the firm, minx∈Rn p ·x s.t. F (x) ≥ y,
from the F.O.C. we find p = µF ′(x), where µ is the Lagrange multiplier associated
with the constraint, and therefore is equal to the marginal cost of producing one
more unit of output at the optimum. Therefore it is easy to see from the FOC of
the profit maximization problem that the output price, qr, is the marginal cost of
production. The inequalities in (2) in Theorem 2 are the same as those in condition
(3) of Theorem 2 in Varian [Var84], where he assumes that the production levels
Fr are observable.

F (x) = min1≤ℓ≤r{Fℓ+(1/qℓ)pℓ(x−xℓ)} is Afriat’s utility (production) function
derived from a solution to the Afriat inequalities. The associated expenditure
(cost) function is c(y; p) = minx∈Rn p · x s.t. F (x) ≥ y. In the production setting,
the supply curve is the marginal cost curve.
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Summary. Conventional deadweight loss measures of the social cost of monopoly
ignore, among other things, the social cost of inducing competition and thus cannot
accurately capture the loss in social welfare. In this Article, we suggest an alternative
method of measuring the social cost of monopoly. Using elements of general equi-
librium theory, we propose a social cost metric where the benchmark is the Pareto
optimal state of the economy that uses the least amount of resources, consistent with
consumers’ utility levels in the monopolized state. If the primary goal of antitrust
policy is the enhancement of consumer welfare, then the proper benchmark is Pareto
optimality, not simply competitive markets. We discuss the implications of our ap-
proach for antitrust law as well as how our methodology can be used in practice for
allegations of monopoly power given a history of price-demand observations.

Key words: Monopoly power, Antitrust economics, Applied general equilibrium

1 Introduction

Monopoly and market power constitute the backbone of federal antitrust law.
The Sherman Act3—largely regarded as the origin of the federal antitrust
law and passed in 1890—was the government’s response to cartelization and
monopolization. Section 2 of the Sherman Act specifically prohibits monop-
olization as well as attempts to monopolize. In modern antitrust law, the
existence of monopoly power is one of the two essential elements of the Grin-
nell test,4 a test that is applied in all Section 2 cases of the Sherman Act.5

Proof of market power is also required for antitrust violation under Section
7 of the Clayton Act.6 Judge Richard A. Posner [Pos01, p. 9] argues that

3 15 U.S.C. §2 (1976).
4 See United States v. Grinnell Corp., 384 U.S. 563 (1966).
5 For a brief description of the development of Section 2 of the Sherman Act, see

Hylton [Hyl03].
6 15 U.S.C. §18 (1976).
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“the economic theory of monopoly provides the only sound basis for antitrust
policy”. That antitrust scholars are mindful of the social cost of monopoly
and market power is also illustrated, for instance, by Professor William M.
Landes and Judge Posner’s remark [LP81] that the size of the market should
be a determinant factor in judging whether a certain degree of market power
should be actionable under antitrust law (see [LP81]). They note that “the
actual economic injury caused to society is a function of [the size of the mar-
ket]” and “[i]f the amount of economic activity is small, the total social loss
is small, and an antitrust proceeding is unlikely to be socially cost justified.”
Accordingly, a clear understanding and a workable definition of the social cost
of monopoly are essential in shaping and implementing antitrust law.

A familiar measure of the social cost of monopoly is the deadweight loss
triangle—the social surplus unrealized due to monopoly pricing. Judge Posner
has suggested another metric that is a refinement of the conventional dead-
weight loss analysis. In this Article, we review the current deadweight loss
analysis of the social cost of monopoly. Most prominently we suggest three
reasons to reconsider this analysis. First, the deadweight loss analysis uses
the sum of consumer and producer surplus to give an approximate measure of
gains and losses without giving any consideration to the consumers’ relative
utility levels. Second, the analysis relies on the questionable assumption of
profit-maximizing firms, not taking into consideration that where the shares
of firms are widely-held—as is the case with most firms that have monopoly—
managers may be motivated by goals other than profit maximization. Third,
the analysis is problematic to the extent that it ignores the social cost of induc-
ing perfect competition—or alternatively, of increasing the output level to the
socially optimal level—in a given industry, and thus assumes a counterfactual
that is not attainable even by a benevolent social planner.

As an alternative approach to analyzing the social cost of monopoly, we
propose an applied general equilibrium model. The index of social cost we use
is the coefficient of resource utilization introduced by Gerard Debreu [Deb51].
This measure provides an exact, ordinal measure of the economic cost of
monopolization in terms of wasted real resources. We take as benchmark a
Pareto optimal state of economy that provides the same level of consumer
satisfaction as achieved in the monopolized state.7 The primary objective of
antitrust policy is to promote consumer welfare and efficiency, and Pareto
optimality embodies both of these objectives. To this extent, we suggest that
marginal cost pricing should be viewed not only as a consequence of perfect
competition but also as a necessary condition for achieving Pareto optimality.8

7 See U.S.C. §18, Section III.A. Ultimately, our methodology can be used to cal-
culate the snap-shot social cost in terms of the dollar values in relation to an
attainable counterfactual.

8 See U.S.C. §18, Part III. Whenever this condition is violated in a sequence of ob-
served equilibria we can calculate the social cost in each observation via Debreu’s
coefficient of resource allocation. See U.S.C. §18, Section III.B.
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The rest of this Article is divided into several sections. Section 2 is a review
of the current analysis of the social cost of monopoly based on the deadweight
loss triangle. In Section 3, we discuss how the notion of Pareto optimality as
the benchmark state of the economy can lead to a more appropriate measure of
the cost. In Section 4, we formalize the social cost analysis using a two-sector
model and illustrate how to compute the coefficient of resource utilization. In
Section 5, we derive a family of linear inequalities, where the unknown vari-
ables are utility levels and marginal utilities of income of households and the
marginal costs of firms. These inequalities suffice for an empirical determina-
tion of monopoly power in a series of historical observations of market data,
and this methodology can be used by courts in applying the Grinnell test.

2 Reconsidering the Deadweight Loss as the Social Cost

of Monopoly

By now, most economists agree as to the nature of the problem posed by
monopoly and market power. A monopolist who cannot price-discriminate has
an incentive to reduce output and charge a price higher than marginal cost,
and in turn, prevent transactions that would have been mutually beneficial.
Faced with monopoly pricing, consumers either pay higher than necessary
prices to obtain their goods or must choose false alternatives—alternatives
that appear to be cheaper even though they might require more resources to
produce.9 Put differently, monopoly is inefficient because in preventing such
transactions, society uses up more resources than necessary to achieve given
levels of utility among consumers.10 Although destruction of mutually bene-
ficial transactions is patently inefficient from society’s perspective, it remains
unclear what is the proper metric to measure the social cost of monopoly.
Intuition tells us that, whatever the metric is, it should indicate the extent
to which the current state of monopolized economy deviates from an efficient
state of economy that could have been achieved if resources were better allo-

9 This point has long been recognized. Lerner in a landmark article [Ler37] writes
that “[I]ncreasing the price of the monopolized commodity [causes] buyers to
divert their expenditure to other, less satisfactory, purchases. This constitutes a
loss to the consumer which is not balanced by any gain reaped by the monopolist,
so that there is a net social loss.”

10 The foregoing analysis is the “resource allocation” aspect of monopoly. See Har-
berger [Har54]. Clearly, there is also a distribution effect: monopoly pricing tends
to redistribute income in favor of the monopolist. But insofar as these are mere
transfers, antitrust economists do not regard them as socially inefficient. See, e.g.,
Lerner [Ler37, p. 157] (“A levy which involves a mere transference to buyer to
monopolist cannot be said to be harmful from a social point of view unless it can
be shown that the monopolist is less deserving of the levy than the people who
have to pay it....”); Posner [Pos01, pp. 13, 24].
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cated. In traditional textbook microeconomics, the social cost of monopoly is
measured by the deadweight loss triangle.

Triangle A in Figure 1 depicts this loss since this area represents the
amount of additional social surplus that could have been realized had the
pricing been at marginal cost. Alternatively, taking potential rent-seeking be-
havior among firms into consideration, Judge Posner [Pos75] argues that in
certain markets where firms compete to become a monopoly, the social cost
should include producer surplus in addition to the deadweight loss.11 In Fig-
ure 1, this quantity is represented as the sum of A and B. Despite capturing
the essence of the inefficiency of monopoly, the social cost metrics such as
these, which are based on the conventional deadweight loss triangle, are inap-
propriate because they require some implausible assumptions.

First, these measures of social cost and surplus use the money metric: all
benefits and inefficiencies are quantified in terms of dollars. How should we
understand the relationship between the money metric and social surplus?
Suppose Abigail is willing to pay as much as $5 for a widget, and Brian, $4,

11 To formalize this idea, Posner sets forth three conditions that need to be satisfied
for this assertion to hold: (1) firms compete to obtain a monopoly; (2) firms face
a perfectly elastic long-run supply of all input; and (3) the costs the firms spend
in attempting to obtain the monopoly serve no socially useful purposes. See also
Posner [Pos01, pp. 13–17].
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but a widget only costs $2. Then after purchasing a widget, Abigail is left with
$3 to spare, and Brian, $2. They can devote their remaining dollars towards
consumption of other goods. But to add these values together and say $5 is
the measure of social welfare does not really tell us what benefit each of them
could have derived from additional consumption; little information is revealed
about consumer welfare. In order for this surplus measure to truly represent
the social loss, we would need “the heroic assumption that a dollar is worth
the same to everybody.”12 This notion of maximizing social surplus is related
to the notion of Kaldor–Hicks efficiency but only loosely so since we are using
dollar values as a proxy to measure social welfare. There may be instances
where the only feasible and testable solution is to quantify all benefits and
costs in terms of dollars. The cost-benefit analysis commonly used in health
and safety regulation is one example. But the cost-benefit analysis paradigm,
too, has been criticized on many grounds, not the least of which is the validity
of this “heroic assumption.”

A second failing of the deadweight loss analysis is that it relies on the con-
cept of a profit-maximizing monopolist who produces goods until marginal
cost equals marginal revenue. Let us forget for the moment that this directive
may be extremely hard to carry out in reality due to imperfect information.
What is somewhat striking is that even with perfect information, the profit-
maximizing condition often fails to describe accurately actual behaviors of
monopolists. The literature provides several reasons why a monopolist might
not consciously seek to maximize profit. First of all, rarely do we see any
prominent monopolist firm that has a sole owner or a sole shareholder. In-
stead, most monopolist firms have multiple shareholders; and in many cases,
these firms’ shares are widely held. Investment and cost decisions of a firm
are ultimately made by the managers of the firm who receive salaries and
bonuses but are not necessarily owners. These managers may neglect to max-
imize profits if that is not in their own best interest to do so. This could be
the case, for instance, if managers were allowed to reap personal profits at
the expense of corporate well-being; insider-trading is one example. The lit-
erature of industrial organization and microeconomic theory is replete with
sources of inefficiency in principal-agent models. Fortunately, corporate law
provides several institutional safeguards to minimize this type of opportuni-
ties for managers. Insider trading and false financial reporting are illegal under
the Rules 16, 10(b), and 10(b)-5 of the Securities and Exchange Act of 1934.
Managers and directors owe a duty of loyalty to their shareholders and can-
not benefit themselves at expense of corporation. The corporate opportunity
doctrine precludes directors from taking a business opportunity for their own
when the opportunity is within the firm’s line of business and the firm can
afford to exploit the opportunity. And importantly, a majority of shareholders

12 Posner [Pos01, p. 23]. In the jargon of economic theory consumer surplus only
measures changes in consumers’ welfare if the marginal utility of income is the
same for every household, rich and poor alike.
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can vote out the incumbent management in case they are dissatisfied with the
firm’s performance.

But more importantly, even if shareholders and corporate law can create
incentive schemes for managers to induce them to do what is best for the
shareholders, managers would maximize profits only if that is in the best
interest of shareholders. Shareholders come in various types, and for many, the
firm’s profit-maximization can run afoul of their best interest.13 Specifically, if
a shareholder happens also to be a consumer of the firm’s output, then she will
suffer by paying high prices for the firm’s output. Second, a shareholder who
sells factor inputs to the firm would stand to lose if the firm uses its market
power to drive down the price for the factor she sells. Third, a shareholder
who owns a diversified portfolio may be hurt if the firm uses its market power
to hurt its competitors. Finally, even if the shareholder has no interaction
with any of the firm’s output, she may be hurt if she consumes a good that
is complementary to the firm’s output, since the firm’s pricing policy will
necessarily impact the demand curves for complementary goods.

Non-economic arguments may also play a role, as “[w]hen the monopolist
is not working on purely business principles, but for social, philanthropic or
conventional reasons” or more likely “when the monopolist is working on
purely business principles, but keeps the price and his profits lower than they
might be so as to avoid political opposition” (Lerner [Ler37, p. 170]). Although
the notion that a monopolist maximizes profit has some intuitive appeal, it
may nevertheless run counter to the shareholder’s best interests, and thus will
not always be pursued. In actuality, a monopolist’s behavior is more likely
to resemble that of cost-minimization, rather than of profit-maximization. If
monopolists do not obey the profit-maximizing conditions in practice, then the
social cost of monopoly certainly should not be measured on the assumption
that they do.

Our third and most important point is that the social cost of monopoly
as measured by deadweight loss is problematic to the extent that it implic-
itly assumes that the relevant benchmark of efficiency—the counterfactual
against which we measure the social loss—is the state of perfect competition.
The rationale is that under perfect competition price will equal marginal cost,
and a willing buyer and a willing seller will engage in transactions without
wasting any resources. Nevertheless, the assumption of perfect competition as
the ultimate benchmark is less innocuous than it appears. Perfect competi-
tion requires atomism of firms and buyers. But the literature is often silent
as to exactly where these “other” firms suddenly come from. It is unlikely
that there are these firms idly sitting around and not producing any socially
usefully goods but waiting to enter this market. A more likely scenario is that

13 This argument is only cursorily included in this section. For a more detailed
treatment, see Kreps [Kre90]. As a result, Kreps concludes that the notion of
profit-maximizing firm is more applicable to price-taking firms without market
power.
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firms or individuals somewhere have to cease their existing, socially useful
activities in order to enter a particular industry. For this reason, the perfect
competition benchmark unrealistically assumes a sudden costless creation of
countless new firms while everything else in society remains unchanged. More
generally, as A.P. Lerner [Ler37, p. 161] articulates, “[t]he direct comparison
of monopolistic with competitive equilibrium ... assumes that cost conditions
are the same and that demand conditions are the same. Neither of these is
likely, and the combination of both is much less likely” (p. 161).14

We can illustrate the last point with a stylized example. Suppose we have a
competitive market for widgets. But one day one of the widget-manufacturing
firms, Firm A, patents a new formula to make “twidgets”—a new beneficial
invention otherwise unrelated to widgets but a more profitable venture—out
of the resources and technologies originally used to produce widgets. Twidgets
become an instant hit in the market, but for the first twenty years, Firm A
enjoys monopoly due to the patent right. We have a government-sanctioned
inefficiency in this case. As the patent expires, other widgets companies will
rush into the twidget market, consumers can then buy twidgets at marginal
cost and the deadweight cost from the widget monopoly is extinguished. No-
tice, however, that the widget market will likely suffer now because widget
firms are expending their resources to producing twidgets. In other words, in
order to induce perfect competition in one industry that was originally mo-
nopolistic, one would have to pull out resources from other industries. The
supply curve will, then, shift inward in one or more of other industries, and
the new resource allocation reduces the social surplus generated from those
industries.

Figures 2 and 3 demonstrate this example. Figure 2 represents the twid-
get market, and Triangle ABC measures the gain in social surplus due to
competition in the twidget market. Meanwhile, Figure 3 refers to the compet-
itive widget market and the counterfactual when the twidget patent expires.
Area represented by EFGH measures the reduction in social surplus due to
the inward shift of the supply curve in the widget market. A more accurate
measure of the social cost, therefore, would have to consider the totality of
circumstances; the gain ABC would have to be measured against the loss
EFGH . All of sudden, it is not at all obvious that eliminating deadweight
loss by inducing perfect competition in the twidget industry is particularly
desirable; the result may be overall reduction in social surplus.

An economic analysis which focuses on the social surplus of one sector
without considering possible implications for other sectors is called partial
equilibrium analysis. Partial equilibrium analysis remains a powerful method-
ology for analyzing the behavior of firms in an isolated market where the
impact on prices in other markets is negligible. And yet this is hardly the

14 Lerner is making one additional observation that the long-run cost curve faced
by a single firm in general may not be the same long-run cost curve if many firms
are competing in the market.
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case with interesting instances of monopoly power, e.g., AT&T, IBM, and
Microsoft. In all of these cases, prices were affected well beyond the imme-
diate markets, and the static one-sector model cannot correctly estimate the
social cost of monopoly. At a minimum, we must consider the effect of induc-
ing perfect competition in one industry on a different industry from which
resources are drawn; a proper model thus would have to consider at least two
separate sectors with common factors (which can be, broadly speaking, cap-
ital and labor). What is more, since inducing perfect competition in and of
itself may not be desirable on the whole, we must also consider other states
of the economy that are potentially superior. Finally, even if perfect com-
petition only serves as a proxy for marginal cost pricing, the marginal cost
pricing counterfactual, too, is no more appropriate as a benchmark of welfare
comparison. The marginal cost pricing necessarily requires a higher output
level than the given state of monopoly, and in turn, requires more resources,
including capital and labor, to be drawn from other industries.

3 Consumer Welfare, Pareto Optimality and General

Equilibrium Theory

In general equilibrium theory, consumers simultaneously provide labor and
capital to firms, own shares of the firms, and maximize their utility based
on consumption subject to their income constraints; meanwhile, firms from
different sectors produce different goods but use common factor inputs, la-
bor and capital. Notwithstanding the seemingly all-encompassing features of
general equilibrium theory, its application to antitrust policy and the social
cost of monopoly has been remarkably limited to date.15 In this section, we
briefly discuss the elements of general equilibrium theory and propose an al-
ternative method of measuring the social cost of monopoly power—one not
subject to the concerns raised above but nonetheless consistent with the aims
of antitrust law.

We stress that a reasonable measure of the social cost of monopoly should
be based on a proper counterfactual. If perfect competition is inappropriate as
a counterfactual, then what should be the ideal state of the economy against
which to measure the social cost of monopoly? We propose that the benchmark
of comparison for the purpose of measuring the social cost of monopoly should
be a counterfactual state that achieves the same or greater level of utility
for everyone but with the least amount of resources. If such a state can be
constructed, then the economic cost of monopoly is simply the dollar amount
of wasted resources; the given monopolized state performs no better than the
counterfactual for any individual but simply uses up more resources.

15 The conspicuous absence of application of general equilibrium theory to antitrust
law is due in part to the indeterminacy of the price level in the Arrow–Debreu
general equilibrium model. As such, the model does not admit price-setting, profit-
maximizing firms.



56 Yoon-Ho Alex Lee and Donald J. Brown

The proposal merits some explanation. The notion of efficiency and welfare
in general equilibrium theory is Pareto optimality, also known as allocative ef-
ficiency.16 A state of the economy is said to be Pareto optimal if no consumer
can be made better off by reallocating productive resources and engaging in
mutually beneficial trades without making another consumer worse off; Pareto
optimality thus represents a state of maximal consumer welfare. The crown
jewels of general equilibrium theory are the two welfare theorems. The first
welfare theorem states that every competitive equilibrium—i.e., equilibrium
achieved under perfect competition—is Pareto optimal (for an excellent treat-
ment of general equilibrium, see Mas-Colell et al. [MWG95]). In short, we tend
to “value competition because it promotes efficiency, that is, as a means rather
than as an end” (Posner [Pos01, p. 28].17

The primary goals of antitrust policy are efficiency and the enhancement
of consumer welfare.18 Both of these concepts appeal to Pareto optimality.
Robert Bork “[insisted] that the achievement of Pareto optimality was the
sole objective of Congress (as long as 1890) when it enacted the nation’s
antitrust statutes” [Hyl03, p. 5]. Similarly, President Reagan’s first Council
of Economic Advisers specifically defined efficiency in an economy in terms
of Pareto optimality, not Kaldor–Hicks efficiency.19 Curiously, this nexus be-
tween Pareto optimality and antitrust law has been all but overlooked in the
economics literature due to the singular focus on the deadweight loss analy-
sis.20 Our analysis restores this nexus and suggests that the proper benchmark
for measuring the cost of monopoly should be a Pareto optimal state of the

16 The literature appears to use these terms interchangeably. See, e.g., Morgan
[Mor00] (describing allocative efficiency as the state in which “there [is] no com-
bination of production or exchange that could make anyone better off without
making someone else worse off”).

17 In addition, Lerner [Ler37, p. 162] notes that the “importance of the competitive
position lies in its implications of being ... the position in which the ‘Invisible
Hand’ has exerted its beneficial influences to the utmost.”

18 William F. Baxter, the first antitrust chief during the Reagan Administration,
says “the antitrust laws are a ‘consumer welfare prescription’—that is, they are
intended to promote economic efficiency, broadly defined.” Likewise, Bork insists
that the “only legitimate goal of American antitrust law is the maximization
of consumer welfare....” See Adams et al. [AB91]. Modern courts also appear
to understand the aim of antitrust law as enhancement of consumer welfare.
Case law suggests that courts by way of antitrust law have shifted their focus
from promoting competition to maximizing consumer welfare. See Hylton [Hyl03,
p. 40].

19 According to the Council, an economy “is said to be ‘efficient’ if it is impossible to
make anyone better off without making someone else worse off. That is, there is no
possible rearrangement of resources, in either production or consumption, which
could improve anyone’s position without simultaneously harming some other per-
son.” See Hylton [Hyl03].

20 However, one of the few analyses that link monopoly and Pareto optimality was
given by Lerner [Ler37] as early as 1937.
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economy, not simply competitive markets. A correct social cost metric should
therefore reflect both the degree of deviation from a Pareto optimal state of
the economy and the dollar amounts wasted.

But an economy can have possibly infinitely many Pareto optimal allo-
cations, and we have not yet specified which of the many possible Pareto
optimal states we should take as the relevant benchmark. We propose the
unique Pareto optimal state characterized by Debreu’s coefficient of resource
utilization, ρ. This coefficient is the smallest fraction of total resources capable
of providing consumers with utility levels at least as great as those attained
in the monopolized economic state.21 Hence the efficiency loss in real terms is
(1−ρ)× total resources; the economy can throw away (1−ρ)× total resources
and not make anyone worse off.22 For example, suppose Abigail has ten ap-
ples, Brian has ten pears, and although each would prefer a mixed bundle of
pears and apples, they are prohibited from trading for some reason. If Abigail
is indifferent between having ten apples and having a bundle of two apples
and four pairs, and Brian between ten pears and a bundle with five apples
and three pears, then the current state of economy is no better off than one
that could be achieved with only seven apples and seven pears. Thus society
is squandering three apples and three pears, as they add nothing to consumer
welfare. If no smaller bundle can achieve the same level of consumer welfare
as the current state of economy, then the coefficient of resource utilization in
this case is 0.7.

Importantly, the fact that we choose ρ to be the minimal coefficient renders
the new state of the economy—in which nobody is worse off than in the mo-
nopolized state Pareto optimal relative to the reduced resource endowment.
Recall our discussion earlier that the inefficiency of monopoly could be viewed
as using up more than necessary amounts of resources to achieve a particu-
lar utility level. Then the natural benchmark for a monopolized economy is
the Pareto optimal economic state that uses the least amount of resources
but produces the same or higher level of consumer satisfaction; specifically,
society’s endowment in the new state will be exactly ρ× total resources. The

21 Debreu [Deb51] analyzes economic loss associated with nonoptimal economic
states and identifies three kinds of inefficiencies in economic systems. Only one
need concern us here: “imperfection of economic organization such as monopo-
lies or indirect taxation or a system of tariffs.” To measure the economic loss,
he posits a cost-minimization problem dual to Pareto’s maximization of social
welfare.

22 An attentive reader might reason that this measure actually offers a lower bound
of the social cost since applying the same ρ across all resources is constraining.
Indeed, if we can determine the minimum level of resources necessary to achieve
the same utility level without imposing the same proportion of reduction across
all resources, the measure of social cost might be greater. Nevertheless, there is
no guarantee that such minimum bundle of resources is uniquely determined. The
coefficient of resource utilization provides the benefit that such a level necessarily
exists and is uniquely determined.
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associated economic cost indicates the inefficiency due to monopolization and
can be converted into a dollar amount.

This cost is indicated in Figure 4.23 The original production possibility
frontier (“PPF”) can be thought of as a social budget constraint. α1 is the
given state of economy, and α2 is an alternative state that lies on the commu-
nity indifference curve and is tangent to the counterfactual PPF. The coun-
terfactual PPF represents the PPF produced with “minimal” social resources
and yet is tangent to the community indifference curve, meaning every in-
dividual in the community is indifferent between the current state and the
counterfactual state.

Of course, this notion of economic cost would have meaning only insofar as
the relevant benchmark is actually achievable. After all, one of the reasons for
which we are not satisfied with the deadweight loss triangle as the measure of
the cost of monopoly was that the counterfactual was not an achievable state
of economy. This is where the second welfare theorem of general equilibrium
theory comes in, which tells us that every Pareto optimal economic state can
be realized as a competitive equilibrium with lump sum transfers of income
between households (see Mas-Colell et al. [MWG95]). As a result, using only
ρ× total resources and with lump sum transfers, society can achieve the de-
sired Pareto optimal state. Hence a benevolent social planner with perfect
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23 We thank T.N. Srinivasan for suggesting this diagram.
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information could achieve our counterfactual while he cannot achieve the per-
fect competition benchmark. In addition, the resulting measure of social cost
provides the added benefit of assuming only ordinal measures of utility. We
need no longer assume either that a dollar is worth the same to everyone or
that utility functions can be aggregated across consumers. Adding up the cost
of resources too makes sense with this framework since we are not equating
these economic costs with gains or losses in individual utility levels. Our task
thus reduces to estimating ρ and the amount of resources wasted in a given
monopoly state.

Before we go on, we want to make an important observation. Our exclusive
focus on Pareto optimality seems to ignore the welfare of the producers, and
this may appear to be inconsistent with the original concern for social surplus,
which includes both consumer surplus and producer surplus. Not so. If one
were to make an analogy at all, general equilibrium theory’s notion of Pareto
optimality should be compared with partial equilibrium theory’s notion of
social surplus, not consumer surplus. This is because in general equilibrium
theory, consumers own the firms, and thus the firm’s profits are distributed
back to the consumers according to their shares of ownership. Firm decisions
are made so as to maximize the welfare of consumer–shareholders, and there
are no personas associated with the producers.

4 A Two-Sector Model and Cost-minimizing Equilibria

We now formalize our idea and illustrate the computation of ρ with a two-
sector general equilibrium model.24 By now, we hope the motivation for having
a two-sector model is clear to the readers: if the cost of monopoly in an in-
dustry can only be analyzed in relation to another industry that shares the
same factor inputs, a proper analysis of the social cost must include at least
two sectors. While our model can be generalized to accommodate multiple
sectors, we only really need two sectors in order to convey the main ideas
effectively. There are two consumers, two commodities, two firms, and two
factors of production.25 We make the standard assumptions from microeco-
nomic theory. Consumers have smooth, concave monotone utility functions

24 We formulate our model following Shoven and Whalley’s work [SW92]. The rele-
vant parts are Sections 3.2 and 3.3, and also Chapter 6, where the authors include
Arnold Harberger’s two-sector general equilibrium analysis of capital taxation.
This model can easily extend to three or more sectors.

25 This model is widely used in the applied fields of international trade and public fi-
nance where the focus is on general equilibrium comparative statics for policy eval-
uation. Also the data available such as national accounts and input-output data
are easily accommodated in a two-sector model. For readers unfamiliar with the
properties of the two-sector model, we recommend Shoven and Whalley [SW92].
Here we follow the notation in Brown and Heal [BH83].
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and endowments of capital and labor and shareholdings in firms; they max-
imize utility subject to their budget constraints and are price-takers in the
product and factor markets. Each firm produces a single output with a smooth
monotone and strictly quasi-concave production function. In equilibrium all
markets clear.

Competitive firms maximize profits and are price-takers in both the prod-
uct and competitive factor markets; they produce at minimum cost and price
output at marginal cost. Most of general equilibrium theory conventionally
assumes competitive markets in all sectors.26 In order to extend the paradigm
to encompass the existence of monopoly power, we introduce a new notion
of market equilibrium: firms with monopoly power have unspecified price-
setting rules for output—where the price of output is a function of the level
of the output (see Kreps [Kre90])—but are assumed to be cost-minimizing
price-takers in competitive factor markets.27 This means, for instance, that
Microsoft may have monopoly power in the software market but it still needs
to pay competitive wages for its employees. Meanwhile, in equilibrium they
make supra-competitive profits since the monopoly price exceeds the marginal
cost of production. Our analysis derives from a subtle but important dis-
tinction between price-setting profit-maximization—which we rejected—and
monopoly power, i.e., the power to raise price above the competitive level and
make supra-competitive profits.28 Both OPEC and Microsoft have monopoly
power under this definition and it seems reasonable to assume that both at-
tempt to produce output at minimum cost. But neither OPEC nor Microsoft
appears to be setting prices to maximize monopoly profits.

We denote the two consumers as x and y. The inputs or factors are capital
(K) and labor (L). The outputs or goods are natural gas (G) and electricity
(E). Each consumer has a utility function denoted Ux and Uy. Consumers are
endowed with capital and labor, which they provide to firms in exchange for
wages and rents; they also have shares in the ownership of the firm. Endow-
ments and shareholdings in firms for x and y are given by (Kx, Lx), (Ky, Ly);
(θxG, θxE), (θyG, θyE). Each firm has a production function, FG and FE . Let
K = Kx +Ky, and L = Lx +Ly. Let PG and PE denote the prices of natural
gas and electricity, and w and r denote the prices of labor and capital. Con-
sumers can freely trade goods with each other, but not their labor or capital
endowment; firms can freely trade factor inputs. We suppose that the gas
market is competitive but the electricity market is monopolized. Therefore

26 In fact, the Arrow–Debreu general equilibrium model, with its indeterminate
absolute price level, cannot accommodate price-setting, profit-maximizing firms.
See Cornwall [Cor77] and Bohm [Boh94].

27 “By pure monopoly is meant a case where one is confronted with a falling demand
curve for the commodity one sells, but with a horizontal supply curve for the
factors one has to buy for the production of the commodity; so that one sells as
a monopolist but buys in a perfect market” (Lerner [Ler37])

28 This latter definition is consistent with Lerner’s index [Ler37]. “If P = price and
C = marginal cost, then the index of the degree of monopoly power is (P – C)/P.”
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PG = MCG, the marginal cost of producing gas, and gas is produced with
constant returns to scale.

Let us consider how the economy operates. Consumers consume electricity
and gas to maximize their utility subject to their budget constraints. They
have several sources of income: wages from providing labor, interest on their
capital investment, and dividends from the firms’ shares, which are determined
by the firms’ profits. Therefore, we write the consumer’s problem as follows:

Consumer’s Problem

maxUi(Ei, Gi) subject to PEEi + PGGi ≤ Ii (1)

where Ii = wLi + rKi + θiG(PGG−wLG − rKG) + θiE(PEE −wLE − rKE)
and i = x, y.

Since utility increases in Ei and Gi, the weak inequality ends up binding. In
addition, since the gas market is competitive, the third term in the income
equation is zero. Meanwhile, firms minimize their cost of production given
their target levels of production.

Firm’s Problem

minwLj + rKj subject to Fj(Lj,Kj) = j, for j = E,G. (2)

Notice that these target levels are not necessarily determined by profit-
maximization motives. For monopoly or any other market structure it matters
not how the actual target levels are chosen; our methodology gives a measure
of inefficiency based on the observable production levels the firms choose and
market prices.

Now we give our definition of cost-minimizing market equilibrium.

Definition. A cost-minimizing equilibrium is then defined as a set of rela-
tive prices PE/w, PG/w and r/w; consumer’s demands for goods Ex, Gx and
Ey, Gy; firm’s demands for factors LE,KE and LG,KG; and output levels E
and G such that (i) consumers maximize their utility levels given the prices
of goods, (ii) firms make nonnegative profits and minimize their costs of pro-
duction given the prices of factor inputs; and (iii) all markets clear. That
is,

(1) Product Markets: EX + EY = E; GX +GY = G

(2) Factor Markets: LE + LG = L; KE +KG = K

(3) Nonnegative Profits: PEE ≥ wLE + rKE ; PGG = wLG + rKG.

An important result from general equilibrium theory is the set of conditions
necessary for Pareto optimality of the economy.29 We will first state them and
explain intuitively why these conditions are necessary:

29 For the intuition and derivation of these necessary conditions, see generally Bator
[Bat57].
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MRSx = MRSy (3)

MRTSE = MRTSG (4)

MRSx = MRT = MCG/MCE . (5)

To begin with, what can we say about a Pareto optimal state of the econ-
omy? At an optimal state, consumption should be efficient in the sense that
the consumers should not be able to trade their consumption goods with each
other and achieve a Pareto improvement. In addition, production should be
efficient in the sense that the firms should not be able to trade their factor
inputs and achieve a Pareto improvement on society’s production levels. And
finally, we also want to make sure the product-mix is efficient in the sense that
society should not elect to produce a unit of gas instead of some additional
amount of electricity if a consumer prefers more electricity to gas in his con-
sumption. The above conditions are simply abstractions of these intuitions.

MRSx refers to the marginal rate of substitution of electricity for gas for
x, and it represents the rate at which x is willing to give up electricity for gas,
holding his utility constant. This is also equal to the ratio of marginal utilities
for each good: MUx,G/MUx,E. The first condition says that at optimum, x’s
willing rate of substitution must equal that of y’s. Let us see why this is true.
Without loss of generality, suppose that MRSx = 2 and MRSy = 1 at some
point. This state cannot be optimal. x is willing to give up as much as 2 units
of electricity to obtain 1 unit of gas, and y is willing to make a one-to-one
trade and still able to maintain her current utility level. Then y can choose
to trade one unit of her gas to extract two units of electricity from x. This
exchange will not change x’s utility but will increase y’s utility since y would
have achieved the same level of utility with just one unit of electricity and
now she ends up with one extra unit. Since this is a strict improvement for
y without hurting x, the new state is a Pareto improvement to the original
state, contradicting our assumption that the current state is Pareto optimal.
Thus we must have MRSx = MRSy.

The second condition refers to the marginal rate of transformation, and the
analysis is similar to the first one. The marginal rate of technical substitution
measures the rate at which the firm can replace one input, say labor, by the
other, capital while maintaining the same production level. If MRTSE = 2,
this means, Firm E can produce the same amount of electricity while trading
in two units of labor for one unit of capital. It is then easy to see why we
need MRTSE = MRTSG at optimum. For example, if MRTSE = 2 and
MRTSG = 1, then Firm E can maintain its current production level by taking
one additional unit of capital and giving up two units of labor. Since Firm G
can trade at a one-to-one ratio and maintain its current level of production,
Firm G can increase its production level by offering one unit of its capita to
Firm E and receiving two units of labor. This is an overall improvement to
the current state, and thus it violates the optimal condition. Therefore, we
must have MRTSE = MRTSG at optimum.
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The third condition equates MRSx with MRT , the marginal rate of trans-
formation. MRT represents how many units of electricity must be sacrificed
in order for society produce gas; this incorporates the marginal costs of pro-
duction for both. That MRT should equal to the ratio of MCG and MCE

can be explained by the fact that is MCG the cost to society of producing one
additional unit of gas (by expending some combination of labor and capital)
and MCG the cost to society of producing one additional unit of electricity.
A more interesting question is why MRSx should equal MRT . If MRSx = 2
but MRT = 1, for example, that means x is willing to give up as much as 2
units of electricity to obtain 1 unit of gas. Since the costs to society are equal
for production of gas and production of electricity at the margin, it would
have been better to have forgone the production of the last unit of electricity
and instead devote this resource to producing an additional unit of gas. This
would have made x happier since his utility level would have been the same
with giving up two units of electricity and obtaining one unit of gas, but with
society’s alternate production plan he need only give up one unit of electricity
and obtain one unit of gas. Therefore, we need MRSx = MRT . Analogously,
MRSy = MRT and in the end society’s marginal rate of transformation
must be equal to the marginal rate of substitution for every consumer in the
economy.

In addition to these necessary conditions, we derive a few more condi-
tions from the consumers’ and the firms’ optimization problems. The firm’s
cost minimization problem relates the marginal rate of technology substitu-
tion with wages and rental rates. As for the consumer’s problem, since the
consumers make their consumption decisions based on the market prices, the
first-order condition from the consumers’ problem tells us that:

MUx,G/MUx,E = PG/PE . (6)

Since MRSx = MUx,G/MUx,E, if we combine (6) with (5), we have

PG/PE = MCG/MCE . (7)

And PG = MCG, since the market for gas is competitive. Hence for Pareto
optimality, we must also have

PE = MCE . (8)

It is in this sense that we should view marginal cost pricing not only as a
result of perfect competition but also as a necessary condition for society to
achieve Pareto optimality.

We now turn to the computation of ρ in this two-sector model. Suppose
the given economic state of the model is a cost minimizing market equilib-
rium where PE/PG 
= MCE/MCG, and suppose in equilibrium x consumes
(Êx, Ĝx) and y consumes (Êy , Ĝy). ρ is the minimum α between 0 and 1 where
the given two-sector model with reduced social endowments αK and αL can
produce sufficient electricity Ĕ and natural gas Ğ such that:
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Ux(Ĕx, Ğx) ≥ Ux(Êx, Ĝx) (9)

Uy(Ĕy, Ğy) ≥ Uy(Êy, Ĝy) (10)

Ĕx + Ĕy = Ĕ; Ğx + Ğy = Ğ (11)

Ĕ = FE(LE ,KE); Ğ = FG(LG,KG) (12)

LE + LG = αL; KE +KE = αK. (13)

These equations and inequalities define the optimization problem for de-
termining ρ and we can solve them using the Lagrange multiplier method.

We can illustrate this with Figure 5. The outputs (Ê, Ĝ) produced in
a cost minimizing market equilibrium lie on the PPF, as a consequence of
competitive factor markets and production at minimum cost. α1 is the output
(Ê, Ĝ) produced in the cost minimizing market equilibrium. α2 = (Ĕ, Ğ) and
satisfies (9)–(13). The social endowments used to produce α2 are ρK and ρL,
where K and L are the original social endowments of capital and labor. If the
slope of the PPF is P ∗

E/P
∗
G , then ρ is the ratio GN/G0 and the economic cost

is (1−ρ)[wL+ rK].30 The existence of such α is guaranteed since solutions to

30 This computation is given in Brown and Wood [BW04].
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(9)–(13) are guaranteed for α = 1 by virtue of the existing market allocations.
The uniqueness is also assured since we choose the minimal such α. In practice,
ρ must be estimated from market data, and in Section 6 we show how this is
done.

A natural question at this point is how this dollar amount would compare
to the dollar amount of the deadweight loss triangle. As it turns out, there are
no systematic relationships between these two figures. The economic wastes
from the applied general equilibrium model can be lower, higher, or equal to
the dollars corresponding to the deadweight loss costs.

Before we conclude this section, we make a side remark. We showed above
thatmarginal cost pricing was a necessary condition for Pareto optimality.
Supra-competitive pricing, of course, is not the only instance where (8) is vio-
lated: firms practicing predatory pricing violate (8) also by artificially setting
prices below marginal costs. Thus, this perspective on marginal cost pricing
illuminates an important aspect of predatory pricing: the harm in predatory
pricing is that by selling goods at a price below marginal cost, the firm destroys
Pareto optimality in society in much the same way monopoly pricing does.
This observation challenges the current approach towards predatory pricing
in antitrust law established in Brooke Group Ltd. v. Brown & Williamson
Tobacco Corp.31 Under this standard, an incumbent monopolist cannot be
held liable for predatory pricing unless plaintiff can show not only that the
monopolist priced goods below marginal cost but also that the monopolist
had a reasonable prospect of recouping the incurred costs. Judge Easterbrook
reasoned in another case that “if there can be no ‘later’ in which recoupment
could occur, the consumer is an unambiguous beneficiary even if the current
price is less than the [marginal] cost of production.”32 Our model shows that
a monopolist who practices predatory pricing incurs social cost even absent
the prospect of driving out competition or the prospect of recouping the costs.
This symmetry between monopoly pricing and predatory pricing should not
come as a surprise in light of the fact that predatory pricing, too, offers con-
sumers false alternatives in terms of consumption goods, just as monopoly
pricing does. Due to the lowered pricing, consumers may elect to consume a
particular good over another even though the consumed good may be more
costly to produce.

5 Application to the Grinnell Test

In this section, we consider how we can implement our model to measure
monopoly power. One definition of monopoly power in the literature of an-
titrust economics is the existence of substantial market power for a significant

31 509 U.S. 209 (1993).
32 A.A. Poultry Farms, Inc. v. Rose Acre Farms, Inc., 881 F.2d 1396, 1401 (7th Cir.

1989).
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period of time. For cases involving Section 2 of the Sherman Act, courts use
the Grinnell test: the offender must have both “(1) the possession of monopoly
power in the relevant market and (2) the willful acquisition or maintenance of
that power as distinguished from growth or development as a consequence of
a superior product, business acumen, or historic accident.”33 The determina-
tion of the second element depends on the intent of the monopolist and will
necessarily turn on the factual background of the case; the court will have
to look at the business practice and exclusionary conduct. The first element,
however, is an empirical question and its determination must turn on the his-
tory of price and demand data over a period of time. That is, in order for the
courts to apply the Grinnell test they must review a history of the alleged
monopolist’s pricing behavior to ascertain the existence of monopoly power.
The difficulty with inference of monopoly power is that neither the cost curves
nor the demand curves are generally known; market data only provide us with
the equilibrium behaviors of consumers and firms. Nonetheless we can com-
bine some of the results from advanced microeconomic theory with our model
to determine the existence of monopoly power.

Let us consider how this would work and what it is that we want to find.
If a given industry is relatively competitive, then the price will be close to the
marginal cost, the social cost from the firms’ behavior will be small and the re-
sulting ρ will be close to 1. If we can calculate ρ and find that it is significantly
smaller than 1, then this is evidence that the market is not competitive, and
we can infer monopoly power accordingly. But in order to calculate ρ, we must
solve the minimization problem defined by Equations (9)–(13) and we have
neither the utility functions nor the firm’s production functions to work with.
Instead we only have a history of market data, which tells us how consumers’
behaviors34 have changed over time with firms’ varying prices and how firms’
production levels have changed over time with varying factor prices. Since
these data only provide us with the equilibrium behaviors, they are incom-
plete in that the utility functions of consumers and the production functions
of firms are not observable. Microeconomic theory tells us how we can use ob-
served equilibrium consumptions, factor demands of firms and market prices
to approximate these functions from the equilibrium inequalities. At this point
we can solve the problem defined by (9)–(13) and impute the economic costs
of monopolization in terms of Debreu’s coefficient of resource utilization.

The equilibrium inequalities consists of: the Afriat inequalities for each
consumer; her budget constraint in each observation; Varian’s cost minimiz-
ing inequalities for each firm; the market clearing conditions for the goods
and factor markets in each observation; and the nonnegative profit conditions
for each firm in each observation.35 The Afriat inequalities follow from the
Consumer’s Problem in (1) and consist of a finite number of linear inequali-

33 United States v. Grinnell Corp., 384 U.S. 563, 570-71 (1966).
34 We assume these data are available at the household level.
35 For discussions on Afriat’s and Varian’s inequalities, see Afriat [Afr67] and Var-

ian [Var82]. The Afriat’s inequalities and the Varian’s inequalities have been em-
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ties derived from a finite number of observations on a consumer’s demands.
Suppose we are given a history of demand pattern x1,x2, ...,xn at market
prices p1,p2, ...,pn. Each xi is a bundle of goods at the household level, and
each pi is a vector of prices. We say that the Afriat inequalities are solvable
if there exist a set of utility levels and marginal utilities of income for each
observation, {(V1, λ1), ..., (Vn, λn)}, such that given any pair of observations,
i and j, we have

Vi ≤ Vj + λjpj · (xi − xj) and Vj ≤ Vi + λjpi · (xj − xi). (14)

Afriat’s celebrated theorem is that if we can find the solutions to these Vi and
λi, then we can find a concave, monotonic and continuous utility function
U(x) such that U(xi) = Vi and rationalizes the data.

Varian’s cost minimizing inequalities use a similar concept. They follow
from the Firm’s Problem from (2) and consist of a finite number of linear
inequalities derived from a finite number of observations on a firm’s outputs
f1, f2, ..., fn; factor demands: y1,y2, ...,yn; and factor prices: q1,q2, ...,qn.
Varian showed that if we can find a set of numbers, {β1, ..., βn},36 such that
given any pair of observations, i and j, we have

fi ≤ fj + βjqj · (yi − yj) and fj ≤ fi + βiqi · (yj − yi), (15)

then we can construct a continuous, monotonic, quasi-concave cost function
such that the firm’s decisions are consistent with the cost-minimization prob-
lem.37

We can combine these results with our model to estimate ρ from market
data. Given a history of observations on the two-sector model, the equilibrium
inequalities are solvable linear inequalities in the utility levels and marginal
utilities of households and the marginal costs of firms, for parameter values
given by the observed market data—that is, market prices, factor endowments,
consumption levels, and share holdings in firms—if and only if this is a his-
tory of cost minimizing market equilibria. The solution determines a utility
function for each household and a production function for each firm that is
consistent with the market data in each observation. Using these utility func-
tions and production functions we can solve the minimization problem for ρ
defined by equations (9)–(13).

pirically tested in financial markets. See Bossaerts et al. [BPZ02] and Jha and
Longjam [JL03].

36 βi turns out to be the reciprocal of the marginal cost at each observation.
37 A production function f is said to rationalize the data if for all i, fi(yi) = fi

and fi(y) ≥ fi(yi) implies qi
i · y > qi

i · yi. That is, y minimizes the cost over
all bundles of factors that can produce at least fi. Varian’s theorem is that the
cost minimizing inequalities are solvable if and only if there exists a continuous
monotonic quasi-concave, i.e., diminishing marginal rate of substitution along any
isoquant, function that rationalizes the data. See Varian [Var82].
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6 Conclusion

In this Article, we join with Robert Bork and William Baxter in propos-
ing Pareto optimality as the embodiment of the goals of antitrust law. As
such, it implicitly defines the proper benchmark for assessing the social cost
of monopoly as the Pareto optimal state that utilizes minimal economic re-
sources to provide the same level of consumer satisfaction as realized in the
monopolized state. These wasted real resources provide a measure of the social
cost of monopoly free from the vagaries of the social surplus measure used in
conventional deadweight loss analysis of monopoly pricing, such as assuming
a constant and equal marginal utility of income across consumers. Our model
uses applied general equilibrium theory, which allows for the effects of monop-
olization on multiple sectors in the economy, an empirical determination, in a
series of historical observations, of allegations of monopoly power, as required
by the Grinnell test, and a reappraisal of predatory pricing.
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1 Introduction

Numerical specifications of applied microeconomic general equilibrium models
are inherently indeterminate. Simply put, there are more unknowns (param-
eters) than equations (general equilibrium restrictions). Calibration of pa-
rameterized numerical general equilibrium models resolves this indeterminacy
using market data from a “benchmark year”; parameter values gleaned from
the empirical literature on production functions and demand functions; and
the general equilibrium restrictions. The calibrated model allows the simula-
tion and evaluation of alternative policy prescriptions, such as changes in the
tax structure, by using Scarf’s algorithm or one of its variants to compute
counterfactual equilibria. Not surprisingly, the legitimacy of calibration as a
methodology for specifying numerical general equilibrium models is the sub-
ject of an ongoing debate within the profession, ably surveyed by Dawkins et
al. [DSW00]. In their survey, they briefly discuss multiple calibration. That
is, choosing parameter values for numerical general equilibrium models con-
sistent with market data for two or more years. It is the implications of this
notion that we explore in this paper.

Our approach to counterfactual analysis derives from Varian’s unique in-
sight that nonparametric analysis of demand or production data admits ex-
trapolation, i.e., “given observed behavior in some economic environments,
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we can forecast behavior in other environments,” Varian [Var82, Var84]. The
forecast behavior in applied general equilibrium analysis is the set of counter-
factual equilibria.

Here is an example inspired by the discussion of extrapolation in Var-
ian [Var82], illustrating the nonparametric formulation of decidable coun-
terfactual propositions in demand analysis. Suppose we observe a consumer
choosing a finite number of consumption bundles xi at market prices pi, i.e.,
(p1, x1), (p2, x2), ..., (pn, xn). If the demand data is consistent with utility max-
imization subject to a budget constraint, i.e., satisfies GARP, the generalized
axiom of revealed preference, then there exists a solution of the Afriat inequal-
ities, U , that rationalizes the data, i.e., if pi · x ≤ pi · xi then U(xi) ≥ U(x)
for i = 1, 2, ..., n, where U is concave, continuous, monotone and nonsatiated
(Afriat [Afr67], Varian [Var83]). Hence we may pose the following question
for any two unobserved consumption bundles x̄ and x̂: Will x̄ be revealed
preferred to x̂ for every solution of the Afriat inequalities? An equivalent for-
mulation is the counterfactual proposition: x̄ is not revealed preferred to x̂ for
some price vector p and some utility function U , which is a solution of the
Afriat inequalities on (p1, x1), (p2, x2), . . . , (pn.xn).

This proposition can be expressed in terms of the solution set for the
following family of polynomial inequalities: The Afriat inequalities for the
augmented data set (p1, x1), (p2, x2), ..., (pn, xn), (p, x̂) and the inequality
p · x̄ > p · x̂, where p is unobserved. If these inequalities are solvable, then the
stated counterfactual proposition is true. If not, then the answer to our original
question is yes. Notice that n of the Afriat inequalities are quadratic multi-
variate polynomials in the unobservables, i.e., the product of the marginal
utility of income at x̂ and the unknown price vector p.

We extend the analysis of Brown and Matzkin [BM96], where the Wal-
rasian equilibrium inequalities are derived, to encompass the computation of
counterfactual equilibria in Walrasian economies.

2 Economic Models

Brown and Matzkin [BM96] characterized the Walrasian model of compet-
itive market economies for data sets consisting of a finite number of obser-
vations on market prices, income distributions and aggregate demand. The
Walrasian equilibrium inequalities, as they are called here, are defined by the
Afriat inequalities for individual demand and budget constraints for each con-
sumer; the Afriat inequalities for profit maximization over a convex aggregate
technology; and the aggregation conditions that observed aggregate demand
is the sum of unobserved individual demands. The Brown–Matzkin theorem
states that market data is consistent with the Walrasian model if and only if
the Walrasian equilibrium inequalities are solvable for the unobserved utility
levels, marginal utilities of income and individual demands. Since individual
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demands are assumed to be unobservable, the Afriat inequalities for each con-
sumer are quadratic multivariate polynomials in the unobservables, i.e., the
product of the marginal utilities of income and individual demands.3

We consider an economy with L commodities and T consumers. Each agent
has RL

+ as her consumption set. We restrict attention to strictly positive mar-

ket prices S = {p ∈ RL
++ :

∑L
i=1 pi = 1}. The Walrasian model assumes that

consumers have utility functions ut : RL
+ → R, income It and that aggregate

demand x̄ =
∑T

t=1 xt, where

ut(xt) = max
p·x≤It,x≥0

ut(x).

Suppose we observe a finite number N of profiles of incomes of consumers
{Ir

t }Tt=1, market prices pr and aggregate demand x̄r, where r = 1, 2, ..., N ,
but we do not observe the utility functions or demands of individual con-
sumers. When are these data consistent with the Walrasian model of aggre-
gate demand? The answer to this question is given by the following theorems
of Brown and Matzkin [BM96].

Theorem 1 (Theorem 2, Brown–Matzkin). There exist nonsatiated, con-
tinuous, strictly concave, monotone utility functions {ut}Tt=1 and {xr

t}Tt=1,

such that ut(x
r
t ) = maxpr ·x≤Ir

t
ut(x) and

∑T
t=1 x

r
t = x̄r, where r = 1, 2, ..., N ,

if and only if ∃ {ûr
t}, {λr

t} and {xr
t}for r = 1, ..., N ; t = 1, ..., T such that

ûr
t < ûs

t + λs
tp

s · (xr
t − xs

t ) (r 
= s = 1, ..., N ; t = 1, ..., T ) (1)

λr
t > 0, (t = 1, 2, . . . T ; r = 1, 2, . . .N) (2)

ûr
t > 0 and xr

t ≥ 0 (r = 1, ..., N ; t = 1, ..., T ) (3)

pr · xr
t = Ir

t (r = 1, ..., N ; t = 1, ..., T ) (4)

T
∑

t=1

xr
t = x̄r (r = 1, ..., N) (5)

Equations (1), (2) and (3) constitute the strict Afriat inequalities; (4) de-
fines the budget constraints for each consumer; and (5) is the aggregation
condition that observed aggregate demand is the sum of unobserved individ-
ual consumer demand. This family of inequalities is called here the (strict)
Walrasian equilibrium inequalities. 4 The observable variables in this system
of inequalities are the Ir

t , pr and x̄r, hence this is a nonlinear family of mul-
tivariate polynomial inequalities in unobservable utility levels ûr

t , marginal
utilities of income λr

t and individual consumer demands xr
t .

3 The Afriat inequalities for competitive profit maximizing firms are linear given
market data—see Varian [Var84]. Hence we limit our discussion to the nonlinear
Afriat inequalities for consumers.

4 Brown and Matzkin call them the equilibrium inequalities, but there are other
plausible notions of equilibrium in market economies.
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The case of homothetic utilities is characterized by the following theorem
of Brown and Matzkin [BM96].

Theorem 2 (Theorem 4, Brown–Matzkin). There exist nonsatiated, con-
tinuous, strictly concave homothetic monotone utility functions {ut}Tt=1 and

{xr
t}Tt=1 such that ut(x

r
t ) = maxpr·x≤Ir

t
ut(x) and

∑T
t=1 x

r
t = x̄r

t , where
r = 1, 2, ..., N if and only if ∃{ûr

t} and {xr
t} for r = 1, ..., N ; t = 1, ..., T

such that

ûr
t < ûs

t

ps · xr
t

ps · xs
t

(r 
= s = 1, ..., N ; t = 1, ..., T ) (6)

ûr
t > 0 and xr

t ≥ 0 (r = 1, ..., N ; t = 1, ..., T ) (7)

pr · xr
t = Ir

t (r = 1, ..., N ; t = 1, ..., T ) (8)

T
∑

t=1

xr
t = x̄r (r = 1, ..., N) (9)

Equations (6) and (7) constitute the strict Afriat inequalities for homothetic
utility functions.

The Brown–Matzkin analysis extends to production economies, where
firms are price-taking profit maximizers. See Varian [Var84] for the Afriat
inequalities characterizing the behavior of firms in the Walrasian model of a
market economy.

3 Algorithms

An algorithm for solving the Walrasian equilibrium inequalities constitutes
a specification test for multiple calibration of numerical general equilibrium
models, i.e., the market data is consistent with the Walrasian model if and
only if the Walrasian equilibrium inequalities are solvable.

In multiple calibration, two or more years of market data together with
empirical studies on demand and production functions and the general equi-
librium restrictions are used to specify numerical general equilibrium models.
The maintained assumption is that the market data in each year is consis-
tent with the Walrasian model of market economies. This assumption which
is crucial to the calibration approach is never tested, as noted in Dawkins et
al.

The assumption of Walrasian equilibrium in the observed markets is
testable, under a variety of assumptions on consumer’s tastes, using the nec-
essary and sufficient conditions stated in Theorems 1 and 2 and the market
data available in multiple calibration. In particular, Theorem 2 can be used
as a specification test for the numerical general equilibrium models discussed
in Shoven and Whalley [SW92], where it is typically assumed that utility
functions are homothetic.
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If we observe all the exogenous and endogenous variables, as assumed by
Shoven and Whalley, then the specification test is implemented by solving
the linear program, defined by (1), (2), (3), (4) and (5) for utility levels and
marginal utilities of income or in the homothetic case, solving the linear pro-
gram defined by (6), (7), (8), and (9) for utility levels.

If individual demands for goods and factors are not observed then the
specification test is implemented using the deterministic algorithm presented
here.

Following Varian, we can extrapolate from the observed market data avail-
able in multiple calibration to unobserved market configurations. We simply
augment the equilibrium inequalities defined by the observed data with addi-
tional multivariate polynomial inequalities characterizing possible but unob-
served market configurations of utility levels, marginal utilities of income, in-
dividual demands, aggregate demands, income distributions and equilibrium
prices. Counterfactual equilibria are defined as solutions to this augmented
family of equilibrium inequalities.

In general, the Afriat inequalities in this system will be cubic multivariate
polynomials because they involve the product of unobserved marginal utili-
ties of income, the unobserved equilibrium prices and unobserved individual
demands. If the observations include the market prices then the Afriat in-
equalities are only quadratic multivariate polynomials in the product of the
unobserved marginal utility of income and individual demand. We now present
the determinisitic algorithm for the quadratic case.

3.1 Deterministic Algorithm

The algorithm is based on the simple intuition that if one knows the order
of the utility levels over the observations for each consumer, then all we have
to do is to solve a linear program. We will enumerate all possible orders and
solve a linear program for each order. An important point is that the number
of orders is (N !)T , where, N is the number of observations and T the number
of agents. Hence the algorithm will run in time bounded by a function which
is polynomial in the number of commodities and exponential only in N and
T . In situations involving a large number of commodities and a small N , T ,
this is very efficient. Note that trade between countries observed over a small
number of observations is an example.

Consider the strict Afriat inequalities (1), (2) and (3) of Theorem 1.
Since the set of ûr

t for which there is a solution to these inqualities is an
open set, we are free to add the condition: No two ûr

t are equal. This technical
condition will ensure a sort of “non-degenracy.” Under this condition, using
the concavity of the utility function, it can be shown that (1) and (2) are
equivalent to

ûr
t > ûs

t ⇒ ps · xr
t > psxs

t (r 
= s = 1, ..., N ; t = 1, ..., T ). (10)
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The system (10) is not a nice system of multivariate polynomial inequal-
ities. But now, consider a fixed consumer t. Suppose we fix the order of the
{ûr

t : r = 1, 2, . . .N}. Then in fact, we will see that the set of feasible consump-
tion vectors for that consumer is a polyhedron. Indeed, let σ be a permuation
of {1, 2 . . .N}. σ will define the order of the {ûr

t : r = 1, 2, . . . , N}; i.e., we
will have

û
σ(1)
t < û

σ(2)
t < · · · < û

σ(N)
t . (11)

Then define P (σ, It) to be the set of x = (x1
t , x

2
t , ..., x

N
t ) satsifying the follow-

ing:
xr

t ∈ RL
++ (12)

pσ(s) · xσ(r)
t > pσ(s)x

σ(s)
t N ≥ r > s ≥ 1 (13)

pr · xr
t = Ir

t 1 ≤ r ≤ N (14)

Lemma 1. P (σ, It) is precisely the set of (x1
t , x

2
t , ..., x

N
t ) for which there exist

λr
t , û

r
t satisfying (11) so that ûr

t , λ
r
t , x

r
t together satisfy (1), (2), (3) and (4).

Now, fix a set of T permutations—σ1, σ2, . . . , σT , one for each consumer.
We can then write a linear system of inequalities for P (σt, It) for t = 1, 2, . . . , T
and the consumption total (5). If this system is feasible, then there is a feasible
solution with the utilities in the given order. Clearly, if all such (N !)T systems
are infeasible, then there is no rationalization.

Remark. If for a particular consumer t,

p1

I1
t

≥ p2

I2
t

≥ · · · ≥ pN

IN
t

,

then, by Lemma 1 of Brown–Shannon [BS00], we may assume that the ur
t are

non-decreasing. For such a consumer, only one order needs to be considered.
Note that the above condition says that in a sense, the consumer’s income
outpaces inflation on each and every good.

A more challenging problem is the computation of counterfactual equilib-
ria. Fortunately, a common restriction in applied general equilibrium analysis
is the assumption that consumers are maximizing homothetic utility func-
tions subject to their budget constraints and firms have homothetic produc-
tion functions. A discussion of the Afriat inequalities for cost minimization
and profit maximization for firms with homothetic production functions can
be found in Varian [Var84]. Afriat [Afr81] and subsequently Varian [Var83]
derived a family of inequalities in terms of utility levels, market prices and
incomes that characterize consumer’s demands if utility functions are homoth-
etic. We shall refer to these inequalities as the homothetic Afriat inequalities.

Following Shoven and Whalley [SW92, p. 107], we assume that we observe
all the exogenous and endogenous market variables in the benchmark equi-
librium data sets, used in the calibration exercise. As an example, suppose
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there is only one benchmark data set, then the (strict) homothetic Afriat
inequalities for each consumer are of the form:5

U1 < λ2p2 · x1 and U2 < λ1p1 · x2

U1 = λ1I1 U2 = λ2I2

where we observe p1, x1 and I1. Given λ1 and λ2 we again have a linear
system of inequalities in the unobserved U1, U2, x2, p2 and I2. A similar set
of inequalities can be derived for cost minimizing or profit maximizing firms
with production functions that are homogenous of degree one.

3.2 VC algorithm

For the general case (with no assumptions on homotheticity or knowledge
of all price vectors) , we propose the “VC algorithm”; here we give a brief
description of this with details to follow. First, let y be a vector consisting
of marginal utilities of income and utility levels of each consumer in each
observation (so y ∈ Rk, where k = 2NT ). Let x be a vector comprising
the consumption vectors for each consumer in each observation (so x ∈ Rn,
where n = NTL). Finally, let z be a vector comprising the unknown price
vector in the case of the counterfactual proposition. Then our inequalities are
multivariate polynomials in the variables (x, y, z); but they are multi-linear
in the x, y, z. We would like to find a solution (x, y, z) in case one exists.
Suppose now that the proportion of all (x, y, z) which are solutions is some
δ > 0. A simple algorithm for finding a solution would be to pick at random
many (x, y, z) triples and check if any one of these solve the inequalities. The
number of trials we need is of the form 1/δ, In general, δ may be very small
(even if positive) and we have to do many trials. Instead consider another
parameter—ε defined by

ε = max y (proportion of (x, z) such that (x, y, z) solve the inequalities.)

Clearly, ε is always at least δ, but it is typically much larger. Using the con-
cept of Vapnik–Čherovenkis (VC) dimension, we will give an algorithm which
makes O(d/ε) trials, where d is the VC dimension of the VC class of sets de-
fined by our inequalities. We elaborate on this later, but remark here that d is
O(NT (logNTL)). Thus when at least one y admits a not too small proportion
of (x, z) as solutions, this algorithm will be efficient.

To develop the algorithm, we construct an ε-net—a small set S of (x, z)
such that with high probability, every set in the (x, z) space containing at least
ε proportion of the (x, z) ’s has an element of S. This ε-net is derived from
the VC-property of the Walrasian equilibrium inequalities. That is, Laskowski
[Las92b] has shown that any finite family of multivariate polynomial inequal-
ities in unknowns (x, y, z), defines a VC-class of sets. As is well known in
computational geometry, VC-classes imply the existence of “small” ε-nets.

5 Here we assume utility functions are homogenous of degree one.
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In our setting, at each point in the ε-net, the Walrasian inequalities define
a linear program in the y ’s , since the Walrasian equilibrium inequalities are
a system of multilinear polynomial inequalities. One of these linear programs
will yield a solution to our system. Of course, ε as defined above is not known
in advance. We just try first 1 as a value for ε and if this fails, we half it and
so on until we either have success or the value tried is small enough, whence
we may stop and assert with high confidence that for every y, the proportion
of (x, z) which solve the inequalities is very small. (This includes the case of
an empty set of solutions.) This algorithm is polynomial in the number of
variables and 1/ε. Now the details.

A collection C of subsets of some space χ picks out a certain subset E of a
finite set {x1, x2, ..., xn} ⊂ χ if E = {x1, ..., xn} ∩A for some A ∈ C. C is said
to shatter {x1, ..., xn} is C picks out each of its 2n subsets. The VC-dimension
of C, denoted V (C) is the smallest n for which no set of size n is shattered
by C. A collection C of measurable sets is called a VC-class if its dimension,
V (C), is finite.

Let y be a vector consisting of marginal utilities of income and utility
levels of each consumer in each observation (so y ∈ Rk, where k = 2NT ). Let
x be a vector comprising the consumption vectors for each consumer in each
observation (so x ∈ Rn, where n = NTL). Finally, let z be a vector comprising
the unknown price vector in the case of the counterfactual proposition (so
z ∈ RL). The Walrasian equilibrium inequalities (1) through (5) define a
Boolean formula Φ(x, y, z) containing s ∈ O(N2T +NTL) atomic predicates
where each predicate is a polynomial equality or inequality over n + k + L
variables—x, y, z. Here Φ is simply the conjunction of the inequalities (1)
through (5). For any fixed y, let Fy ⊆ Rn+L be the set of (x, z) such that
Φ(x, y, z) is satisfied then this is a VC-class of sets by Laskowski’s Theorem.
Let ε = maxy (proportion of (x, z) such that (x, y, z) solve the inequalities.)
Note that if the set of solutions has measure 0 (or in particular is empty),
then ε = 0.

Theorem 3 (Goldberg–Jerrum [GJ95]). The family {Fy : y ∈ Rk} has
VC-dimension at most 2k log2(100s).

The next proposition is a result from Blumer et al. [BEHW89].

Theorem 4. If F is a VC-class of subsets of X with VC-dimension d, and
ε, δ are positive reals and m ≥ (8d/εδ2) log2(13/ε), then a random6 subset
{x1, x2, ..., xm} of X (called a ε-net) satisfies the following with probabilty at
least 1− δ:

S ∩ {x1, ..., xm} 
= φ ∀S ∈ F with μ(S) ≥ ε.

For fixed x̄, z̄, the Walrasian equilibrium inequalities define a linear pro-
gram over y ∈ Rk

+. Hence each point in the ε-net defines a linear program in

6 Picked in independent, uniform trials.



Solving the Walrasian Equilibrium Inequalities 77

the y’s. Now, the random algorithm is clear: we pick a random set of m(x, z)
pairs, where ε is defined above and solve a linear program for each. For the
correct ε, we will succeed with high probability in finding a solution. We do
not know the ε a priori, but we use a standard trick of starting with ε = 1
and halving it each time until we have success or we stop with a small upper
bound on ε.

A preliminary version of the VC-algorithm was introduced in Brown and
Kannan [BK03]. But the bound here on the VC dimension using Theorem
5 and hence the running time are substantially better than those derived in
that report.
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Summary. Kreps–Porteus preferences constitute a widely used alternative to time
separability. We show in this paper that with these preferences utility maximization
does not impose any observable restrictions on a household’s savings decisions or
on choices in good markets over time. The additional assumption of a weakly sep-
arable aggregator is needed to ensure that the assumption of utility maximization
restricts intertemporal choices. Under this assumption, choices in spot markets are
characterized by a strong axiom of revealed preferences (SSARP).

Under uncertainty Kreps–Porteus preferences impose observable restrictions on
portfolio choice if one observes the last period of an individual’s planning horizon.
Otherwise there are no restrictions.
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1 Introduction

There is a large literature on testing individual demand data for consistency
with utility maximization (see, e.g., Afriat [Afr67], Varian [Var82], Chiappori
and Rochet [CR87]). In this literature, it is assumed that one observes how
an individual’s choices vary as prices and his income vary. However, data of
this sort can only be obtained through experiments. If one actually records
an individual’s actions in markets over time, these classical tests of demand
theory might be useless because they neglect the fact that an agent’s choices
today may be affected by his choice set tomorrow or his savings from previ-
ous periods. Tests of demand theory which use market data must be tests of
intertemporal choice models. If one assumes that all agents maximize time-
separable and time-invariant utility and if one only observes their choices in
spot markets (i.e., saving decisions or incomes are unobservable) the anal-
ysis in Chiappori and Rochet [CR87] remains valid and a strong version of
the strong axiom of revealed preferences (SSARP, see Chiappori and Rochet
[CR87]) is necessary and sufficient for data to be consistent with utility maxi-
mization. However, time separability is a very strong restriction on preferences
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which holds only if one assumes that preference orderings on consumption
streams from t = 1, ..., s are independent of an agent’s expectations on his
consumptions for the periods from s+ 1 onwards.

While it seems intuitively reasonable to argue that history independence
and time consistency together with some form of stationarity is enough to
ensure that an agent’s choice behavior is restricted by the assumption of utility
maximization, we show that this intuition is wrong and that the assumption of
Kreps–Porteus preferences [KP78] does not impose any restriction on observed
choices. It follows from our analysis that such widely used concepts as time
consistency or pay-off history independence are not testable if one does not use
experimental data but is confined to data on individual behavior in markets.

Uncertainty adds an additional dimension to the agent’s choice problem.
Risk aversion will generally impose restrictions on portfolio selection when
continuation utilities are identical across all possible next period states. The
question then arises to what extend these restrictions are observable. If one
observes the last period of an individual’s planning horizon, these restrictions
are reflected in the individual’s portfolio holdings coming into this last period.
However, if we assume that the last period is not observable, the assumption of
Kreps–Porteus preferences imposes no restrictions on portfolio selection even
when all off sample path choices as well as all probabilities are observable.

These negative results raise the questions under which conditions utility
maximization does impose restrictions on intertemporal choices. We derive
a sufficient (additional) condition on the aggregator function, which ensures
that the model is testable. If the aggregator function is weakly separable then
choices on spot markets must satisfy SSARP. If asset prices are unobservable,
SSARP is also sufficient for the choices to be rationalizable by a time-separable
utility function and the two specifications are therefore observationally equiv-
alent.

We develop our arguments for a finite horizon choice problem.
Without stationarity assumptions, as long as the number of observed

choices is finite, one cannot refute the conjecture that the agent maximizes
a Kreps–Porteus style utility function over an infinite horizon consumption
program. However, it seems natural to impose a Markov structure on the
infinite horizon problem and to confine attention to recursive utility of the
Epstein–Zin type [EZ89]. An extension of these results to the infinite horizon
problem is subject to future research.

The paper is organized as follows. In Section 2 we introduce the model
and some notation. Section 3 proves the main result and discusses its impli-
cations for a finite horizon choice problems, both under certainty and under
uncertainty.



Is Intertemporal Choice Theory Testable? 81

2 The Model

We consider an individual’s choice problem over T̄ + 1 periods, t = 0, ..., T̄
with uncertainty resolving each period. We take as given an event tree Ξ
with nodes ξ ∈ Ξ. Let ξ0 be the root node, i.e., the unique node without a
predecessor. For all other nodes, let ξ− be the unique predecessor of node ξ.
For all nodes ξ ∈ Ξ, let J (ξ) be the set of its immediate successors. Nodes
without successors, i.e., J (ξ) is empty, are called terminal nodes. Finally, we
collect all nodes which are possible at some period t in a set Nt and we denote
by M the total number of nodes in the event tree. We assume that M is finite.
For simplicity, we assume that there are no terminal nodes in anyNt for t < T .

At each node ξ there are J short-lived assets with asset j paying dj(ζ) ∈ R

at all nodes ζ ∈ J (ξ), its price being denoted by qj(ξ).
At each node ξ ∈ Ξ, the individual receives an exogenous income I(ξ) ∈

R+ (either from selling endowments or from transfers) and he is active in spot
and asset markets. He faces prices p(ξ) ∈ RL

++ and chooses a consumption
bundle c(ξ) ∈ RL

+.
The agent’s consumption decisions must be supported by portfolio choices

(θ(ξ))ξ∈Ξ , θ(ξ) ∈ RJ . All consumptions and portfolio choices (c(ξ), θ(ξ))ξ∈Ξ

must lie in the individual’s budget set which we define as

B ((p(ξ), q(ξ), d(ξ), I(ξ))ξ∈Ξ ) = {(c(ξ), θ(ξ))ξ∈Ξ : p(ξ)c(ξ) + q(ξ)θ(ξ) ≤ I(ξ)
+ θ(ξ−)d(ξ), c(ξ) ≥ 0 for all ξ ∈ Ξ}

where we normalize θ(ξ0−) := 0.
The agent attaches a positive probability to each node. Given a node

ζ ∈ Ξ and a direct successor ξ ∈ J (ξ), we denote by μ(ξ) the (unconditional)
probability of node ξ and by μ(ξ|ζ) the conditional probability of ξ given ζ.

We say that an agent’s utility function u : RLM
+ → R is of the Kreps–

Porteus type if u((c(ξ))ξ∈Ξ ) = vξ0, where vξ, utility at node is ξ recursively
defined by

vξ(c(ξ)) = W (c(ξ), μ(ξ))

with
μ(ξ) =

∑

ζ∈J (ξ)

π(ζ|ξ)vζ (c(ζ)) for all non-terminal ξ.

We will assume throughout that the aggregator W : RL
+ × R+ → R+ is

twice continuously differentiable, strictly increasing and strictly concave. We
normalize W (0, 0) = 0 and hence impose μ(ξ) = 0 for terminal nodes ξ.

We also impose two regularity conditions on the aggregator which are often
needed to extend the preference specification to infinite horizon problems (see,
e.g., Koopmans [Koo60] or Epstein and Zin [EZ89]).

LS1: The function W (·, ·) is bounded, i.e.,

sup
x∈RL

+,y≥0

W (x, y) <∞.
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LS2: The second partial derivative of W (·, ·) is bounded above by one, i.e.,

∂yW (x, y) < 1 for all x ∈ RL

In a slight abuse of notation we will refer to utility functions which satisfy
all of the above assumptions as ‘Kreps–Porteus utility’.

2.1 Observations

In order to make our main argument, we assume that we observe choices,
prices and incomes at periods t = 0, ..., T ≤ T̄ . Under uncertainty, we assume
that we observe these variables and all dividends all nodes ξ ∈ Nt, t = 0, ..., T
as well as all relevant probabilities (which might be known when we assume
objective laws of motion). In order to present our main argument as strong
as possible, we assume that all last period continuation utilities μ(ξ) for all
ξ ∈ NT are known (which might justified because they are all zero and it is
the last period of the individual’s planning horizon, i.e., T = T̄ ). When we
discuss our result below, we will assess how realistic these assumptions are.We
define Ω = ∪T

t=1Nt be the set of all observable nodes in the event tree. An
extended observation is then given by

O = ((c(ξ), θ(ξ), d(ξ), q(ξ), p(ξ), π(ξ))ξ∈Ω , (μ(ξ))ξ∈NT
).

The question is whether there are restrictions on this observations imposed
by the assumption of Kreps–Porteus utility. It is important to note that if one
does not observe an agent’s choices over his entire planning horizon (i.e., if
T̄ > T ) one is free to choose choices as well as prices, dividends and incomes
at all nodes which are not in Ω. We therefore have the following definition.

Definition 1. An extended observation

O = ((c(ξ), θ(ξ), d(ξ), q(ξ), p(ξ), π(ξ))ξ∈Ω , (μ(ξ))ξ∈NT
)

is said to be rationalizable by Kreps–Porteus utility if there exist c(ξ), θ(ξ),
p(ξ), q(ξ), I(ξ), d(ξ) for all ξ ∈ Ξ, ξ /∈ Ω and if there exists a Kreps–Porteus
utility function u(·) which is consistent with the probabilities (π(ξ))ξ∈Ω and
the last period continuation utilities μ(ξ), ξ ∈ NT such that

(c(ξ), θ(ξ))ξ∈Ξ ∈ arg max
c∈RLM

+ ,θ∈RJM

u(c)

such that
(c(ξ), θ(ξ)ξ∈Ξ ∈ B((p(ξ), q(ξ), (d(ξ), (I(ξ))ξ∈Ξ ).

It is well known that the absence of arbitrage is a necessary condition for
the agent’s choice problem to have a finite solution
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Definition 2. Prices and dividends (p(ξ), q(ξ), d(ξ))ξ∈Ξ preclude arbitrage if
there is no trading strategy (θ(ξ))ξ∈Ξ with θ0− = 0 such that if we define

Dθ(ξ) = θ(ξ−)d(ξ)− θ(ξ)q(ξ)
Dθ(ξ) ≥ 0 for all ξ ∈ Ξ and Dθ 
= 0.

We will assume throughout that the observed prices preclude arbitrage
and that the observed choices lie in the agent’s budget set. We also assume
that we never observe zero consumption, i.e., that c(ξ) 
= 0 for all ξ ∈ Ω
(although consumption of a given commodity might sometimes be zero, it
cannot be the case that the agent chooses to consume nothing at all) and
that the agent does not trade assets in the last period of his planning horizon,
θ(ξ) = 0 for all ξ ∈ NT̄ . Finally, we assume that μ(ξ) = 0 for terminal nodes
ξ ∈ NT̄ . These restrictions on observed choices are trivial restrictions and
follow directly from monotonicity.

3 Observable Restrictions

For our non-parametric analysis we need to derive Afriat inequalities [Afr67].
These non-linear inequalities completely characterize choices which are con-
sistent with the maximization of a Kreps–Porteus utility function.

Lemma 1. An extended observation

O = ((c(ξ), θ(ξ), d(ξ), q(ξ), p(ξ), π(ξ))ξ∈Ω , (μ(ξ))ξ∈NT
)

with all c(ξ) ∈ RL
++ is rationalizable by a Kreps–Porteus utility function if and

only if there exist positive numbers λ(ξ), η(ξ), γ(ξ), W (ξ))ξ∈Ω with γ(ξ) < 1
for all ξ ∈ Ω, with

η(ξ) =
∑

ζ∈J (ξ)

π(ζ|ξ)W (ζ)

for all ξ ∈ Nt, t < T such that

• for all ξ ∈ Nt, t < T,

λ(ξ)qj(ξ) = γ(ξ)
∑

ζ∈J (ξ)

π(ζ|ξ)λ(ζ)dj (ζ) for j = 1, ..., J (U1)

• for all ξ, ζ ∈ Ω,

W (ξ)−W (ζ) ≤ λ(ζ)p(ζ)(c(ξ) − c(ζ)) + γ(ζ)(η(ξ) − η(ζ)) (U2)

the inequality holds strict if c(ξ) 
= c(ζ) or if η(ξ) 
= η(ζ).

If for some node ξ ∈ Ω, the observed consumption, c(ξ), lies on the bound-
ary of RL

+ the conditions remain sufficient but are no longer necessary.
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Proof. For the necessity part, consider the agent’s first-order condition (which
are necessary and sufficient for optimality of interior choices):

At any node ξ ∈ Ξ,

∂cW (c(ξ), μ(ξ)) − λ(ξ)p(ξ) = 0

and

η(ξ)qj(ξ) =
∑

ζ∈J (ξ)

η(ζ)dj(ζ) for j = 1, ..., J and for all non-terminal ξ ∈ Ξ

where λ(ξ0) = η(ξ0) and where for all ξ 
= ξ0 ∈ Ξ,

λ(ξ) = λ(ξ−)
η(ξ)

π(ξ|ξ−)∂μW (c(ξ−), μ(ξ−))
.

Defining γ(ξ) = ∂μW (c(ξ), μ(ξ)), these first-order condition, together with
the assumption that W (·, ·) is concave and the usual characterization of con-
cave functions proves necessity: (1) stems from the second set of first-order
conditions and inequality (1) characterizes strict concavity of W (·), where the
first optimality condition is used to substitute for ∂cW . The assumption that
γ(ξ) < 1 for all ξ ∈ Ω follows from condition LS2.

For the sufficiency part, assume that the unknown numbers exist and sat-
isfy the inequalities. We can then construct a piecewise linear aggregator func-
tion following Varian [Var82].

Define

W (c, μ) = min
ξ∈Ω

{

U(ξ) +

(

λ(ξ)
γ(ξ)

)[(

p(ξ)c
μ

)

−
(

p(ξ)c(ξ)
η(ξ)

)]}

.

The resulting function is clearly concave and strictly increasing and the
function rationalizes the observation O. Furthermore, the approach in Chi-
appori and Rochet [CR87] can be used to construct a strictly concave and
smooth aggregator function. Their argument goes through without any mod-
ification.

Since γ(ξ) < 1 for all ξ it follows immediately that LS2 must hold. LS1
follows from the fact that all constructed numbers are finite.

When T < T̄ , we can construct future dividends, prices and consumptions
such that they are consistent with period T portfolio holdings and period
T continuation utilities. The key is to observe that for all possible observed
continuation utilities μ(ξ), ξ ∈ NT and for all last period portfolios θ(ξ),
ξ ∈ NT there will exist unobserved next period dividends to rationalize them.
�

We now use this characterization to show that the assumption of Kreps–
Porteus utility is in general not testable using only market data since it im-
poses very few restrictions on observed choices.
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Theorem 1. Any possible extended observation O for which μ(ξ) 
= μ(ζ) for
all nodes ξ 
= ζ ∈ NT can be rationalized by a Kreps–Porteus utility function.

The following lemma is crucial for the proof of the theorem. While the
lemma appears simple its proof turns out to be quite tedious.

Lemma 2. For any finite event tree Ω, probabilities (π(ξ))ξ∈Ω and positive
numbers η(ξ) for all terminal ξ ∈ Ω with η(ξ) 
= η(ζ) for all ξ 
= ζ there exist
a γ̄ > 0, (W (ξ), γ(ξ))ξ∈Ω , 1 > γ(ξ) ≥ γ̄ and W (ξ) > 0 for all ξ ∈ Ω as well
as a number δ > 0 such that

W (ζ)−W (ξ) + γ(ζ)(η(ξ) − η(ζ)) > δ for all ζ, ξ ∈ Ω (1)

with
η(ξ) =

∑

ζ∈J (ξ)

π(ζ|ξ)W (ξ) for all non-terminal ξ ∈ Ω.

Proof. We construct these number recursively. Let T denote the number of
periods in Ω, let m denote the number of nodes in Ω and fix some ε <
1/(m+ 2). Fix δ to ensure that 0 < δ < ε.

If nt = #Nt denotes the number of nodes at period t, we can define a
function ξt(i) by η(ξt(1)) < η(ξt(2)) < · · · < η(ξt(nt)). Since by assumption
η(ξ) 
= η(ζ) for all ξ, ζ ∈ NT , this function exists for t = T .

For T we can choose the associated γ(ξ) such that

1 = ε = γ(ξT (1)) = γ(ξT (2)) + ε = · · · = γ(ξT (nT )) + (nt − 1)ε.

Now choose W (ξT (1)) > η(ξT (nT )) and define for i = 2, ..., nT

W (ξT (i)) = W (ξT (i− 1)) + γ(ξT (i− 1))(η(ξT (i))− η(ξT (i = 1)))− δ.

Given (W (ξ), γ(ξ))ξ∈Nt
we can construct (η(ξ),W (ξ), γ(ξ)) for ξ ∈ Nt−1

as follows: For all ξ ∈ Nt−1, compute the new η(ξ) =
∑

ζ∈J (ξ) π(ζ|ξ)W (ζ).

One can choose δ to ensure that η(ξ) 
= η(ζ) for all ξ, ζ ∈ Nt−1 and that the
function ξt−1 is well defined. Then define

γ(ξt−1(i)) = γ(ξt−1(i− 1))− ε

and
γ(ξt−1(i)) = γ(ξt−1(i− 1))− ε for i = 2, ..., nt−1.

Also define

W (ξt−1(1)) = W (ξt(nt)) + γ(ξt(nt))(η(ξt−1(1))− η(ξt(nt)))− δ

and

W (ξt−1(i)) = W (ξt−1(i− 1)) + γ(ξt−1(i− 1))

× (η(ξt−1(i))− η(ξt−1(i− 1)))− δ for i = 2, ..., nt−1.
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We can repeat the construction up to W (ξ0), γ(ξ0). Since there are finitely
many nodes sufficiently small δ, ε can be found to ensure that for all t and
all ξ, ζ ∈ Nt, ηξ 
= ηζ . Furthermore, since W (·) is constructed as a piecewise
linear increasing and concave function inequalities (1) must hold. �

With this lemma, the proof of the theorem is very short.

Proof of Theorem 1. For any ε > 0 and γ̄ > 0, if for all ξ ∈ Ω, γ(ξ) ≥ γ̄,
one can find (λ(ξ))ξ∈Ω which solve (1) and which satisfy 0 < λ(ξ) < ε. This
follows from the absence of arbitrage and the fact that we can choose λ(ξ0)
without any restrictions. Therefore, for any δ > 0 and any observation on spot
prices and consumptions one can find λ(ξ) which satisfy (1) and for which

sup
ξ,ζ∈Ω

|λ(ξ)p(ξ)(c(ξ) − c(ζ))| < δ.

But now, Lemma 2 implies that inequalities (1) must hold as well since
inequalities (1) hold. �

3.1 Interpretation of the Main Theorem

We want to argue that Theorem 1 implies that the assumption of Kreps–
Porteus utility imposes no restriction on individual choice behavior.

The point is easiest to illustrate in a model with no uncertainty. In this
case, we can assume that one observes the behavior of an individual through-
out his lifetime and that there is a unique terminal node. There is a unique
ζ ∈ J (ξ) for all non-terminal ξ ∈ Ξ, π(ξ) = 1 and μ(ξ) = v(ζ). The assump-
tion that μ(ξ) is observable is justified if we assume that this terminal node
denotes the last period of the individual’s planning horizon. In this case, we
know that μ(ξ) = 0 and Theorem 1 immediately implies that the assump-
tion of Kreps–Porteus utility imposes no restrictions on individual choices in
markets.

Time Consistency

Following Strotz [Str56], there have been various attempts to formalize ‘dy-
namic inconsistency of preferences’, the human tendency to prefer immediate
rewards to later rewards in a way that our ‘long-run selves’ do not appreciate
(see e.g., Gul and Pesendorfer [GP01] and the references therein).

Many papers studying time-inconsistent preferences have also searched for
empirical proof that people have such preferences. It follows from Theorem
1 that it is impossible to find such empirical proof from observing individ-
uals’ choices in markets.1 Since Kreps–Porteus utility is time consistent by

1 The existence of external commitment devices and experimental evidence might
offer a different perspective.
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construction, this immediately implies that the assumption of time consis-
tency imposes no restriction on choices in markets. For any present-biased
preference specification and any resulting observation of choices there exists
a Kreps–Porteus utility function which yields exactly the same choices.

Uncertainty

In a model with uncertainty, Lemma 1 imposes a non-trivial restriction on
an extended observation. Theorem 1 is not applicable to all situation since it
requires that at different terminal nodes the continuation utilities are different.
If the last period of the model is interpreted as the end of an agent’s planning
horizon, it makes sense to assume that μ(ξ) = μ(ζ) = 0 for all terminal nodes
ξ and ζ. An example now shows that under this assumption portfolio choices
are restricted by the assumption of Kreps–Porteus utility.

Example 1. Consider a two-period model with two possible states in the
second period. The states are numbered 0 (today), 1, 2 and the probabilities
are π1 = π2 = 1/2. Assume for simplicity that there is only one good and that
the price of this good is one at each node. Assume that there are two arrow
securities, one paying one unit in state 1, the other paying one unit in state 2
and that q1 > q2. Suppose that c1 > c2 and that the portfolio choice satisfies
θ1 > θ2.

The observed portfolio choice is inconsistent with Lemma 1. Since c1 > c2,
by (1), λ2 > λ1. However, by (1) this implies that q1 < q2 — a contradiction.

While the example only shows that there are restrictions on portfolio
choices at time T − 1, there might also exist restrictions at other nodes. Con-
sider for example an economy with identical consumptions at all last period
nodes. This implies that μξ has to be identical for all ξ ∈ NT−1, i.e., in the
second to last period and Example 1 can be extended to this case.

However, in general, observed consumption will be different at all terminal
nodes, leading to different continuation utilities at different nodes at T − 1.
Theorem 1 then implies that Kreps–Porteus utility only imposes restrictions
on consumptions at T and portfolio choices at T −1 but on no other variables.

Moreover, it is clear that when period T is not the last period in the
individual’s planning horizon and it is impossible to observe μ(ξ) for ξ ∈ NT

there are no restrictions whatsoever on behavior.
Apart from the special case where last period’s choices are restricted, the

assumption of Kreps–Porteus utility therefore imposes no restrictions on in-
tertemporal choice under uncertainty.

Observability

If one observes a household’s choices throughout time it is unlikely that the
weak restrictions on last period choices are actually observable. While un-
der certainty it is conceivable that choices and prices are observable at every
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period, under uncertainty, one can only observe one sample path of an un-
derlying stochastic process. One has to make stationarity assumptions on the
underlying stochastic processes for prices and incomes to imbue the model
with empirical content. Under a stationarity assumption, one can estimate
the processes and one therefore knows prices, dividends and incomes at all
nodes of the event tree. However, while prices, dividends and incomes might
be stationary, the life cycle aspect of the agent’s finite horizon maximization
problem implies that choices are in general not stationary. Although given a
finite data set, it is always possible to construct an event tree and a stationary
process for prices, dividends and endowments such that the observed variables
form a sample path and the assumption of stationarity of the exogenous vari-
ables cannot be refuted, it is implausible that all variables jointly follow a
first-order Markov chain. Kreps–Porteus utility only imposes restrictions on
last period choices under these additional stationarity assumptions.

We also assume throughout that the agent evaluates uncertain income
streams according to the true (known) probabilities. While this might seem
like a very strong assumption, it is standard in the applied literature and it is
clear that without any assumption an agent’s beliefs, Theorem 1 will become
trivial. In this case the agent could put zero probability on all but one sample
path. If this happens to be the observed sample path, the model is the same
as under certainty.

3.2 Assumptions on the Aggregator

In order to obtain restrictions one has to make additional assumptions on
the aggregator function W (·, ·). One possibility is to require that the agents’
indifference curves over current consumption are identical at all nodes. For
this, we assume that W (x, z) can be written as F (w(x), z), where F : R+ ×
R+ → R is assumed to be increasing and concave and where w : RL

+ → R+ is
the concave and increasing utility function for spot consumption. We call this
aggregator function weakly separable. The assumption of weak separability
ensures that marginal rates of substitution between different spot commodities
are not affected by different future utilities. If there is only one good, i.e., L = 1
this assumption does not guarantee refutability. The assumption imbues the
model with empirical content for L > 1 because it restricts possible choices on
spot markets. There are many utility functions satisfying this assumption—
for example, any nesting of concave CES-utility functions will give rise to a
weakly separable aggregator.

The model is now testable. In fact, choices on spot markets together with
prices for commodities (p(ξ), c(ξ))ξ∈Ξ must satisfy the strong version of the
strong axiom of revealed preferences.

Definition 3 (Chiappori and Rochet [CR87]). (p(ξ), c(ξ))ξ∈Ω satisfies
SSARP if for all sequences {i1, ..., in} ⊂ Ω

pi1ci1 ≥ pi1ci2 , pi2ci2 ≥ pi2ci3 , ..., pin−1cin−1 ≥ pin−1cin
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implies
cin

= ci1 , or pin
(ci1 − cin

) > 0

and if for all ξ, ζ ∈ Ωp(ξ) 
= p(ζ) implies c(ξ) 
= c(ζ).

Chiappori and Rochet [CR87] show that in the context of static choice
SSARP is necessary and sufficient for the data to be rationalizable by a
smooth, strictly concave and strictly increasing utility function. In the in-
tertemporal context, SSARP implies that choices are rationalizable by a sep-
arable (time invariant) expected utility function if asset prices or portfolio
choices are unobservable.

We say that a utility function u(·) is time separable if it is Kreps–Porteus
and if there exists a β ∈ [0, 1] such that the aggregator can be written as

W (x, y) = w(x) + βy.

The following theorem is the main result of this section.

Theorem 2. The following statements are equivalent.

(a) An extended observation

O = ((c(ξ), θ(ξ), d(ξ), q(ξ), p(ξ), π(ξ))ξ∈Ω , (μ(ξ))ξ∈NT
)

which satisfies μ(ξ) 
= μ(ζ) for all nodes ξ 
= ζ ∈ NT and c(ξ) ∈ RL
++ for

all ξ ∈ Ω is rationalizable by a Kreps–Porteus utility function with weakly
separable aggregator.

(b) There are V (ξ), U(ξ) ∈ R+, λ(ξ) ∈ R++ and γ(ξ) ∈ R2
++ for all ξ ∈ Ω

such that,

(1) For all ξ ∈ Ω, ξ /∈ NT ,

q(ξ)λ(ξ) = γ2(ξ)
∑

ζ∈J (ξ)

d(ζ)π(ζ|ξ)λ(ζ) (2)

μ(ξ) =
∑

ζ∈J (ξ)

π(ζ|ξ)U(ζ).

(2) For all ξ 
= ζ ∈ Ω,

U(ξ) ≤ U(ζ) +

(

γ1

γ2

)[(

V (ξ)
μ(ξ)

)

−
(

V (ζ)
μ(ζ)

)]

(3)

as well as

V (ξ) ≤ V (ζ) +
λ(ζ)

γ1(ζ)
p(ζ) · (c(ξ) − c(ζ)). (4)

The inequality holds strict whenever c(ξ) 
= c(ζ).

(c) The prices and spot market choices (p(ξ), c(ξ))ξ∈Ω satisfy SSARP.
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(d) There exist asset prices (q̄(ξ))ξ∈Ω , incomes (Ī(ξ))ξ∈Ω and portfolio hold-
ings (θ̄(ξ))ξ∈Ω such that the observation (c(ξ), θ̄(ξ), d(ξ), Ī(ξ), q̄(ξ), p(ξ),
π(ξ))ξ∈Ω can be rationalized by a time-separable utility function.

Proof. The proof of Lemma 1 above implies that (a) is equivalent to (b). The
additional requirement of weak separability gives rise to the set of inequalities
(3) and (4). The crucial part of the proof is to show that (b) is equivalent to (c):
According to Afriat’s Theorem (see Chiappori and Rochet [CR87]) SSARP is
necessary and sufficient for the existence of numbers (V (ξ)), α(ξ)ξ∈Ω , α(ξ) > 0
which satisfy

V (ξ) − V (ζ) ≤ α(ζ)p(ζ)(c(ξ) − c(ζ)) (5)

for all ξ 
= ζ ∈ Ω, with the inequality holding strict for c(ξ) 
= c(ζ).
To show that (b) implies (c), we define α(ξ) = λ(ξ)/γ1(ξ) inequality (4)

then implies inequality (5).
For sufficiency, assume that there exist numbers (V (ξ)), α(ξ)ξ∈Ω , α(ξ) > 0

which satisfy (5).
We can then choose (γ1(ξ))ξ∈Ω small enough to ensure that inequality

(3) has a solution—this follows from the same argument as in the proof of
Theorem 1: We take the V (ξ) as given and construct γ2(ξ) analogous to the
number γ(ξ) in the previous proof. Since we do not impose restrictions on γ1(ξ)
except bounding them from above, it is easy to ensure that (λ(ξ))/(γ1(ξ)) =
α(ξ) by choosing λ(ξ) sufficiently small. Equality (2) can be satisfied because
all these inequalities are homogeneous in (λ(ξ))ξ∈Ω and impose no lower bound
on infξ∈Ω λ(ξ).

Finally, we have to show that (c) is equivalent to (d): The Afriatinequali-
ties for time separable utility are particularly easy. Inequalities (4) must hold
with γ1(ξ) = 1. Equation (2) must hold with γ2(ξ) = β. Therefore, the obser-
vation can be rationalized by a time-separable utility function if and only if
in addition to inequality (5) we also have

α(ξ)q(ξ) = β
∑

ζ∈J (ξ)

α(ζ)π(ζ|ξ)d(ζ).

Since we are free to choose the (q(ξ)), this can always be satisfied as long
as there is no arbitrage. Portfolio choices θ(ξ) and incomes I(ξ) must then be
chosen to ensure that the budget constraints are satisfied. �

It is important to point out that weakly separable Kreps–Porteus utility is
not observationally equivalent with time-separable utility if portfolio choices
are observable. In this case, time separability puts restrictions on portfolio
holdings—weakly separable Kreps–Porteus utility does not.

4 Conclusion

Assuming the existence of utility functions to explain the behavior of con-
sumers is standard in economics. In order to imbue models which use utility
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functions with empirical content one would hope that by watching the behav-
ior of individuals throughout their life, one can test the hypothesis that these
individuals maximize utility. However, we show in this paper that this is only
possible under additional assumptions on the utility function. Kreps–Porteus
utility with a weakly separable aggregator is one class of utility functions
which imposes restrictions on individual behavior. These restrictions can be
formulated in a tractable way one can test a large data set for consistency with
utility maximization (see Varian [Var82] for such tests). Without this addi-
tional assumption there are no restrictions and the theory cannot be tested
by observing the choices of a single individual. In this case, one needs to use
panel data and assume that similar individuals have identical preferences.

The situation is more complicated when there is no data on individual
choices and when one has examine restrictions on aggregate data. Brown and
Matzkin [BM96] show that there exist observable restrictions for the case
where one can observe how aggregate consumption varies as prices and the
income distribution vary. The criticism in this paper against traditional tests
of utility maximization which use individual data applies to the analysis in
Brown and Matzkin (which uses aggregate data) as well. In Kubler [Kub03], we
extend their analysis to a multi-period model where the observations consist
of a time series on aggregate data.
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Summary. This paper examines whether general equilibrium models of exchange
economies with incomplete financial markets impose restrictions on prices of com-
modities and assets given the stochastic processes of dividends and aggregate en-
dowments. We show that the assumption of time-separable expected utility implies
restriction on the cross-section of asset prices as well as on spot commodity prices.
However, a relaxation of the assumption of time separability will generally destroy
these restriction.
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1 Introduction

General equilibrium theory as an intellectual underpinning for various fields in
economics is often criticized for its lack of empirical content (see for example
[HH96]). While Brown and Matzkin [BM96] challenge this view by showing
that there are restrictions on the equilibrium correspondence, i.e., the map
from individual endowments to equilibrium prices, it is now well understood
that these restrictions only arise because individual incomes are observable
and that general equilibrium theory imposes few restrictions on aggregate
quantities and prices alone. There are no restrictions on the equilibrium set
[Mas77] and there are no restrictions on the equilibrium correspondence when
individual incomes are not observable and when the number of agents is suf-
ficiently large (see, e.g., [CEKP04] for a local analysis, but see also positive
results in [Sny04]).

However, in models with time and uncertainty there are various natural as-
sumptions on individual preferences which ensure that equilibrium prices can-
not be arbitrary for given aggregate endowments. When agents consume after
uncertainty about endowments is resolved, it is often assumed that they have
von Neumann–Morgenstern utility with common beliefs. It is well known since
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Borch [Bor62] that for this case, Pareto-optimality implies that agents’ opti-
mal consumptions are a non-decreasing function of aggregate resources only.
With complete financial markets competitive equilibria are Pareto-optimal
and possible equilibrium prices for state contingent consumption must there-
fore be anti co-monotone to aggregate endowments (see e.g., [LM94] or [Dan00]
for a detailed analysis of this case). There exist restrictions on the equilibrium
set for fixed aggregate endowments under the assumption that markets are
complete and agents maximize expected utility with homogeneous beliefs.

In this paper, we take this observation as a starting point and examine how
it generalizes to economies with multiple commodities per state, incomplete
financial markets, heterogeneous beliefs and several time periods.

Independently of complete financial markets and Pareto-optimality of com-
petitive equilibrium allocations the assumption of expected utility with homo-
geneous beliefs turns out to impose joint restrictions on aggregate variables
and cross-sectional asset prices.

In a multi-period model, when households maximize time-separable ex-
pected utility, restrictions from a two period model translate immediately to
restrictions at each node of the event tree. When agents’ expectations are
unknown and heterogeneous there are restrictions on asset prices, dividends
and aggregate endowments as long as beliefs are restricted to lie in some strict
subset of possible beliefs, i.e., subjective probabilities are bounded away from
zero.

In the light of the theoretical literature on equilibrium restrictions these
results are not necessarily surprising because time-separable expected utility
is a very strong assumption. However, under this strong assumptions, our
results show that there are restrictions on the equilibrium set—individual en-
dowments are not observed (as for example in [BM96]) but equilibrium prices
are restricted for given aggregate endowments. It is natural to ask whether
this is a property specific to time-separable expected utility. We show that a
slight relaxation of time separability is likely to destroy all these restrictions.
In particular, a model where agents maximize recursive utility imposes almost
no restrictions on aggregate data, even under fairly strong additional assump-
tions on the aggregator which ensure that individual choices in spot markets
have to satisfy the strong axiom of revealed preferences.

The paper is organized as follows. In Section 2 we give a short introduction
into the model and we define formally what we mean by ‘restrictions’. In
Section 3 we examine restrictions on the joint process of asset prices, spot
prices and aggregate endowments under the assumption of time-separable
expected utility. In Section 4 we argue that time-separability of the utility
functions is crucial for these results.
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2 The Model

We consider a standard multi-period general equilibrium model of an exchange
economy with incomplete financial markets (GEI model). This is a model with
several goods, uncertainty and T + 1 periods t = 0, ..., T . (For a thorough
description of the model see e.g., [DS86].) We model the uncertainty as an
event tree Ξ with X nodes ξ ∈ Ξ. We denote a node’s unique predecessor by
ξ− and the set of its successors by J (ξ). This set is empty for each terminal
node. We will denote the root node (the unique node without a predecessor)
by ξ0.

There are complete spot markets for L commodities at every node and we
denote commodity ℓ’s price at node ξ by pℓ(ξ). We assume that the price of
commodity one in non-zero at each node and normalize p1(ξ) = 1 for all ξ, so
that the first good is the numéraire commodity.

There are J real assets which we collect in a set J , with asset j paying dj(ξ)
units of good 1 at node ξ, its price being denoted by qj(ξ). We assume that all
assets are traded at all nodes (i.e., all assets are long-lived). We will remark
below on how the results change when we introduce one-period securities.

There areH agents which we collect in H. Each agent h has an endowment
eh ∈ RLX

++ , his consumption set is RLX
+ and his utility function is denoted by

uh : RLX
++ → R. Agent h’s portfolio holding at node ξ is denoted by θh(ξ) ∈ RJ

and his consumption by ch(ξ) ∈ RL
+. In order to simplify notation we will

sometimes use θh(ξ0−) to denote agent h’s portfolio holding in the beginning
of period 0.

We denote aggregate endowments at node ξ by e(ξ) =
∑

h∈H e
h(ξ).

We can define an equilibrium as follows.

Definition 1. A competitive equilibrium consists of good and asset prices
(p(ξ), q(ξ))ξ∈Ξ and of an allocation (ch(ξ), θh(ξ))h∈H

ξ∈Ξ such that: all markets
clear and agents maximize utility, i.e., for all ξ ∈ Ξ,

H
∑

h=1

(ch(ξ)− eh(ξ)) = 0) and
H
∑

h=1

θh(ξ) = 0.

For all h ∈ H,

(ch, θh) ∈ arg max
c∈RLX

+ ,θ∈RJX

uh(c) s.t.

p(ξ)c(ξ) + q(ξ)θ(ξ) ≤ p(ξ)eh(ξ) + θ(ξ−)(q(ξ) + d(ξ))

for all ξ ∈ Ξθ(ξ0−) = 0.

A necessary condition for prices to be equilibrium prices is the absence of
arbitrage opportunities.

Definition 2. Prices and dividends (p(ξ), q(ξ), d(ξ))ξ∈Ξ preclude arbitrage if
there is no trading strategy (θ(ξ))ξ∈Ξ with θ(ξ0−) = 0 such that if we define



96 Felix Kubler

D(ξ) = θ(ξ−)(d(ξ) + q(ξ))− θ(ξ)q(ξ),

D(ξ) ≥ 0 for all ξ ∈ Ξ and D 
= 0.

We want to investigate in this paper which assumptions on preferences
restrict competitive equilibrium prices and aggregate endowments beyond the
absence of arbitrage. We will assume throughout that prices preclude arbi-
trage.

2.1 Observable Restrictions

Given an event tree Ξ and H agents, a process of prices, aggregate endow-
ments and dividends (p(ξ), q(ξ), e(ξ), d(ξ))ξ∈Ξ is said to be rationalizable if
there exist specifications of agents utility functions, individual endowments
and individual consumptions such that these add up to aggregate endowments
and such that these individual consumptions maximize the agents’ utility func-
tions subject to the budget constraints. We will also refer to rationalizable
observations as consistent processes. Processes which are not rationalizable
are called inconsistent.

The main contribution of this paper is to provide assumptions on prefer-
ences which ensure that the model imposes restrictions on prices given aggre-
gate endowments and dividends.

This paper focuses on restrictions on prices and aggregate quantities al-
though, in addition to observing aggregate endowments, there might also be
cases where one can hope to observe individual incomes. From a theoretical
point of view this is an interesting question because there are no restrictions
on aggregate variables and prices without assumptions on preferences (when
individual incomes are observable, there are both local and global restric-
tions on the equilibrium correspondence since individual income effects are
observable—see [BM96, CEKP04]). The next step must be to examine stan-
dard assumptions on preferences in models with time and uncertainty and
evaluate to what extent they do impose restrictions.

From a more practical perspective, stochastic processes for individual in-
comes are difficult to estimate. For example, the question whether shocks to
income are transitory or permanent seems difficult to resolve empirically—
however, the results in [CD96] indicate that quantitative predictions of asset
pricing models with heterogeneous agents and incomplete markets depend
crucially on the exact specification of the individual income processes. It is
then important to clarify that even without any assumptions on incomes,
the standard model does restrict equilibrium prices and to investigate these
restrictions.

A model imposes restrictions on the entire process if there exist a process
(p(ξ), q(ξ), e(ξ), d(ξ))ξ∈Ξ , with e(ξ) > 0 for all ξ ∈ Ξ which precludes arbi-
trage but which is not rationalizable. From a theoretical point of view it is
interesting to examine restrictions on the entire process of prices, since this
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means examining restrictions on the equilibrium set of the economy in the
tradition of Mas-Colell [Mas77].

However, when investigating observable restrictions of general equilibrium
models it must be taken into account that observed time series only consist of
a single sample path of dividends, aggregate endowments and prices. It is clear
that without any assumptions about off sample path realizations of dividends
and endowments, the model does not restrict possible observations at all.
Maheswaran and Sims [MSi93] show that even the absence of arbitrage is a
restriction on the entire process and does not impose restrictions on a single
sample path of asset prices, dividends and aggregate endowments. Similarly,
equilibrium will not impose any restrictions on a path when off-sample path
variables can be picked freely.

It is standard in modern macroeconomics (see e.g., [Luc78]) to assume that
aggregate endowments as well as dividends are stationary. By estimating the
stochastic process for endowments and dividends one can then specify values
for these variables off the sample path. In addition to examining restrictions
on the entire process of asset prices we will therefore also examine if the model
restricts asset prices along a sample path, given specifications for aggregate
endowments and dividends at all nodes. In particular, we will give conditions
under which there exists restrictions on asset prices at t = 0 (the root node)
given only the stochastic processes for dividends and aggregate consumption.

Given the excellent quality of data on security prices, there is no reason
why stochastic processes for dividends and endowments should be easier to
specify than processes for asset prices. However, if individual endowments
and dividends follow a Markov chain and if markets are incomplete, the joint
process of prices, endowments and dividends will generally not be Markov.
Since the theory takes prices as endogenous, it seems natural in our framework
to specify as the exogenous variables dividends and aggregate consumption
and to ask if the model imposes restrictions on prices.

2.2 The Role of Preferences

Under the assumption that all utility functions are strictly increasing and
strictly concave any joint process of prices, aggregate endowments and divi-
dends can be rationalized as long as prices preclude arbitrage. The model is
not refutable. While this result is well known it is worth to reformulate it in
our framework. In particular, it is important to point out that the result also
holds true when individual consumptions are observable. The fact that the
model has no empirical content in this case has therefore nothing to do with
aggregation issues—it is caused by the fact that we are considering a single
observation—incomes or prices do not vary exogenously.

Theorem 1. Spot prices (p(ξ))ξ∈Ξ , asset prices (q(ξ))ξ∈Ξ , asset payoffs
(d(ξ))ξ∈Ξ and individual consumptions (ch(ξ))h∈H

ξ∈Ξ can be rationalized in a
GEI model with strictly increasing and concave utility functions if and only if
there is no arbitrage.
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Proof. Necessity of no arbitrage follows directly from the definition. If there
exists an arbitrage opportunity, the agent’s maximization problem cannot
have a finite solution.

Conversely, it is well known (see e.g., [MQ96]) that the absence of arbitrage
is equivalent to the existence of λ(ξ) > 0 for all ξ ∈ Ξ such that

q(ξ)λ(ξ) =
∑

ζ∈J (ξ)

λ(ζ)(q(ζ) + d(ζ)). (1)

One can construct a smooth, concave and strictly increasing utility function
whose derivatives with respect to c(ξ) are given by λ(ξ)p(ξ). �

Despite of this theorem one might argue that multi-period general equi-
librium models with several commodities and uncertainty are testable if one
makes assumptions on preferences which take into account that agents face a
decision problem under time and uncertainty. One extreme is to assume that
markets are complete and agents maximize time-separable expected utility
with homogeneous beliefs—in this case there are restrictions on asset prices.
While both the assumption of homogeneous beliefs and the assumption of
complete markets can be relaxed substantially, time separability of the utility
function will turn out to be crucial for the existence of restrictions.

3 Time-separable Expected Utility

We assume that for each agent h,

uh((c(ξ))ξ∈Ξ = Wh(ξ0),

where Wh(ξ), the ‘utility at node ξ ∈ Ξ’, is recursively defined by

Wh(ξ) =

⎧

⎨

⎩

vh(c(ξ)) + βh(ξ)
∑

ζ∈J (ζ)

πh(ζ)Wh(ζ) for all non-terminal ξ,

vh(c(ξ)) for all terminal ξ

for a strictly increasing, strictly concave and differentiable function vh : RL
+ →

R, for varying patience factors βh(ξ) > 0 and for conditional probabilities1

πh(ξ), ξ ∈ Ξ. We assume that indifference curves do not cross the axes, i.e.,
for all c̄ ∈ RL

++,

{c ∈ RL
++ : vh(c) ≥ vh(c̄)} is closed in RL

++.

We refer to this specification as time-separable expected utility or TSEU.

1 In this context conditional probabilities are numbers 0 ≤ πh(ξ) ≤ 1 for all ξ ∈ Ξ
such that

∑

ξ∈J (ζ) πh(ξ) = 1 for all non-terminal ζ.
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We restrict each probability πh(ξ) to lie in some strict subset of [0, 1]
which we denote by Iπ(ξ) and we restrict each βh(ξ) to lie in some bounded
Iβ(ξ) ⊂ R+. In order to relate our analysis to models with homogeneous
expectations and discounting we will also consider the case where all Iβ(ξ)
and all Iβ(ξ) are singleton sets. In the following we will call the collection
of sets (Iβ(ξ), Iπ(ξ))ξ∈Ξ restrictions on discounting and on beliefs and we
will consider observations on prices, dividends and endowments together with
these restrictions.

In this section we show that under TSEU restrictions on beliefs and dis-
counting impose joint restrictions on processes of aggregate endowments and
dividends as well as on the cross section of asset prices at any non-terminal
node ξ and on spot commodity prices along a sample path.

Given a joint process of prices, aggregate endowments and dividends
(p(ξ), q(ξ), e(ξ), d(ξ))ξ∈Ξ , we follow Brown and Matzkin [BM96] and use a
nonparametric analysis of revealed preferences to examine restrictions on
prices. We derive a system of inequalities which has a solution if and only if
there are preferences and individual endowments which rationalize the data.

Lemma 1. Given restrictions (Iπ(ξ), Iβ(ξ))ξ∈Ξ , prices q(ξ) ∈ RJ , p(ξ) ∈
RL

++, aggregate endowments e(ξ) and dividends d(ξ), ξ ∈ Ξ, are consis-
tent if and only if there exist V h(ξ), λh(ξ) > 0 and ch(ξ) ∈ RL

++ as well
as πh(ξ) ∈ Iπ(ξ) and βh(ξ) ∈ Iβ(ξ) for all ξ ∈ Ξ and all h ∈ H such that

(T1) For all h ∈ H and all non-terminal ξ ∈ Ξ,

q(ξ)λh(ξ) = βh(ξ)
∑

ζ∈J (ξ)

πh(ζ)λh(ζ)(q(ζ) + d(ζ)). (2)

(T2) For all ξ ∈ Ξ,
∑

h∈H

ch(ξ) = eh(ξ). (3)

(T3) For all h ∈ H and all ξ, ζ ∈ Ξ,

V h(ξ) ≤ V h(ζ) + λh(ζ)p(ζ)(ch(ξ)− ch(ζ)). (4)

The inequality holds strict whenever ch(ξ) 
= ch(ζ).

The proofs of the lemmas can be found in the appendix.
In the following analysis, it will be useful to define probability weighted

discount factors δh(ξ) for each node ξ ∈ Ξ as follows:

δh(ξ) =

{

1 if ξ = ξ0,
δh(ξ−)βh(ξ−)πh(ξ) for all ξ 
= ξ0.
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3.1 Restrictions on Asset Prices with a Single Commodity

In this section we examine how the assumption TSEU imposes restrictions on
asset prices at the root node ξ0, given aggregate endowments and dividends
at all nodes ξ ∈ Ξ. We assume that there is single physical commodity at
each state.

Applying Theorem 24.8 of Rockafellar [Roc70], since cyclical monotonicity
and monotonicity are equivalent for functions of only one variable, condition
(T3) turns out to be equivalent to the following.

(T3′) For all h ∈ H and all ξ, ζ ∈ Ξ,

(ch(ξ)− ch(ζ))(λh(ξ)− λh(ζ)) ≤ 0. (5)

The inequality holds strict whenever ch(ξ) 
= ch(ζ).

Homogeneous expectations: We first consider the case where all agents have
homogeneous and known beliefs and impatience factors, i.e., we can write
δ(ξ) = δh(ξ) h. We show that independently of T there exist restriction on
asset prices at t = 0 given aggregate endowments and dividends at all nodes.
This, of course, implies that there exist restrictions on a sample path of prices
alone.

We collect the probability weighted discounted asset payoffs in a (X−1)×J
matrix A with aξj = δ(ξ)dj(ξ) for all ξ ∈ Ξ, ξ 
= ξ0. We collect the marginal
utilities in a vector m̄h ∈ RX−1

++ with m̄h
ξ = λh(ξ)/λh(ξ0).

In the following, it is not important how the nodes of the event tree are
numbered as long as the ith entry in the vector m̄h refers to the same node
as the ith row of the matrix A. In a slight abuse of notation we will use mi to
denote the ith element of m and we will use mξ to denote the element of m
which refers to the node ξ ∈ Ξ. Denoting the transpose of A by AT , Condition
(T1) then implies that

q(ξ0) = AT m̄h.

We assume that there are at least two assets in the economy, that there
is at least one asset with strictly positive payoffs and that all probabilities
are strictly positive. In this framework the set of arbitrage-free asset prices at
t = 0 is given by

Q = {q ∈ RJ for which there exists m ∈ RX−1
++ : q = ATm}.

One can use condition (T3′) together with a simple linear program-
ming argument to construct arbitrage-free prices and aggregate endowments
which are not rationalizable: Fixing arbitrage free prices of J − 1 assets, q∗j ,
j = 1, ..., J − 1, we can maximize the price of the Jth asset under the con-
ditions that asset prices remain in the closure of Q. The solution to this
linear programming problem will generally lead to unique marginal utilities
m. These marginal utilities will not be consistent with all possible aggregate
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consumptions, therefore possible prices are restricted. Formally, consider the
following linear program:

max
m≥0

qJ =

X−1
∑

i=1

miaiJ ,

q∗j =

X−1
∑

i=1

miaij , j = 1, ..., J − 1.

Generically in A the problem is in general position and therefore has a unique
solution in m (see e.g., [Dan63]). Moreover (generically in A), this solution
will satisfy mi 
= mj for all i 
= j. Suppose for two specific ξ, ζ we have
mξ < mζ . There must exist a q∗J sufficiently close to the maximal value of the
problem such that q∗ = (q∗1 , ..., q

∗
J ) ∈ Q and such that all solutions to q∗ =

ATm, m ≫ 0, will still satisfy mξ < mζ . For all specifications of aggregate
endowments which satisfy e(ξ) < e(ζ) the equilibrium inequalities (T1), (T2)
and (T3′) then cannot have a solution—(T2) implies that for at least one h,
ch(ξ) < ch(ζ). For this agent (T3′) cannot be satisfied since λh(ξ) < λh(ζ).

The results can be slightly sharpened if we assume that the first asset is a
consol bond i.e., if d1(ξ) = 1 for all ξ ∈ Ξ. For this case the above argument
becomes simpler since we can restrict the marginal utilities to lie in a compact
set. In particular, we have the following theorem.

Theorem 2. Suppose that the first asset is a consol and that there exists at
least one other asset, asset 2, which has the highest payoff in one single state
and the lowest payoff in another, i.e., there exists ξmax such that d2(ξmax) >
d2(ξ) for all ξ 
= ξmax and there exists ξmin such that d2(ξmin) < d2(ξ) for all
ξ 
= ξmin. For any aggregate endowments which satisfy e(ξmin) 
= e(ξmax) and
for each price of the consol q1(ξ0) there then exists a q2(ξ0) which does not
allow for arbitrage but cannot be rationalized by the model.

Proof. Consider the pricing vector mmax ∈ RX−1
++ defined by

mmax
ξmax

=
q1 − ε

∑

ξ∈Ξ,ξ �=ξ0,ξ �=ξmax
δ(ξ)

δ(ξmax)
, mmax

ξ = ε for all ξ 
= ξmax.

Let qmax
2 = ATmmax for sufficiently small ε > 0 the system q = ATm, m≫ 0

only has solutions which satisfy mξmax > mξ for all ξ 
= ξmax. Therefore q2 can
only be rationalized if e(ξmax) < e(ξ) for all ξ 
= ξmax. However, also consider
mmin defined by

mmin
ξmin

=
q1 − ε

∑

ξ∈Ξ,ξ �=ξ0,ξ �=ξmin
δ(ξ)

δ(ξmin)
, mmin

ξ = ε for all ξ 
= ξmin.

This time, for sufficiently small ε > 0 the resulting qmin
2 = ATmmin can only

be rationalized if e(ξmin) < e(ξ) for all ξ 
= ξmin. Clearly, both prices preclude
arbitrage—however, since by assumption e(ξmax) < e(ξmin), one of prices has
to be inconsistent with the aggregate endowments. �
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Note that the theorem does not make any assumptions about the number
of investors H the number of time periods or the number of nodes X . As long
as there are at least two assets with strictly positive payoffs, generically in the
payoff of the second asset and in aggregate endowments, there exist arbitrage
free prices which cannot be rationalized.

There is a large literature in macroeconomics which argues that given
observed aggregate endowments, the average returns of stocks and government
bonds cannot be explained in commonly used dynamic general equilibrium
models. While most of this literature restricts agents’ relative risk aversion
and uses a parametric form for preferences, it is not well understood how a
relaxation of these assumptions may resolve the puzzle and explain the low
observed risk-free rate at the same time—see [Koc96].

In response to this literature Constantinides and Duffie [CD96] and Krebs
[Kre04] argue that the assumption of incomplete financial markets potentially
enriches the pricing implications of these models and that without restrictions
on individual incomes, any (no-arbitrage) equity premium can be explained
when markets are incomplete. Their results are sometimes interpreted as gen-
eral results about a lack of observable restrictions in models with incomplete
markets.

The reason for the negative results in [CD96] and in particular Krebs
[Kre04] is the following. They assume that agents face idiosyncratic shocks
which are not measurable with respect to aggregate shocks and the as-
set payoffs. Therefore, the condition of Theorem 2 is not satisfied in their
framework—there exist states ξ 
= ξ′ with d2(ξ) = d2(ξ

′) = maxζ d2(ζ) and
the construction in the proof breaks down.

In the above analysis restrictions on discounting are needed for restrictions
on period zero asset prices. However, when asset prices are observable at all
nodes of the event tree one can dispense with this restrictions. Given dividends
and prices at direct successor nodes Theorem 2 immediately implies that
generically there exist restrictions on asset prices even without assumptions
on discounting.

When there are one-period assets in the economy (such as one-period
bonds or derivative securities) whose state-contingent payoffs are known this
observation implies that there are restrictions on the prices of these assets
whenever aggregate endowments at all successor nodes are known.

Restrictions under unknown beliefs and discounting: While the assumption
of homogeneous beliefs helps to achieve restrictions on asset prices it is not a
necessary assumption. In particular, given any lower bound on all investors’
subjective probabilities π > 0 such that πh(ξ) ≥ π and any bounds on agents’
impatience β̄, β such that

0 < β < βh(ξ) < β̄

for all ξ ∈ Ξ and all agents h ∈ H one can construct payoffs of a risky asset,
d2(ξ) to ensure that some arbitrage free prices for this asset and for a consol
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bond at t = 0 cannot be rationalized. Let ε = (βπ)T−1. Clearly, δh(ξ) > ε > 0
for all h and all ξ.

As before, assume that the first asset is a consol with d1(ξ) = 1 for all
ξ ∈ Ξ. We want to construct an asset which pays extremely high dividends
at one node, while paying dividends below 1 at all other nodes. Let ξmax =
arg maxξ d2(ξ) and let ξ2 = argmaxξ �=ξmax d2(ξ). Suppose that

d2(ξmax) > 1 > d2(ξ2)

and that

d2(ξmax) >
β̄T

ε
d2(ξ2).

If aggregate consumption is high in the state where the asset’s payoff
is large, ξmax, its price cannot be arbitrarily large. The latter of the above
inequalities implies that for all agents h,

δh(ξmax)d2(ξmax) > δh(ξ2)d2(ξ2).

If aggregate endowments satisfy e(ξmax) > e(ξ2), there must be at least one
agent for whom λh(ξmax) < λh(ξ2). This imposes an upper bounds on the
price of the second asset relative to the price of a consol. In fact, it must be
the case that

q2(ξ0)− q1(ξ0) <
ε

X
(d2(ξmax)− 1).

Therefore, we have the following theorem.

Theorem 3. Suppose that there are at least two assets in the economy, i.e.,
J ≥ 2 and that the first asset is a consol. For any known restrictions on beliefs
and discounting (Iπ(ξ), Iβ(ξ))ξ∈Ξ , if e(ξ) 
= e(ζ) for at least two nodes ξ, ζ,
there exist payoffs of the second asset, (d2(ξ))ξ∈Ξ and asset prices q(ξ0) ∈ RJ

such that these prices preclude arbitrage but they cannot be rationalized by the
model.

While homogeneous and known expectations might appear as an overly
strong assumption on preferences it is certainly reasonable to restrict possible
beliefs as in Theorem 3. However, it is clear from the preceding arguments
that without such restrictions any arbitrage-free price can be rationalized by
the model—as Iπ(ξ)→ [0, 1] for all ξ, the set of rationalizable prices converges
to the set of no-arbitrage prices.

3.2 Joint Restrictions on Prices of Assets and Commodities

We now illustrate how restrictions on λh impose joint restrictions on commod-
ity—and asset prices when L > 1. First suppose that markets are complete
and subjective probabilities are identical and known. In this case, there exists
unique solution for λh(ξ), ξ ∈ Ξ in (T1). Since this solution is identical across
all h ∈ H, it adding up across individuals it follows from (T3) that
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(λh(ξ)p(ξ) − λh(ζ)p(ζ))(e(ξ) − e(ζ)) ≤ 0.

The law of demand must hold for aggregate endowments across states, given
the ‘Debreu’ prices λ(ξ)p(ξ). Therefore, complete asset markets, together with
TSEU and homogeneous beliefs lead to strong very restrictions on spot prices,
even along a sample path. When asset markets are incomplete, the restrictions
on spot prices are generally much weaker since the mh(ξ) are different across
agents.

However, if in addition to aggregate endowments and dividends commodity
prices are known at all nodes, the above analysis still goes through: Generically
in dividends, there exist asset prices at t = 0 and nodes ξ, ζ which ensure
that all solutions to (T1) must satisfy λh(ξ) > λh(ζ). In this case, adding up,
(T2) implies a joint restriction on spot prices and aggregate endowments:

p(ξ)e(ξ) < p(ζ)e(ζ).

For general dividends, there is no guarantee that ξ and ζ always lie on one
sample path. However, one can always construct dividends, probabilities and
discount factors to ensure that the model therefore restricts prices and aggre-
gate endowments along a sample path only.

4 Relaxing Time Separability: Necessary Conditions for

Restrictions

In order to show that separability is the crucial assumption for obtaining
restrictions we consider a slightly more general model. Instead of assuming
that current utility is simply the sum of utility from current consumption and
future expected utility we now assume that it is some non-linear function of
the two

Wh(ξ) =

⎧

⎨

⎩

fh(vh(c(ξ)),
∑

ζ∈J (ξ)

πh(ζ)Wh(ζ)) for all non-terminal ξ,

fh(vh(c(ξ)), 0) for all terminal ξ,

where fh : R× R→ R is assumed to be differentiable, increasing and concave.
This is a special case of the recursive utility specification in [KP78]. The addi-
tional assumption of weak separability of the aggregator function ensures that
marginal rates of substitution between spot commodities are not affected by
different future utilities. This assumption implies that choices in spot markets
must satisfy the strong axiom. Therefore there are restrictions on individual
choices. However, we will show below that with sufficiently many agents this
assumption generally does not impose restrictions on prices and aggregate
variables even when subjective probabilities are known and identical across
agents—the argument will make clear why separability of the utility function
is crucial.



Restrictions with Financial Markets 105

We refer to this specification as recursive expected utility, REU.
The equilibrium inequalities: The following lemma characterizes processes

of aggregate endowments, prices and dividends which are consistent with equi-
librium.

Lemma 2. Under REU, a price process (q(ξ), p(ξ))ξ∈Ξ is consistent with
aggregate endowments (e(ξ))ξ∈Ξ , a dividend process (d(ξ))ξ∈Ξ and beliefs
(πh(ξ))ξ∈Ξ for all h ∈ H if and only if there are:

• ch(ξ) ∈ RL
++ for all h ∈ H such that

∑H
h=1 c

h(ξ) = e(ξ) for all ξ ∈ Ξ,
• Uh(ξ), V h(ξ) ∈ R, γh(ξ) ∈ R2

++ and λh(ξ) ∈ R++, for all ξ ∈ Ξ and all
h ∈ H,

such that

(R1) For all non-terminal ξ ∈ Ξ and all h ∈ H,

q(ξ)λh(ξ) = γh
2 (ξ)

∑

ζ∈J (ξ)

πh(ζ)λh(ζ)(q(ζ) + d(ζ)). (6)

(R2) For all h ∈ H and all ξ, ζ ∈ Ξ,ξ 
= ζ,

Uh(ξ) ≤ Uh(ζ) +

(

γh
1 (ζ)
γh
2 (ζ)

)[(

V h(ξ)
μh(ξ)

)

−
(

V h(ζ)
μh(ζ)

)]

, (7)

where

μh(ξ) =

⎧

⎨

⎩

∑

ζ∈J (ξ)

πh(ζ)Uh(ζ) for non-terminal ξ,

0 for terminal ξ.

In addition,

V h(ξ) ≤ V h(ζ) +
λh(ζ)

γh
1 (ζ)

p(ζ)(ch(ξ)− ch(ζ)). (8)

The inequality holds strict whenever ch(ξ) 
= ch(ζ).

No restrictions without time separability: Recursive utility imposes almost
no restrictions on prices and aggregate variables, even if the aggregator is
weakly separable. In the last period, since f(v(c), 0) will be a strictly concave
function in c, our specification of preferences is equivalent to TSEU. Therefore,
there will exist restrictions on asset prices in period T − 1 as well as on
dividends, commodity prices and aggregate endowments in period T .

However, there exist no other restrictions. This can be formally stated in
various different ways. If we assume that assets’ dividends in the last period
are all zero, the only restriction is that all prices at T−1 are zero. Alternatively
and perhaps more interestingly, there will be no restrictions on any prices at
t ≤ T −1 whenever the model has more than 2 time-periods. In the statement
of the theorem we will use the former formulation, the proof of the theorem
shows that the two formulations are equivalent.
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Theorem 4. If there are at least as many households as commodities, H ≥ L,
and if there are no assets with payoffs at T , i.e., d(ξ) = 0 for all terminal
ξ ∈ Ξ, there exist no restrictions on (arbitrage-free) prices, dividends and
aggregate quantities (q(ξ), p(ξ), d(ξ), e(ξ))ξ∈Ξ and on households’ subjective
probabilities (πh(ξ))h∈H

ξ∈Ξ .

For the proof of the theorem the following lemma from Kubler [Kub04] is
needed.

Lemma 3. For any finite event tree Ξ, probabilities (π(ξ))ξ∈Ξ and positive
numbers η(ξ) for all terminal ξ ∈ Ξ with η(ξ) 
= η(ζ) for all ξ 
= ζ there exist
numbers (U(ξ), g(ξ))ξ∈Ξ , 1 > g(ξ) > 0 and U(ξ) > 0 for all ξ ∈ Ξ as well as
a number δ > 0 such that

U(ζ)− U(ξ) + g(ζ)(η(ξ) − η(ζ)) > 0 for all ζ, ξ ∈ Ξ (9)

with
η(ξ) =

∑

ζ∈J (ξ)

π(ζ)U(ξ) for all non-terminal ξ ∈ Ξ.

The proof of the lemma requires some tedious notation but the idea is
straightforward: for any concave and increasing function U with derivatives
between zero and one set g = U ′ to obtain (9).

Proof of Theorem 4. To proof the theorem, we take an arbitrary (arbitrage-
free) process and construct numbers to ensure that all conditions in Lemma 2
hold.

IfH ≥ L, aggregate endowments can always be decomposed into individual
consumptions that satisfy the strong axiom of revealed preferences. If we
assume w.l.o.g. that H = L, one possible construction is to assign almost all
of commodity ℓ = 1, ..., L to agent h = ℓ and only some small amount εℓ > 0
to all other agents, i.e., to set

chℓ (ξ)− eℓ(ξ) − (H − 1)εℓ for h = ℓ and chℓ (ξ) = εℓ otherwise.

If all εℓ are chosen to be sufficiently small, the strong axiom must hold—
p(ξ)ch(ξ) > p(ξ)ch(ζ) will be equivalent to chh(ξ) > chh(ζ). Therefore there
exist ch(ξ) and there exists numbers αh(ξ) > 0 and V h(ξ) > 0 [Afr67], such
that for all h ∈ H,

V h(ξ) ≤ V h(ζ) + αh(ζ)p(ζ)(ch(ξ) − ch(ζ)) for all ξ, ζ ∈ Ξ. (10)

Furthermore, one can ensure that the inequality holds strict whenever ch(ξ) 
=
ch(ζ).

For each agent h, given γh
2 (ξ) for all ξ ∈ Ξ and given λh(ξ0) the absence

of arbitrage guarantees that equation (6) have at least one solution in λh(ξ0),
ξ ∈ Ξ. Given this solution define γh

1 (ξ) = λh(ξ)/αh(ξ) for all non-terminal
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ξ ∈ Ξ. For all terminal nodes ξ, λh(ξ) is arbitrary since q(ξ) + d(ξ) = 0.
Therefore, for any terminal ξ, ζ we can choose γh

1 (ξ) > γh
1 (ζ) whenever

V h(ξ) < V h(ζ) and then set λh(ξ) = αh(ξ)γh
1 (ξ). With these constructions

construction inequalities (8) of (R2) are satisfied for all ξ, ζ ∈ Ξ.
Since λ(ξ0) can be chosen freely, for each δ1 > 0, if all γh

2 (ξ) are bounded
below, there is a solution to equation (6) with λ(ξ) < δ1 for all non-terminal
ξ ∈ Ξ. Therefore for all δ2 > 0, we can find a δ1 > 0 to ensure that
supξ,ζ∈Ξ

∥

∥γh
1 (ξ)(V h(ζ)− V h(ξ)

∥

∥ < δ2 (for all terminal ξ ∈ Ξ we can make

all γh
1 (ξ) arbitrarily small without affecting any inequality). Since the V h(ξ)

in equation (10) can be chosen in an open neighborhood we can ensure that
μ(ξ) 
= μ(ζ) for all ξ, ζ and, by Lemma 3, we can construct (Uh(ξ))ξ∈Ξ to
ensure that

0 < Uh(ζ)− Uh(ξ) + γh
2 (ζ)(μh(ξ)− μh(ζ)) for all non-terminal ξ, ζ.

We chose γ1(ξ) to ensure that inequality (7) holds for all terminal ξ, ζ.
With the above construction the inequality now also has a solution for all non-
terminal ξ, ζ ∈ Ξ. Finally, we can ensure that the inequality has a solution
for terminal and non-terminal nodes because for all terminal ξ the γ2(ξ) are
arbitrary. �
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Appendix. Proofs of Lemmas

We first prove Lemma 2 and Lemma 1 then follows directly.

Proof of Lemma 2. For necessity, given a feasible allocation (ch(ξ))h∈H
ξ∈Ξ define

μh(ξ) =

⎧

⎨

⎩

0 for terminal ξ,
∑

ζ∈J (ξ)

πh(ζ)fh(vh(ch(ζ)), μh(ζ)) for non-terminal ξ.
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Let

(γh
1 (ξ), γh

2 (ξ)) = (∂1f
h(vh(ch(ξ)), μh(ξ)), ∂2f

h(vh(ch(ξ)), μh(ξ))).

Consider an agent’s first-order condition (which are necessary and sufficient
for optimality):

ηh(ξ)qj(ξ) =
∑

ζ∈J (ξ)

ηh(ζ)(qj(ζ) + dj(ζ))

for j = 1, ..., J and for all non-terminal ξ ∈ Ξ.

and
κh(ξ)γh

1 (ξ)∂cv
h(c(ξ)) − ηh(ξ)p(ξ) = 0 for all ξ,

where κh(ξ0) = 1 and where for all ξ 
= ξ0 ∈ Ξ,

κh(ξ) = κh(ξ−)πh(ξ)γh
2 (ξ−).

Defining λh(ξ) = ηh(ξ)/κh(ξ) one obtains (R1). The assumption that fh(·, ·)
and vh(·) are concave and the usual characterization of concave functions
[Afr67] imply the inequalities in (R2)—the second optimality–condition is
used to substitute for ∂cv

h in equation (8).
For the sufficiency part, assume that the unknown numbers exist and sat-

isfy the inequalities. We can then construct a piecewise linear aggregator func-
tion fh as well as piecewise linear vh(·) following Varian [Var82]: Define

fh(V, μ) = min
ξ∈Ξ

{

Uh(ξ) + γh(ξ)

[(

V
μ

)

−
(

V h(ξ)
μh(ξ)

)]}

and

vh(c) = min
ξ∈Ξ

{

V h(ξ) +
λh(ξ)

γh
1 (ξ)

p(ξ)(c− ch(ξ))

}

.

The resulting functions are concave and strictly increasing and the functions
rationalize the observation. Furthermore, the approach in [CEKP04] can be
used to construct a strictly concave and smooth functions vh as well as concave
and smooth fh for all h ∈ H. Their argument goes through without any
modification. �

The proof of Lemma 1 now follows immediately. If for some β the aggre-
gator can be written as fh(x, y) = x + βy, γh

1 = 1 and γh
2 = β will give the

conditions of the lemma.
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Summary. In this paper I demonstrate how one can generalize finitely many exam-
ples to statements about (infinite) classes of economic models. If there exist upper
bounds on the number of connected components of one-dimensional linear subsets
of the set of parameters for which a conjecture is true, one can conclude that it is
correct for all parameter values in the class considered, except for a small residual
set, once one has verified the conjecture for a predetermined finite set of points. I
show how to apply this insight to computational experiments and spell out assump-
tions on the economic fundamentals that ensure that the necessary bounds on the
number of connected components exist.

I argue that these methods can be fruitfully utilized in applied general equilib-
rium analysis. I provide general assumptions on preferences and production sets that
ensure that economic conjectures define sets with a bounded number of connected
components. Using the theoretical results, I give an example of how one can ex-
plore qualitative and quantitative implications of general equilibrium models using
computational experiments. Finally, I show how random algorithms can be used for
generalizing examples in high-dimensional problems.

Key words: Computational economics, General equilibrium, o-minimal structures

1 Introduction

Computational methods are widely used as a tool to study economic mod-
els that do not admit closed-form solutions. An important drawback of these
methods is that they seem to provide information only for the specific param-
eter values for which the computations have been carried out. In particular, a
computation can almost never prove that a model has a given property for all
parameter values. The purpose of this paper is to show that, for a very wide
class of economic models, to prove that a certain conclusion holds for a set of
parameters that has Lebesgue measure close to 1, it is sufficient to verify the
conclusion for a sufficiently large finite set of parameters. These results rest
on three ideas. (1) Economic models whose descriptions involve only functions
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in a particular class (which is very large and contains all utility functions and
production functions commonly used in applied work) give rise to sets that
have very special mathematical properties. (2) In particular, deep results in
algebraic geometry provide simple mechanical procedures for bounding the
number of connected components of sets of parameters for which the con-
clusion holds. (3) From these bounds, the volume of the set can be bounded
below if the set is known to contain all the points in a particular grid.

To describe these basic ideas a bit more formally, suppose the unknown set
of parameters is a compact subset of Euclidean space E ⊂ Rℓ. The economic
conjecture is correct for an unknown set of parameters Φ ⊂ E. Although it
is not possible to use computational methods to determine that Φ = E, it is
often the case that for any given ē ∈ E, computational methods can determine
whether ē ∈ Φ. The question is under which conditions one can estimate the
Lebesgue measure of Φ from checking that F ⊂ Φ for some large but finite set
F ⊂ E. Obviously this is trivial if Φ is known to be convex: if a collection of
points is known to lie in Φ, their convex hull must be a subset of Φ. Although
it is almost never the case that Φ is convex, one can often bound the number
of connected components of Φ. Koiran [Koi95] showed that from knowing
upper bounds on the number of connected components of the intersection of
arbitrary axes-parallel lines and the set Φ, one can construct lower bounds on
the size of the set Φ by verifying that the conjecture holds on a prespecified
grid F ⊂ E. The problem of proving that conjectures hold approximately thus
reduces to finding bounds on the number of connected components of the set
defined by the economic statement. I will argue in Section 4 that these bounds
can be obtained rather mechanically from the mathematical formulation of the
conjecture.

One important complication arises from the fact that numerical methods
often only find approximate solutions to economic problems and that therefore
it is often not possible to determine if a given e ∈ E in fact lies in Φ or
not. However, Kubler and Schmedders [KS05] argue that in many equilibrium
problems, one can perform a backward error analysis and can infer from the
computations that there exists a ẽ in a small neighborhood of e which in fact
lies in Φ. In order to use this information to bound the volume of Φ, I state
and prove a modified version of Koiran’s result.

In order to describe the general method, a little more notation is needed. I
assume that the set of unknown parameters, E is [0, 1]ℓ and that the economic
conjecture holds true for a Lebesgue measurable set of parameters, Φ ⊂ Rℓ,
which can be written in the following form

Φ = {x0|Q1x1Q2x2, . . . , Qnxn((x0, x1, ..., xn) ∈ X)}, (1)

where Qi ∈ {∃, ∀}, xi ∈ Rℓi and X is a finite union and intersection of sets of
the form

{(x0, ..., xn) : g(x) > 0} or {(x0, ..., xn) : f(x) = 0},
for functions f and g in some specified class.
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For a positive integer N define F to be the set of evenly spaced grid-points
with distance 1/N , i.e., F = {1/N, 2/N, ..., 1}ℓ. Suppose that for a given ε,
1/N > ε ≥ 0, the computational experiment verifies for each e ∈ F that there
is ẽ with ‖ẽ− e‖ ≤ ε and with ẽ ∈ Φ.

Although in general one cannot rule out that there exist some e ∈ E for
which the statement is false, it might often be useful to find bounds on the
size of sets of variables for which the conjecture might be wrong. Theorem 1
below shows that a bound on the number of connected components of certain
subsets of Φ can be used to make a statement on the Lebesgue measure of Φ,
vol(Φ). The main result of this paper is that

vol(Φ) ≥ 1−
(

2ε+
ℓ

N

)

λ,

where λ is an upper bound on the number of connected components of the
intersection of Φ and any axes-parallel cylinder.

Moreover, if the conjecture cannot be verified at some grid points (either
because it is false at these points or because of limitations of the numerical
methods used to verify the conjecture), but if the fraction of points in F at
which the conjecture can be verified is some ν < 1, the result implies that
vol(Φ) ≥ ν − (2ε + ℓ/N)λ. In these cases, the method can still be used to
estimate the volume of Φ.

The complement of Φ in [0, 1]ℓ is called the exceptional set and Theorem 1
bounds its volume from above. The method will say nothing about where
this set might be located and does not give lower bounds on the size of the
exceptional set; in particular, it might be empty.

The resulting conclusion is, of course, much weaker than showing that
the statement is true for all elements of E, but the point is that in many
applications this is just not possible. The philosophy is somewhat related to
the idea underlying genericity analysis for smooth economies. There one is
concerned with showing that the exceptional set has measure zero. It might
very well be possible that all of the economically relevant specifications fall
into the residual set of measure zero, but it is simply not true (or cannot be
shown) that the residual set is empty. Of course, there is a huge quantitative
difference between showing that the residual set has small positive measure
and showing that it has zero measure; in this respect generic results are much
stronger than the target results in this paper.

In Section 2, I present a simple example that illustrates the basic idea of
the paper. In the following two sections, I then generalize this example along
two dimensions. First, the simple example assumes that the set of unknown
parameters is one dimensional. In this case, it is easy to see that the number
of connected components of a set tells us something about its size if one knows
sufficiently many equispaced points in the set. In several dimensions this is
obviously no longer true. Instead, I show in Section 3 that it suffices to work
with the number of connected components of the intersection of the set and
axes-parallel lines or axes-parallel cylinders.
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Second, the example is constructed so that the economic conjecture can be
characterized by polynomial inequalities. Although it turns out that for many
economic problems the relevant functions are not always all polynomials, I
will argue in Section 4 that they are very often Pfaffian (see, e.g., Khovanskii
[Kho91] for definitions and motivations) and I show how the available bounds
from Gabrielov and Vorobjov [GV04] on the number of connected compo-
nents of the set of solutions to Pfaffian equations can be used to derive upper
bounds on the number of connected components of sets that are relevant for
computational experiments.

In Section 5, I discuss the applicability of these methods to general equilib-
rium analysis. Are there general assumptions on preferences and technologies
that guarantee that all interesting statements about a given class of gen-
eral equilibrium models can be tackled with the methods in this paper? Are
there other classes of functions, besides Pfaffians, that guarantee the required
“finiteness property”? It turns out that a necessary and sufficient conditions
for these methods to be applicable to a general equilibrium model is that pref-
erences and technology are definable in an “o-minimal” structure, as discussed
by Blume and Zame [BZ93] or Richter and Wong [RW00]. In this context, it
follows from a mathematical result on o-minimal structures that it is not
possible to give a complete direct characterization of the class of functions
for which sets defined by (1) have finitely many connected components. In
this section, I also give a more elaborate example to illustrate the potential
applicability of approximate generalizations to applied equilibrium analysis.

Finally, in Section 6, I discuss the computational feasibility of the method.
Even with a fixed number of connected components, it turns out that the num-
ber of examples one has to compute grows exponentially with the dimension
of E. Already for medium-sized problems, the methods are, therefore, often
not directly applicable. An alternative is to use a random algorithm and to
make statements about the size of the set of interest that are correct with high
probability (see Judd [Jud97] or Blum, Cucker, Shub, and Smale [BCSS98]).
Using random numbers that are generated by physical processes, one can ran-
domly draw values for the exogenous parameters and after sufficiently many
draws, for any given δ, my results then imply bounds on the probability that
the true residual set is less than δ. These random algorithms are applicable
even for problems for which known bounds on the number of connected com-
ponents are relatively large, as long as they are orders of magnitude smaller
than the errors in the computations.

2 A Simple Example

The most basic comparative statics exercise in a pure exchange economy asks
what happens to equilibrium prices as individual endowments change (see,
e.g., Nachbar [Nac02] for a general analysis of the problem). I consider a
simple example of this exercise that is supposed to illustrate the three main
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ideas of the methods introduced in this paper: (1) economic models often
give rise to sets that are defined by polynomial inequalities, (2) one can find
bounds on the number of connected components of the set of parameters for
which an economic conjecture holds, and (3) these bounds imply that the set
has Lebesgue measure close to 1, once one has verified that it contains all
points in a finite grid.

Suppose there are two commodities and two households with endowments
e1, e2 and with constant elasticity of substitution (CES) utility functions

u1(x) = −x−2
1 − 64x−2

2 , u2(x) = −64x−2
1 − x−2

2 .

Consider the conjecture that for all economies with individual endowments
e1 = (50, e), e2 = (e, 50), and e ∈ [0, 1], there exist competitive equilibria for
which the equilibrium price ratio of good 2 to good 1 is (locally) decreasing in
e. In these economies, there is always one competitive equilibrium for which
the price ratio is equal to 1. As will become clear below, the example is con-
structed so that for all e ∈ [0, 1] there are in fact three competitive equilibria,
one of which exhibits a decreasing price of good 2. Suppose, however, for the
sake of the example, that the only thing that is known is that for many points
in [0, 1], an algorithm finds one equilibrium at which the price is locally de-
creasing in endowments. This paper shows that it is possible to infer from this
that the price must be decreasing in endowments for a large set of parameters
e.

Normalizing the price of good 1 to one, equilibrium can be characterized by
the requirement that aggregate excess demand for the first good is 0. Defining
q to be the third root of the price of good 2 and multiplying out, one obtains
that this is equivalent to

(8e+ 25)q3 + (−2e− 100)q2 + (2e+ 100)q − 8e− 25 = 0 (2)

For the price to be decreasing in e, by the implicit function theorem, it must
hold that

3(8e+ 25)q2 − 2(2e+ 100)q + 2e+ 100 
= 0,

− 8q3 − 2q2 + 2q − 8

3(8e+ 25)q2 − 2(2e+ 100)q + 2e+ 100
< 0.

It will turn out to be useful to write this equivalently as

−(8q3 − 2q2 + 2q − 8)(3(8e+ 25)q2 − 2(2e+ 100)q + 2e+ 100) < 0. (3)

The conjecture thus defines a set Φ ⊂ E = [0, 1] as follows.

Φ = {e ∈ [0, 1] :∃q[(8e+ 25)q3 + (−2e− 100)q2 + (2e+ 100)q

− 8e− 25 = 0 and− (8q3 − 2q2 + 2q − 8)(3(8e+ 25)q2

− 2(2e+ 100)q + 2e+ 100) < 0]}.
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This paper addresses the question of whether one can bound the Lebesgue
measure of this set by computing finitely many examples, i.e., by verifying
{0, 1/N, ..., 1} ⊂ Φ for some finite integer N .

Note that although it is true that for almost any ē ∈ (0, 1), if there exists a
q̄ that satisfies (2) and (3), then it must also be true in some neighborhood of
ē, there is no easy way to determine the size of this neighborhood. Therefore,
it is not straightforward to use continuity arguments to generalize finitely
many examples and to bound the size of the set Φ. In fact, it is well known in
numerical analysis that zeros of high-dimensional polynomials often behave
extremely sensitively with respect to small changes in the coefficients (see,
e.g., Wilkinson [Wil84] for a famous example).

The main idea of this paper is as follows. Suppose that for some reason,
one can obtain an upper bound, κ, on the number of connected components of
Φ. Then given that in one dimension connected components must be convex,
it suffices to verify that ē ∈ Φ for all ē ∈ {0, 1/N, ..., 1} to know that the
Lebesgue measure of Φ is at least (1 − 1/N(κ − 1)). The set for which the
conjecture is wrong can at most be the union of κ − 1 intervals of the form
(i/N, (i+ 1)/N), 0 ≤ i ≤ 1N − 1. Once one knows κ, one can therefore verify
that the conjecture is “approximately correct” by checking it at finitely many
points. Furthermore, if the conjecture can be verified only at M of the N + 1
points in the grid, the Lebesgue measure of Φ can still be bounded to be
M/(N + 1)− 1/N(κ− 1).

Why should it be any easier to find bounds on the number of connected
components of Φ than to bound Φ by more direct arguments? The answer lies
in the fact that one can bound the number of zeros of a polynomial system
of equations by simply knowing the degree of the polynomials: a univariate
polynomial of degree d has at most d zeros; the classical Bézout’s theorem
generalizes this to higher dimensions.

In Section 4, I will give rather mechanical recipes for bounding the number
of connected components. For illustrative purposes, I now show in some detail
how such a bound can be obtained in this example from the simple fact that
a univariate polynomial of degree d has at most d zeros. It is also possible to
apply the results from Section 4.

The first observation is that by the definition of Φ, equilibrium prices
change monotonically in e for all e ∈ Φ. Therefore, the number of connected
components of Φ is bounded by 1 plus the number of real 0’s of the two
equations

(8e+ 25)q3 − (2e+ 100)q2 + (2e+ 100)q − 8e− 25 = 0

−(8q3 − 2q2 + 2q − 8)(3(8e+ 25)q2 − 2(2e+ 100)q + 2e+ 100) = 0.

Moreover, by symmetry we know that for any e ∈ Φ there exists an equi-
librium with q = 1 at which prices do not change. Therefore, we can factor
(q − 1) in both of the above equations and obtain the system
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8eq2 + 6eq + 8e+ 25q2 − 75q + 25 = 0

(24eq2 − 4eq + 2e+ 75q2 − 200q + 100)(4q2 + 3q + 4) = 0

For all q > 0, we can isolate e in the first equation and substitute it into
the second to obtain the equation only in q:

q4 − 2q3 + 2q − 1 = 0. (4)

Because this equation has at most four zeros, the number of connected
components of Φ is bounded by 5. This implies that in this example, by
computing equilibrium at 101 equi-spaced points and verifying that at each
computed equilibrium the price is decreasing in the endowment, one can prove
that the Lebesgue measure of endowments in [0, 1] for which this must be true
is no smaller than 0.96.

Now what happens if one can only approximate the solution to equation
(2), in the sense that one finds a q̃ for which aggregate excess demand is
approximately equal to 0, i.e., for which

|(8e+ 25)q̃3 + (−2e− 100)q̃2 + (2e+ 100)q̃ − 8e− 25| = ε

for some small ε > 0. Although one cannot, in general claim that there exists
a true equilibrium close to q̃, one can claim that q̃ is an exact equilibrium for
some ẽ close to e. In fact,

ẽ =
25q̃3 − 100q̃2 + 100q̃ − 25± ε

8− 100q̃ + 100q̃2 − 8q̃3
.

Given q̃, it is straightforward to compute bounds on |ẽ− e|. Therefore, even if
equilibrium cannot be computed exactly, one can use computational methods
to verify that there are e0, ..., eN with ei ∈ Φ and ‖ei − i/N‖ < δ for some
small δ, i = 0, ..., N . This suffices to apply the method above and to bound
the volume of Φ. It is easy to see that the argument goes through as before
with the only modification being that now there can be four intervals of the
form (i/N − δ, (i + 1)/N + δ) that might not be subsets of Φ. Therefore, for
N = 100, the lower bound on the volume of Φ is now 0.96− 8δ.

3 Connected Components in Several Dimensions

The goal is to give good lower bounds on the size (Lebesgue measure) of
Φ as defined by equation (1) in the Introduction. In this section, I consider
an arbitrary (Lebesgue measurable) set Φ ⊂ Rℓ and assume that for some
reason one can obtain bounds on the number of connected components of
the intersection of this set and arbitrary axes-parallel lines in Rℓ. I will then
show in Section 4 how these bounds arise from equation (1) if one limits the
functions that define Φ to be of a particular class.
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Throughout, fix ‖ · ‖ to denote the 2-norm. Define a generalized indicator
function J ε(x) to be 1 if there is a y ∈ Φ with ‖y − x‖ ≤ ε and 0 otherwise.
For ε = 0, this is the simple indicator function and the Lebesgue measure of
Φ is given by

∫

[0,1]ℓ
J 0(x)dx.

For x ∈ F , define a cylinder of radius ε centered around (x1, ..., xī−1, xī+1)
by

Cε
−ī(x) = {y ∈ Rℓ : ‖yi − xi‖ ≤ ε for i 
= ī}.

Note that C0
ī
(x) is simply a line parallel to the xī axis passing through the

point x. For a set A, denote by κ(A), the number of its connected components.
The following lemma generalizes Lemma 2 in Koiran (1995).

Lemma 1. Given x̄ ∈ F , define Q = Cε
−1(x̄) ∩ Φ. Then

∣

∣

∣

∣

∣

∫ 1

0

J ε(y, x̄2, ..., x̄ℓ)dy −
1

N

N
∑

i=1

J ε

(

i

N
, x̄2, ..., x̄ℓ

)

∣

∣

∣

∣

∣

≤ κ(Q)/N.

Proof. The number of connected components of the set of x ∈ C0
−1 for which

J ε(x) = 1 is not larger than the number of connected components of Φ∩Cε
−1.

Therefore, it can be written as the union of K disjoint connected pieces with
K ≤ κ, i.e., there exist a1 < b1 < · · · < aK < bK such that

{

x ∈ C0
−1 : J ε(x) = 1} =

K
⋃

k=1

{x ∈ C0
−1, x1 ∈ [ak, bk]

}

.

Then
∣

∣

∣

∣

∣

1

N

N
∑

i=1

J ε

(

i

N
, x̄2, ..., x̄ℓ

)

−
∫ 1

0

J ε(y, x̄2, ..., x̄ℓ)dy

∣

∣

∣

∣

∣

≤
K
∑

k=1

∣

∣

∣

∣

∣

∣

∫ bk

ak

J ε(y, x̄2, ..., x̄ℓ)dy −
1

N

∑

i:ak≤i/N≤bk

J ε

(

i

N
, x̄2, ..., x̄ℓ

)

∣

∣

∣

∣

∣

∣

The definition of J ε implies that for all k
∣

∣

∣

∣

∣

∣

∫ bk

ak

J ε(y, x̄2, ..., x̄ℓ)dy −
1

N

∑

i:ak≤i/N≤bK

J ε

(

i

N
, x̄2, ..., x̄ℓ

)

∣

∣

∣

∣

∣

∣

≤ 1/N.

The result follows directly from this by adding up the k pieces. �

This lemma is now extended to several dimensions. The underlying idea
is to bound the number of connected components of the intersection of Φ and
any axes-parallel cylinder. For this, define λ to be the maximal number of
connected components across all intersections of Φ with all possible cylinders
Cε, i.e.,
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λ = sup
i=1,...,ℓ;x∈[0,1]ℓ

κ(Cε
−i(x) ∩ Φ). (5)

In Section 5.2 below, I will characterize the sets for which λ <∞. Note that it
does not suffice to consider bounds on the number of connected components
only across lines that connect grid points. As will become clear subsequently,
the method crucially rests on the existence of a uniform bound across all
possible cylinders.

The following theorem is the main tool for the analysis in this paper.

Theorem 1. Given a bound on connected components λ, one can estimate
the size of Φ by verifying that the grid F = {1, ..., N}ℓ ⊂ Φ as

∣

∣

∣

∣

∣

∣

1

N ℓ

N
∑

i1,...,iℓ

J ε

(

i1
N
, ...,

iℓ
N

)

−
∫

[0,1]ℓ
J 0(x)dx

∣

∣

∣

∣

∣

∣

≤
(

ℓ

N
+ 2ε

)

λ. (6)

Proof. The theorem is proved by induction. For ℓ = 1, one only needs to
modify the last step of the proof of Lemma 1 to obtain

∣
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∣

∣

∣
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(

i

N

)

−
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[0,1]
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∣
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∣

≤ λ
(

1

N
+ 2ε

)

.

For ℓ > 1, the induction goes as follows. Adding and subtracting the
term

∫

[0,1]
(1/N ℓ−1)

∑N
i2,...,iℓ

J ε(x1, i2/N, ..., iℓ/N)dx1 to the left-hand side of

equation (6), one obtains
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Assuming that (6) holds for ℓ− 1, one obtains that for all x1 ∈ [0, 1],
∣
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By Lemma 1,
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.
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The result then follows by integrating the first term over [0, 1] and adding
the result to the second expression. �

Koiran [Koi95] considered the (important) special case ε = 0. With bounds
on the number of connected components of the intersection of Φ with ax-
esparallel lines, this provides a method for bounding the measure of Φ. In
practice, these bounds are often orders of magnitude better than bounds on
connected components of the intersection with general cylinders Cε. However,
these bounds are applicable only in cases where the economic model can be
solved exactly at the prespecified points in F ; I give an example in Section 5.
It is unclear, under which conditions the bounds in the theorem are tight and
whether the choice of the grid points is optimal. In particular, the question
of whether one can find locations of points in higher dimension that do not
require the number of points to grow at the exponential rate of equation (6)
is subject to further research.

Figure 1 illustrates the basic idea behind the theorem. For simplicity, con-
sider the case ε = 0 and ℓ = 2. To make the idea more transparent, it is useful
to assume that the grid is in fact {0, 1/N, ..., 1}2, i.e., includes points with
one coordinate being 0.1 Suppose N = 3, i.e., the conjecture can be verified
on a grid of 4 × 4 points in R2 (the black dots in the figure) and suppose
λ = 2. Clearly, along each horizontal line that connects grid points, there are
at most two points that are not connected. The upper part of the figure de-
picts a generic example. No matter where the exceptional set is located, it is
either the case that 2/3 of arbitrary vertical lines cut at least three horizontal
lines (as in the figure) or that 1/3 of vertical lines cut four horizontal lines.
The fact that the number of connected components along each vertical line
is at most 2 now implies that there must be a set of Lebesgue measure not
smaller than 2/9 for which the conjecture holds. This is the crucial step of the
argument: It seems that just from the knowledge that the conjecture holds
at the grid points one can say nothing about an arbitrary vertical line that
does not pass through any grid points. However, given that any horizontal
line that passes through the grid points has at most one “opening” (i.e., one
interval of length 1/3 that does not lie in Φ), it follows that a large fraction
of vertical lines must pass through Φ. The lower part of the figure depicts the
“worst-case scenario” where the measure is, in fact, equal to 2/9.

Although in one dimension, there is a clear relationship between convexity
of a set and the set consisting of only one connected component, this is no
longer true in higher dimensions. The theorem and the example show that the
correct generalizations in higher dimensions consider the number of connected
components along arbitrary axes-parallel lines.

In applying these method, the “only” challenge is to find reasonable bounds
on λ. It turns out that computational experiments in economics usually con-

1 This makes the formal proof more complicated, but helps make this specific ex-
ample understandable
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Horizontal lines ...

Vertical lines ...

Fig. 1. An illustration of Theorem 1

sider very specific mathematical environments, for which it is easy to obtain
bounds.

4 Bounding the Number of Connected Components in

Economic Applications

So far, it has been assumed that bounds on the number of connected com-
ponents exist and can be computed relatively easily from (1). Of course,
there are many functions f , g for which the number of connected compo-
nents of a set defined as in (1) might be infinite (consider, for example, the
set {x ∈ (0, 1) : sin(1/x) = 0}) or for which it is not easily possible to compute
bounds on the number of connected components.

However, in many economic application, the functions f and g in equation
(1) can be written as so-called Pfaffian functions. These are classes of functions
for which it can be shown that Φ has finitely many connected components. In
fact, there is a fairly large literature in mathematics now that considers the
problem of finding reasonable bounds on the number of connected components
of sets defined by Pfaffian functions (see, e.g., Gabrielov and Vorobjov [GV04]
for an overview).
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4.1 Pfaffian Functions

The following definition is from Khovanskii [Kho91], who showed that these
functions maintain many of the finiteness properties of polynomials.

Definition 1. A Pfaffian chain of order r ≥ 0 and degree α ≥ 1 in an open
domain G ⊂ Rn is a sequence of analytic functions f1, ..., fr on G that satisfy
differential equations

dfj(x) =
∑

1≤i≤n

gij(x, f1(x), ..., fj(x))dxi

for ℓ ≤ j ≤ r. The gij are polynomial in x = (x1, ..., xn), y1, ..., yj of de-
gree not exceeding α. A function f(x) = p(x, f1(x), ..., fr(x)), with p being
a polynomial of degree β, is called a Pfaffian function of order r and degree
(α, β).

Polynomials are included in this definition as Pfaffian functions of order
0. The following simple facts about Pfaffian functions are easy to verify.

• The expression exp(x) is a Pfaffian function of order 1 and degree (1, 1)
in R; f(x) = log(x) is a Pfaffian function of order 2 and degree (2, 1) on
R++ because f ′(x) = 1/x and f ′′(x) = −(f(x))2. Similarly, f(x) = xα is
a Pfaffian function of order 2 because f ′(x) = α1/xf(x).

• Given two Pfaffian functions of order r with the same underlying chain and
degrees (α1, β2) and (α2, β2), respectively, the sum is a Pfaffian function
of order r and degree (max(α1, α2),max(β1, β2)). The product of the two
functions is Pfaffian of order r and degree (max(α1, α2), β1 + β2).

• A partial derivative of a Pfaffian function of order r and degree (α, β)
is a Pfaffian function with the same Pfaffian chain of order r and degree
(α, α+ β − 1).

These facts show that all commonly used utility functions and production
functions (e.g., CES), as well as first order conditions for agents’ optimality,
can be written as Pfaffian functions.

4.2 Bounds

Gabrielov, Vorobjov, and Zell [GVZ03] showed how to compute bounds on the
number of connected components of sets of the form (1). However, in their
general approach it is often rather difficult to obtain good bounds because
they, in fact, bound the sum of all Betti numbers Φ, while the number of
connected components equals the zeroth Betti number. It is therefore useful
to consider the special case of equation (1), which is often relevant in economic
problems, i.e.,

Φ = {x0|∃x1(g(x0, x1) > 0 and f(x0, x1) = 0)}, (7)
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where x0 ∈ Rℓ0 , x1 ∈ Rℓ1 , f : Rℓ0+ℓ1 → RJ1 and g : Rℓ0+ℓ1 → RJ2 are Pfaffian
functions.

Because projection is continuous, the number of connected components of
Φ is bounded by the number of connected components of

{(x0, x1) : g(x0, x1) > 0 and f(x0, x1) = 0}.

Strict inequalities can be turned into equalities in the following way. Given J1

inequalities g1(x) > 0, ..., gJ1(x) > 0 and a system of equations f(x) = 0 the
number of connected components of

{x : f(x) = 0 and g1(x) > 0 and . . . and gJ1(x) > 0}

is bounded by the number of connected components of

{x : f(x) = 0 and g1(x) 
= 0 and . . . and gJ1(x) 
= 0}

which is bounded by the number of connected components of

⎧

⎨

⎩

(x, γ) : f(x) = 0 and 1− γ
J1
∏

j=1

gj(x) = 0

⎫

⎬

⎭

.

Given these results, it is interesting to obtain bounds on the number of
connected components of sets of the form

S = {x : f(x) = 0} ⊂ Rℓ, f : Rℓ → Rn

Suppose all fi, 1 ≤ i ≤ n are Pfaffian functions on a domain G ⊂ Rℓ, with
either G = Rℓ or G = Rℓ

++, having common Pfaffian chain of order r and
degrees (α, βi) respectively. Let β = maxi βi. Then the number of connected
components of {x : f1(x) = · · · = fn(x) = 0} does not exceed

2
r(r−1)
2+1 β(α + 2β − 1)ℓ−1((2ℓ− 1)(α+ β)− 2ℓ+ 2)r (8)

This bound is from Gabrielov and Vorobjov [GV04]. It grows exponentially
fast in the length of the underlying Pfaffian chain and in the dimension. There
is a large gap between these upper bounds and known lower bounds but for
the general case. These are, to the best of my knowledge, the best currently
known bounds.

Much better bounds are known for the special case where all fi are poly-
nomials (i.e., r = 0). In many economic applications, it is often sufficient to
consider polynomials and it is therefore of practical importance to have good
bounds for this case.

The following bound is from Rojas [Roj00]. Suppose f1, ..., fn are polyno-
mial and G = Rℓ. Consider the convex hull of the union of the ℓ unit vectors
in Rℓ together with the origin and the exponents of all monomials in the



122 Felix Kubler

equalities which define S (i.e. for the monomial xα1
1 ...xαℓ

ℓ one would take the
vector α ∈ Rℓ). For a set Q ⊂ Rℓ denote by vol(Q) the ℓ-dimensional volume
which is standardized to obtain volume 1 for the ℓ-dimensional simplex. Then
the number of connected components of S, κ(S) can be bounded as

κ(S) ≤ 2ℓ−1vol(Q). (9)

5 Computational Experiments in General Equilibrium

Analysis

In applied general equilibrium analysis, numerical methods are routinely used
to investigate quantitative features of general equilibrium models. It is there-
fore interesting to investigate the extent to which the methods in this paper
can contribute to the current state of the art in this field.

I first discuss the extent to which computational methods can be used to
verify a conjecture for a given specification of a general equilibrium model,
taking into account computational errors. I then describe conditions on the
fundamentals of the economy that ensure that the methods of this paper are
applicable to general equilibrium models. Finally, I give an application of the
methods to an example from the literature.

5.1 Approximate Competitive Equilibrium

It is useful to discuss in some detail one special case of (1). I assume that the
economic statement of interest for a given specification of exogenous variables,
e, can be written as

∃(x1, ..., xk) ∈ Rn, h1(x1, e) = 0,
...
hk(xk, e)− 0,
ψ(x1, ..., xk, e) > 0

(10)

For each i = 1, ..., k, the (possibly multivariate) function hi should be un-
derstood to summarize the equilibrium conditions for a given economy, i.e.,
they consist of necessary and sufficient first order conditions together with
market clearing or consist simply of the aggregate excess demand functions.
The vector xi is supposed to contain all endogenous variables (e.g., allocations
and prices) for this economy. Different hi correspond to different specifications
of the economy, for example, h1 could summarize the equilibrium conditions
for an economy without taxes, while h2 could indicate that some taxes are
introduced to the economy. The function ψ makes the comparative statics
comparisons that are of interest in the particular application.

In Section 5.3, I give a concrete example from applied general equilibrium
analysis. For now, I want to focus on the abstract mathematical problem. To
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determine whether, for a given ē ∈ E, the statement is true, one now has to
compute a solution to the nonlinear system of equations.

Most existing algorithms used in practice find only one of possibly several
solutions; often the algorithms find only an approximate solution. The fact
that the algorithms find only one solution limits the economic statements one
can consider (for example, one can generally not make statement about all
solutions), but is irrelevant for the approximate generalizations suggested in
this paper.

In most cases, only approximate solutions can be obtained. As an example,
consider a pure exchange economy with I agents that have endowments and
utility functions E = (ei, ui)I

i=1. For the associated aggregate excess demand
function zE(·), Scarf’s [Sca67] algorithm finds, for any given ε > 0, a p̃ such
that ‖zE(p̃)‖ < ε. Evidently, p̃ might not be a good approximation for an exact
equilibrium price. However, if zE(·) is the aggregate excess demand function
for a given profile of individual endowments e1, ..., eI and if e1 is sufficiently
large, it follows from Walras’ law that z(e1+zE(p̃),e2,...,eI ,(ui))(p̃) = 0. Given
that p̃ · zE(p̃) = 0, adding zE(p̃) to an agent’s endowments does not change
his individual demand, but only his excess demand. In other words, p̃ is the
exact equilibrium price for a close-by economy. This observation, which has
been known at least since Postlewaite and Schmeidler [PS81] (and follows from
Debreu [Deb70]), has been tied to “backward error analysis” used in numerical
analysis by Kubler and Schmedders [KS05]). They showed that the idea is
applicable to a wide variety of general equilibrium models, including models
with production, uncertainty, and, possibly, incomplete financial markets.

The fact that only approximate solutions can be obtained then means that
the computational experiment can only determine an ε > 0 such that there
exists an ẽ with ‖ẽ− ē‖ ≤ ε and ẽ ∈ Φ.

In some cases, if the functions hi are all polynomials, one can apply
Smale’s so-called alpha method to bound the difference between true equi-
librium prices and allocations, and computed prices and allocations.

Smale’s Alpha Method

Because it is not very well known in economics, Smale’s method is summarized
for completeness. The following results are from Blum, Cucker, Shub, and
Smale [BCSS98, Ch. 8]).

Let D ⊂ Rn be open and let f : D → Rn be analytic. For z ∈ D, define
f (k)(z) to be the kth derivative of f at z. This is a multilinear operator that
maps k-tuples of vectors in D into Rn. Define the norm of an operator A to
be

‖A‖ = sup
x �=0

‖Ax‖
‖x‖ .

Suppose that f (1)(z), the Jacobian of f at z, is invertible and define
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γ(z) = sup
k≥2

∥

∥

∥

∥

(f (1)(z))−1f (k)(z)

k!

∥

∥

∥

∥

1/(k−1)

and
β(z) = ‖(f (1)(z))−1f(z)‖.

Theorem 2. Given a z̄ ∈ D, suppose the ball of radius (1 −
√

2/2)/γ(z̄)
around z̄ is contained in D and that

β(z̄)γ(z̄) < 0.157.

Then there exists a z̃ ∈ D with

f(z̃) = 0 and ‖z̄ − z̃‖ ≤ 2β(z̄).

Note that the result holds for general analytic functions. However, it is only
applicable for polynomials, because, for general analytic functions, it is diffi-
cult or impossible to obtain bounds on supk≥2‖((f (1)(z))−1f (k)(z))/k!‖1/(k−1).
In Section 5.3, I give a trivial example where the method is applicable.

5.2 Generalizable Economies

In general equilibrium analysis, the following question arises naturally: What
assumptions on fundamentals guarantee that there are bounds on the number
of connected components of sets defined as in equation (1)?

If the economic conjecture can be generalized from finitely many examples
to a set of large volume, I say that the economic model allows for approx-
imate generalizations. Although it is true that CES utility and production
functions are Pfaffian, one would ideally hope for assumptions on preferences
and technologies that are sufficient for approximate generalizations and that
are a bit more general than assuming Pfaffians. Furthermore, the question
arises whether there are necessary conditions on preferences and technologies
that have to hold so that the techniques in this paper are applicable and the
economy allows for approximate generalizations.

One possible characterization, which will turn out to be both necessary
and sufficient, is that the underlying classes of economies are definable in an
o-minimal structure. I give a brief explanation of what this means and then
discuss its implications.

O-minimal Structures

The following definitions are from van den Dries [Van99]. Define a structure
on R to be a sequence S = (Sm)m∈N such that, for each m ≥ 1, the following
statements hold:

(S1) Sm is a Boolean algebra of subsets of Rm.
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(S2) If A ∈ Sm, then R×A and A× R belong to Sm+1.

(S3) There exists {(x1, ..., xm) ∈ Rm : x1 = xm} ∈ Sm.

(S4) If A ∈ Sm+1, then π(A) ∈ Sm, where π : Rm+1 → Rm is the projection
map on the first m coordinates.

A set A ⊂ Rm is said to be definable in S if it belongs to Sm. A function
f : Rm → Rn is said to be definable in S if its graph belongs to Sm+n.

An o-minimal structure on R is a structure such that the following state-
ments hold:

(O1) {(x, y) ∈ R2 : x < y} ∈ S2.

(O2) The sets in S1 are exactly the finite unions of intervals and points.

It can be easily verified that a set Φ as defined in (1) belongs to an o-
minimal structure S if all functions f , g are definable in S.

It is beyond the scope of this paper to discuss the assumption of o-
minimality in detail. Theorem 2 below makes it clear that this assumption is
very useful for the analysis. For a thorough reference on o-minimal structures,
see van den Dries [Van99]. A well-known example of an o-minimal structure is
induced by the ordered field of real numbers; definable sets are the semialge-
braic sets. In formulation (1), the functions f and g are then all polynomials.
Wilkie [Wil96] proved that the structure generated by Pfaffian functions is
also o-minimal. The following two theorems are important for our analysis.
The first theorem is a standard result for o-minimal structures (see, e.g., van
den Dries [Van99]).

Theorem 3. Let Φ ⊂ Rℓ be a definable set in an o-minimal structure on R.
There is a uniform bound B such that for any affine set L ⊂ Rℓ, the set Φ∩L
has at most B connected components.

A set is affine if it can be defined by a system of linear equations.
The fact that the uniform bounds exist is interesting from a theoretical

perspective, because it implies that for any set definable in an o-minimal
structure, λ as defined in equation (5) is finite. In practice, however, how to
obtain actual bounds when the sets cannot be described by either polynomial
or Pfaffian functions is an open question.

The second result follows from the cell-decomposition theorem (see van den
Dries [Van99] for a statement and proof of the cell-decomposition theorem).

Theorem 4. If S is an o-minimal structure on R, all definable sets are
Lebesgue measurable.

O-minimal Economies

Given an o-minimal structure S, preferences � over consumption bundles in
some definable set X are called definable if all better sets are definable, i.e.,
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for all x ∈ X , {y : y � x} is definable in S. Richter and Wong [RW00] proved
that definable preferences can be represented by definable utility functions.
It is easy to see that definable utility functions give rise to definable best re-
sponse correspondences and that in pure exchange economies the equilibrium
manifold is definable if preferences are definable. Blume and Zame [BZ93] ap-
plied o-minimality to consumer theory and general equilibrium analysis, and
proved a definable analogue of Debreu’s theorem on generic local uniqueness.

Both Blume and Zame and Richter and Wong argued that the assumption
that preferences and technologies are definable in an o-minimal structure is
very natural and satisfied in almost all (finite) applied general equilibrium
models.

Given a class of o-minimal economies, any statement that gives rise to a
definable set Φ can be approximately generalized using the methods in this
paper. As mentioned above, a set Φ defined by (1) is definable in an o-minimal
structure S if the functions f and g are definable. Moreover, any first order
sentence about definable economies defines a set Φ that admits bounds on the
number of connected components.

It is clear that the assumption of o-minimality of the classes of economies
considered is both necessary and sufficient for the applicability of approximate
generalizations. Theorem 2 shows sufficiency; necessity follows directly from
the condition (O2). If an economy is not o-minimal, there exist sets with
infinitely many connected components.

A Complete Characterization?

Although o-minimality is necessary and sufficient for approximate general-
izations, the assumption is a bit unsatisfactory in that it only provides an
indirect characterization of preferences and technologies. This leads to the
question whether one can derive a largest class of utility and production func-
tions that guarantee that the underlying economy is definable in an o-minimal
structure.

Surprisingly, one can show that this is impossible. Rolin, Speissegger, and
Wilkie [RSW03] constructed a pair of distinct o-minimal structures on the
reals that are not both reducts of a common o-minimal expansion. This re-
sult implies that there cannot be one largest class of utility and production
functions that gives rise to o-minimal economies. Instead, the assumption on
ominimality is an assumption on the entire economy. If some agents’ prefer-
ences are definable in one o-minimal structure while others are definable in
another o-minimal structure, it is not guaranteed that there exists a larger
structure that is still o-minimal and in which all preferences are definable.

In this sense, o-minimality provides the best characterization of finiteness
one can hope for.
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5.3 An Example

I reexamined a well-known example from applied general equilibrium analysis.
Following Shoven [Sho76], I asked about the output effects of capital taxation
in the two-sector model of the U.S. economy. The example is intended to give
an illustration of the methods and is, therefore, held as simple as possible.

In a static economy, two consumption goods are produced by two sectors,
j = 1, 2, using as input capital and labor. Production functions are Cobb–
Douglas and of the form

f1(y1ℓ, y1k) = γ1y
2/3
1ℓ y

1/3
1k

f2(y2ℓ, y2k) = γ2y
1/2
2ℓ y

1/2
2k

Two individuals, i = 1, 2, are endowed with capital and labor (ki, ℓi). Let
K = k1 + k2 and L = ℓ1 + ℓ2 denote aggregate endowments. Utilities are
Cobb–Douglas, ui(x1, x2) = xξi

1 x
1−ξi

2 , 0 < ξi < 1. Prices are (p1, p2, pk, pℓ)
and I normalize pℓ = 1 throughout.

In the benchmark equilibrium, there is a tax on capital in sector 1 and the
revenue T = τpky1k is distributed equally among the two agents. Following
Shoven [Sho76], I assume that in the benchmark, equilibrium prices, as well
as total output per sector are observable. The economic conjecture is that
removal of this tax will increase total output, measured at new equilibrium
prices, by at least 5 percent. I want to illustrate how to use the methods
in this paper to prove that the conjecture is true for a large set of exogenous
parameters for which the model is consistent with the benchmark equilibrium.
The following five steps are necessary:

1. Formulate the economic statement as a system of equations and inequal-
ities.

2. Identify the set of exogenous parameters that one wants to consider. This
might involve adding additional constraints on parameters to match quan-
tities in the benchmark equilibrium.

3. Formulate a system of equations that defines the set Φ and that are Pfaf-
fian or polynomial.

4. Perform the computations on a grid of parameter values. For each param-
eter on the grid, either prove that it is in Φ (e.g., if Smale’s method is
applicable) or show that there are close-by parameters that lie in Φ.

5. Find bounds on the number of connected components and apply Theo-
rem 1.

In step 1, note that competitive equilibrium is characterized by the follow-
ing market clearing and firms’ optimality conditions

ξ1
pkk1 + ℓ1 + T/2

p1
+ ξ2

pkk2 + ℓ2 + T/2

p1
= γ1y

2/3
1ℓ y

1/3
1k , (11)
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(1− ξ1)
pkk1 + ℓ1 + T/2

p2
+ (1− ξ2)

pkk2 + ℓ2 + T/2

p2
= γ2y

1/2
2ℓ y

1/2
2k , (12)

y1k + y2k = k1 + k2, (13)

y1ℓ + y2ℓ = ℓ1 + ℓ2, (14)

p1
2γ1

3
y
−1/3
1ℓ y

1/3
1k = 1, (15)

p1
γ1

3
y
2/3
1ℓ y

−2/3
1k = pk + τ, (16)

p2
γ2

2
y
−1/2
2ℓ y

1/2
2k = 1, (17)

p2
γ2

2
y
1/2
2ℓ y

−1/2
2k = pk. (18)

In addition, the economic conjecture is that

γ1p1y
2/3
1ℓ y

1/3
1k + γ2p2y

1/2
2ℓ y

1/2
2k > 1.05× benchmark output. (19)

Note that all functions are semialgebraic and that one can rewrite these equa-
tions as a system of polynomial equations.

In step 2, the fact that output per sector is observable together with the
firms’ optimality conditions uniquely determine the parameters in the pro-
duction functions as well as firms’ factor demand. For concreteness, suppose
total outputs are 60 and 40, and that benchmark prices are all equal to 1.
This implies γ1 = γ2 = 2, L = 60 and K = 36.875 with a tax rate around 18.5
percent (to match the equilibrium exactly, with γ1 = γ2 = 2 one needs to set
τ = (32, 767/19, 683)1/3), which corresponds to a tax revenue of T = 3.125.
The observations impose the following restrictions on agents’ preference pa-
rameters and the distribution of capital and labor endowments across agents:

ξ1(k1 + ℓ1 + T/2) + ξ2(T/2 +K + ℓ− k1 − ℓ1) = 60. (20)

Without loss of generality, one can assume that agent 1 holds less capital than
agent 2. Furthermore, I assume that he has larger labor endowments and a
propensity to consume commodity 1 of less than 1/2. Therefore, I define the
set of admissible exogenous variables to be

E = [0, 10]× [30, 55]× [0.05, 0.5].

For each (k1, ℓ1, ξ1) ∈ E, the ξ2 that solves equation (20) turns out to lie
between 0 and 1.

In step 3, given the definition of E, one now needs to find a system of
polynomial equations that characterizes the set Φ, i.e., the set of all e ∈ E
such that ∃(p1, p2, pk), (ȳjk, ȳjℓ)j=1,2, that satisfy equations (11)–(18) with
τ = T = 0, ℓ2 = L− ℓ1, k2 = K − k1 as well as equations (19) and (20).

To find good bounds on the number of connected components, it is now
useful to rewrite these equations as polynomial equations, substituting for
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as many variables as possible. In general, computer algebra systems such as
Maple or Mathematica are ideally suited for this task. In this simple example,
it can be easily done by hand. Using the fact that

pk =
y1ℓ

2y1k
=
y2ℓ

y2k
,

the system (11)–(18) and (19) can be rewritten as a system of polynomial
equations and inequalities in y = y1ℓ and in the unknown parameters. After
some relatively straightforward algebra, one obtains that (k1, ℓ1, ξ1) ∈ Φ if
there exist y > 0 and such that

−59ℓ21ξ1 + 165ℓ1k1ξ1 +
12

5
ℓ1k1y − 192ℓ1k1 +

17, 405

16
ℓ1ξ1

−177

2
ℓ1y + 7, 080ℓ1 − 96k2

1ξ1 +
12

5
k2
1y − 2, 670k1ξ1

−1, 299

4
k1y + 1, 1520k1 +

22125

2
ξ1 +

278, 775

32
y − 424, 800 = 0

15− 1

2
y > 0

In the fourth step, one needs to verify that the conjecture is correct on a
grid of points. For concreteness, I take F to consist of 1, 000× 1, 000× 1, 000
equispaced points,

F = {0.01, 0.02, . . . , 10}×{30.025, 30.050, . . . , 55}×{0.05045, 0.0509, . . . , 0.5}.

Because y is a linear function in the parameters, it is trivial to find good
error bounds. The fact that if a+ bx = ε, there is an x̄ with a+ bx̄ = 0 and
|x̄ − x| = ε/b can be seen as a trivial special case of Smale’s formula. The
fraction of points that can thus be shown to lie in Φ turns out to be greater
than 0.999998.

Last, in the fifth step of the procedure, to bound the size of Φ, one then
needs a bound on the number of connected components. For this, one can
use equation (8) from Section 4.2. How large is the number of connected
components of Φ along a line parallel to the ℓ1 axes? To bound this, one needs
to fix an arbitrary ξ̄1, k̄1 and consider the set of all y, ℓ1, t such that

− 59ℓ21ξ̄1 + 165ℓ1k̄1ξ̄1 +
12

5
ℓ1k̄1y − 192ℓ1k̄1 +

17, 405

16
ℓ1ξ̄1

− 177

2
ℓ1y + 70, 80ℓ1 − 96k̄2

1 ξ̄1 +
12

5
k̄2
1y − 2, 670k̄1ξ̄1

− 1, 299

4
k̄1y + 11, 520k̄1 +

22125

2
ξ̄1 +

278, 775

32
y − 424, 800 = 0

1− t
(

15− 1

2
y

)

= 0
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The volume of the convex hull of the three unit vectors together with (2, 0, 0),
(1, 1, 0), and (0, 1, 1) is less than 2. Therefore, one obtains a bound on the
number of connected components of 23−1 × 2 = 8.

For lines along the ξ1 or k1 axes, the argument is similar and one obtains
λ ≤ 8. To apply Theorem 1, note that λ(1/N) = 24/1, 000. Therefore, the
normalized volume of Φ is greater than 0.975.

6 A Random Algorithm

Suppose one has access to a random number generator and can draw uniformly
and independently random ẽ ∈ {1/N, ..., 1}ℓ. See, e.g., L’Ecuyer [LEc02] for
a discussion on generating random and quasi-random numbers. There are
now a few web sites that offer sources of random numbers that are generated
by physical processes. For example, at www.randomnumbers.info, the user can
download numbers that are generated by a physical random number generator
that exploits an elementary quantum optics process. A precise description of
the physical principles that underlie the method can be obtained at that site.

Both random and pseudo-random numbers are naturally integer valued
(see Blum, Cucker, Shub, and Smale [BCSS98] for a more elaborate discus-
sion on probabilistic machines) and, therefore, lie on a grid. It is not possible
to draw random numbers uniformly over an interval, but it is possible to
generate random draws from a finite set. Suppose as before that E = [0, 1]ℓ

and that F = {1/N, ..., 1}ℓ . In this formulation, N is now the number of
digits of the random numbers and can be thought of as relatively large (how-
ever, one should keep in mind that the cost of generating random numbers
increases with the size of the numbers; it is not reasonable to assume that N
is arbitrarily large).

Suppose one has M × ℓ random numbers drawn independently and iden-
tically distributed from {1, ..., N}. Scaled appropriately, this gives M random
vectors ẽ1, ..., ẽM ∈ F . If, for each i = 1, ...M , there is an ē with ‖ē− ẽ‖ ≤ ε
and with ē ∈ Φ, J ε(ẽi) = 1 for all i, then by the binomial formula one obtains
that the probability of the event that the fraction of points x ∈ F for which
J ε(x) = 0 is greater than δ must be less than or equal to (1−δ)M . Therefore,

Prob

⎡

⎣

1

N ℓ

∑

i1,...,iℓ

J ε

(

i1
N
, ...,

iℓ
N

)

< 1− δ

⎤

⎦ ≤ (1 − δ)M .

Using Theorem 1, one can now infer probabilistic statements about the
size of Φ from probabilistic statements about the number of points in the
finite grid for which the statement is true. If ε < 1/N and, as before, letting λ
denote a bound on the maximal number of connected components of Φ ∩Cε

i ,
the fact that

∫

[0,1]ℓ
J 0(x)dx ≥ 1

N ℓ

∑

i1,...,iℓ

J ε

(

i1
N
, ...,

iℓ
N

)

−
(

2ε+
ℓ

N

)

λ
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implies that

Prob

[

∫

[0,1]ℓ
J 0(x)dx < 1− δ −

(

2ε+
ℓ

N

)

λ

]

≤ (1− δ)M . (21)

See Koiran [Koi95] or Blum, Cucker, Shub, and Smale [BCSS98, Ch. 17.4] for
the case ε = 0 and a discussion of the result.

Note that the number of points needed is independent of the dimension,
which enters only through bounds on the number of connected components.
In the example in Section 5.3, one had to verify the conjecture at a billion
points to bound the size of the residual set to be less than 0.025. Using the
probabilistic approach, if one draws 1,000 random points with five significant
digits (i.e., N = 100, 000) from the set of admissible parameters and takes
δ = 0.0049, one obtains that the probability that the set Φ is greater than
0.996− 3λ/100, 000 is at least 1− (1− 0.0049)1,000 = 0.9926. It is, therefore,
easy to verify that with high probability (at least 0.9926) the set Φ is greater
than 0.995. Note that the bound on λ obtained in Section 5.3 is crucial to this
argument. In the example, 1,000 points suffice to show that the set is greater
than 0.995 with high probability, but one needs a billion points to show that
this is true with certainty.

Although the random method is much more efficient, it is not clear how
to interpret a statement like “29 is a prime number with probability 0.9926.”
Even though it is well known in theoretical computer science that random
algorithms often reduce the complexity of the problem considerably, these al-
gorithms usually solve a specific problem and it can often be checked that the
candidate solution produced by the algorithm is an actual solution (without
probabilities attached). One possible interpretation of equation (21) is the fol-
lowing. Suppose nature draws randomly a vector of parameters e uniformly
from [0, 1]ℓ. Equation (21) implies that the overall probability that this pa-
rameter will lie in Φ is at least (1− δ− (2ε+ ℓ/N)λ)(1− δ)N). This, therefore,
allows for statistical statements about how likely it is that the conjecture is
true for randomly selected parameters.

Note that the number of connected components can be fairly large if N
is sufficiently large and ε is very small. However, in practice a bound for
the volume arises naturally from the precision with which equilibria can be
computed, i.e., with ε. Because Theorem 1 is only valid if 1/N > ε, these
methods are applicable if and only if the number of connected components is
orders of magnitude smaller than 1/ε.

A naive application of the random algorithm without knowledge of bounds
on λ as defined in equation (5) does not allow for any statements about the
size of Φ. If, for example, Φ ⊂ [0, 1] consists of all irrational numbers, even
without any computational error, because any random number will certainly
be rational (in fact integer valued), the method predicts the volume of Φ to
be 0, while in reality it is equal to 1. Only when one can bound λ (even if
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this bound turns out to be fairly large) can one make meaningful probabilistic
statements about the size of Φ by randomly sampling it.

7 Conclusion

Computational experiments that make statements about one specific example
economy can be generalized to infinite classes of economies when the economic
fundamentals are definable in an o-minimal structure. Theorem 1, the main
theoretical result, precisely specifies the conditions under which finitely many
examples suffice to make statements about sets of parameters with positive
Lebesgue measure.

I argue that this theoretical insight can be fruitfully put to work in applied
general equilibrium analysis. For all commonly used specifications of utility
and production functions, one can easily compute how many examples are
needed to make statements about large sets of parameters. These statements
are possible even if equilibria cannot be computed exactly. The methods are
directly applicable to models whose solutions can be characterized by finite
systems of equations; this includes stationary equilibria and steady states in
infinite horizon models used in modern macroeconomics and public finance.

However, it turns out that in large problems the number of examples
needed is astronomically high and it is, therefore, not feasible to make general
statements using a deterministic algorithm. A random algorithm can be used
to make statements about the probability that a given conjecture holds for a
set of relative size 1− δ.

Computing numerous random examples and then using statistical infer-
ence to summarize the findings is not a new idea (see, e.g., Judd [Jud97]),
but it has not previously been formalized to take into account finite preci-
sion arithmetics of actual computations. For this method the most important
practical insight of this paper is about the interplay of errors in computation,
ε, the size of the random numbers used, N , and the number of connected com-
ponents. One can estimate the Lebesgue measure of the set Φ by randomly
drawing examples if the number of connected components is orders of magni-
tude smaller than 1/ε. Otherwise, it is not possible to make even probabilistic
statements about the size of Φ.

The methods introduced in this paper are obviously not the only ones that
can be used to show that a given formula holds for a rich class of parameters.
Because the real closed field is decidable, one can apply algorithmic quanti-
fier elimination and use an algorithm to verify whether a given semialgebraic
statement of interest is true for all parameters in a given (semialgebraic) set
(see, e.g., Basu, Pollack, and Roy [BPR03]). However, for more complicated
structures, decidability is an open problem and there are certainly no algo-
rithms available for quantifier elimination at this time. Moreover, even for the
semialgebraic case, the methods in this paper are much more tractable than
quantifier elimination.
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Summary. This paper develops theoretical foundations for an error analysis of ap-
proximate equilibria in dynamic stochastic general equilibrium models with hetero-
geneous agents and incomplete financial markets. While there are several algorithms
that compute prices and allocations for which agents’ first-order conditions are ap-
proximately satisfied (“approximate equilibria”), there are few results on how to
interpret the errors in these candidate solutions and how to relate the computed
allocations and prices to exact equilibrium allocations and prices. We give a simple
example to illustrate that approximate equilibria might be very far from exact equi-
libria. We then interpret approximate equilibria as equilibria for close-by economies;
that is, for economies with close-by individual endowments and preferences.

We present an error analysis for two models that are commonly used in applica-
tions, an overlapping generations (OLG) model with stochastic production and an
asset pricing model with infinitely lived agents. We provide sufficient conditions that
ensure that approximate equilibria are close to exact equilibria of close-by economies.
Numerical examples illustrate the analysis.

Key words: Approximate equilibria, Backward error analysis, Perturbed economy,
Dynamic stochastic general equilibrium, Computational economics

1 Introduction

The computation of equilibria in dynamic stochastic general equilibrium mod-
els with heterogeneous agents is an important tool of analysis in finance,
macroeconomics, and public finance. Many economic insights can be obtained
by analyzing quantitative features of calibrated models. Prominent examples
in the literature include, among others, Rios-Rull [Rio96] and Heaton and
Lucas [HL96].

Unfortunately there are often no theoretical foundations for algorithms
that claim to compute competitive equilibria in models with incomplete mar-
kets or overlapping generations. In particular, since all computation suffers
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from truncation and rounding errors, it is obviously impossible to numeri-
cally verify that the optimality and market clearing conditions are satisfied,
and that a competitive equilibrium is found. The fact that the equilibrium
conditions are approximately satisfied generally does not yield any implica-
tions on how well the computed solution approximates an exact equilibrium.
Computed allocations and prices could be arbitrarily far from competitive
equilibrium allocations and prices.

In this paper we develop an error analysis for the computation of compet-
itive equilibria in models with heterogeneous agents where equilibrium prices
are infinite dimensional. We define an ε-equilibrium as a collection of finite
sets of choices and prices such that there exists a process of prices and choices
that takes values exclusively in these sets and for which the relative errors in
agents’ Euler equations and the errors in market clearing conditions are below
some small ε at all times. Existing algorithms for the computation of equi-
libria in dynamic models can be interpreted as computing ε-equilibria, and
the finiteness of ε-equilibria allows us to computationally verify if a candidate
solution constitutes an ε-equilibrium. To give an economic interpretation of
the concept, we follow Postlewaite and Schmeidler’s [PS81] analysis for finite
economies and interpret ε-equilibria as approximating exact equilibria of a
close-by economy.

In finite economies the problem of interpreting ε-equilibria is easiest illus-
trated in a standard Arrow–Debreu exchange economy. Scarf [Sca67] proposes
a method that approximates equilibria for any given finite economy in the fol-
lowing sense: Given individual endowments εi for individuals i = 1, ..., I and
an aggregate excess demand function ξ(p, (ei)I

i=1), and given an ε > 0, the
method finds a p̄ such that ‖ξ(p̄, (ei)I

i=1‖ < ε. As Anderson (1986) points out,
this fact does not imply that it is possible to find a p̃ such that ‖p̃− p∗‖ < ε
for some exact equilibrium price vector p∗. Richter and Wong [RW99] make
a similar observation. They examine the problem of the computation of equi-
libria from the viewpoint of computable analysis and point out that while
Scarf’s algorithm generates a sequence of values converging to a competitive
equilibrium, knowing any finite initial sequence might shed no light at all on
the limit.

However, if individual endowments are interior and if the value of the
excess demand function at p̄, ‖ξ(p̄, (ei))‖, is small, then p̄ is an equilibrium
price for a close-by economy. Homogeneity of aggregate excess demand implies
that if p̄ · ξ(p̄, (ei)) = 0, then ‖(p̄, (ei)) − (p∗(ẽi))‖ < ε with ξ(p∗, (ẽi)) = 0.
Figure 1 displays an equilibrium correspondence, which maps endowments
into equilibrium prices. The computed price for the original economy is far
away from the unique exact equilibrium price. No small perturbation of this
price is an equilibrium price for the economy. However, there is an economy
with close-by endowments for which the computed price is an equilibrium
price.

Researchers rarely know the exact individual endowments of agents any-
way, and if close-by specifications of exogenous variables lead to vastly differ-
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Price

Computed
Price

Original
economy

Perturbed
economy

Endowments

Unique exact equilibrium

Fig. 1. So close and yet so far

ent equilibria, it will be at least useful to know one possible equilibrium for one
realistic specification of endowments. As Postlewaite and Schmeidler [PS81]
put it, “If we don’t know the characteristics, but rather, we must estimate
them, it is clearly too much to hope that the allocation would be Walrasian
with respect to the estimated characteristics even if it were Walrasian with
respect to the true characteristics.”

This issue has long been well understood from the viewpoint of computa-
tional mathematics. In general, sources of errors in computations can be clas-
sified into three categories. First, there are errors due to the theory: Economic
models typically contain many idealizations and simplifications. Second, there
are errors due to the specification of exogenous variables: The economic model
depends on parameters that are themselves computed approximately and are
the results of experimental measurements or the results of statistical proce-
dures. Third, there are errors due to truncation and rounding: Each limiting
process must be broken off at some finite stage, and because computers usu-
ally use floating point arithmetic, round-off errors result. There exists a debate
within the applied economic literature (which uses computations) about the
trade-off between the first and third sources of errors, but there is surpris-
ingly little discussion about a possible trade-off between the second and third
sources. This paper explores how this latter trade-off can be used to interpret
approximate solutions to dynamic general equilibrium models via backward
error analysis.

Backward error analysis is a standard tool in numerical analysis that was
developed in the late 1950s and 1960s (see Wilkinson [Wil63] or Higham
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Fig. 2. Mixed forward–backward error analysis

[Hig96]). Surprisingly, this tool has not been widely used in economics.3 In
backward error analysis exogenous parameters are given, an approximate so-
lution is computed, and then the necessary perturbations in exogenous param-
eters are determined for the computed solution to be exact. The focus of our
analysis of popular models in Sections 5 and 6 of this paper is the calculation
of backward errors. Due to the nature of economic problems we cannot per-
form “pure” backward error analysis and only perturb exogenous parameters.
Instead, we compute bounds on perturbations of both exogenous parame-
ters and endogenous equilibrium values. Higham [Hig96] calls this “mixed”
forward–backward error analysis. Figure 2 elucidates this concept. Ideally we
are interested in the exact equilibrium for the original economy and would
like to provide a bound on the distance between the computed and the exact
equilibrium. However, we argue that this may often be impossible and, in-
stead, we interpret the computed equilibrium as a good approximation (small
forward error in the figure) of the exact equilibrium of an economy that is a
slight perturbation (backward error) of the original economy.

The analysis in our paper is, from a theoretical perspective, perhaps closest
to Mailath, Postlewaite, and Samuelson’s [MPS05] discussion of ε-equilibria in
dynamic games. An important difference is that Mailath et al. allow for per-
turbations in the instantaneous payoff functions of the game. In our framework

3 Judd’s textbook [Jud98], for example, mentions backward error analysis and pro-
vides a citation from the numerical analysis literature, but never applies the
concept to an economic problem. Sims [Sim89] and Ingram [Ing90] use the ter-
minology “backsolving” for a method for solving non-linear, stochastic systems.
This concept is fairly unrelated to backward error analysis.
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this can lead to preferences over payoff streams that are far away from the
original preferences. Therefore, we do not consider these.

For models with a single agent, Santos and his coauthors examine forward
error bounds both on policy functions and on allocations (Santos and Vigo-
Aguiar [SV98], Santos [San00], and Santos and Peralta-Alva [SP05]). They
derive sufficient conditions under which it is possible to estimate error bounds
from the primitive data of the model and from Euler equation residuals. How-
ever, most of these results do not generalize to models with heterogeneous
agents and incomplete markets. No sufficient conditions are known that allow
the derivation of error bounds on computed equilibrium prices and allocations
in the models considered in this paper.

The paper is organized as follows. In Section 2 we illustrate the main intu-
ition in a simple two-period example. Section 3 outlines an abstract dynamic
model and defines what we mean by close-by economies. Section 4 develops
the theoretical foundations of our method. In Section 5 we apply this method
to a model with overlapping generations and production. In Section 6 we
apply the methods to a version of Lucas’ [Luc78] asset pricing model with
heterogeneous agents.

2 The Main Intuition in a Two-period Economy

In this section we demonstrate the main themes of this paper in a simple two-
period model. We first show how competitive equilibria can be characterized
by a system of equations that relates endogenous variables in one period to
endogenous variables of the next period. These equations, which we refer to
as the equilibrium equations, enable us later in the paper to describe infinite
equilibria with finite sets. Second, we define an ε-equilibrium and provide
an example that shows that ε-equilibrium prices and allocations can be a
terrible approximation to exact equilibria. We show that, in the example,
perturbations in individual endowments can rationalize ε-equilibria as exact
equilibria.

Example 1. Consider a simple pure exchange economy with two agents, two
time periods, and no uncertainty. There is a single commodity in each period:
agents’ endowments are (ei

0, e
i
1) for i = 1, 2. Agents can trade a bond that

pays one unit in the second period; the price of the bond is denoted by q.
Agents’ bond holdings are θi, i = 1, 2. Agents preferences are represented by
time-separable utility U i(x0, x1) = vi(x0) + ui(x1), i = 1, 2, for increasing,
differentiable, and concave functions vi, ui : R+ → R.

A competitive equilibrium is a collection of choices (ci, θi)i=1,2 and a bond
price q such that both agents maximize utility and markets clear, i.e., θ1+θ2 =
0 and for both i = 1, 2,

(ci, θi) ∈ argmax
c∈R2

+,θ∈R

U i(c) s.t. c0 = ei
0 − qθ, c1 + ei

1 + θ.
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To represent equilibria for infinite-horizon models we want to derive a system
of equations that links endogenous variables (i.e., choices and prices) today
to endogenous variables in the next period. In this simple example, we define
the vector of relevant endogenous variables to consist of current consump-
tion, current portfolios, and current prices, z = ((ci, θi)i=1,2, q). (Even though
agents do not trade the bond in the second period we include zero bond hold-
ings and a zero price in the state variable z1 for that period. This setup has
the advantage that the resulting equilibrium expressions look very similar to
those in the infinite-horizon problems that we examine in the main part of
the paper.)

In this two-period example, we define a system of equations h(z0, κ, z1)
such that ((c̄i, θ̄i)i=1,2, q̄) ∈ R2

+ × R2 × R2
+ × R2 × R2

+ is a competitive
equilibrium if and only if there exists κ = (κ1, κ2) ∈ R2

+ × R2
+ such that

h(z̄0, κ, z̄1) = 0, with z̄0 = ((c̄i0, θ̄
i
0)i=1,2, q̄0) and z̄1 = ((c̄i1, 0)i=1,2, 0). The

system is

h(z0, κ, z1) =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

−q0v′i(ci0) + u′i(c
i
1)− q0κi

0 + κi
1 (i = 1, 2),

ci0 − (ei
0 − q0θi

0) (i = 1, 2),
ci1 − (ei

1 + θi
0) (i = 1, 2),

κi
0c

i
0 (i = 1, 2),

κi
1c

i
1 (i = 1, 2),

θ10 + θ20 .

An exact equilibrium is characterized by h(·) = 0, but computational meth-
ods can rarely find exact solutions. All one can usually hope for is to find
an ε-equilibrium, namely (z0, z1), such that minκ∈R4

+
‖h(z0, κ, z1)‖ < ε. Un-

fortunately, even in this very simple framework, one can construct economies
where ε-equilibria can be arbitrarily far from exact equilibria.

2.1 Approximate Equilibria Can Be Far from Exact

Consider the following class of economies parameterized by δ > 0:

v1(x) = x, u1(x) = − 1

x
, e1 = (2, δ), and

v2(x) = − 1

x
u2(x) = x, e2 = (0, 2).

We can easily verify that a competitive equilibrium is given by

q0 =
1

(2 + δ)2
, θ10 = 2 = −θ20,

c1 =

(

2− 2

(2 + δ)2
, 2 + δ

)

, c2 =

(

2

(2 + δ)2
, 0

)

.

This equilibrium is unique for δ > 0. In addition, for δ < 1/
√

4− ε− 1/2, the
following values of the asset price, asset holdings, and consumption vectors
yield an ε-equilibrium:
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q0 = 4, θ10 = −θ20 =
1

2
, c1 =

(

0,
1

2
+ δ

)

, c2 =

(

2,
3

2

)

.

All equations except for h1(·) = 0 for agent 1 hold with equality. The error in
this equation is below ε by construction.

This example shows that for any (arbitrarily small) ε > 0 we can con-
struct an economy and an ε-equilibrium that is far from an exact equilibrium
both in allocations and prices. Furthermore, it is worth noting that agents’
welfare levels differ significantly between the exact equilibrium and the ε-
equilibrium. For very small δ, utility levels in the exact equilibrium are approx-
imately (U1, U2) ≈ (1,−2), while in the ε-equilibrium they are approximately
(U1

ε , U
2
ε ) ≈ (−2, 1). No matter how one looks at it, the ε-equilibrium is evi-

dently a terrible approximation for the exact equilibrium.4 This observation
motivates us to interpret ε-equilibria as approximate equilibria for close-by
economies.

2.2 Perturbing Endowments Makes Approximate Equilibria Exact

In the example, we can easily explain the idea of mixed forward–backward
error analysis and how an ε-equilibrium can be understood as approximating
an exact equilibrium of a close-by economy. At the ε-equilibrium q0 = 4,
θ10 = −θ20 = 1/2, the only equilibrium equation that does not hold with
equality is

h1 = −q0 +
1

(e11 + θ10)
2

= −4 +
1

(e11 + 1/2)2
= 0.

If we replace the endowments e11 by ê11 = e11 +w for some small w we can evi-
dently set h1 = 0 by using w = −δ. The corresponding perturbation of agent
1’s consumption is c11 = c11 − δ. The ε-equilibrium is exact for the perturbed
economy. In this mixed forward–backward error analysis we perturbed the
value of the endogenous variable c11 and the value of the exogenous parameter
e11.

While this is the main idea underlying our error analysis, there is one ad-
ditional complication that arises when agents live for many periods: Errors
may propagate over time, and no sensible bounds on perturbations in endow-
ments can be derived by perturbing endowments every period. In Section 6
we discuss this problem and a possible solution.

4 For finite economies there do exist sufficient conditions that relate approximate
equilibria to exact equilibria (see, for example, Blum et al. [BCSS98, ch. 8] and
Anderson [And86]). However, these cannot be generalized to the infinite-horizon
economies we consider in this paper.
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3 A General Model

In this section we fix the main ideas in an abstract framework that encom-
passes both economies with overlapping generations and economies with in-
finitely lived agents, as well as economies with and without production. In
Sections 5 and 6 we consider two standard models and show how to apply the
methods developed in this and the next section.

3.1 The Abstract Economy

Time and uncertainty are represented by a countably infinite tree Σ. Each
node of the tree, σ ∈ Σ, represents a date-event and can be associated with
a finite history of exogenous shocks σ = st = (s0, s1, ..., st). The process of
exogenous shocks (st) is a Markov chain with finite support S = {1, ..., S}.
Given an S × S transition matrix Π , we define probabilities for each node by
π(s0) = 1 and π(st) = Π(st|st−1)π(st−1) for all t > 1.

There are L commodities, ℓ ∈ L, at each node. There are countably many
individuals i ∈ I and countably many firms k ∈ K. An individual i ∈ I is
characterized by his consumption set X i, his individual endowments ei ∈ X i,
his preferences P i = {(x, y) ∈ X i × X i : x ≻i y} ⊂ X i × X i, and trad-
ing constraints. A firm k ∈ K is characterized by its production set Y k. With
incomplete financial markets, the objective of the firm is in general not well de-
fined, and there is a large, but inconclusive literature on the subject, following
Drèze [Dre74]. In the example below we circumvent the problem by assuming
that firms are only active in spot markets. An economy E is characterized by a
demographic structure, assets, technologies and preferences, endowments, and
trading constraints. In the concrete models below we describe E explicitly.

The original economy is assumed to be Markovian. The number of agents
active in markets at a given node is finite and time-invariant, but it may
depend on the underlying exogenous shock. Agents maximize time and state-
separable utility. Firms only make decisions on spot markets. All individual
endowments, payoffs of assets, production sets of firms, and spot utility func-
tions of individuals are time-invariant functions of the shock, s, alone.

Perturbations and Backward Errors

For a mixed forward–backward error analysis, we must specify which exoge-
nous parameters can be perturbed and which kind of perturbations are per-
missible. The exact set of admissible perturbations will be governed by the
economic application in mind. It will become clear below that one must always
allow for perturbations at all nodes in the event tree and that the resulting
economy will no longer be Markovian. We parameterize economies by node-
dependent perturbations w(σ) ∈ W ⊂ RN and write E((w(σ))σ∈Σ ) for a given
(nonstationary) perturbed economy. In the original economy w(σ) = 0 for all
σ ∈ Σ. The vector w(σ) = (we(σ), wu(σ), wf (σ)) may contain perturbations
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of endowments, preferences, and production functions. For the error analysis
of the dynamic models in Sections 5 and 6 we use the following perturbations.

Endowments: For σ ∈ Σ, we(σ) denotes additive perturbations of the
endowments of those individuals who are active in markets at node σ. The
perturbed individual endowment of an agent i is then ẽi(σ) = ei(σ) +wei(σ).

Preferences: We assume throughout the paper that preferences can be
represented by a time-separable expected utility function. We consider lin-
ear additive perturbations to Bernoulli utilities (as is often done in general
equilibrium analysis; see, e.g., Mas-Colell [Mas85]). We assume that for an
infinitely lived agent i there exists a strictly increasing, strictly concave, and
differentiable Bernoulli function ui : RL

++ × S → R such that

U i(x) =
∞
∑

t=0

βt
∑

st

π(st)ui(x(st), st).

Agents have common beliefs Π and discount factors β, and in the orig-
inal unperturbed economy, Bernoulli utilities only depend on the current
shock. Given ui(x, st) and a utility perturbation wui(st) ∈ RL, the perturbed
Bernoulli utility is

ũi(x, st) = ui(x, st) + wui(st) · x.

These perturbations are difficult to interpret economically since they are not
invariant under affine transformations of the original Bernoulli function, but
using such linear utility perturbations simplifies the exposition and the nota-
tion. We show below how to compute economically meaningful error bounds
from these perturbations and properties of the Bernoulli function ui.

Production Functions: We assume in Section 5 that at each node st there
is an aggregate technology described by a production function fst

: Rℓ1 → R.
We consider linear perturbations and write at node st,

f̃st
(y(st)) = fst

(y(st)) + wf (st) · y(st).

Close-By Economic Agents

It is crucial for the analysis that the suggested perturbations of exogenous
parameters result in economies that are close-by to the original economy in
a meaningful way. The first step in our argument is to define an appropriate
topology on the space of possibly perturbed economies. We choose the sup-
norm to measure the size of perturbations along the event tree, since we
want the perturbed economies to stay as close by as possible to the original
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economy. Throughout the paper, for a vector x ∈ Rn, ‖x‖ denotes the sup-
norm, ‖x‖ = max{|x1|, ..., |xn|}.

Define the space of perturbations to be

ℓ∞(Σ,W) =

{

w = (we(σ), wu(σ), wf (σ)) : sup
(σ,w)∈Σ×W

‖w(σ)‖ <∞
}

,

with ‖x‖ = supσ∈Σ ‖x(σ)‖ for a sequence x ∈ ℓ∞. Naturally, a perturbed
economy is close to the original economy if the sup-norm of the perturbations
is small. For the endowments in the perturbed economy, this obviously means
that they are close to the original endowments at all nodes of the tree.

While small differences in individual endowments are easy to understand,
differences in utility functions and production functions are more difficult to
interpret. In particular, it is obviously sensible to think of utility perturbations
in terms of the implied difference in agents’ underlying preferences (and not in
“utils” as implied by the linear additive perturbations). Following Postlewaite
and Schmeidler [PS81] and Debreu [Deb69] we use the Hausdorff distance
between sets, dH , to quantify closeness of two preferences P and P ′. The
distance between two preferences is

dH(P, P ′) =max

{

sup
(x,y)∈P

(

inf
(x′,y′)∈P ′

‖(x, y)− (x′ − y′)‖
)

,

sup
(x′,y′)∈P ′

(

inf
(x,y)∈P

‖(x, y)− (x′, y′)‖
)

}

.

Linearly perturbed utility

Ũ i(x) =

∞
∑

t=0

βt
∑

st

π(st)(ui(x, st) + wui(st) · x)

generally does not represent preferences that are close to the original prefer-
ences. However, the following lemma implies that if one finds an exact equilib-
rium for an economy with utility functions (Ũ i), there also exists an economy
with individual preferences close by to the original preferences for which the
same prices and allocation constitute a competitive equilibrium. For simplic-
ity, we assume in the lemma that preferences are homothetic. This allows us
to derive explicit bounds on the distance between perturbed preferences and
the original preferences.

Lemma 1. Suppose that the time-separable expected utility function U repre-
sents homothetic preferences P . Given choices x̄ ∈ ℓ∞(Σ,L) and perturbations
w ∈ ℓ∞, suppose some δ ∈ ℓ∞ satisfies Dxu(δ1(s

t)x̄1(s
t), ..., δL(st)x̄L(st), st)

= Dxu(x̄(s
t), st) + w(st) for all st. If

x̄ ∈ argmax Ũ(x) s.t. x ∈ B,
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for some convex set B ⊂ ℓ∞ with 0 ∈ B, then there exist convex and increasing
preferences P ′ such that whenever (y, x̄) ∈ P ′, then y /∈ B, i.e., x̄ is the best
choice in B, and

dH(P, P ′) ≤ sup
st,ℓ

x̄ℓ(s
t)

(

1− δℓ(s
t)

supσ ‖δ(σ)‖

)

.

The lemma, which is proven in the Appendix, shows that for given per-
turbations to marginal utilities one can construct close-by preferences that
support the desired choices. It also shows how to bound the distance between
the original preferences and the perturbed preferences. Although the discus-
sion of the perturbations in Section 4 is presented in terms of linear utility
perturbations, the reader should keep in mind that such perturbations can be
translated to differences in the underlying preferences, which is an economi-
cally more meaningful measure.

In applications, it is often tempting to perturb conditional probabilities
and node-dependent discount factors. However, such perturbations may lead
to preferences that are very far away from the original preferences in our norm.
Perturbations in resulting unconditional probabilities may get arbitrarily large
for date-events far along the event tree, and therefore marginal rates of sub-
stitution for the perturbed preferences will be far from those of the original
preferences. The preferences will be far in the Hausdorff distance. For this
reason, these perturbations will not be considered in this paper.

3.2 Equilibrium Equations

A competitive equilibrium for the economy E((w(σ))σ∈Σ is a process of en-
dogenous variables (z(σ))σ∈Σ with z(σ) ∈ Z ⊂ RM , which solve agents’ opti-
mization problems and clear markets. The set Z denotes the set of all possible
values of the endogenous variables. We refer to the collection of the economy
and the endogenous variables, (E((w(σ))σ∈Σ ), (z(σ))σ∈Σ), as an economy in
equilibrium.

In many dynamic economic models an equilibrium can be characterized
by a set of equations that relates current-period exogenous and endogenous
variables to endogenous variables one period ahead, as well as by a set of
equations that restricts current endogenous variables to be consistent with
feasibility and optimality. Examples of such conditions are individuals’ Eu-
ler equations, firms’ first-order conditions, and market clearing equations for
goods or financial assets. For our error analysis we assume that such a set of
equations is given and denote it by

h(s̄, z̄, w̄, κ, z1, ..., zS) = 0.

The arguments (s̄, z̄, w̄) denote the exogenous shock, the endogenous vari-
ables, and the perturbations for the current period. For each subsequent ex-
ogenous shock s, zs denotes endogenous variables. The variables κ ∈ K should
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be thought of as representing Kuhn–Tucker multipliers or slack variables in
inequalities. These variables are used to transform inequalities into equations.

Throughout the analysis, we impose assumptions on preferences and tech-
nology, ensuring that (E((w(σ))σ∈Σ ), (z(σ))σ∈Σ) is an economy in equilibrium
if and only if for all st ∈ Σ, there exist κ(st) ∈ K such that

h(st, z(s
t), w(st), κ(st), z(st1), ..., z(stS)) = 0.

We refer to h(·) = 0 as the equilibrium equations.

4 Approximate Equilibria and Their Interpretation

The applied computational literature usually refers to recursive equilibria. A
recursivity assumption is crucial for computational tractability, because one
must find a simple way to represent infinite sequences of allocations and prices.
These equilibria are characterized by policy functions that map the current
“state” of the economy into choices and prices, and by transition functions
that map the state today into a probability distribution over the next pe-
riod’s state. Unfortunately, in dynamic GEI models, recursive equilibria do
not always exist, and no nontrivial assumptions are known that guarantee
the existence of recursive equilibria (for counterexamples to existence, see,
e.g., Hellwig [Hel82], Kubler and Schmedders [KS02], and Kubler and Pole-
marchakis [KP04]). Therefore, one cannot evaluate the quality of a candidate
equilibrium by a calculation of how close the computed policy function is to
an exact policy function. Instead, we need to define a notion of approximate
equilibrium that is general enough to exist in most interesting specifications
of the model and is also tractable in the sense that actual approximations
in the literature can be interpreted as such equilibria (or at least that these
equilibria can be constructed fairly easily from the output of commonly used
algorithms). In most popular models, recursive ε-equilibria exist (even if exact
recursive equilibria fail to exist). We therefore build our error analysis on the
concept of recursive ε-equilibrium.

The relevant endogenous state space Ψ ⊂ RD depends on the underlying
model and is determined by the payoff-relevant, predetermined endogenous
variables; that is, by variables sufficient for the optimization of individuals at
every date-event, given the prices. The value of the state variables (s0, ψ0) ∈
S × Ψ in period 0 is called initial condition and is part of the description of
the economy. A recursive ε-equilibrium is defined as follows.

Definition 1. A recursive ε-equilibrium consists of a finite state space Ψ , a
policy function ρ : S×Ψ → RM−D, as well as transition functions τss′ : Ψ → Ψ ,
for all s, s′ ∈ S, such that for all states (s̄, ψ̄) ∈ S×Ψ , the errors in equilibrium
equations at the values implied by policy and transition functions, i.e., at z̄ =
(ψ̄, ρ(s̄, ψ̄)) ∈ Z and (z1, ..., zS) with zs = (ψs, ρ(s, ψs)), ψs = τs̄s(ψ̄) for all
s ∈ S, are below ε. That is, they satisfy minκ∈K ‖h(s̄, z̄,0, κ, z1, ..., zS)‖ < ε.
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A recursive ε-equilibrium consists of a discretized state space as well as
of policy and transition functions, which imply that errors in equilibrium
equations are always below ε. In most contexts it will be straightforward
to derive the transition function from the policy function. For example, in
a finance economy, the beginning-of-period portfolio holdings constitute the
endogenous state. The policy function assigns new portfolio holdings, which
then form the endogenous state next period. In these cases the recursive ε-
equilibrium is completely characterized by the policy function.

We define the state space as a finite collection of points in order to verify
whether a candidate solution constitutes an ε-equilibrium. With this defini-
tion, the verification involves checking only a finite number of inequalities.
Some popular recursive methods (see Judd [Jud98]) rely on smooth approx-
imations of policy and transition functions using orthogonal polynomials or
splines, but we can always extract a recursive ε-equilibrium with a discretized
state space from such smooth approximations.

Recursive methods enable us to approximate an infinite-dimensional equi-
librium by a finite set. Given an initial value of the shock, s0, and initial values
for the endogenous state, ψ0, a recursive ε-equilibrium assigns a value of en-
dogenous variables to any node in the infinite event tree: For any node st, the
value of the endogenous state is given by ψ(st) = τst−1st

(ψ(st−1)), and the
value of the other endogenous variables is given by ρ(st, ψ(st)). We call the
resulting stochastic process an ε-equilibrium process and write (zε(σ))σ∈Σ . It
will be useful to define ε-equilibrium sets, F = (F1, ...,FS) to be the graph of
the policy function, so Fs ⊂ Z, Fs = graph(ρ(s, ·)).

4.1 Error Analysis

Judd [Jud92] and den Haan and Marcet [DM94] suggest evaluating the quality
of a candidate solution by using Euler equation residuals. In these methods,
relative maximal errors in Euler equations of a usually imply that the solu-
tion describes a recursive ε-equilibrium. Unfortunately, the example in Sec-
tion 2 shows that the computed ε-equilibrium may be far away from an exact
equilibrium for the economy, no matter how small ε is. In other words, we
cannot perform a pure forward error analysis. As a consequence we perform a
mixed forward–backward error analysis and interpret ε-equilibria as approxi-
mations to exact equilibria of close-by economies. In infinite-horizon models,
the question now becomes, what is meant by an approximation to an exact
equilibrium?

Ideally a recursive ε-equilibrium would generate an ε-equilibrium process
that is close by to a competitive equilibrium for a close-by economy at all date
events. If this were the case, one could find small perturbations of exogenous
parameters such as endowments and preferences of the original economy so
that the perturbed economy has a competitive equilibrium that is well ap-
proximated by the ε-equilibrium process at each node of the event tree. This
idea is formalized in the following definition of approximate equilibrium.
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Definition 2. Given an economy E , an ε-equilibrium process (zε(σ))σ∈Σ is
called path-approximating with error δ if there exists an economy in equilib-
rium, (E((w(σ))σ∈Σ ), (ẑ(σ))σ∈Σ with supσ∈Σ ‖w(σ)‖ < δ and supσ∈Σ ‖zε(δ)−
ẑ(σ)‖ < 0.

In models with finitely lived agents, e.g., OLG models, ε-equilibria will
usually be path-approximating. However, in models where agents are infinitely
lived, we cannot expect that a recursive ε-equilibrium gives rise to a process
that path-approximates a close-by economy in equilibrium. If agents make
small errors in their choices each period, these errors are likely to propagate
over time, and after sufficiently many periods the ε-equilibrium allocation
will be far away from the exact equilibrium allocation. The following simple
example illustrates the ease of constructing ε-equilibria that do not path-
approximate an economy in equilibrium, no matter how small ε is.

Example 2. Consider an infinite-horizon exchange economy with two in-
finitely lived agents, a single commodity, and no uncertainty. Suppose that
agents have identical initial endowments e1 = e2 > 0 in each period and
identical preferences with ui(ct) = log(ct) and with a common discount fac-
tor β ∈ (0, 1). There is a consol in unit net supply that pays 1 unit of the
consumption good each period. The price of the consol is qt, portfolios are θi

t.
Each agent i, i = 1, 2, faces a short-sale constraint θi

t ≥ 0 for all t.

Let the endogenous variables be z = ((θi
−, θ

i, ci,mi))i=1,2, q). Admissible
perturbations are w = (wui, wei)i=1,2 ∈ R4, so we allow for perturbations both
in endowments and in preferences. The equilibrium equations h(z̄, w̄, κ, z) = 0
with h = (h1, ..., h6) are

h1 = −1 + β
(1 + q)mi

q̄m̄i
+ κi (i = 1, 2),

h2 = κiθ̄i (i = 1, 2),
h3 = c̄i − θ̄i

−(q̄ + 1) + θ̄iq̄ − (ei + w̄ei) (i = 1, 2),
h4 = θi

− − θ̄i (i = 1, 2),
h5 = m̄i − (u′i(c̄

i) + w̄ui) (i = 1, 2),
h6 = θ̄1 + θ̄2 − 1.

The natural endogenous state space for this economy consists of beginning-
ofperiod consol holdings. We build market clearing into the state space and
only consider θ1−, θ2− with θ1−+θ2− = 1. We write ψ = θ1− to represent a typical
state of the economy, implicitly assuming market clearing. For any initial
condition ψ0 ∈ (0, 1) the unique exact equilibrium is no trade in the consol,
with each agent consuming θi

0− + ei every period, where θ10− = ψ0 = 1− θ20−.
The consol price is qt = β/(1− β) for all t ≥ 0.

Now suppose each period agent 1 sells a small amount of the consol to agent
2. As a result, agent 1’s consumption converges to e1 while the consumption
of agent 2 converges to e2 +1. There is no economy with close-by endowments
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for which this allocation is an approximate equilibrium allocation. We can
construct a recursive ε-equilibrium as follows. Define

τ(ψ) =

{

ψ − δ, if ψ > δ,
ψ, otherwise.

Define q = ρq(ψ) = β/(1 − β), θ1 = ρθ1(ψ) = τ(ψ), and c1(ψ) = e1 + ψ(q +
1) − θq, c2(θ) = 1 + e1 + e2 − c1(θ). These functions describe a recursive ε-
equilibrium as long as 0 ≤ δ ≤ ε(1− β)e1. Except for the Euler equations h1,
all equilibrium equations hold with equality. For θ− = ψ > 2δ, the error in
Euler equations for agent 1 is given by

‖h1‖ =

∣

∣

∣

∣

−1 +
e1 + (θ + δ)(q + 1)− θq
e1 + θ(q + 1)− θq + δq

∣

∣

∣

∣

<
δ(q + 1)

e1
.

For 2δ ≥ ψ > δ, we have

‖h1‖ =

∣

∣

∣

∣

−1 +
e1 + (θ + δ)(q + 1)− θq
e1 + θ(q + 1)− θq

∣

∣

∣

∣

<
δ(q + 1)

e1
.

and finally for ψ < δ, we have h1 = 0. The argument for agent 2 is analo-
gous. For the initial condition ψ0 = 0.5, the constructed recursive equilibrium
yields an ε-equilibrium process which, in the sup-norm, is far from any exact
equilibrium of a close-by economy. Figure 3 shows the exact equilibrium and
the ε-equilibrium process.

Note that this phenomenon is a general problem that does not only occur
in economies with incomplete markets. The same phenomenon can even arise
for an approximate solution to a single-agent decision problem. In the applied
literature this problem is commonly addressed by using a weaker notion of
approximate equilibrium:5 A computed solution is considered a good approx-
imation if the computed policy function is close by the true policy function.

We generalize this idea and apply it to our general framework. Instead
of requiring that the exact equilibrium process is well approximated by the
ε-equilibrium process, we merely require that it is well approximated by the
ε-equilibrium set: For each node st ∈ Σ, given the value of the endogenous
state of the exact equilibrium process, there is a state close by such that the
value of the (ε-equilibrium) policy function at this state is close to the value
of endogenous variables of the exact equilibrium. The following definition
formalizes this weaker notion of approximation.

Definition 3. A recursive ε-equilibrium with equilibrium set F for the econ-
omy E is called weakly approximating with error δ if there exists an economy
in equilibrium (E((w(σ))σ∈Σ ), (ẑ(σ))σ∈Σ), with supσ∈Σ ‖w(σ)‖ < δ such that
for all st ∈ Σ and all ẑ(st) there exists a z ∈ Fst

which satisfies ‖z−ẑ(st)‖ < δ.

5 A notable exception is Santos and Peralta-Alva [SP05] who derive sufficient con-
ditions for sample-path stability in a representative agent model.
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Fig. 3. Weak approximation

Intuitively, the definition requires that for the recursive ε-equilibrium the
policy function is close to the policy function of an exact recursive equilibrium
(of a close-by economy). In the models we consider in this paper existence
of exact recursive equilibria cannot be established. Therefore, we state the
definition in terms of competitive equilibria ẑ(σ)σ∈Σ of the close-by economy
E((w(σ))σ∈Σ ).

This condition is much weaker than requiring that the ε-equilibrium pro-
cess path-approximates an economy in equilibrium. This is to be expected,
since closeness in policy functions generally does not yield any implications
about how close equilibrium allocations are, even in models where recursive
equilibria do exist. The definition only requires that there exists some pro-
cess with values in F that approximates the exact equilibrium but does not
explicitly state how to construct this process.

The ε-equilibrium in Example 2 weakly approximates the exact equilib-
rium. For any initial condition the exact equilibrium (for an economy that does
not need to be perturbed) involves no trade and an asset price of β/(1 − β).
For the same initial condition the recursive ε-equilibrium implies the same
asset price and trading of less than δ units of the asset.
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In general, of course, verifying that an ε-equilibrium satisfies Definition 3
will not be as straightforward as in this example, because the exact equilib-
rium is not known. We explain this problem more carefully with a concrete
example in Section 6. The strategy there is illustrated in Figure 3. Given an
approximate policy function and an initial state (in the figure, θ− = 0.5), we
try to find a point in the state space where the value of the approximate policy
function equals the value of the exact policy function at the initial state.

5 A Model with Overlapping Generations and

Production

As a first application of our methods we consider a model of a production
economy with overlapping generations. In this model the ε-equilibrium process
path-approximates an economy in equilibrium and we derive bounds on the
distance between the close-by economy and the specified economy.

5.1 The Economy

Recall that each node of the event tree represents a history of exogenous shocks
to the economy, σ = st = (s0, s1, ..., st). The shocks follow a Markov chain
with finite support S and with transition matrix Π . Three commodities are
traded at each date event: labor, a consumption good, and a capital good that
can only be used as input to production and yields no utility. The economy
is populated by overlapping generations of agents that live for N + 1 periods,
a = 0, ..., N . An agent is fully characterized by the node in which she is born
(st). When there is no ambiguity we index the agent by the date of birth. An
agent born at node st has nonnegative labor endowment over her life cycle,
which depends on the exogenous shock and age, ea(s), for ages a = 0, ..., N and
shocks s ∈ S. Agents have no endowments in the capital and the consumption
good. The price of the consumption good at each date event is normalized to
1, the price of capital is denoted by pk(st), and the market wage is pℓ(s

t). The
agent has an intertemporal, von Neumann–Morgenstern utility function over
consumption, c, and leisure, ℓ, over his life cycle,

Ust

= Est

N
∑

a=0

βau
(

c(st+a), ℓ(st+a); st+a

)

.

The Bernoulli utility u may depend on the current shock s and is strictly
increasing, strictly concave, and continuously differentiable. We denote the
partial derivatives by uc and uℓ.

Households have access to a storage technology. They can use one unit of
the consumption good to obtain one unit of the capital good in the next period.
We denote the investment of household t at node st+a into this technology
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by θt(st+a). All agents are born with zero assets, θt(st−1) = 0. We do not
restrict investments to be nonnegative, thus allowing households to borrow
against future labor income.

There is a single representative firm, which in each period uses labor and
capital to produce the consumption good according to a constant returns to
scale production function f(K,L; s), given shock s ∈ S. Firms make decisions
on how much capital to buy and how much labor to hire after the realization
of the shock st, and so they face no uncertainty and simply maximize current
profits. At time t the household sells all its capital goods accumulated from
last period, θσ(st−1), to the firm for a market price pk(st) > 0.

For given initial conditions s0, ((θt(s−1))
0
t=−N a competitive equilibrium is

a collection of choices for households (ct(st+a), ℓt(st+a), θt(st+a))N
a=0, for the

representative firm (K(st), L(st)), as well as prices (pk(st), pℓ(s
t)) such that

households and the firm maximize and markets clear for all st.
We want to characterize competitive equilibria by equilibrium equations.

We define the endogenous variables at some node to consist of individuals’
investments from the previous period, θ− = (θ0−, ..., θ

N
− ), new investments,

θ = (θ0, ..., θN ), consumption and leisure choices, c = (c0, ..., cN ) and ℓ =
(ℓ0, ..., ℓN ) as well as Lagrange multipliers λ = (λ0, ..., λN ), the firm’s choices
K, L, and spot prices, (pℓ, pk), so z = (θ−, θ, c, ℓ, λ,K,L, pk, pℓ). We build
bounds and normalizations into the admissible endogenous variables, i.e., we
only consider z for which θ0− = 0, θN = 0, c, ℓ, λ ≥ 0, K,L ≥ 0. We consider
perturbations in individual endowments, in preferences and in production
functions, i.e., define w(σ) = (we(σ), wu(σ), wf (σ)) ∈ RN+1×R2(N+1)×R2 to
be perturbations in endowments and preferences across all agents alive and in
the production function at node σ. We write the perturbed Bernoulli function
of an agent of age a as

u(c, ℓ, s) + wua ·
(

c
ℓ

)

for wua ∈ R2.

Production functions are perturbed in a similar fashion:

f(K,L, s) + wf ·
(

K
L

)

.

Equilibrium is characterized by equilibrium equations; s̄, z̄, w̄, and
z(1), ..., z(S) are consistent with equilibrium if and only if h(s̄, z̄, w̄, z(1), ...,
z(S)) = 0 with
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⎪
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⎪

⎪

⎪

⎪
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θa
−(s)− θ̄a−1 (a = 1, ..., N, s ∈ S) (h1),

−λ̄a−1 + β
∑

s∈S

Π(s|s̄)λa(s)pk(s) (a = 1, ..., N) (h2),

θ̄a
−p̄k + (ea(s̄) + w̄ea − ℓ̄a)p̄ℓ − θ̄a − c̄a (a = 1, ..., N) (h3),
uc(c̄

a, ℓ̄a, s̄) + w̄ua
1 − λ̄a (a = 1, ..., N) (h4),

uℓ(c̄
a, ℓ̄a, s̄) + w̄ua

2 − λ̄ap̄ℓ (a = 1, ..., N) (h5),

p̄k − (fK(K̄, L̄, s̄) + w̄f
1 ) (h6),

p̄ℓ − (FL(K̄, L̄, s̄) + w̄f
2 ) (h7),

N
∑

a=0

θ̄a − K̄ (h8),

N
∑

a=0

(ea(s̄) + w̄ea − ℓ̄a)− L̄ (h9).

We denote equation hi(·) = 0 by (holgi) for i = 1, ..., 9. Under standard as-
sumptions on preferences and the production function, which guarantee that
first-order conditions are necessary and sufficient, a competitive equilibrium
can be characterized by these equations. The natural endogenous state space
for a recursive equilibrium consists of individuals’ beginning-of-period hold-
ings in the capital good θ−. Kubler and Polemarchakis [KP04] prove the ex-
istence of recursive ε-equilibria. The equilibrium values of all variables are
given by a policy function ρ. For example, we write ρK(s, θ−) for the policy
term that determines aggregate capitalK. For a given recursive ε-equilibrium,
the transition function is given by equation (holg1) which we assume to hold
exactly, i.e., θa

−(s) = θ̄a−1 for all a, s. These functions then also determine an
ε-equilibrium process.

5.2 Error Analysis

Given an ε-equilibrium F , the objective of our error analysis is to provide
uniform bounds on necessary perturbations of the underlying economy and
on the distance of the ε-equilibrium process (zε(σ)) from the exact equilibrium
of the perturbed economy. We first perturb only preferences, i.e., we construct
a close-by economy with we = wf = 0, but allow wu to be nonzero, and show
that the ε-equilibrium process is close to the exact equilibrium of this economy.
Subsequently we outline one different set of perturbations. We show that it
suffices to perturb technology and endowments, holding preferences fixed.

We show how to construct bounds on forward errors, ∆F , and bounds on
backward errors, ∆B, such that there exists a close-by economy with an exact
equilibrium (ẑ(σ))σ∈Σ that satisfies ‖ẑ(σ) − zε(σ)‖ < ∆F and ‖w(σ)‖ < ∆B

for all σ ∈ Σ, including

θ̂−(σ) = θε
−(σ), θ̂(σ) = θε(σ), ℓ̂(σ) = ℓε(σ),

K̂(σ) = Kε(σ), L̂(σ) = Lε(σ).
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By allowing for backward errors, only prices, consumption values, and La-
grange multipliers need to be perturbed. All other endogenous variables in
the exact equilibrium (ẑ(σ))σ∈Σ take the corresponding values from the ε-
equilibrium process. Intuitively, our perturbation procedure is best described
as a “backward substitution” approach. For every state (s̄, z̄) with z̄ ∈ Fs̄ we
reduce the errors equation by equation to zero by perturbing some endoge-
nous variables. Of course, we have to keep track of how perturbations in one
equation affect the errors in other equations where perturbed variables also
appear. The possibility of using backward errors is crucial to ensure that this
backward substitution approach successfully sets all equilibrium equations si-
multaneously to zero. We now provide the technical details.

Consider a particular s̄, z̄ ∈ Fs̄ and values of next period variables
(z(1), ..., z(S)) ∈ F , where

z(s) =
(

θ̄, ρθ(s, θ̄), ρc(s, θ̄), ρℓ(s, θ̄), ρλ(s, θ̄),

ρK(s, θ̄), ρL(s, θ̄), ρpk
(s, θ̄), ρpℓ

(s, θ̄)
)

.

By definition, these points satisfy ‖h(s̄, z̄, 0, z(1), ..., z(S))‖ < ε. We assume,

without loss of generality, that for all s̄ ∈ S and all z̄ ∈ Fs̄,
∑N

a=0(e
a(s̄)−ℓ̄a) =

L̄ and
∑N

a=0 θ̄
a − K̄ = 0. Both conditions can be built into the construction

of z̄. Consequently, the equations given by (holg8) and (holg9) hold exactly.
To set other equations exactly equal to zero, we must perturb values in

z̄, which in turn affect other equations. We keep track of the possibly in-
creased errors in the other equations and adjust them accordingly. Moreover,
we perturb λ(s), s = 1, ..., S, for equality in (holg2). Such perturbations then
fix λ(s) and therefore enter the Euler equations (holg2) and equations (holg4)
and (holg5) for the subsequent period. As a result, we must be careful how we
per-form our perturbation analysis to set those equations equal to zero.

We adjust prices in order to set equations (holg6) and (holg7) to zero.
Maximal errors in prices are simply given by

∆1 = max
s̄∈S,z̄∈Fs̄

‖p̄k − fK(K̄, L̄, s̄)‖ and

∆2 = max
s̄∈S,z̄∈Fs̄

‖p̄ℓ − fL(K̄, L̄, s̄)‖.

For equations (holg3) to hold exactly, individual consumption values c̄a must
be perturbed. Given the corrected prices, maximal necessary perturbations in
individuals’ consumptions are then

∆3 = max
s̄∈S,z̄∈Fs̄,a=0,...,N

∥

∥θ̄a
−fK(K̄, L̄, s̄)

+(ea(s̄)− ℓ̄a)fL(K̄, L̄, s̄)− θ̄a − c̄a
∥

∥ .

In practice the perturbations in prices and consumptions will be tiny since
the respective equations can be solved very precisely. More significant errors
may arise, however, through cumulative perturbations in λ over an agent’s
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life-span. Equations (holg2) show that if the current λ has been perturbed

away from λ̃ for last period’s Euler equation, the necessary perturbations in
λ(1), ..., λ(S) might propagate over time. To analyze this problem, define

δa
2 = max

s̄,z̄∈Fs̄

∥

∥

∥

∥

∥

−λ̄a−1 + β
∑

s∈S

Π(s, s̄)ρλa(s, θ̄)fK(ρK(s, θ̄), ρL(s, θ̄), s)

∥

∥

∥

∥

∥

,

where the prices have already been replaced by their perturbed values. Note
that δa

2 is an upper bound on errors in equations (holg2) only if λ̃− λ̄. For the

general case where |λ̃− λ̄| < δ1, the maximal error is bounded by δ1 + δa
2 , by

the triangle inequality.
The perturbations of Lagrange multipliers are mirrored by perturbations

of marginal utilities in order to ensure that equations (holg4) and (holg5) hold
exactly. Define

∆4 = max
s̄∈S,z̄∈Fs̄,a=0,...,N

‖uc(θ̄
a
−fK(K̄, L̄, s̄) + (ea(s̄)− ℓ̄a)fL(K̄, L̄, s̄)− θ̄a,

ℓ̄a, s̄)− λ̄a‖,
∆5 = max

s̄∈S,z̄∈Fs̄,a=0,...,N
‖uℓ(θ̄

a
−fK(K̄, L̄, s̄) + (ea(s̄)− ℓ̄a)fL(K̄, L̄, s̄)− θ̄a,

ℓ̄a, s̄)− λ̄afL(K̄, L̄, s̄)‖.

Given that necessary perturbations in λ are bounded by δ1 + δa
2 , maximal

necessary perturbations in Bernoulli utilities are then bounded by δ1+δa
2 +∆4

for w̄u
1 and∆5+(δ1+δa

2 )Pmax
ℓ for w̄u

2 , where Pmax
ℓ = maxs̄∈S,z̄∈Fs̄

fL(K̄, L̄, s̄).
Can we find a δ1 such that for all σ ∈ Σ and the exact equilibrium values

λ̂, ‖λ̂(σ)− λ̄‖ < δ1? To bound the perturbations of Lagrange multipliers over

time, the crucial insight is that we can set λ̂0 = λ̄0 and then only must keep
track of the propagation of perturbations over an agents’ lifetime. For this,
define

M = min
s̄.z̄∈Fs̄

β
∑

s∈S

Π(s, s̄)ρpk
(θ̄, s) and ∆6 = δ2

N
∑

a=1

δa
2

MN−a+1
.

Cumulative perturbations in Lagrange multipliers over an agent’s life-span are
then bounded by ∆6. As a result, the cumulative perturbations in Bernoulli
utilities are bounded by∆6+∆4 for w̄u

1 and∆5+∆6P
max
ℓ for w̄u

2 . We have now
established the maximal necessary perturbations of the ε-equilibrium process
in order to obtain an exact equilibrium for a close-by economy.

Error Bound 1. Consider an ε-equilibrium process (zε(σ)) for the OLG
production economy with zε(σ) = (θε

−(σ), θε(σ), cε(σ), ℓε(σ), λε(σ),Kε(σ),
Lε(σ), pε

k(σ), pε
ℓ(σ)). There exists an economy in equilibrium (E((w(σ))σ∈Σ ),

(ẑ(σ))σ∈Σ) with backward perturbations

‖wu
1 (σ))σ∈Σ‖ ≤ ∆6 +∆4 and ‖wu

2 (σ))σ∈Σ‖ ≤ ∆5 +∆6P
max
ℓ
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and forward perturbations

‖(pε(σ) − p̂(σ))σ∈Σ‖ ≤ max(∆1, ∆2), ‖(cε(σ)− ĉ(σ))σ∈Σ‖ ≤ ∆3,

‖(λε(σ) − λ̂(σ)σ∈Σ‖ ≤ ∆6.

The remaining equilibrium variables have the (unperturbed) values from the

ε-equilibrium process, so θ̂(σ) = θε(σ), ℓ̂(σ) = ℓε(σ), K(σ) = Kε(σ), and
L̂(σ) = Lε(σ).

In the statement we report all errors as absolute as opposed to relative
errors. In many economic applications it is more meaningful to report relative
errors, but the same analysis applies except that all errors have to be taken
to be relative errors. Furthermore, Lemma 1 transforms the bounds on utility
perturbations into corresponding perturbations of preferences.

If the economic application commands that preferences have to be held
fixed, that is, wua

1 (s) = wua
2 (s) = 0 for all a, s, then we must perturb both

individual endowments and production functions to achieve an approximation
to an exact equilibrium. We start with the ε-equilibrium process (zε(σ)) and
ask under which conditions this process approximates an equilibrium process
for an economy where endowments and technology are perturbed but utility
functions are not. We use the same strategy as above to bound necessary
perturbations of λ over time and obtain a value for ∆6. However, now, for
(holg4) and (holg5) to hold with equality, since wu = 0, consumption and
leisure choices have to be different. Bounds δc and δℓ on the perturbations in
(c, ℓ) can be obtained through a direct calculation:

uc(c̄
a + δc, ℓ̄a + δℓ, s̄) = uc(c̄

a, ℓ̄a, s̄) +∆6,

uℓ(c̄
a + δc, ℓ̄a + δℓ, s̄) = uℓ(c̄

a, ℓ̄a, s̄) +∆6P
max
ℓ .

This directly implies the necessary wea to make (holg3) hold with equality.
With different ℓa and wea 
= 0, (holg9) will no longer hold with equality, and
one must perturb L̄. Finally, to ensure that (holg6) and (holg7) hold with
equality, given the original prices (which do not need to be perturbed), one
must perturb production functions via wf . Note that we do not perturb
endowments of the consumption and capital good, since they are zero.

5.3 Parametric Examples

We illustrate the result of Error Bound 1 with an example. There are S = 2
shocks, which are i.i.d. with πs = 0.5 for s = 1, 2. Suppose the risky spot
production function is Cobb–Douglas, f(K,L, s) = η(s)KαL1−α + (1 − δ)K,
with α = 0.36 and δ = 0.7 for shocks η = (η(1), η(2)) = (0.85, 1.15). Agents
live for six periods, a = 0, 1, ..., 5, and only derive utility from the consumption
good. An agent born at shock st has utility function

Ust

= Est

N
∑

a=1

βa−1 (c(st+a−1))1−γ

1− γ
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Table 1. Errors

(e4, e5) #F ε M ∆6 Pmax
ℓ ∆c(ε) dH(P, P ′)

(1,1) 4,193,610 9.97 (–4) 1.065 2.94 (–3) 0.407 1.25 (–4) 2.86 (–3)
(0.1,0.1) 1,855,596 3.75 (–3) 0.828 1.66 (–2) 0.493 2.55 (–4) 3.36 (–3)

with a coefficient of relative risk aversion γ = 1.5 and discount factor
β = 0.8. Individual labor endowments are deterministic, (e0, e1, ..., e5) =
(1.2, 1.3, 1.4, 1.4, e4, e5). We consider two different specifications of the endow-
ments for a = 4, 5, namely (e4, e5) = (1, 1) and (e4, e5) = (0.1, 0.1).

Table 1 reports the number of elements in the ε-equilibrium set F and
the maximal errors in equilibrium equations, ε, as well as the quantities
M , ∆6, and Pmax

ℓ that play key roles in the calculations of the bounds on
backward and forward errors. We also report ∆c(ε) which denotes the maxi-
mal consumption-equivalent error in intertemporal Euler equations (see Judd
[Jud98]) and the bound on dH(P, P ′) from Lemma 1, the distance between
original preferences and perturbed preferences.

Note that the necessary perturbations in fundamentals are quite small
throughout and are not much larger than the equation error ε. Although
for the second specification, perturbations in utilities are quite large (greater
than 10−2), translated to consumption-equivalent perturbations they become
small.

6 The Lucas Model with Several Agents

As a second application we consider the model of Duffie et al. ([DGMM94,
Section 3]. This model is a version of the Lucas [Luc78] asset pricing model
with finitely many heterogeneous agents. There are I infinitely lived agents,
i ∈ I, and a single commodity in a pure exchange economy. Each agent i ∈ I
has endowments ei(σ) > 0 at all nodes σ ∈ Σ, which are time-invariant func-
tions of the shock alone, i.e., there exist functions ei : S → R+ such that
ei(st) = ei(st). Agent i has von Neumann–Morgenstern utility over infinite
consumption streams U i(c) = E0

∑∞
t=0 β

tui(ct) for a differentiable, strictly
increasing, and concave Bernoulli function ui which satisfies an Inada condi-
tion.

There are J infinitely lived assets in unit net supply. Each asset j ∈ J
pays shock dependent dividends dj(s). We denote its price at node st by qj(s

t).
Agents trade these assets but are restricted to hold nonnegative amounts of
each asset. We denote portfolios by θi ≥ 0. At the root node s0, agents hold
initial shares θi(s−1), which sum to 1.

A competitive equilibrium is a collection ((ĉi(σ), θ̂i(σ))i∈I , q̂(σ))σ∈Σ such
that markets clear and such that agents optimize, i.e.,
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(ĉi, θ̂i) ∈ argmax
(ci,θi)≥0

U i(ci) s.t. ∀st ∈ Σ

ci(st) = ei(st) + θi(st−1)(q̂(st) + d(st))− θi(st)q̂(st).

6.1 The Equilibrium Equations

We define the current endogenous variables to consist of beginning-of-period
portfolio holdings, θ− = (θ1−, ..., θ

I
−), new portfolio choices, 0, asset prices, q,

individuals’ consumptions, c = (c1, ..., cI), and individuals’ marginal utilities,
mi = u′i(c

i), i.e., z = (θ−, θ, q, c,m). We again build normalizations into the
state space so that θi, ci ≥ 0 for all i ∈ I and that

∑

i∈I θ
i
− = 1.

For the error analysis, we perturb the per-period utility functions, ui, as
well as individual endowments. (The error analysis is simplified by considering
both perturbations, but we show below that, in general, perturbations only in
endowments suffice.) We take perturbations to be 2I vectors, w = (wu, we) =
(wu1, ..., wuI , we1, ..., weI) ∈ RI × RI . The equilibrium equations are then
h(s̄, z̄, w̄, κ, z(1), ..., z(S)) = 0 with

h =

⎧
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⎪

⎪
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⎪
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⎩

−q̄m̄i + β
∑

s∈S

Π(s|s̄)(q(s) + d(s))mi(s) + κi (i ∈ I) (h1),

κi
j θ̄

i
j (i ∈ I, j ∈ J ) (h2),

m̄i − (u′i(c̄
i) + w̄ui) (i ∈ I) (h3),

c̄i − θ̄i
−(q̄ + d(s̄)) + θ̄i · q̄ − (ei(s̄) + w̄ei) (i ∈ I) (h4),

θi
−(s)− θ̄i (i ∈ I) (h5),

∑

i∈I

θ̄i
j − 1 (i ∈ I, j ∈ J ) (h6).

We denote equation hi(·) = 0 by (hinfi) for all i = 1, ..., 6. Duffie et al.
[DGMM94] provide conditions on ui which ensure that these equations are
necessary and sufficient for an equilibrium. The natural endogenous state for
this economy consists of beginning-of-period portfolios, see, e.g., Heaton and
Lucas [HL96], although a recursive equilibrium for this state space cannot be
shown to exist (see Duffie et al. [DGMM94]).

For reasons that will become clear in the error analysis below, we need a
slightly extended state space. For a small η > 0, define the state space

Ψη =

{

θ ∈ RIJ :
∑

i∈I

θi
j = 1, θi

j ≥ −η for all i ∈ I, j ∈ J
}

and let ρ = ((ρθi)i∈I , ρq, (ρci , ρmi)i∈I denote the policy function for a re-
cursive ε-equilibrium. For sufficiently small η, recursive ε-equilibria exist (see
Kubler and Schmedders [KS03]). We denote the equilibrium set by F .

6.2 Error Analysis

We must perturb marginal utility in order to set h1 = 0 for a given ε-
equilibrium process. However, because agents are infinitely lived, the main
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problem in the error analysis is that the necessary perturbations to correct
for errors in (hinf1) along the event tree may propagate without bounds. Fig-
ure 3 illustrates this problem for the economy in Example 2. The asset holdings
of the ε-equilibrium process diverge from the exact equilibrium. Setting the
errors in the equilibrium equations to zero then requires increasingly larger de-
viations of marginal utilities. The backward substitution approach of the pre-
vious section does not yield small bounds on the necessary perturbations, and
we are no longer able to show that the ε-equilibrium is path-approximating.
Instead we show that the ε-equilibrium weakly approximates an economy in
equilibrium. Intuitively, a weak approximation only demands that there is an
exact equilibrium that can be approximately generated by the computed pol-
icy function of the recursive ε-equilibrium. Contrary to path-approximation,
this concept allows for perturbations in the state variable. Figure 3 displays
the basic idea for such an error analysis. At a perturbed value of the state
variable, the approximate policy function yields the exact equilibrium vari-
ables for the current period. (The exactness in the figure is an idealization:
in general, the perturbation of state variables will not yield an exact solution
to the equilibrium equations, and so some additional forward and backward
perturbations are necessary.) The advantage of the evaluation of the policy
function at a close-by value is that the magnitude of all perturbations remains
small and tight bounds for a weak approximation can be established. We now
formalize the depicted intuition for the Lucas model.

To simplify the analysis, we assume that for the ε-equilibrium, F , (hinf3)–
(hinf6) actually hold with equality, so for all values in F market clearing and
budget feasibility are built in. As in the OLG model, actual errors in these
equations will be negligible.

To construct a bound δ that ensures a weakly approximating ε-equilibrium,
we show the stronger result that there exists an exact equilibrium (ẑ(σ))σ∈Σ ,
such that for all st ∈ Σ, there exist some z ∈ Fst

with ‖z− ẑ(st)‖ < δ, which
differs from ẑ only in m and θ−. No other variables are perturbed, and so
θ̂(st) = θ, q̂(st) = q, ĉ(st) = c. For the budget constraint (hinf) to hold for the
exact equilibrium value ẑ(st), one must perturb endowments, that is, allow
we to be nonzero. This perturbation is necessitated by the fact that for the
ε-equilibrium values the budget constraint is assumed to hold exactly, and so
perturbations in θ− introduce an error in this equation. For these errors to
be less than δ, we need to require that ‖(θ̂i

−(st)− θ−)(q + d(st))‖ < δ. As in
Example 2, the strategy is to find perturbations in the endogenous state that
ensure the value of the approximate policy function almost matches the exact
equilibrium value.

A sufficient condition for the existence of a close-by economy in equilibrium
is then that for every z̄P that is identical to some z̄ ∈ Fs̄ in all coordinates
with the exception of m̄ and θ̄− where it has the property that ‖m̄P − m̄‖ < δ
and ‖(θ̄P

− − θ̄−)(q̄ + d(s̄))‖ < δ, we can find consistent values of next period’s
endogenous variables, which are identical to elements of z(s) ∈ Fs, s ∈ S,
except that again the m’s and θ−’s satisfy the above condition. More formally,
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suppose that for all s̄, z̄ ∈ Fs̄ and all z̄P with ‖z̄P−z̄‖ < δ and q̄P = q̄, θ̄P = θ̄,
c̄P = c̄, ‖(q̄ + d(s̄))(θ̄− − θ̄P

−‖ < δ there exist z̃(1), ..., z̃(S) such that:

(I1) For all s ∈ S it holds that ‖z(s)− z̃(s)‖ < δ for some z(s) ∈ Fs with

q̃(s) = q(s), θ̄(s) = θ(s), c̄(s) = c(s),

‖(q(s) + d(s))(θ̃−(s)− θ−(s))‖ < δ

(I2) For some κ ∈ K and w with ‖w‖ < δ, h(s̄, z̄P , w, κ, z̃(1), ..., z̃(S)) = 0.

Then there exists an economy in equilibrium (E((w(σ))σ∈Σ ), (ẑ(σ))σ∈Σ), with
supσ∈Σ ‖w(σ)‖ < δ such that for all st ∈ Σ and all ẑ(st) it holds that ‖z −
ẑ(st)‖ < δ for some z ∈ Fst

.
The rather technical conditions (I1) and (I2) nicely correspond to our

intuition of a sensible error analysis for the infinite-horizon model. Given a
previously perturbed point z̄P , we can find a perturbation z̃ of some point z
in the equilibrium set F that sets the equilibrium equations at (s̄, z̄P ) equal
to zero for a slightly perturbed (‖w‖ < δ) economy. An iterated application
of this process then leads to an exact equilibrium process ẑ for a close-by
economy.

To verify the conditions for a given ε-equilibrium, we need some additional
notation. For an under determined system Ax = b with a matrix A that has
linearly independent rows, denote by A+ = A⊤(AA⊤)−1 the pseudo inverse
of A. The unique solution of the system that minimizes the Euclidean norm
‖x‖2 is then given by xLS = A+b. We use the Euclidean norm here since it is
well understood how to compute A+b accurately. The approach immediately
yields an upper bound on the sup-norm of the error since ‖x‖ ≤ ‖x‖2 for
x ∈ Rn. Using the fact that we consider a recursive ε-equilibrium, we can
write current endogenous variables as functions of θ− alone and define for any
current shock s̄ and any θ−(1), ..., θ−(S) ∈ Ψη a J × S payoff matrix by

M(s̄, �θ−) = M(s̄, θ−(1), ..., θ−(S))

=
(

βΠ(s|s̄)(ρqj
(s, θ−(s)) + dj(s))

)

js
.

For any m̄P , s̄, z̄ ∈ Fs̄, κ ∈ RJ
+, and �θ−, define S-dimensional vectors for each

agent i:

Ei(s̄, m̄P , q̄, κ, �θ−)

= (M(s̄, �θ−))+

⎡

⎢

⎣
q̄m̄Pi −M(s̄, �θ−)

⎛

⎜

⎝

u′i(ρci(1, θ−(1)))
...

u′i(ρci(S, θ−(S)))

⎞

⎟

⎠
− κ

⎤

⎥

⎦
.

These are the necessary perturbations in mi(1), ...,mi(S) for (hinf1) to hold

with equality if the next period’s states are �θ and this period’s endogenous
variables are identical to z̄, except that this period’s marginal utilities might
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Table 2. Errors

ε wu
max we

max w̄e
max

2.04 (–3) 3.53 (–3) 1.19 (–3) 4.2 (–3)

differ from m̄ and be given by m̄P . The formula appears complicated only
because we consider the general case of J assets and S states. In the example
below it simplifies considerably. Lemma 2 gives sufficient conditions to ensure
that (I1) and (I2) hold.

Lemma 2. Given δ > 0, suppose that for all s̄ ∈ S, z̄ ∈ Fs̄, and all
(n1, ..., nI) ∈ {−1, 1}I, there exists �θ− ∈ (Ψη)S with maxi∈I,s∈S ‖(θi

−(s) −
θ̄i)(ρq(s, θ−(s)) + d(s))‖ ≤ δ such that for all i ∈ I there exists a κ ≥ 0 with
κθ̄i = 0, which ensures that for all s ∈ S,

‖Ei
s(s̄, m̄, q̄, κ,

�θ−)‖ < min(δ, δu′i(ρci(s, θ−(s)))) and

sgn(Ei
s(s̄, m̄, q̄, κ,

�θ−)) = ni.

Then there exists an economy in equilibrium (E((w(σ))σ∈Σ ), (ẑ(σ))σ∈Σ), with
supσ∈Σ ‖w(σ)‖ < δ such that for all st ∈ Σ and all ẑ(st) it holds that ‖z −
ẑ(st)‖ < δ for some z ∈ Fst

.

For all θ̄− ∈ Ψη and all s̄ ∈ S with associated q̄, m̄, θ̄, one can perform a
grid search to verify the conditions of the lemma and to determine a bound
on backward errors in endowments, we

max as well as errors in utilities, wu
max.

We illustrate below some problems that arise in practice.
If one wants to perturb endowments only, one must translate the perturba-

tions in marginal utility into perturbations in consumption values and perturb
individual endowments to satisfy the budget constraints. A crude bound can
be obtained by computing

max
s∈S,i∈I,θ∈Θ

{u′−1
i (u′i(ρci(s, θ)) + wu

max)

− ρci(s, θ), u′−1
i (u′i(ρci(s, θ))− wu

max)− ρci(s, θ)}.

The total necessary perturbation is given by the sum of this expression and
we

max. In Table 2 we denote this by w̄e
max.

6.3 Parametric Example

The following small example illustrates the analysis above. There are S = 2
shocks, which are i.i.d. and equiprobable. There are two agents with CRRA
utility functions that have identical coefficient of risk aversion of γ = 1.5 who
discount the future with β = 0.95. Individual endowments are e1 = (1.5, 3.5)
and e2 = (3.5, 1.5). There is a single tree with dividends d(s) = 1 for s = 1, 2.
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Since there are only two agents, the endogenous state space for the recur-
sive ε-equilibrium simply consists of the interval [0, 1]. For our error analysis
it is crucial, however, that we can perturb θ−(s) even if this period’s choice is
θ̄ = 0. For this, we extend the state space to [−0.01, 1.01]. The bounds should
be chosen to guarantee that nonnegative consumption is still feasible at all
points in the state space. Standard algorithms (see, e.g., Kubler and Schmed-
ders [KS03]) can be used to compute a recursive ε-equilibrium even for this
extended state space. At θ̄− < 0, the short-sale constraint forces the new
choice ρθ(s̄, θ̄) to be nonnegative, no matter what the current shock, and our
error analysis as outlined above goes through. We obtain the errors reported
in Table 2.

7 Conclusion

An error analysis should ideally relate the computed solution to an exact equi-
librium of the underlying economy. However, unfortunately this is generally
impossible. Instead, we argue that it is often economically interesting to re-
late the computed solution to an exact solution of a close-by economy and to
perform a backward error analysis.

For stochastic infinite-horizon models we define economies to be close by if
preferences and endowments are close by in the sup-norm. With this definition,
we show how to construct ε-equilibrium processes from computed candidate
solutions that approximate an exact equilibrium of a close-by economy. When
agents are finitely lived, this construction is straightforward, as the process is
generated by the transition function of the recursive approximate equilibrium.
When agents are infinitely lived, the construction is more elaborate, since
one cannot guarantee sample-path stability of the equilibrium transition. In
practice one needs to be content with a notion of “weak approximation.”
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Appendix

Proof of Lemma 1. Define z ∈ ℓ∞ by zℓ(s
t) = δℓ(s

t)xℓ(s
t) for all ℓ, st. For

y ∈ ℓ∞, define t(y) =
∑∞

t=0 β
t
∑

st π(st)(Dxu(x(s
t), st) + w(st)) · y(st). The
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closed half-space {y : t(y) > t(x)} does not contain any point from the interior
of B. Postlewaite and Schmeidler ([PS81], p. 109) construct an indifference
curve that is identical to the indifference curve of U passing through x in
this half-space and that is identical to the boundary of the half-space in the
region where the indifference curve of U is outside of the half-space. By their
construction, to prove the theorem, it suffices to derive an upper bound on

ε = dH({y : U(y) ≥ U(x)}, {y : t(y) ≥ t(x) ∧ U(y) ≥ U(x)}).

Observe that the maximum will be obtained at some ȳ satisfying U(ȳ) = U(x)
and DxU(ȳ) collinear to DxU(x) +w. By the definition of dH , we must have
‖ȳ − x‖ ≥ ε. By homotheticity, there exists a scalar α > 0 such that ȳ = αz.
Since monotonicity of preferences implies that ȳℓ(s

t) ≥ xℓ(s
t) for some ℓ, st,

‖ȳ − x‖ must be bounded by ‖z̄ − x‖, where z̄ = z/ supσ ‖δ(σ)‖. This is true
because z̄ = ᾱz for some ᾱ and z̄ ≤ ȳ. By definition of z it follows that
ε ≤ supst,ℓ xℓ(s

t)(1− δℓ(st)/ supσ ‖δ(σ)‖). �

Proof of Lemma 2. To prove the lemma, it is useful to consider relative er-
rors as opposed to absolute errors and to define Ri(s̄, m̄, q̄, κ, �θ−) by Ri

s =
Ei

s/u
′
i(ρci(s, θ−(s))) for all s ∈ S. With this definition,

q̄m̄Pi −M(s̄, �θ−)

⎛

⎜

⎝

(1 +Ri
1)u

′
i(ρci(1, θ−(1)))

...
(1 +Ri

S)u′i(ρci(S, θ−(S)))

⎞

⎟

⎠
− κ = 0.

It follows that for any scalar γ > −1, there is some κ′ ≥ 0, κ′θ̄i = 0 such that
for any s ∈ S,

‖Ri
s(s̄, (1 + γ)m̄P , q̄, κ′, �θ)‖ ≤ ‖(1 + γ)(1 +Ri

s(s̄, m̄
P , q̄, κ, �θ−)) − 1‖. (1)

Given s̄, z̄ ∈ Fs̄ and a perturbed z̄P with q̄P = q̄,
∥

∥m̄P − m̄
∥

∥ < δ, we
can write m̄iP = (1 + γi)m̄

i for some γ = (γ1, ..., γI) with ‖γ‖ ≤ δ. Given
(sgn(γ1), ..., sgn(γI)) ∈ {−1, 1}I, the conditions of the lemma require that

‖Ri
s(s̄, m̄, q̄, κ,

�θ−)‖ ≤ min

(

δ,
δ

u′i(ρci(s, θ−(s)))

)

and

sgn(Ri
s(s̄, m̄, q̄, κ,

�θ−)) = −sgn(γi).

With (1), because of the sign condition, we obtain ‖Ri
s(s̄, m̄(1+γi), q̄, κ, �θ−)‖ ≤

min(δ, δ/u′i(ρci(s, θ−(s)))) for all s ∈ S. This shows that errors do not propa-
gate and therefore proves the lemma. �
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I first want to thank Professor Brown for his kind introduction. My goal is to
give everyone a sense of the subject of o-minimality. Ten hours is a lot of time
to lecture, but the literature on this topic has grown vast, so I will ignore a
lot of things in order to get at issues relevant for this audience. I confess that
this is the first time I have spoken to economists.

I want to start with an outline of the talks. The topic is tame topology
and o-minimal structures, but today I’m not going to tell you what either one
really is. Today I’m going to give you a sense of what’s important so that you
can understand things better in my subsequent lectures.

Outline of Lectures

1. An introduction to definability and quantifier elimination
2. The semialgebraic case
3. O-minimality and some basic properties
4. Examples and some further properties
5. VC dimension and applications

1 An Introduction to Definability

For which x do we have

∃y
[

ax+ by > e1
cx+ dy ≤ e2

]

(∗)

where a, b, c, d, e1, e2 ∈ R? We want to know

{x ∈ R | statement (1) holds for x} .

We also can replace the constants a, b, c, d, e1, e2 by variables u, v, w, z, s1,
s2 and ask for which u, v, w, z, s1, s2 ∈ R do we have
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∃x∃y
[

ux+ vy > s1
wx + zy ≤ s2

]

. (∗∗)

That is, we want to know

{(u, v, w, z, s1, s2) ∈ R6 | (u, v, w, z, s1, s2) satisfies (1).

These are simple examples of definable sets. I want to give a couple more
examples before I start to get precise.

Examples

1. S = {x ∈ R | sinπx = 0}. Observe S = Z.
2. Let L = {(m,n) ∈ R2 |m,n ∈ Z} be the integer lattice in R2. View L as

a two-place relation on pairs of real numbers:

L(m,n)⇐⇒ m,n ∈ Z.

Define

C =
{

(x, y) ∈ R2 | ∃u∃v[L(u, v) ∧ (x− u)2 + (y − v)2 ≤ 1/16]
}

.

The set C is the set of all closed discs of radius 1/4 whose centers are
points in L.

You can see that as you introduce quantifiers, you have to think a bit
about what you are defining.

1.1 Structures on the Real Numbers R

Throughout these lectures, I am going to limit my discussion to structures on
the real line, for concreteness. Fix a family of

1. F of basic functions f : Rk → R, for k = 1, 2, 3, ....
2. R of basic relations (subsets) R ⊆ Rk, for k = 1, 2, 3, ..., such that the

“less than” relation <⊂ R2 (and equality) always is included in R.

Refer to F and R together as a language L. The real numbers R together
with the functions and relations included in L is called an L-structure that in
general we denote by RL. Special structures will have special names.

Examples

1. F = {+, ·,−} where − : R→ R is given by x �−→ −x and R = {<}. This
is the language Lalg of the ordered field of real numbers, the structure
denoted by Ralg.
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2. F contains + and, for each r ∈ R, the scalar multiplication function
μr : R → R given by x �−→ rx, and R = {<}. This is the ordered
real vector space language Llin for the real numbers, whose corresponding
structure is denoted by Rlin.

3. F = {+, ·,−, exp} where exp : R→ R is the exponential function x �−→ ex

and R = {<}. This is the language Lexp of the ordered exponential field
of real numbers; the structure is denoted by Rexp.

1.2 Terms

Construct an expanded class of functions by repeated composition starting
from the functions in F . These are called terms.

Examples

1. The Lalg-terms are all integer coefficient polynomial functions p(x1, ..., xk)
for k = 1, 2, 3, ...,

2. The Llin-terms are all R-linear functions L(x1, ..., xk) = μr1x1 + · · · +
μrk

xk.

The obvious kinds of rules apply in these examples, for instance μr1(x) +
μr2(x) = μr1+r2(x).

1.3 Formulas

If you think of the definable sets I wrote down at the beginning of the lecture,
they were defined in terms of equalities and inequalities. The basic formulas
are

1. t1 = t2 for terms t1, t2.
2. R(t1, ..., tk) where R is a k-place relation and t1, ..., tk are terms. Note

that t1 < t2 is a special case.

So if you think of Ralg, we can write down polynomial equalities and in-
equalities, and for Rlin we can write down linear equalities and inequalities.
Next, from the basic formulas recursively construct

1. by Boolean operations from formulas ϕ and ψ :

ϕ ∧ ψ read as “ϕ and ψ,”
ϕ ∨ ψ read as “ϕ or ψ,”
¬ϕ read as “not ϕ.”

2. by existential quantification over R from a formula ϕ:

∃υϕ read as “there exists υ such that ϕ.”
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Caution: to get to the point more quickly I have mixed syntax and semantics.
When you look at a formal text on model theory you will see a distinction
between symbols in a formal language and their interpretations.

Now what I’m going to do is go back to what I was vague about earlier:
L-definable sets.

L-definable sets

For our purposes these are subsets of Rk, for k = 1, 2, 3, ..., specified as follows.
For each L-formula ϕ, certain variables are bound to quantifiers and others
are not. Call the latter free variables, and it is for these that we can substitute
real numbers.

For an L-formula ϕ list its free variables as x1, ..., xk, z1, ..., zm. Choose
c1, ..., cm ∈ R and substitute them for z1, ..., zm, respectively. Write c for
(c1, ..., cm). The set

Dϕ,c = {(x1, ..., xk) ∈ Rk |ϕ(x1, ..., xk, c̄) is true} ⊆ Rk

is an L-definable subset of Rk. If L is clear from context, we usually shall drop
the L.

Examples

Let’s go back to our earlier examples of definable sets. The set

{x ∈ R | statement (1) holds for x}

is Llin-definable. The set

{(u, v, w, z, s1, s2) ∈ R6 | (u, v, w, z, s1, s2) satisfies (1)}

is Lalg-definable. The set

{x ∈ R | sinπx = 0}

is (F ,R)-definable, where F = {·, sin}, R = {<}. The set

{(x, y) ∈ R2 | ∃u∃v, [L(u, v) ∧ (x− u)2 + (y − v)2 ≤ 1/16]}

is (F ,R)-definable, where F = {+, ·,−}, R = {L,<}.

Comments

• We call the c̄ parameters ; the division of the free variables in a formula
into those which are parameter variables and those that are not can be
made arbitrarily.
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• A function F : A ⊆ Rm → Rn is said to be L-definable if its graph, as a
subset of Rm × Rn, is L-definable.

• If a function F (x1, ..., xm) is definable, we can treat it as if it is a term
for the purposes of constructing more complicated definable functions and
formulas.

• Similarly, we can treat a definable subset of Rk as a basic relation in the
language for such purposes.

What I want to do now is consider some further examples of definability,
to explore the capabilities of the language we are dealing with.

Some Further Examples

1. Let f : R→ R be L-definable, where L contains Lalg. Then

{x ∈ R | f is convex in an interval aroundx}

is L-definable, since “f is convex in an interval around x” can be written
as

∃x1∃x2(x1 < x ∧ x < x2 ∧ “f is convex in the interval (x1, x2)”),

and “f is convex in the interval (x1, x2)” can be written as

∀t
(

(x1 < t ∧ t < x2)→ f(t) <
x2 − t
x2 − x1

f(x1) +
t− x1

x2 − x1
f(x2)

)

.

Note that ∀t := ¬∃t¬ and P → Q := ¬P ∨Q.
2. Let f : A ⊂ Rk → R be L-definable, where L contains Lalg. Then {x̄ ∈
A | f is continuous at x̄} is L-definable, since “f is continuous at x” can
be written as

∀ε(ε > 0→ ∃δ(δ > 0 ∧ ∀y(|y − x| < δ)→ |f(y)− f(x)| < ε)).

Same for differentiability. Note that |y−x| < δ := −δ < y−x∧y−x < δ.
3. Let f : R→ R be L-definable, where L contains Lalg. If f is differentiable,

then f ′ is L-definable. Same for functions of several variables.
4. Let f : R→ R be L-definable, where L contains Lalg. Then

{x ∈ R | f is Lipschitz in an interval around x}

is L-definable.
5. Let A ⊂ Rk be Lalg-definable. Then there is a formula that expresses that

“A is convex.” Same for any L containing Lalg.
6. Let A ⊂ Rk be L-definable, where L is arbitrary. Then the topological clo-

sure of A in Rk is L-definable. Many other notions from point-set topology
also are definable.
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7. Let A ⊂ Rk be L-definable. Then all level sets of A are L-definable.
8. Closed polyhedra in Rk are Llin-definable.

Some guidelines for which sets are definable:

• Defining formulas cannot be infinitely long. The formula “X ⊆ R is finite,”
which we can write as “X contains 1 element ∨X contains 2 elements ∨...,”
is not definable.

• Quantification over real numbers only is allowed. Quantifying over the class
of all polynomials is not permitted, but quantifying over all polynomials
of degree ≤ n is allowed, since such polynomials are defined by n + 1
coefficients.

1.4 Set-theoretic Definability

The L-definable subsets of Rn for n = 1, 2, 3, ... is the smallest collection
D = {Dn |n ≥ 1} such that

1. Each D ∈ Dn is a subset of Rn;
2. Rn ∈ Dn;
3. The graph of each f : Rn → R in F is in Dn+1;
4. Each R ⊆ Rn in R is in Dn;
5. For all 1 ≤ i, j ≤ n, {(x1, ..., xn) ∈ Rn |xi = xj} ∈ Dn;
6. Each Dn is closed under intersection, union, and complement;
7. If π : Rn → Rm is a projection map (x1, ..., xn) �−→ (xi1 , ..., xim

) and
X ∈ Dn then π(X) ∈ Dm;

8. If π is as above and Y ∈ Dm then π−1(Y ) ∈ Dn;
9. If X ∈ Dn+m and b̄ ∈ Rm, then {ā ∈ Rn | (ā, b̄) ∈ X} ∈ Dn.

1.5 Finer structure of definable sets

A definable set typically has several different definitions. We have the Lalg

definitions of the unit interval [−1, 1]:

{x ∈ R | (−1 < x ∧ x < 1) ∨ x = −1 ∨ x = 1}
{x ∈ R | ∃y∃z x2 + y2 + z2 = 1}
{x ∈ R | ∀y∃z x2 + (y − z)2 = 1}.

These are three different definitions of the same set. We could construct in-
finitely many. The maxim here is that quantification generates conceptual
complexity. One goal of model theory is to attempt to analyze definable sets
in a specific context by showing that definable sets can be defined by simple
formulas.
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1.6 Quantifier elimination for Llin-definable sets

Theorem. For every n = 1, 2, 3, ..., every Llin-definable subset of Rn can be
defined by a quantifier-free Llin-formula.

For convenience, write rx instead of μr(x), where r ∈ R. The theorem tells
us that every Llin-definable subset of Rn is a finite Boolean combination (i.e.,
finitely many intersections, unions, and complements) of sets of the form

{(x1, ..., xn) ∈ Rn | a1x1 + · · ·+ anxn > b}

where a1, ..., an, b are fixed but arbitrary real numbers.
The Llin-definable sets are called the semilinear sets. By routine set the-

oretic manipulation, semilinear sets can be written as a finite union of the
intersection of finitely many sets defined by conditions of the form

a1x1 + · · ·+ anxn + b = 0,

c1x1 + · · ·+ cnxn + d > 0.

Thus Llin-definability reduces (basically) to linear algebra, which we under-
stand well.

Llin-definable subsets of R

All Llin-definable subsets of R are finite Boolean combinations of sets of the
form {x ∈ R | ax > b}. Geometrically these are the union of finitely many
(possibly unbounded) open intervals and points. Consequently, neither Z nor
Q is Llin-definable.

Idea of the Proof

Eliminate quantifiers one at a time (proceed inductively).

Example

Eliminate the quantifier for the Llin-definable set

{x ∈ R | ∃y, [2x− 3y > 2 ∧ 4x− 2y ≤ 0]}.

High school algebraic elimination leads to {x ∈ R |x < 1/2}.

Question: What about Lalg-definability? I will discuss this in my next lecture.
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2 The Semialgebraic Case

Today I’m going to be discussing the semialgebraic case, that is, the case of
Lalg. To construct this language, you start with polynomials with real coef-
ficients, and build up through the operations of +, ·,−. The focus of today’s
lecture is the Tarski–Seidenberg theorem.

Theorem (Tarski–Seidenberg Theorem [Tar51]). For every n = 1, 2,
3, ..., every Lalg-definable subset of Rn can be defined by a quantifier-free Lalg-
formula.

Thus every Lalg-definable subset of Rn is a finite Boolean combination
(i.e., finitely many intersections, unions, and complements) of sets of the form

{(x1, ..., xn) ∈ Rn | p(x1, ..., xn) > 0}

where p(x1, ..., xn) is a polynomial with coefficients in R. These are called the
semialgebraic sets. A function f : A ⊂ Rn → Rm is semialgebraic if its graph
is a semialgebraic subset of Rn × Rm.

As I did yesterday, I want to draw special attention to the definable sets
in one variable: the Lalg-definable subsets of R. You start off with sets of
the form p(x) > 0, where p(x) is a polynomial. This is nothing other than
finitely many open intervals. Consider the negation p(x) ≤ 0; this defines
finitely many closed intervals. So, the Lalg-definable subsets of R are simply
the union of finitely many intervals and points. In particular, Z and Q are
not Lalg-definable. This is the same as in the case of Llin, which is surprising,
because the structure of Lalg seems more complex. This complexity manifests
itself in higher dimensions.

As for the semilinear sets, every semialgebraic set can be written as a
finite union of the intersection of finitely many sets defined by conditions of
the form

p(x1, ..., xn) = 0

q(x1, ..., xn) > 0

where p(x1, ..., xn) and q(x1, ..., xn) are polynomials with coefficients in R.
This is just standard set theoretic manipulation of the kind I talked about
yesterday.

Let me tell you now about the proof, which is the substance of what
today’s lecture is about. There are two steps. First we prove a geometric
structure theorem that shows that any semialgebraic set can be decomposed
into finitely many semialgebraic generalized cylinders and graphs. Then we
deduce quantifier elimination from this. I will define what I mean by cylinders
and graphs a little later on. We start with a nice result called Thom’s lemma.

Lemma (Thom’s Lemma [Tho65]). Let p1(X), ..., pk(X) be polynomials
in the variable X with coefficients in R such that if p′j(X) 
= 0 then p′j(X) is
included among p1, ..., pk. Let S ⊂ R have the form
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S =
⋂

j

pj(X) ∗j 0

where ∗j is one of <,>, or =, then S is either empty, a point, or an open
interval. Moreover, the (topological) closure of S is obtained by changing the
sign conditions (changing < to ≤ and > to ≥).

Note: There are 3k such possible sets, and these form a partition of R.

Proof. The proof is by induction on k. When k = 1, p1(x) is a constant
polynomial, so ∗j gives either R or ∅. Assume the theorem is true for k − 1;
we will show that it must be true for k. Without loss of generality, suppose
pk(x) has the largest degree of the polynomials. Then {p1, ..., pk−1} must also
satisfy the conditions of Thom’s lemma. Let ∗1, ..., ∗k be given, and form the
set S′ =

⋂k−1
j=1 pj(X)∗j0. If S′ = ∅ or {r}, then it clear that S = S′∩pk(X)∗k0

has the right form. Now suppose S′ is an interval I. Note that p′k is among
p1, ..., pk−1. On I, p′k(X) > 0 or p′k(X) < 0 or p′k(X) = 0. So pk is either
monotone or constant on I, and so S has the right form.

We now need some “tricks” to continue with our proof. First, we identify
the complex numbers C with R2 via

a+ bi←→ (a, b)

where a, b ∈ R and i =
√
−1. With this identification, multiplication of com-

plex numbers is a semialgebraic function from R2×R2 to R2. More generally,
Cn is identified with R2n. Second, the collection of polynomials in the variable
X with coefficients in R of degree not greater than n can be identified with
Rn+1 via

a0 + a1X + · · ·+ anX
n ←→ (a0, a1, ..., an).

Similarly for polynomials with coefficients in C. Addition, multiplication, dif-
ferentiation of polynomials are semialgebraic functions.

Let Bn
k (R) denote (as a subset of Rn+1) the collection of polynomials in

the variable X with real coefficients of degree not greater than n that have
exactly k distinct complex roots. Let Mn

k (R) ⊂ Bn
k (R) be those polynomials

of degree n with this property.
I’m now going to state a lemma that is vital for our proof.

Lemma (“Continuity of Roots”). Suppose that A ⊂Mn
k (R) is connected.

For each ā ∈ A let rā be the number of distinct real roots of the polynomial
pā(X) associated with ā. Then

1. rā = r is constant on A;
2. There are continuous functions f1, ..., fr : A → R such that for all ā ∈ A

we have fi(ā) < fi+1(ā) for i = 1, ..., r−1 and pā(fi(ā)) = 0 for i = 1, ..., r.
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I’m not going to prove this result, but I’ll try to give you some intuition by
going back to the quadratic case. Consider the polynomial p(x) = ax2+bx+c.
The determining factor here is the discriminant b2 − 4ac. Consider the sets
obtained by setting the discriminant equal to zero and fixing a. This is a
parabola in the plane x = a in R3 (with b and c serving as the y and z
coordinates). We have zero distinct real roots below the parabola, two distinct
real roots above the parabola, and one distinct real root on the parabola. So
these three cases constitute connected sets.

Continuity of roots takes a little while to prove. You first prove local con-
tinuity, then use connectedness to show that the number of roots is constant
across a set. This proof is involved, and I will not show it here.

Lemma. The subsets Bn
k (R) and Mn

k (R) of Rn+1 are semialgebraic.

The idea here is that the polynomial p(X) has a repeated root if and only
if p(X) and its derivative p′(X) have a common factor. This can be expressed
by the condition that the determinant of a matrix constructed from the coef-
ficients of the so-called resultant of p and p′ (also called the discriminant of
p), has value 0. This is a semialgebraic condition on the coefficients. We can
extend this idea to capture Bn

k (R) and Mn
k (R) semialgebraically.

I’m going to go back to the case of the quadratic equation again. Let
p(x) = ax2 + bx+ c, so that p′(x) = 2ax+ b. The discriminant can be written
as

D(p, p′) =

∣

∣

∣

∣

∣

∣

c b a
b 2a 0
0 b 2a

∣

∣

∣

∣

∣

∣

= a(4ac− b2).

So we ask that a(4ac− b2) = 0. This condition ensures that p has a repeated
root. So we have a semialgebraic condition for p to have a repeated root.

What we’ve seen is that the sets Bn
k (R) and Mn

k (R) are semialgebraic, and
as long as we stay on a connected subset of Mn

k (R), we get the same number
of real roots. And these root functions are continuous.

2.1 Graphs and Cylinders

The structure theorem shows that a semialgebraic set S ⊆ Rn can be parti-
tioned into finitely many sets of two kinds, all of which are semialgebraic.

Graphs

Let A ⊂ Rk and f : A → R be continuous. The graph of f is the subset of
Rk+1 given by

Graph(f) = {(x̄, y) ∈ Rk+1 | x̄ ∈ A and y = f(x̄)}.
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Generalized Cylinders

Let A ⊂ Rk, and let f, g : A → R be continuous and satisfy f(x̄) < g(x̄) for
all x̄ ∈ A. The cylinder determined by f, g, and A is the subset of Rk+1 given
by

(f, g)A = {(x̄, y) ∈ Rk+1 | x̄ ∈ A and f(x̄) < y < g(x̄)}.
If A is connected, then graphs and cylinders based on A are connected.

Theorem (Structure Theorem). Let S be semialgebraic. Then:

In S has finitely many connected components and each one is semialgebraic
IIn There is a finite partition P of Rn−1 into connected semialgebraic sets

such that for each A ∈ P there is kA ∈ N and fA
i : A → R ∪ {±∞} for

i = 0, 1, ..., kA + 1 satisfying

(a) fA
0 = −∞, fA

kA+1 = ∞, fA
i is continuous for 1 ≤ i ≤ kA, and

fA
i−1(x̄) < fA

i (x̄) for all 1 ≤ i ≤ kA + 1 and x̄ ∈ A;
(b) all graph sets Graph(fA

i ) for 1 ≤ i ≤ kA and generalized cylinders
(fA

i−1, f
A
i )A are semialgebraic.

The graphs and cylinders in (b) for all A ∈ P partitions Rn and S.

The essence of the theorem is that S can be constructed as a finite union
of semialgebraic cylinders and graphs.

Proof. The proof is by induction on n, and I shall outline the induction step.
Most broadly, the argument is as follows: show In−1 ⇒ IIn and IIn ⇒ In.
IIn ⇒ In is evident, because the graphs are connected since the functions
are semialgebraic, and the cylinders are connected since the base sets are
connected. The crux is In−1 ⇒ IIn.

Split the coordinates of Rn as (x1, ..., xn−1, t). Using standard set theory,
write S as the union of finitely many finite intersections of polynomial equal-
ities and inequalities. Extend the finite collection of polynomials in the given
definition of S by including all iterated partial derivatives with respect to t.
Let this expanded list of polynomials be q1, ..., qr. The nice thing about poly-
nomials is that we only have to do this finitely many times to obtain closure
under differentiation.

For each subset S ⊂ {1, ..., r}, form the polynomial

QS(x̄, t) =
∏

j∈S

qj(x̄, t).

View x̄ as parameter variables and consider the polynomial as QS,x̄(t), a
polynomial in the variable t whose coefficients are polynomials in x̄. For each
ℓ ≤ degreeQS,x̄(t) and k ≤ ℓ, let

M ℓ
S,k ={x̄ ∈ Rn−1 | degreeQS,x̄(t) = ℓ and it has exactly

k distinct real roots}.
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It should come as no surprise that you can in fact show that this subspace of
Rn−1 is semialgebraic.

Next we partition Rn−1 by taking all intersections of all M l
S,k. This still

is a finite semialgebraic partition of Rn−1. Refine this partition further to
obtain a partition P0 by taking the connected components of the sets in the
partition above. By In−1 this again is a finite semialgebraic partition of Rn−1.
For A ∈ P0, let QA,x̄(t) be the product of those qj(x̄, t) which are nonzero for
(all) x̄ ∈ A. It can be shown that the number of roots of QA,x̄(t) is uniform
as x̄ ranges over A and that the 1st, 2nd,... root functions are continuous on
A, as A is connected.

Form the corresponding graph and generalized cylinder sets above each
set A ∈ P0. It can be shown that each such set has the form

r
⋂

j=1

{(x̄, t) | x̄ ∈ A and qj(x̄, t) ∗j 0}

where ∗j is one of <, >, or =. This step uses Thom’s lemma. �

That’s the rough idea of the proof of the structure theorem. Now we want
to use it to deduce the Tarski-Seidenberg theorem.

Theorem (Tarski–Seidenberg Theorem Redux). Let f : X ⊂ Rn → Rm

be semialgebraic. Then the image of f ,

f(X) = {ȳ ∈ Rm | ȳ = f(x̄) for some x̄ ∈ X},

is semialgebraic.

Proof. Let π : Rn × Rm → Rm be the projection map onto the last m co-
ordinates. Then f(x) = π(graph(f)). It thus suffices to show that the image
under π of a semialgebraic set S ⊆ Rm+n is semialgebraic. We will show this
by induction on n. When n = 1, our desired result follows directly from the
structure theorem. Suppose the result is true for n − 1; we will show that it
holds for n. Let π1 : Rn−1 × R1+m → R1+m be the projection onto the last
m+ 1 coordinates, and let π2 : R×Rm → Rm be the projection onto the last
m coordinates. Then π(S) = π2(π1(S)). But π1(S) is semialgebraic by the
induction hypothesis, so π(S) is semialgebraic by the structure theorem. �

The Tarski–Seidenberg theorem gives quantifier elimination because if we
take the formula ∃y, ϕ(x1, ..., xn, y), where ϕ is a semialgebraic quantifier-free
formula, then this is just the projection to Rn of a semialgebraic subset of
Rn+1, and is thus semialgebraic.

2.2 Algorithmic Cruelty

It turns out that everything I’ve explained can be done algorithmically. That
is, we can take any definable set and algorithmically give it a semialgebraic
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description. The proof I’ve given you today relates to work done by George
Collins on cylindrical algebraic decomposition. Tarski’s original proof gives an
algorithm for quantifier-elimination: given an Lalg-formula as input, it out-
puts a quantifier-free formula that defines the same set as the input formula.
Computational efficiency of a quantifier elimination algorithm thus becomes
important for applications (e.g., robot motion planning). Cylindrical algebraic
decomposition-based quantifier elimination, such as described above and de-
veloped in 1975 by Collins [Col75], has played an important role.

Quantifier elimination for Ralg is, unfortunately, an inherently computa-
tionally intensive problem. It is known that there is a doubly exponential
lower bound in the number of quantifiers for worst-case time complexity. So,
quantifier elimination is something that is do-able in principle, but not by
any computer that you and I are ever likely to see. Well, I’ll retract that last
statement because it’s probably false.

3 O-minimal Structures

An L-structure R is o-minimal if every definable subset of R is the union
of finitely many points and open intervals (a, b), where a < b and a, b ∈
R∪{±∞}. Thus far we have seen two examples of o-minimal structures: Rlin,
the semilinear context, and Ralg, the semialgebraic context. We showed by
quantifier elimination that these structures are o-minimal. O-minimal is short
for ordered minimal. We use this name because, for an o-minimal structure,
the definable subsets of R are exactly those that must be there because of the
presence of <. The hypothesis of o-minimality combined with the power of
definability have remarkable consequences.

3.1 Minimal Structures

Consider the field of complex numbers (C, ·,+). There is a theorem due to
Chevalley which says that (C, ·,+) has the quantifier elimination property. All
definable subsets of C can be defined by finite Boolean combinations of poly-
nomials equalities p(x) = 0 or inequalities p(x) 
= 0, where p has coefficients
in C. As long as p is not the zero polynomial, p(x) will consist of finitely many
points, and p(x) 
= 0 will consist of cofinitely many points. So all definable
subsets of C are either finite or cofinite. Notice that these are the sets you
have to be able to define using equality. So (C, ·,+) is minimal.

Minimal structures were first know by model theorists. One of my contri-
butions was to look at the properties of minimal structures when we have an
ordering. The theme of what I’m going to be talking about today and in the
remaining lectures is o-minimal structures.
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3.2 O-minimal Structures

The first result, which I’m going to spend quite a bit of time on, is one of the
most important results on o-minimality.

Theorem (Monotonicity Theorem). Let R be an L-structure that is o-
minimal. Suppose that f : R → R is R-definable. Then there are −∞ =
a0 < a1 < · · · < ak−1 < ak = ∞ in R ∪ {±∞} such that for each j < k
either f ↾ (aj , aj+1) is constant or is a strictly monotone bijection of (possibly
unbounded) open intervals in R.

In particular, all definable f : R→ R are piecewise continuous. Now we can
see the power of o-minimality. We are not confined to looking at semialgebraic
sets.

I’m going to give you some idea of what’s in the proof of the monotonicity
theorem. We need to show that for every open interval I ⊆ R, there is an open
interval I∗ ⊆ I on which f is constant or strictly montone. This will give us
a local version of the theorem, which we need to globalize. For now, assume
the local version and consider the task of globalization.

Let θ(x) say “x is the left endpoint of an interval on which f is constant
or strictly monotone and this interval cannot be extended properly on the left
while preserving this property.” You should check that this is a meaningful
expression in the context of our structure. Clearly θ(x) defines a finite subset of
R, say b1, ..., bp. We know that f ↾ (bi, bi+1) is strictly monotone or constant,
because otherwise the local version of the theorem implies that (bi, bi+1) ∩
θ(x) 
= ∅. To finish working from local to global, we note that if f ↾ (bi, bi+1) is
strictly monotone or constant then f((bi, bi+1)) consists of finitely many points
and intervals, and so we can partition each (bi, bi+1) into a finite collection of
points and intervals in such a way that the image under f of each interval in
the partition is itself an open interval.

Now I’ll try to give you some idea of what’s in the proof of the local version
of the theorem. Define the following formulas:

ϕ0(x) says “∃ open interval J with x as an endpoint on which f
is constantly equal to f(x).”

ϕ1(x) says “∃ open interval J containing x such that f(y) < f(x)
for y ∈ J, y < x and f(y) > f(x) for y ∈ J, y > x.”

ϕ2(x) says “∃ open interval J containing x such that f(y) < f(x)
for y ∈ J, y > x and f(y) > f(x) for y ∈ J, y < x.”

ϕ3(x) says “∃ open interval J containing x such that f(y) < f(x)
for y ∈ J, y 
= x.”

ϕ4(x) says “∃ open interval J containing x such that f(y) > f(x)
for y ∈ J, y 
= x.”

These five formulas exhaust all possibilities, by o-minimality. Also by o-
minimality, possibilities 3 and 4 cannot hold, so ∃I1 ⊆ I contained in the
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set defined by one of ϕ0, ..., ϕ2. If I1 is contained in the set defined by ϕ0,
then f is constant on I1. If I1 is contained in the set defined by ϕ1, then f is
strictly monotone increasing on I1. And if I1 is contained in the set defined
by ϕ2, then f is strictly monotone decreasing on I1.

3.3 Cells

What I want to do next is talk about a particular kind of definable set: cells.
Cells in R are either points (0-cells) or intervals (1-cells). Cells in R2 can
be constructed as follows: begin with cells in R, and take the graph of a
continuous function defined on those cells, as well as the cylinders defined by
pairs of continuous functions.

More formally, let R be an L-structure. The collection of R-cells is a
subcollection C =

⋃∞
n=1 Cn of the R-definable subsets of Rn for n = 1, 2, 3, ...

defined recursively as follows.

Cells in R

The collection of cells C1 in R consists of all single point sets {r} ⊂ R and all
open intervals (a, b) ⊆ R, where a < b and a, b ∈ R ∪ {±∞}.

Cells in Rn+1

Assume the collection of cells Cn in Rn have been defined. The collection Cn+1

of cells in Rn+1 consist of two different kinds: graphs and cylinders.

Graphs

Let C ∈ Cn and let f : C ⊆ Rn → R be R-definable and continuous. Then
Graph(f) ⊆ Rn+1 is a cell.

Generalized Cylinders

Let C ∈ Cn. Let f, g : C ⊆ Rn → R be R-definable and continuous such that
f(x̄) < g(x̄) for all x̄ ∈ C. Then the cyclinder set (f, g)C ⊂ Rn+1 is a cell.

Cells are R-definable and connected. There is a concept of dimension for
cells: for each cell C ⊆ Rn there is a largest k ≤ n and i1, ..., ik ∈ {1, 2, ..., n}
such that if π : Rn → Rk is the projection mapping given by π(x1, ..., xn) =
(xi1 , ..., xik

), then π(C) ⊆ Rk is an open cell in Rk. This value of k we call the
dimension of C. Basically speaking, the dimension of a cell is the number of
times we construct cylinders in the “bottom-up” construction of a cell.
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3.4 Cell Decomposition

An R-decomposition D of Rn is a partition of Rn into finitely many R-cells
satisfying:

1. If n = 1, then D consists of finitely many open intervals and points.
2. If n > 1 and πn : Rn → Rn−1 denotes projection onto the first n − 1

coordinates, then {πn(C) : C ∈ D} is a decomposition of Rn−1.

This is just a generalized version of the cylindrical algebraic decomposition.

Theorem (Cell Decomposition Theorem). Let R be o-minimal and let
S ⊂ Rn be definable. Then there is a decomposition D of Rn that partitions
S into finitely many cells. In particular, if f : A ⊂ Rn → R is definable, then
there is a partition of A into cells such that the restriction of f to each cell is
continuous.

Some Obvious Consequences

• Using the definition of a cell as defined above, we obtain a good geometric
definition of the dimension of a definable set. Namely, the dimension of
a set is the maximium dimension of the cells in a decomposition that
partitions it.

• Since cells are connected, it follows that every definable set has finitely
many connected components. This is one aspect of the “tameness” alluded
to in the name “tame topology.”

• The topological closure of a definable set consists of finitely many con-
nected components; same for the the interior and the frontier (or bound-
ary). Even if you start with a connected set, this won’t necessarily be true
unless the set is definable. Consider a comb with infinitely many teeth,
where the points of those teeth are not in the set; the frontier of this
connected set consists of infinitely many connected components.

3.5 Definable Families

Let S ⊂ Rn+p be a definable set in the o-minimal structure R. For each b̄ ∈ Rn

define Sb̄ := {ȳ ∈ Rp | (b̄, ȳ) ∈ S}. (Note that some Sb̄ may be empty.) The
family {Sb̄ | b̄ ∈ Rn} of subsets of Rp is called a definable family.

The next result is quite surprising; we did not expect to find it.

Theorem (Uniform Bounds Theorem). Let R be o-minimal and let S ⊂
Rn+p be a definable set such that Sb̄ is finite for all b̄ ∈ Rn. Then there is a
fixed K ∈ N satisfying |Sb̄| ≤ K for all b̄ ∈Mn.
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Note that a definable subset of R in an o-minimal structure R is infinite
if and only if it contains an interval. So the theorem actually is stronger. It
can be thought of as a generalization of our earlier result on the roots of
polynomial equations.

Recall our discussion of minimality and the field of complex numbers. We
can also obtain a version of the uniform bounds theorem for subsets of Cn+1.

3.6 Sketch Proof of the Cell Decomposition Theorem

Next I want to give you a quick sketch of the proof of the cell decomposi-
tion theorem. The proof is by induction on n. Define the following induction
hypotheses:

In There exists a cell decomposition that respects finitely many definable
subsets of Rn.

IIn Let f : A ⊆ Rn → R be definable. Then there is a decomposition D of
Rn that partitions A such that f ↾ C is continuous for all C ∈ D, C ⊆ A.

IIIn The uniform finiteness property holds for all definable families {Sb̄ | b̄ ∈
Rn}, where S ⊆ Rn+p is definable.

I1 is true by the definition of o-minimality, II1 is just the monotonicity
theorem, and III1 requires an intricate direct argument that we will not go
into. By assuming Im, IIm, IIIm for all m < n, we can use the monotonicity
theorem to show that In holds, and then that IIn holds, and finally that IIIn
holds.

3.7 Quantifier Elimination

Theorem (van den Dries [Van98]). Let I be an index set and for each
i ∈ I let fi : Rni → R be (total) analytic functions. Then the structure
(Ralg, {fi : i ∈ I}) admits quantifier elimination if and only if each fi is
semialgebraic.

So, e.g., Rexp, the real exponential field does not have quantifier elimina-
tion. Quantifier elimination is not easy to come by.

3.8 Partial Elimination

Suppose that a structure R has the property that every definable set is defin-
able by an existential formula, that is, a formula having the form

∃x1∃x2 · · · ∃xk ϕ

where ϕ is a quantifier-free L-formula. How can this help? Suppose that the
R-definable sets that are definable using quantifier-free formulas can be ana-
lyzed, and that all such have finitely many connected components. The contin-
uous image of a connected set is connected (elementary topology). Existential
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quantification corresponds to projection, and projection is a continuous map.
Thus all R-definable subsets of R have finitely many connected components,
that is, all such are the union of finitely many points and open intervals. We
conclude that R is o-minimal, and so all the geometric and topological proper-
ties available as consequences of o-minimality apply. We will talk more about
this tomorrow. Tomorrow I want to give you a deeper understanding of what
tame topology means, and take you on a tour of structures that we now know
to be o-minimal.

4 Examples and Some Further Properties

I’m going to start off by giving you a tour of some o-minimal structures, and
I’ll finish today by giving you some of the finer tame topological results.

4.1 Examples of O-minimal Structures

So far we have two examples of o-minimal structures: Rlin, the semilinear con-
text, and Ralg, the semialgebraic context. As I shall discuss later, o-minimality
implies a wealth of good analytic and topological properties. This provided
ample motivation to seek out o-minimal structures that expand Ralg to include
transcendental data.

We now survey some of the remarkable results that have been obtained
beginning in the mid-1980s.

4.2 Expansions of Ralg

Consider the class of restricted analytic functions, �an, where g : Rn → R ∈ �an
if there is some analytic f : Uopen ⊂ Rn → R such that [0, 1]n ⊂ U ,
g ↾ [0, 1]n = f ↾ [0, 1]n, and g(x̄) = 0 otherwise. (The point of doing something
like this is that you can avoid considering behaviour at ±∞ by appropriate re-
striction of the functions’ domain.) Let Ran be the expansion of Ralg by adding
as basic functions all g ∈ an. Then the structure Ran admits elimination down
to existential formulas and is o-minimal (van den Dries [Van86]).

Let me give you a sense of what kind of functions you can actually get
here. You can not only get bounded functions, but also functions that live on
all of R. For instance, we can obtain arctanx from the restriction of sinx and
cosx to (−π, π). Everything I said about definable functions—monotonicity
and the cell decomposition—works for these functions. This result depends
on the work of Lojasiewicz and Gabrielov (in the 1960s). Another useful fact
about Ran is that it is polynomially bounded.

Polynomial growth: Let f : (a,∞)→ R be definable in Ran. Then there is
some N ∈ N such that |f(x)| < xN for sufficiently large x.

Adjoin to Ran the function −1 given by x �−→ 1/x for x 
= 0 and 0−1 = 0.
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Theorem (Denef–van den Dries [DV88]). (Ran,
−1 ) admits elimination

of quantifiers.

Whereas in the semialgebraic context we know all the basic functions (they
are just polynomials), in this case we have a much larger collection of basic
functions, so that our descriptive language is much richer. The languages in
(1) and (2) are large, but nonetheless natural. Quantifier elimination always
can be achieved by enlarging the language, but no advantage is gained: in
general, the quantifier-free sets thus obtained can be horribly badly behaved.

The next theorem is really quite spectacular, and was a breakthrough for
the subject.

Theorem (Wilkie [Wil96]). Rexp admits elimination down to existential
formulas.

O-minimality then follows by a result of Khovanskii [Kho80] (which Wilkie
also uses in his proof). Recall that yesterday I showed that quantifier elimi-
nation is not possible in Rexp. This result tells us “the best that we can do.”
This was the first o-minimal structure with functions growing faster than
polynomials.

This theorem addresses a question posed originally by Tarski. He asked
if his results on Ralg could be extended to Rexp. Wilkie’s result from the
syntactic and topological points of view is the best possible.

Macintyre and Wilkie [MW96] link decidability of the theory of the real
exponential field to the following conjecture.

Conjecture (Schanuel’s Conjecture [Sch91]). Let r1, ..., rn ∈ R be lin-
early independent over Q. Then the transcendence degree over Q of Q(r1, ..., rn,
er1 , ..., ern) is at least n.

This has implications about the transcendence of various things, which I
might talk more about tomorrow. Schanuel’s conjecture is now regarded by
mathematicians as being intractable, so I don’t know if we will ever see it
verified. But most mathematicians seem to believe that it is true.

Theorem (Macintyre–Wilkie [MW96]). Schanuel’s conjecture implies
that the theory of the real exponential field is decidable.

A natural question is to ask what happens if we combine the restricted
analytic and the exponential functions in our basic functions. Van den Dries
and Miller adapt Wilkie’s techniques to prove the following.

Theorem (van den Dries–Miller [VM94]). Ran,exp admits elimination
down to existential formulas and (by Khovanskii) is o-minimal.

Inspired by the work of Ressayre [Res93], these authors analyze Ran,exp

further.
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Theorem (van den Dries–Macintyre–Marker [VMM94]). Ran,exp,log

admits elimination of quantifiers.

Their analysis further shows that every definable function in one variable
is bounded by an iterated exponential. Macintyre–Marker [MM97] show that
the logarithm is necessary for the quantifier elimination. In a second paper
van den Dries–Macintyre–Marker [VMM97] develop tools that enable them to
obtain several further results.

What I want to do now is talk about results of definability and undefin-
ability. Let f(x) = (log x)(log log x) and let g(x) be a compositional inverse
to f defined on some interval (a,∞). Hardy [Har12] conjectured in 1912 that
g is not asymptotic to a composition of exp, log, and semialgebraic functions.

Theorem (van den Dries–Macintyre–Marker [VMM97]). Hardy’s con-
jecture is true.

Let me talk about some other undefinability results which people will
perhaps find more down to earth. Building on some remarkable ideas and
results of Mourges–Ressayre [MR93], van den Dries–Macintyre–Marker derive
some “undefinability” results also.

Theorem (van den Dries–Macintyre–Marker [VMM97]). None of the
following functions is definable in Ran,exp.

i. the restriction of the gamma function Γ (x) =
∫ ∞

0
e−ttx−1dt to (0,∞),

ii. the error function
∫ x

0
e−t2dt,

iii. the logarithmic integral
∫∞

x
t−1e−tdt,

iv. the restriction of the Riemann zeta function ζ(s) =
∑∞

n=1 n
−s to (1,∞).

These are functions that we deal with all the time, but are not definable
in the context of Ran,exp. So our work is not yet complete.

For r ∈ R let xr denote the real power function

xr =

{

xr if x > 0
0 if x ≤ 0.

Let RR
an denote the expansion of Ran by all power functions xr for r ∈ R.

Theorem (Miller [Mil94]). RR
an has elimination of quantifiers.

Again, this is a structure with functions whose growth at infinity is
bounded by polynomials. An expansion R of Ralg is polynomially bounded
if for every definable f : R→ R there is some N ∈ N so that |f(x)| < xN for
sufficiently large x. I’ve given you examples of functions that are polynomially
bounded (an) and those that are not (exp).
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Theorem (Growth Dichotomy Theorem). Let R be an o-minimal ex-
pansion of Ralg. Then either the exponential function ex is definable in R or
R is polynomially bounded. In the second case, for every definable f : R→ R

in R not ultimately identically zero, there are c ∈ R\{0} and r ∈ R such that
f(x) = cxr + o(xr) as x→∞.

This amazing theorem shows that there is no “middle ground”: if functions
are not bounded by polynomial growth, then exponential growth must be
possible.

Let ∂Φ be a collection of restricted analytic functions that is closed under
differentiation. Since derivatives are definable in Ran (definability of deriva-
tives was mentioned in Section 1), all of the functions in ∂Φ are definable in
this structure.

Theorem. The structure (Ralg, f)f∈∂Φ has elimination down to existential
formulas.

This result does not give us new functions, but tells us how we can think
of what we have in a nicer way. The next result gives us new functions.

Using (delicate) generalized power series methods new expansions of Ralg

are constructed in van den Dries–Speissegger [VS98]. There are two polyno-
mially bounded versions that have elimination down to existential formulas:
generalized convergent power series (using real, rather than integer, powers)
and multisummable series. Moreover, the exponential function can be added
while preserving o-minimality. If, in addition the logarithmic function is ad-
joined as a basic function, these expansions admit quantifier elimination. In
one of these expansions, the gamma function on (0,∞) is definable, and in
the second, the Riemann zeta function on (1,∞) is definable.

Now we come to some really beautiful results of Wilkie [Wil96]. I have to
introduce another class of functions, which again is quite natural. A function
f : Rn → R is said to be Pfaffian if there are functions f1, ..., fk : Rn → R

and polynomials pij : Rn+i → R such that

∂fi

∂xj
(x̄) = pij(x̄, f1(x̄), ..., fi(x̄))

for all i = 1, ..., k, j = 1, ..., n, and x̄ ∈ Rn. So this is a chaining procedure,
going one step at a time to generate more complicated functions. Wilkie proved
(by quite different methods than used previously) that the expansion of Ralg

by all Pfaffian functions is o-minimal. The introduction of Pfaffian functions
allows us to integrate and retain o-minimality. Our class of functions is now
even richer.

Speissegger [Sep99] extends Wilkie’s methods to obtain the “Pfaffian clo-
sure” of an o-minimal expansion of Ralg. In particular, such a structure is
closed under integration (antidifferentiation) of functions in one variable.

I have one more comment before I move on to the second part of this
talk. What about quantifier elimination in these expansions? Unfortunately,
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this is completely unknown. We have seen that many geometric results are
obtainable for these o-minimal strcutures, but results on quantifier elimination
are not available.

4.3 Finer Analytic and Topological Consequences of O-minimality

For this section, assume throughout that we work in some o-minimal expansion
R of Ralg. We showed earlier in our discussion of the cell decomposition that
our functions are continuous on each cell. A natural question to ask is: can
we do better than this? The next theorem shows that the answer is yes.

Theorem (Ck Cell Decomposition Theorem). For each definable set
X ⊂ Rm and k = 1, 2, ..., there is a decomposition of Rm that respects X
and for which the data in the decomposition are Ck.

In the next theorem, “definably homeomorphic” means that the homeo-
morphism between structures is itself a definable function.

Theorem (Triangulation Theorem). Every definable set X ⊂ Rm is de-
finably homeomorphic to a semilinear set. More precisely, X is definably home-
omorphic to a union of simplices of a finite simplicial complex in Rm.

Note that these results are “nice” topological results, in the spirit of the
term “tame topology” coined by Grothendieck. The next theorem is another
nice result. It says that if we look at the fibers of some set, then the fibers
corresponding to a given connected component of that set are homeomorphic.

Theorem (Number of Homeomorphism Types). Let S ⊂ Rm+n be de-
finable, so that {Sā | ā ∈ Rm} is a definable family of subsets of Rn. Then
there is a definable partition {B1, ..., Bp} of Rm such that for all ā1, ā2 ∈ Rm,
the sets Sā1 and Sā2 are homeomorphic if and only if there is some j = 1, ..., p
such that ā1, ā2 ∈ Bj.

Uniform finiteness combined with Wilkie’s theorem yields Khovanskii’s
theorem. You all know the theorem that says that a polynomial of degree k
has no more than k distinct real roots. One of the implications of Khovanskii’s
theorem is that there is a uniform bound on the number of distinct real roots
of pl,k(x) = axl + bxk as l, k vary.

Theorem (Khovanskii [Kho91]). There exists a bound in terms of m and
n for the number of connected components of a system of n polynomial in-
equalities with no more than m monomials.

There is a trick to proving this theorem. Replace xm by em log x, and let
m vary over R. The set of (a, b,m, n, x) such that aem log x + ben log x = 0 is in
Rexp. Now fix x and let the other parameters vary. Uniform finiteness gives
us a bound on the size of the fibers.

The next theorem gives an o-minimal improvement of the previous result.
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Theorem. There is a bound in terms of m and n for the number of homeo-
morphism types of the zero sets in Rn of polynomials p(x1, ..., xn) over R with
no more than m monomials.

Theorem (Marker–Steinhorn [MS94]). Let R be an o-minimal expansion
of Ralg, and let gā : B ⊆ Rm → R for ā ∈ A ⊂ Rm be an R-definable family
G of functions. Then every f : B ⊆ Rm → R which is in the closure of G is
definable in R.

Here, closure refers to closure in the product topology RB. This result is
very surprising. Consider it in the case of semialgebraic functions: the point-
wise limit of semialgebraic functions is semialgebraic.

4.4 The Euler Characteristic

Now what I want to talk about is how we can begin to do algebraic topol-
ogy from the viewpoint of o-minimality. We would like to consider the Euler
characteristic in an o-minimal context.

Let S ⊂ Rn be definable and P be a partition of S into cells. Let n(P , k) be
the number of cells of dimension k in P , and define EP (S) =

∑

(−1)kn(P , k).

Proposition. If P and P ′ are partitions of S into cells, then EP(S) =
EP′(S).

So we define E(S) = EP(S) for any partition P . The Euler characteristic
has played a very interesting role in o-minimal theory generally. Its properties
include the following:

1. Let A and B be disjoint definable subsets of Rn. Then E(A∪B) = E(A)+
E(B).

2. Let A ⊂ Rm and B ⊂ Rn be definable. Then E(A×B) = E(A)E(B).
3. Let f : A ⊂ Rm → Rn be definable and injective. Then E(A) = E(f(A)).

5 VC Dimension and Applications

Before I begin, I want to thank the organizer, Don. I know it was talked about
on Wednesday night—the wonderful attention you pay to graduate students—
and I can see that this week. And for me too, not a graduate student, it has
been a wonderful week. So I just want to thank Don for that.

5.1 Vapnik-Čhervonenkis Dimension

A collection C of subsets of a set X shatters a finite subset F if {F ∩ C |C ∈
C} = P(F ), where P(F ) is the set of all subsets of F . The collection C is a
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VC-class if there is some n ∈ N such that no set F containing n elements is
shattered by C, and the least such n is the VC-dimension, V(C), of C.

Let C ∩ F := {C ∩ F |C ∈ C} and for n = 1, 2, ..., let

fC(n) := max{|C ∩ F | |F ⊂ X and |F | = n}.

Also, let pd(n) =
∑

i<d

(

n
i

)

. The next theorem gives us a polynomial bound
on the growth of fC for VC-classes.

Theorem (Sauer [Sau72]). Suppose that fC(d) < 2d for some d. Then
fC(n) ≤ pd(n) for all n.

To prove Sauer’s theorem we need the following proposition.

Proposition. Let |F | = n, and let D be a collection of subsets of F such that
|D| > pd(n), where d ≤ n. Then there is E ⊆ F , |E| = d, so that D shatters
E.

Proof. The proof is by induction on n. The result is clear when d = 0 or d = n,
so assume 0 < d < n. Fix x ∈ F and let F ′ = F\{x}, D′ = {D\{x} |D ∈ D}.
Consider the map π(D) = D\{x}. Note that π−1(D′) has either one or two
elements (i.e., D′, D′ ∪ {x}), depending on whether or not x ∈ D. Write
D′ = D′

1 ∪ D′
2, where D′

1 is the class of all sets with one preimage under π,
and D′

2 is the class of all sets with two preimages under π. If |D′| > pd(n−1),
then by the induction hypothesis we have E′ ⊆ F ′, |E′| = d, so that D′

shatters E′. It follows that D shatters E′. If |D′| ≤ pd(n − 1), then we have
|D| = |D′

1|+ 2|D′
2| = |D′|+ |D′

2|. But |D| > pd(n) = pd(n− 1) + pd−1(n− 1),
and so |D′

2| > pd−1(n−1). Thus by the induction hypothesis we have E′ ⊆ F ′,
|E′| = d− 1 so that D′

2 shatters E′. It follows that D shatters E′ ∪ {x}. �

Now we can use our proposition to prove Sauer’s theorem.

Proof. If d > n then pd(n) = 2n, and the inequality holds trivially. So let
d ≤ n. Consider an arbitrary set F ⊂ X with |F | = n. If |C ∩ F | > pd(n),
then by our proposition there exists E ⊆ F , |E| = d such that C shatters E.
But this contradicts fC(d) < 2d. Thus for all F we must have |C ∩F | ≤ pd(n),
implying that fC(d) ≤ pd(n). �

Now I’m going to try to connect back to the logical issues we have been
discussing through the week. An L-formula ϕ(x1, ..., xk; y1, ..., ym) has the
independence property with respect to the L-structure R if for every n =
1, 2, ..., there are b̄1, ..., b̄n ∈ Rm such that for every X ⊆ {1, ..., n}, there is
some āX ∈ Rk satisfying

ϕ(āX ; b̄i) is true in R⇔ i ∈ X.

If ϕ does not have the independence property with respect to R, we let I(ϕ)
be the least n for which the property above fails.
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For an L-formula ϕ(x̄; ȳ) and a structure R, let S ⊆ Rk+m be the set
defined by ϕ. We let Cϕ := {Sb̄ | b̄ ∈ Rm} denote the family of subsets of Rk

determined by S.
Now what I want to do is come to the connection between the concept I

have just defined, and VC dimension.

Theorem (Laskowski [Las92a]). The definable family Cϕ is a VC-class if
and only if ϕ does not have the independence property. Moreover, if V(Cϕ) = d
and I(ϕ) = n, then n ≤ 2d and d ≤ 2n (and these bounds are sharp).

Let ψ(ȳ; x̄) := ϕ(x̄; ȳ) be the dual formula of ϕ. That is, ψ and ϕ are the
same formula (and so define the same set) with the roles of x̄ and ȳ reversed.
The theorem follows from the next two lemmas.

Lemma 1. With the notation as above, V(Cϕ) = d if and only if I(ψ) ≥ d.
Proof. By definition, V(Cϕ) ≥ d if and only if there exist ā1, ā2, ..., ād ∈ Rk

such that for every X ⊆ {1, ..., d} there is bX ∈ Rm for which ϕ(āj , b̄X) true
⇔ j ∈ X . This exactly says: I(ψ) ≥ d. �

Understanding Lemma 1 is just a matter of understanding the definitions
of VC dimension and the independence number.

Lemma 2. Let the notation be as above. Then I(ϕ) = n implies I(ψ) ≤ 2n.

Proof. Suppose I(ψ) > 2n. By definition, there are b̄s ∈ Rk for each s ⊆
{1, ..., n} so that for every X ⊆ {s | s ⊆ {1, ..., n}} there is āX ∈ Rm such that
ϕ(āX , b̄s) true⇔ s ∈ X . For i = 1, 2, ..., n, let Xi = {s ⊆ {1, ..., n} | i ∈ s}. We
have āX1 , āX2 , ..., āXn

∈ Rm. Now for each s ⊆ {1, ..., n}, we have ϕ(b̄s; āXi
)

true ⇔ s ∈ Xi ⇔ i ∈ s. �

Now we can use these two lemmas to do a quick proof of Laskowski’s
theorem.

Proof.

Cϕ is a VC-class⇔ V(Cϕ) = d for some d ∈ N

⇔ I(ψ) = d (by Lemma 1)

⇒ I(ϕ) ≤ 2d (by Lemma 2)

⇒ ϕ does not have the independence property.

Conversely,

ϕ does not have the independence property⇔ I(ϕ) = n for some n ∈ N

⇒ I(ϕ) ≤ 2n (by Lemma 2)

⇔ V(Cϕ) ≤ 2n (by Lemma 1)

⇒ Cϕ is a VC-class.

�
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We say that the L-structure R has the independence property if there is
a formula ϕ(x; ȳ) with just the single variable x that has the independence
property with respect to R.

Applying model theoretic methods, Laskowski gives a clear combinatorial
proof of the following theorem due to Shelah.

Theorem (Shelah [She71]). An L-structure R has the independence prop-
erty if and only if there is a formula ϕ(x̄; ȳ) (in any number of x variables)
that has the independence property with respect to R.

This is a very hard theorem, and attests to Shelah’s incredible combinato-
rial genius. Interestingly, if you look at the paper with Sauer’s theorem, there
is a footnote that quotes a referee as saying that these results had been proved
earlier by Shellah.

Laskowski’s theorem combined with the following result provides the link
between o-minimality and VC-classes.

Proposition (Pillay–Steinhorn [PS86]). O-minimal structures do not
have the independence property.

Theorem (Laskowski [Las92a]). Let R = (R, <, ...) be o-minimal and let
S ⊂ Rk+m be definable. Then the collection C = {Sx̄ | x̄ ∈ Rm} is a VC-class.

Thus any definable family of subsets in an o-minimal structure constitutes
a VC-class. This theorem gives us a “black box” to generate an enormous
variety of VC-classes.

Note that many structures are known not to have the independence prop-
erty (by work of Shelah), and thus Laskowski’s theorem provides significantly
more examples of VC-classes. To illustrate, the field of complex numbers,
(C,+, ·) does not have the independence property, and thus any definable
family of sets in this structure is a VC-class.

5.2 Probably Approximately Correct (PAC) Learning

Begin with an instance space X that is supposed to represent all instances
(or objects) in a learner’s world. A concept c is a subset of X , which we can
identify with a function c : X → {0, 1}. A concept class C is a collection of
concepts.

A learning algorithm for the concept class C is a function L which takes
as input m-tuples ((x1, c(x1)), ..., (xm, c(xm))) for m = 1, 2, ... and outputs
hypothesis concepts h ∈ C that are consistent with the input. If X comes
equipped with a probability distribution, then we can define the error of h to
be err(h) = P (h∆c).

The learning algorithm L is said to be PAC if for every ε, δ ∈ (0, 1) there
is mL(ε, δ) so that for any probability distribution P on X and any concept
c ∈ C, we have for all m ≥ mL(ε,δ) that
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P ({x̄ ∈ Xm | err(L((xi, c(xi))i≤m)) ≤ ε}) ≥ 1− δ.

It can be shown that an algorithm that outputs a hypothesis concept h con-
sistent with the sample data is PAC provided that C is a VC-class. Moreover,
for given ǫ and δ, the number of sample points needed is, roughly speaking,
proportional to the VC-dimension V(C).

5.3 Neural Networks

Macintyre–Sontag [MS93] and Karpinski–Macintyre [KM95] apply Laskowski’s
result and the uniform bounds available in o-minimal structures to answer
questions about neural networks. The output in a sigmoidal neural network is
the result of computing a quantifier-free formula whose atomic formulas have
the form τ(x̄, w̄) > 0 or τ(x̄, w̄) = 0, where τ is built from polynomials and
exp, x̄ are input values, and w̄ represent a tuple of programmable parameters.
Varying the parameters gives rise to a definable family in an o-minimal struc-
ture and hence Laskowski’s theorem applies, which tells us that it is possible
to PAC learn the architecture of such a network.

The first results of Macintyre and Sontag applied Laskowski’s theorem to
prove finite VC-dimension. Using quantitative results of Khovanskii, Karpinski
and Macintyre give an upper bound for the VC-dimension that is O(m4),
where m is the number of weights. Koiran and Sontag [KS97] have established
a quadratic lower bound (in the number of weights) for the VC-dimension.
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ability and the Vapnik–Čherovenkis dimension. Journal of the AMC
36, 929–965 (1989)

[BCR98] Bochnak, J., Coste, M.,Roy, M.-F.: Real Algebraic Geometry. Springer-
Verlag, Berlin (1998)

[Boh94] Bohm, V.: The foundations of the theory of monopolistic competitive
revisited. Journal of Economic Theory 63, 208–218 (1994)

[Bor62] Borch, K: Equilibrium in reinsurance markets. Econometrica 30, 424–
444 (1962)

[BPZ02] Bossaerts, P., Plott, C., Zame, W.R.: Prices and portfolio choices in fi-
nancial markets: Theory and experimental evidence. NBER Conference
Seminar on General Theory, May 10–12, 2002 (2002)

[Bor98] Borel, A.: Twenty-five years with Nicholas Bourbaki (1949–1973). No-
tices of American Mathematical Society, 373–380 (1998)

[BC07] Brown, D.J., Calsamiglia, C.: The nonparametric approach to applied
welfare analysis. Economic Theory 31, 183–188 (2007)

[BH83] Brown, D.J., Heal, G.M.: Marginal vs. average cost pricing in the pres-
ence of a public monopoly. American Economic Review 73, 189–193
(1983)

[BK03] Brown, D., Kannan, R.: Indeterminacy, nonparametric calibration and
counterfactual equilibria. Cowles Foundation Discussion Paper 1426,
Yale University, New Haven (2003)

[BK06] Brown, D.J., Kannan, R.: Two algorithms for solving the Walrasian in-
equalities. Cowles Foundation Discussion Paper No. 1508R, Yale Uni-
versity (2006)

[BM93] Brown, D.J., Matzkin, R.L.: Walrasian comparative statics. SITE Tech-
nical Report #85 (1993)

[BM95] Brown, D.J., Matzkin, R.L.: Estimation of nonparametric functions
in simultaneous equations models, with an application to consumer
demand. Mimeo, Northwestern University (1995)

[BM96] Brown, D.J., Matzkin, R.L.: Testable restrictions on the equilibrium
manifold. Econometrica 64, 1249–1262 (1996)

[BS00] Brown, D.J., Shannon, C.: Uniqueness, stability, and comparative stat-
ics in rationalizable Walrasian markets. Econometrica 68, 1528–1539
(2000)



References 195

[BW04] Brown, D.J., Wood, G.A.: The social cost of monopoly.” Cowles Foun-
dation Discussion Paper 1466, Yale University (2004)
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[Las92a] Laskowski, M.C.: Vapnik–Čhervonenkis classes of definable sets. Jour-
nal of the London Mathematical Society 245 377–384 (1992)
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