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Chapter 1

1.1 A Research Agenda for a Primary Driver

of Global Change

1.1.1 Introduction

Concerns about land-use/cover change emerged in the re-
search agenda on global environmental change several de-
cades ago with the realization that land-surface processes
influence climate. In the mid-1970s, it was recognized that
land-cover change modifies surface albedo and thus surface-
atmosphere energy exchanges, which have an impact on re-
gional climate (Otterman 1974; Charney and Stone 1975;
Sagan et al. 1979). In the early 1980s, terrestrial ecosystems
as sources and sinks of carbon were highlighted; this under-
scored the impact of land-use/cover change on global cli-
mate via carbon cycle (Woodwell et al. 1983; Houghton et al.
1985). Decreasing the uncertainty of these terrestrial sources
and sinks of carbon remains a serious challenge today. Sub-
sequently, the important contribution of local evapotrans-
piration to the water cycle – that is, precipitation recycling
– as a function of land cover highlighted yet another con-
siderable impact of land-use/cover change on climate, at a
local to regional scale in this case (Eltahir and Bras 1996).

A much broader range of impacts of land-use/cover
change on ecosystem goods and services were further iden-
tified. Of primary concern are impacts on biotic diversity
worldwide (Sala et al. 2000), soil degradation (Trimble and
Crosson 2000), and the ability of biological systems to sup-
port human needs (Vitousek et al. 1997; Millennium Eco-
system Assessment 2003). Land-use/cover changes also de-
termine, in part, the vulnerability of places and people to
climatic, economic, or sociopolitical perturbations (Kas-
person et al. 1995; Turner et al. 2003a; Kasperson et al. 2005).
When aggregated globally, land-use/cover changes signifi-
cantly affect central aspects of Earth System functioning
(DeFries et al. 2004c; Cassman et al. 2005). All impacts are
not negative though as many forms of land-use/cover
changes are associated with continuing increases in food
and fiber production, in resource-use efficiency, and in
wealth and well-being.

Understanding and predicting the impact of surface
processes on climate required long-term historical re-
constructions – up to the last 300 years – and projec-

tions into the future of land-cover changes at regional to
global scales (Ramankutty and Foley 1999; Taylor et al.
2002b). Quantifying the contribution of terrestrial eco-
systems to global carbon pools and flux required accu-
rate mapping of land cover and measurements of land-
cover conversions worldwide (Dixon et al. 1994; Hough-
ton et al. 1999; McGuire et al. 2001). Fine resolution, spa-
tially explicit data on landscape fragmentation were re-
quired to understand the impact of land-use/cover
changes on biodiversity (Margules and Pressey 2000; Liu
et al. 2001). Predicting how land-use changes affect land
degradation, the feedback on livelihood strategies from
land degradation, and the vulnerability of places and
people in the face of land-use/cover changes requires a
good understanding of the dynamic human-environment
interactions associated with land-use change (Kasper-
son et al. 1995; Turner et al. 2003a; Kasperson et al. 2005).
Sustainable land use refers to the use of land resources
to produce goods and services in such a way that, over
the long term, the natural resource base is not damaged,
and that future human needs can be met. The time hori-
zon of the concept covers several generations.

Over the last few decades, numerous researchers have
improved measurement of land-cover change, the under-
standing of the causes of land-use change, and predic-
tive models of land-use/cover change, in part under the
auspices of the Land-Use and Land-Cover Change (LUCC)
project of the International Geosphere-Biosphere Pro-
gramme (IGBP) and International Human Dimensions
Programme on Global Environmental Change (IHDP)
(Turner et al. 1995; Lambin et al. 1999). This work, part
of an international effort that has helped to propagate
the emergence of “land-change science,” has taken on the
task of demonstrating the role of land change in its own
right within the Earth System. An “integrated land sci-
ence” has emerged, uniting environmental, human, and
remote sensing/GIS sciences to solve various questions
about land-use and land-cover changes and the impacts
of these changes on humankind and the environment
(Turner 2002). This science has demonstrated both the
pivotal role of land change in the Earth System and its
complexities that transcend such simplifications as uni-
directional and permanent land-cover change caused by
immediate population or consumption changes, replac-
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ing them by a representation of a much more complex
process of land-use/cover change (Lambin et al. 2001;
Turner 2002; Lambin et al. 2003; Steffen et al. 2004;
Gutman et al. 2004; Moran and Ostrom 2005). The new
Global Land Project (Ojima 2005) is developing further
land-change science based on the foundations generated
by LUCC and by other projects on terrestrial ecosystems.
The objective of this introductory chapter is to set the
stage for the following book chapters through a brief re-
view of the main accomplishments of the LUCC project,
and a discussion of the need for an overarching theory
of land-use change. A more detailed history of the LUCC
project is provided in Moran et al. (2004).

1.1.2 Development of the

Land-Use/Cover Change (LUCC) Project

Following preparatory work in the early 1990s (Turner
et al. 1990, 1993b; Turner and Meyer 1994; Turner et al.
1994), the Land-Use/Cover Change (LUCC) project as a
worldwide, interdisciplinary joint core project of IGBP
and IHDP was formalized in 1995 through the publica-
tion of its science/research plan (Turner et al. 1995) and
reached the stage of implementation four years later
(Lambin et al. 1999). The present book presents some of
the main scientific results produced by the project dur-
ing a decade of operation (Lambin and Geist 2001, 2005;
LUCC Scientific Steering Committee 2005).

The three missions of the LUCC project have been to
build a compendium of information about local to glo-
bal land-use and land-cover dynamics, to identify a small
number of robust principles that can better knit together
local insights into a predictive science, and to foster the
development of common models which may then become
widely available to scientists and stakeholders. In order
to implement the project’s science plan, six broad re-
search questions were formulated (Lambin et al. 1999).
These overarching science questions basically relate to
the past 300 years as well as to the next 100 years (Steffen
et al. 2004; Turner et al. 1990) – see Box 1.1.

In order to implement the project’s science plan, a se-
ries of tasks and activities was set up to meet the broad
objectives. Most importantly, three interlocking strategies
were encapsulated in three research foci – see Table 1.1.

Among these interlocking strategies have been the
development of case studies to analyze and model the
processes of land-use change and land management in a
range of geographic situations (Focus 1: land-use dynam-
ics). Two complementary strategies were applied – see
Fig. 1.1. First, a global network of new case studies was
established focused on land-use and -cover change, seek-
ing to understand its dynamics as they operate in differ-
ent regions of the world. Some of these efforts followed
a study-based protocol in an effort to elicit lessons or
principles about land change. A prominent example is
the study on the institutional, demographic, and bio-
physical dimensions of forest-ecosystem change in the
Western Hemisphere (Moran and Ostrom 2005). Second,
meta-analytical frameworks have increasingly been ap-
plied, involving comparisons of disparate case studies to
detect problems resulting from the use of interdiscipli-
nary, team-based analytical frameworks, to improve land-
change analysis, and to provide general insights about
land-change dynamics at the meso- and macroscales
while preserving the descriptive richness of local stud-
ies (Rindfuss et al. 2004b). Prominent examples are the
exploration of synergistic causal combinations in tropi-
cal deforestation as well as desertification (Geist and
Lambin 2002, 2004), the study of agricultural change
through intensification in core cropland areas of the
world (McConnell and Keys 2005), and an investigation
into the conditions for a transition towards sustainable
land use (Lambin 2005). These strategies helped to im-
prove the understanding of the causes of land-use change
and to move from simplistic representations of two or
three driving forces to deeper understanding involving
situation-specific interactions among a large number of
factors at different spatial and temporal scales. Although,
the richness of explanations has greatly increased, this
often occurred at the expense of generality of the expla-
nations.

The second major theme or strategy was the devel-
opment of empirical, diagnostic models of land-cover
change through direct observations and measurements
of the explanatory factors (Focus 2: land-cover dynam-
ics). In addition to the effort to understand the multiple
causes of land-use/cover change, there has been a con-
comitant rapid expansion in the availability of data
and information on land-cover dynamics. In particu-
lar, remote sensing data and analysis made important
contributions in documenting the actual changes in
land cover at regional and global spatial scales from the
mid-1970s onwards. A standardized land-cover classifi-
cation system has been developed for application at
multiple scales (Di Gregorio and Jansen 2000a). Sev-
eral products are now available that depict global land

Box 1.1. Science questions of the
Land-Use/Cover Change (LUCC) project

� How has land cover been changed by human use over the
last 300 years?

� What are the major human causes of land-cover change in
different geographical and historical contexts?

� How will changes in land use affect land cover in the next
50–100 years?

� How do human and biophysical dynamics affect the coupled
human-environment system?

� How might changes in climate (variability) and bio-
geochemistry affect both land use and land cover, and vice
versa?

� How do land uses and land covers affect the vulnerability
of the coupled human-environment system?
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Fig. 1.1.
Case study comparison. Pre-
cursors of this approach are
Brookfield (1962) and Turner
et al. (1977)

cover, and the same is true for snapshots of many im-
portant regions with substantial land-cover change. The
TREES project, for example, using satellite data observed
changes in humid tropical forest worldwide (Achard
et al. 2002, 2004; Achard 2006). A complementary ap-
proach is based on continuous fields of biophysical at-
tributes at the global scale (DeFries et al. 2002b). The
international BIOME 300 project reconstructed histori-
cal changes in cropland at a global scale during the last
300 years, compiling various contemporary and histori-
cal statistical inventories on agricultural land (such as
census data, tax records, and land surveys) and apply-
ing different spatial analysis techniques to reconstruct
historical maps of agricultural areas (Ramankutty and
Foley 1999; Klein Goldewijk 2004). Attention also turned
to the status and trends in terrestrial land cover, to pro-
duce the most reliable synthesis of documented rapid
land-cover change worldwide over the period 1981 to
2001 (Lepers et al. 2005) – in collaboration with the Glo-
bal Observation of Forest and Land Cover Dynamics
(GOFC-GOLD) project for the Millennium Ecosystem

Assessment (MA). Together, these studies are leading
the community to a consensus about the rates and loca-
tions of some of the main land-change classes under-
way globally, including tropical deforestation, cropland
expansion and contraction, dryland degradation, and
urbanization.

The third major theme was the development of inte-
grated models as well as of prognostic regional and glo-
bal models (Focus 3: Integrated modeling). Modeling,
especially if done in a spatially-explicit, integrated and
multi-scale manner, is an important technique for the
projection of alternative pathways into the future, for
conducting experiments that test our understanding of
key processes, and for describing the latter in quantita-
tive terms. Land-use change models offer the possibility
to test the sensitivity of land-use patterns to changes in
selected variables. They also allow testing of the stabil-
ity of linked social and ecological systems, through sce-
nario building (Veldkamp and Lambin 2001). To be able
to generate reliable projections into the future or, in back-
ward mode, to the past, a model must link dynamically

1.1  ·  A Research Agenda for a Primary Driver of Global Change
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the processes of land-use change to biophysical processes,
to represent biophysical feedbacks to land-use changes
and land-use adaptations to biophysical changes. Today,
only a very few models of land-use change can generate
long-term, realistic projections of future land-use/cover
changes at regional to global scales. The last decade, how-
ever, has witnessed innovative methodological develop-
ments in the modeling of land-use change at local to re-
gional scales at a decadal scale (Liu 2001; Veldkamp and
Lambin 2001; Parker et al. 2003). While some models are
focussed on predicting the rates (or quantities) of change,
others put more emphasis on spatial patterns. A funda-
mental difference in modeling tradition between differ-
ent disciplines concerns the use of process-based (or
structural) models versus statistical (or reduced form)
models. Before the emergence of new modeling ap-
proaches, land-use change modeling was either domi-
nated by economic theory (Fischer 2001) or was data-
driven (Veldkamp and Fresco 1996). Also, a number of
scenarios of future land use, at the global, national or
local scales, have been formulated. Recent experiences
involve policy-makers and stakeholders to define and
negotiate relevant scenarios, in participatory approaches.
There has been a shift from more physical and data-driven
approaches to more human decision oriented approaches
such as agent-based modeling (Veldkamp and Verburg
2004). Finally, a solid framework for a systematic valida-
tion of projections generated from land-use change mod-
els has been an essential component of this research field.

The three major themes or foci of the LUCC project –
land-use change, land-cover dynamics, and integrated
modeling – were meant to be interlocking strategies to
understand land-use/cover changes (Lambin et al. 1999).
These perspectives have been combined in various ways
in integrated, place-based research on causes and impacts
of land-use change. Prominent examples are studies such
as the southern Yucatán peninsular region (SYPR) project
(Turner et al. 2004), the Serengeti-Mara ecosystem
project (Homewood et al. 2001), and the Nang Rong Dis-
trict project in northeastern Thailand (Entwisle et al.
1998; Walsh et al. 1999). Other integrated land-change
studies over a particular geographical region include the
Ecuadorian Amazon (Walsh et al. 2002), western Hon-
duras (Nagendra et al. 2003), the Yaqui Valley in Mexico
(Riley et al. 2001; Turner et al. 2003c), and the Southeast
Asia Land-Use/Cover Change project (Rice et al. 2004).
More recently, elaborate studies have been performed for
the European Union (ATEAM, EUruralis and PRELUDE
projects are examples of such large integrated projects).
In addition, there are several other integrated land-
change studies not carried out under the umbrella of the
LUCC project such as those on the African Sahel (Raynaut
1997; Mortimore and Adams 1999).

To meet its mission goals, the LUCC project reached
out to a large scientific community to generate a wealth
of results on its fundamental science questions. Two par-

ticular concerns had been the facilitation of interdisci-
plinary research work between the social and natural
sciences, and to globalize research on land-change pro-
cesses by contrasting results obtained from a variety of
regions and geographic situations.

1.2 The Distinction between Land Use and Land Cover

Well before the implementation of the Land-Use/Cover
Change (LUCC) project, it was recognized that land-use
and land-cover change observed at any spatio-temporal
scale involves complex synergy with changes observed
at other analytical scales (e.g., Marsh 1864; Thomas 1956;
Turner et al. 1990, 1994; Turner and Mayer 1994; Meyer
and Turner 2002). The LUCC science plan and imple-
mentation strategy sought multiple ways to deal with this
reality, the first being to distinguish land “use” from land
“cover” (Turner et al. 1995; Lambin et al. 1999).

The terrestrial surface, or land covers of the Earth and
changes therein, is central to a large number of the bio-
physical processes of global environmental change, quali-
fying “land change as a forcing function in global envi-
ronmental change” (Turner 2002, 2006). Land cover has
been defined by the attributes of the Earth’s land surface
and immediate subsurface, including biota, soil, topog-
raphy, surface and groundwater, and human (mainly
built-up) structures. Land-cover conversions constitute
the replacement of one cover type by another and are
measured by a shift from one land-cover category to an-
other, as is the case of agricultural expansion, deforesta-
tion, or change in urban extent. Land-cover modifica-
tions, in contrast, are more subtle changes that affect the
character of the land cover without changing its overall
classification (Turner et al. 1995; Lambin et al. 2003).
Whatever the type of changes in land cover, they encom-
pass changes in biotic diversity, actual and potential pri-
mary productivity, soil quality, runoff and sedimenta-
tion rates, and other such attributes of the terrestrial sur-
face of the Earth (Steffen et al. 2004; DeFries et al. 2004c).
Land covers and changes in them are sources and sinks
for most of the material and energy flows that sustain
the biosphere and geosphere, including trace gas emis-
sions and the hydrological cycle (Vitousek et al. 1997;
Meyer et al. 1998; Haberl et al. 2004b; Kabat et al. 2004;
Crossland et al. 2005b; Canadell et al. 2006).

Contemporary land-cover change is generated prin-
cipally by human activity, activity directed at manipu-
lating the Earth’s surface for some individual or societal
need or want, such as agriculture (Turner et al. 1990;
Ojima et al. 1994; Walker et al. 1999; Cassman et al. 2005).
Land use has been defined as the purposes for which
humans exploit the land cover. It involves both the man-
ner in which biophysical attributes of the land are ma-
nipulated and the intent underlying that manipulation,
i.e., the purpose for which the land is used. Exemplary
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classes denoting intent or purpose are forestry, parks,
livestock herding, suburbia and farmlands. Land man-
agement, biophysical manipulation or the techno-mana-
gerial aspect of a land-use system, by contrast, refer to
the specific ways in which humans treat vegetation, soil,
and water for the purpose in question. Examples are the
use of fertilizers and pesticides, irrigation for mechanized
cultivation in drylands, or the use of an introduced grass
species for pasture, and the sequence of moving livestock
in a ranching system (Turner et al. 1995; Lambin et al. 2003).

In methodological terms, land cover and changes are
visible in remotely-sensed data or by generating evidence
from secondary statistics, such as (agricultural) census
data. Such data require interpretation and ground truth-
ing. Land-use as well as land-management information,
in contrast, is mainly gained through detailed ground-
based analysis, although land use can be inferred in re-
motely-sensed data under certain circumstances. Regard-
less, land cover and land use are so intimately linked that
understanding of either has required approaches for link-
ing household and community surveys, demographic and
agricultural censuses, and market data, among others, to
remote sensing and geographical information systems
(Fox et al. 2003). Dating back to the mid-1990s at least, a
distinguished feature of the LUCC project has been a
unique strain of research aiming at linking people to pix-
els – “socializing the pixel” and “pixelizing the social”
(Liverman et al. 1998; Geoghegan 2006a,b). In a further
conceptual advance, the intimate linkage between land
use and land cover has called for a coupled human-envi-
ronment or social-biophysical system analysis or mod-
els in a much broader Earth System perspective as
adopted by the new Global Land Project (Moran et al.
2004; Walsh and Crews-Meyer 2002).

1.3 Theoretical Foundations for Land-Change

Science: Multiple Theories but Not “Atheoretical”

The complexity of causes, processes and impacts of land
change has so far impeded the development of an inte-
grated theory of land-use change. The need to distin-
guish between land use and land cover to account for
interactions between socio-economic and biophysical
processes is one source of complexity. Moreover, land-
use change processes are dominated by multiple agents,
multiple uses of land, multiple responses to social, cli-
matic and ecological changes, multiple spatial and tem-
poral scales in the causes of and responses to change,
multiple connections in social and geographical space,
and multiple ties between people and land. Causes and
consequences of land-use change depend on the social,
geographic and historical context. Theory building has
thus been – and still is – a difficult task

From the beginning of LUCC, and recognized by the
joint sponsorship by IHDP and IGBP, researchers from

multiple disciplines spanning the physical, spatial,
and social sciences were involved. These researchers
brought with them the methods and theories of the dis-
ciplines in which they were trained. Much of the early
work on integration across studies involved either data
and methodological issues (e.g., Liverman et al. 1998;
Fox et al. 2003; Rindfuss et al. 2004b) or substantive
empirical results (e.g., Geist and Lambin 2002, 2004;
Moran and Ostrom 2005). While a core of LUCC re-
searchers focused on understanding land change in its
own right, an equal number sought to use land change
to understand core disciplinary issues, be they demo-
graphic or ecological in kind. As LUCC progressed, how-
ever, more attention was given to understanding and
explaining land change per se. While no unified theory
of this change has emerged, much progress has been
made in understanding under what conditions differ-
ent theoretical orientations prove useful, and the com-
munity increasingly recognizes the need to address land
change as a coupled human-environment system or so-
cietal-ecological system.

The empirical work, especially the case studies, was
guided by multiple theories (van Wey et al. 2005), with
the specific mix primarily determined by the disciplin-
ary origins of the investigators on the team. Below we
illustrate a few of them to provide a sense of their diver-
sity. The empirical work was also guided by a variety of
box and arrow type diagrams that provided theoretical
guidance but were not theories, per se (Green et al. 2005).
Rather, they tended to have a more ad hoc quality which
recognized the underlying complexity of the determi-
nants and consequences of land-cover/use change. We
begin with a discussion of the box and arrow frameworks,
then illustrate two of the specific theories that have been
used, concluding with a discussion of the potential emer-
gence of an overarching land-change theory.

1.3.1 Box and Arrow Frameworks

There are several factors that led to the prominence of
box and arrow type frameworks to guide land-change
science research. First, and perhaps most important, even
the most cursory and casual thought would lead to the
recognition that there are both natural/physical elements
and social elements affecting land cover and use. Both
need to be accounted for in any explanation of land
change, and hence diagrammatic frameworks tend to
start with at least three boxes (natural, social, and land
change) with arrows from natural and social to the land-
change box, and quite typically feedback arrows from
land change to the natural and social boxes. There are
complex systems within the natural and social boxes, and
these boxes are often partitioned to reveal that complex-
ity until chart clutter reaches the point where the design-
ers of the figure have to stop.

1.3  ·  Theoretical Foundations for Land-Change Science: Multiple Theories but Not “Atheoretical”
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A second reason for the inevitable emergence of these
box and arrow frameworks is the multi-disciplinary na-
ture of most land-change research teams and various
scientific committees, including LUCC’s Scientific Steer-
ing Committee. The box and arrow frameworks help
multi-disciplinary teams fix terms, crystallize differences,
and establish the types of data that need to be gathered
and analyzed, especially in the absence of a commonly
accepted, overarching land-change theory.

Finally, the box and arrow diagrams provide a conve-
nient mechanism for communicating to readers. They
summarize the main points, show the hypothesized di-
rection of effects, and quickly illustrate whether the
framework lends itself to conventional statistical analy-
ses or whether modeling techniques, such as agent based
models or cellular automata, are needed.

Figure 1.2 shows an example of a box and arrow model.
This figure is clearly theoretical and capable of provid-
ing guidance to empirical researchers. It makes clear that
researchers need to consider both social and biophysical
factors. It shows the central role of land managers and
highlights the importance of feedbacks. But from a theo-
retical and empirical perspective, Fig. 1.2 is also prob-
lematic. For example, the boxes themselves are suffi-
ciently broad (“social systems,” “ecological systems,” and
“land-use system”) that, while providing guidance, they
are also vague. Or to take another example, almost all
the arrows are double-headed or involve feedbacks. There
is a tendency for these diagrams to show that everything

is connected to, influences, and is influenced by every-
thing else. While this is in keeping with the complexity
that exists in the real world, it makes empirical estima-
tion exceedingly difficult unless the analyst makes strong,
and some would say “heroic,” assumptions. Further, it is
difficult to link the figure to theories that arise from such
disciplines as demography, ecology, geography, or eco-
nomics. Thus such figures are simultaneously helpful and
problematic, have an ad hoc flavor, and should be viewed
as a heuristic device. Box and arrow frameworks reflect
the infancy of theoretical studies, and were designed to
facilitate the quest for general principles and integrated
theories.

1.3.2 Disciplinary Theories

The richness of the disciplinary backgrounds of those
who have been examining land change is both an impor-
tant asset to emerging land-change science and has acted
as a constraint. The disciplinary make-up of research
teams has a profound influence on the theories that guide
data collection and analysis (Entwisle and Stern 2005).
Land-change scientists run the gauntlet from anthropolo-
gists to zoologists, and within most of these disciplines
there are multiple theoretical orientations and interests
guiding research. A complete review of all these theories
is clearly beyond the scope of this introductory chapter.
Instead, two quite different yet compatible theories (multi-
phasic response theory and complexity theory) are illus-
trated, indicating their implications for land-change re-
search, both separately and jointly.

Originally based in demography, multi-phasic response
theory argues that when faced with sustained high rates
of natural increase, households tend to use all possible
demographic means such as delayed marriage, contra-
ception, abortion, and migration in order to protect their
relative status in society and to maximize new opportuni-
ties (Davis 1963). In the context of agricultural land use,
various conceptualizations employ population change
registered through land pressures as a mechanism to
explain cropping strategies. Popularized by Boserup
(1965, 1981), drawing on concepts developed by Chayanov
(1966), induced intensification theories have emerged to
explain peasant or smallholder household land change
(e.g., Turner and Ali 1995).

Applied more broadly to include induced intensifica-
tion, multi-phasic response theory can help us under-
stand how household actions/decisions impact land-use
and land-cover changes (Bilsborrow 1987). Households
respond not only to the increase in number of surviving
children but also to changes in other demographic and
socioeconomic characteristics (such as number of adult
males in the household, education level of the household
head, and household economic status). Responses to
changes in these household characteristics may include

Fig. 1.2. Framework for understanding land-use/cover situations.
Source: Turner et al. (1995), p. 35
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land-use activities (such as more intensified use of land,
decisions to plant an orchard or grow a grain crop, and
collecting biomass for fuelwood) that may alter land cover
as well as land use. The nature of such responses depends
upon household resource endowments, availability of
appropriate socioeconomic institutions, and biogeo-
physical conditions such as soil fertility, rainfall, tempera-
ture, slope, and elevation. This, in turn, has led to such
themes as household life cycling as it affects rates of de-
forestation, forest succession, and cropping intensity in
tropical frontiers (Walker et al. 2000).

Complexity theory, which is a relatively broad systems
theory, states that complex systems are systems that con-
tain more possibilities than can be actualized (Cilliers
1998; Luhman 1985). The goal of complexity theory is to
understand how simple, fundamental processes can com-
bine to produce complex holistic systems (Gell-Mann
1994). Non-equilibrium systems with feedbacks can lead
to non-linearity (Bak 1998). Some systems contain mul-
tiple variables with apparent complexity. But a system
based on multiple variables does not, in itself, guarantee
complexity. Complex systems generally exhibit processes
and relationships that are non-linear as well as embody
hierarchical linkages that operate at different spatial and
temporal scales. Research framed within complexity
theory can address the rates and patterns of land-cover
dynamics as well as possible non-linear feedbacks be-
tween the processes of change and existing patterns of
land use/cover. Changes may depend partly on the exist-
ing patterns of land use, which may involve critical points
where a small amount of land-use change significantly
alters feedback processes and leads to a new pattern or
equilibrium. Research on the resilience of socio-ecologi-
cal systems draws heavily on this theoretical framework.

Note that both multi-phasic response theory and com-
plexity theory have some common implications for data
collection and analysis. Both are concerned with change
over time, requiring longitudinal data and analysis tech-
niques that address change. Both would be amenable to
either statistical analytical procedures or model based
approaches such as cellular automata or agent based
models.

1.3.3 Potential for an Overarching Theory

The time is getting ripe for one or more overarching
theories of land change to emerge, theories that incor-
porate insights from multiple social and natural sciences,
and theories that explain change in the behavior of
people as well as land-cover/use change. Why is this
claim made? First, there is evidence that a land-change
science has emerged, building on the foundations gen-
erated by LUCC, and transitioning to the Global Land
Project (Ojima 2005). We are seeing a steady increase in
conferences devoted to land change, journal articles re-

porting land-change science results, journals focused on
land change (e.g., Land Use Policy; Journal of Land Use
Science), and funding available to pursue land-change
science. Emerging sciences need their own theories. Sec-
ond, empirical research, guided by box and arrow frame-
works and disciplinary theories, have started to produce
a number of stylized facts that can serve as grist for more
general theorizing. Third, the practical issues to which
land-change science has been responding (e.g., climate
change and biodiversity loss) demand more comprehen-
sive theories so that we can better understand the past
and predict the future. Any new endeavor such as land-
change science requires an inductive stage first. As the body
of understanding grows, one expects synthesis to take place,
theoretically or otherwise. However, because of the high
complexity of land change, simplifications other than at
the abstract systems level will likely be difficult to achieve.

While we are not ready to propose an overarching
theory of land change, we are in a position to understand
some aspects and issues that such a theory must address.
First, an overarching land-change theory needs to en-
gage both the behavior of people and society (agency
and structure) and the uses to which land units are put,
as well as feedbacks from one to the other. To facilitate
discussion, the smallest land units are referred to as “pix-
els,” abstracting from the complexity that pixel size var-
ies across data sets and sensors. Just as individuals and
societies have characteristics (respectively, education, age,
sex, and wealth, and institutions and policies) that affect
land-use decisions, pixels also have characteristics (el-
evation, slope, aspect, and expected climate) that affect
the range of cover types that will grow on them and the
likelihood of being converted from one use to another.
Unlike people, pixels as land units, do not move, and
hence location is a critical aspect of pixels. Determinants
and consequences of land change, of necessity, involve
the characteristics of both people and pixels.

Second, an overarching theory of land change needs
to be multi-level with respect to both people and pixels,
recognizing that they can combine in ways that affects
their behaviors, as a single unit or collectively. Individu-
als combine into households, and households are more
likely to be land-use decision making units than indi-
viduals. Households are typically combined into villages
or towns, which are further aggregated into larger geo-
political units. Policies, customs and markets operating
at a higher level of organization can affect, additively and
interactively, the land-use decisions made by units at
lower levels of organization. People can also be mem-
bers of organizations (corporations, religions, or volun-
tary organizations) that make or influence land-use de-
cisions. Similarly, pixels can be combined into various
biophysical (watersheds, valleys, or large unfragmented
forests) and geopolitical (districts, provinces and coun-
tries) units that affect, additively and interactively, the
use to which a pixel is put.

1.3  ·  Theoretical Foundations for Land-Change Science: Multiple Theories but Not “Atheoretical”



8 CHAPTER 1  ·  Introduction: Local Processes with Global Impacts

Third, an overarching theory of land change would
need to incorporate the extent to which people and pix-
els are connected to the broader world in which they ex-
ist, both currently and in the past. Quite frequently, rapid
land-cover/use change is associated with a change in the
connection of those pixels to the broader geopolitical and
economic world, and the direction can be towards either
more or less integration with that broader world. The fall
of the Maya in Southern Yucatán (Turner et al. 2004) and
the Angkor Empire in northwest Cambodia (Rindfuss et al.
2004b) led the conversion of many managed agricultural
pixels back to “unmanaged” forest. Deforestation in those
areas today, as with most of the hot spots of rapid land-
cover/use change, are the result of integration going in
the opposite direction, that is, pixels and their managers
becoming more integrated into the local, regional, na-
tional and world geopolitical organization and econo-
mies. As pixels become more integrated into the broader
world, their locational and biophysical aspects likely be-
come more important predictors of how they are used.

Finally, an overarching theory of land use will need to
incorporate time, both past time (history) and the fu-
ture. The history of a system, people and pixels have a
profound influence on the likelihood of any given pixel
changing into a different land-use type. The influence of
past land uses on options for future uses is referred to as
path dependency. Perhaps this is most obvious in the
case of large urban areas. Once land has been converted
into urban use, it is difficult for that land to be converted
to agricultural or relatively unmanaged uses – but the
Mayan and Angkor examples cited above remind us that
it does happen.

1.4 Objectives and Structure of the Book

This volume describes how our understanding of land-
use/cover change has moved from simplicity to greater
realism and complexity over the last decade, with the
overall goal to extract from this complexity a general
framework for a more realistic understanding of land-
use/cover change. This is achieved by first presenting
latest findings on rates, causes and impacts of land-use/
cover change, discussing how this new understanding is
captured in models and scenarios of land-use/cover
change, identifying relevant links between land-change
science and policy, and then highlighting important top-
ics at the research frontier.

In Chap. 2 (on recent progress and remaining chal-
lenges in the detection of global land-cover change), his-
torical changes in land cover as well as the most recent
estimates of the magnitude of land-use/cover change are
summarized for some of the most important land classes
such as forests, agricultural areas, pastoral areas, urban
zones and drylands. The complex nature of land-cover
change is discussed to emphasize the need to integrate
all scales and processes of change. The power and limi-
tations of remote sensing as a promising tool are raised
in a concluding comment.

In Chap. 3 (on the causes and trajectories of land-use/
cover change), a synthesis of recent case study evidence
on the causes of land-use change is presented, with em-
phasis on the mode of interaction between diverse causes
and dominant pathways of change.

In Chap. 4 (on the multiple impacts of land-use/cover
change), a trade-off approach has been adopted to come
closer to a balanced view of the “positive”impacts such
as continuing increases in food and fiber production, re-
source-use efficiency, wealth, livelihood amelioration, and
human well-being versus the “negative” impacts such as
those on climate and the provision of ecosystem goods
and services.

In Chap. 5 (on modeling land-use/cover change), the
role of models in land change and related sciences and
the diversity of modeling approaches are discussed, in-
cluding the spatial and temporal dimensions of model-
ing as well as techniques of calibration and validation.

In Chap. 6 (on the search for the future of land through
global to local land scenarios), results from major, world-
wide available scenarios of future land change are pre-
sented, compared, and synthesized under short-term
versus long-term perspectives.

In Chap. 7 (on the current lessons and future integra-
tion of linking policy and land-use/cover change science),
key public policy lessons are presented, successes and
failures of the impact of land-change science are dis-
cussed, and a road map is sketched of how land-change
science can be more useful in the policy process.

Finally, in Chap. 8 (on research frontiers), concluding
remarks highlight the dynamic nature of coupled human-
environment systems and the conditions for a transition
towards sustainability in relation to land-use/cover
change, further outlining the frontiers of research with a
particular perspective upon the Global Land Project
(GLP) under the auspices of the Earth System Science
Partnership (E-SSP).



Chapter 2

2.1 Introduction

Since time immemorial, humankind has changed land-
scapes in attempts to improve the amount, quality, and
security of natural resources critical to its well being, such
as food, freshwater, fiber, and medicinal products.
Through the increased use of innovation, human popu-
lations have, slowly at first, and at increasingly rapid pace
later on, increased its ability to derive resources from the
environment, and expand its territory. Several authors
have identified three different phases – the control of fire,
domestication of biota, and fossil-fuel use – as being piv-
otal in enabling increased appropriation of natural re-
sources (Goudsblom and De Vries 2004; Turner II and
McCandless 2004).

The first stage in human history, the Paleolithic age, was
characterized by the use of stone tools and the control of
fire. The control of fire and its use by paleolithic hunters
changed habitats and was partly responsible for the extinc-
tion of megafauna at the beginning of the Holocene (Bar-
nosky et al. 2004). This innovation also enabled humans
to expand their territory by migrating from their origins
in East Africa to Eurasia, Australia and the Americas. Ob-
servations of large-scale landscape burning by humans can
be traced to antiquity, as in a Carthaginian reference to
western Africa some 500 years before the birth of Christ:

“By day we saw nothing but woods, but by night we saw many
fires burning … we saw by the night the land full of flame and
in the midst of lofty fire … that seemed to touch the stars.” (in
Stewart 1956, p 119).

The next stage of human history began with the do-
mestication of plants and animals, termed the Neolithic
Revolution, which began roughly 10 000 years ago in sev-
eral places around the world – in Mesopotamia, in China,
eastern U.S., New Guinea, and the Sahel, and later on in
Mesoamerica and the Andes. The advent of sedentary
agriculture matched and exceeded the land changes
wrought by fire. Both Plato and Aristotle commented on
the soil erosion and deterioration of the hills and moun-
tains of Greece. Plato, wrote in Critias 2 400 years ago, that

“… what now remains … is like the skeleton of a sick man,
all the fat and soft earth having wasted away, and only the bare
framework of the land being left”.

Agricultural lands today occupy roughly a third of the
planet’s land surface (Ramankutty and Foley 1998; Klein
Goldewijk 2001).

The third stage of human history was marked by the
human appropriation of energy stored in fossil fuels.
This stage began roughly 300 years ago, and was charac-
terized by the rise of globalization, the dominance of capi-
talism, and the advent of Industrial Revolution technolo-
gies. During this period, the world’s human population
expanded exponentially. While many economically de-
veloped nations achieved the demographic transition of
low birth rates and low death rates during the late
20th century, this is only just happening in most of the
developing world.

The extent and pace of human activities on the land
surface also accelerated during the last 300 years. More
land was converted for human use than before, and al-
ready converted land was managed more intensively to
increase the yields of agricultural and forest products.
As early as 1864, George Perkins Marsh, in his book Man
and Nature, documented his observations of landscape
changes resulting from human activities. Richards (1990)
estimated that more forests were cleared between 1950
and 1980 than in the early 18th and 19th centuries com-
bined. Such accelerated changes have been accompanied
by local and global environmental problems, and vari-
ous writers such as John Muir, Henry David Thoreau,
Rachel Carson, Aldo Leopold, and Paul Ehrlich have con-
tributed to the rise of consciousness about environmen-
tal issues. In 1956, the book Man’s Role in Changing the
Face of the Earth (Thomas Jr. 1956), the outcome of an
international conference, documented major changes of
the planet’s landscapes. More recently, books such as The
Earth as Transformed by Human Action (Turner II et al.
1990), Mappae Mundi (Goudsblom and De Vries 2004),
and various reports of the World Resources Institute
(e.g., People and Ecosystems: The Fraying Web of Life,
http://pubs.wri.org/pubs_pdf.cfm?PubID=3027), the
United Nations Environment Program (e.g., One Planet,
Many People: Atlas of our Changing Environment,
http://www.na.unep.net/OnePlanetManyPeople/index.php;
Global Environmental Outlook 3, http://www.unep.org/
geo/geo3/), the World Watch Institute (e.g., State of the
World 1996; Brown et al. 1996) and the Millennium Eco-
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system Assessment (Ecosystems and Human Well-being,
Millennium Ecosystem Assessment 2005) have lent fur-
ther credence to the notion that one of the most obvious
global changes in the last three centuries has been the
direct human modification and conversion of land cover.

A recent study by the World Conservation Service es-
timated that the “human footprint” covers 83% of the glo-
bal land surface (Sanderson et al. 2002). However, the
presence of humans does not necessarily imply that land-
scapes are degraded, and that the ecosystem services they
offer are diminished. Indeed, another study more opti-
mistically estimated that roughly half of the world’s land
surface is still covered by “wilderness” areas (Mittermeier
et al. 2003). Therefore, it is becoming increasingly obvi-
ous that we need to move beyond subjective terms such
as “wilderness” and “human footprint”, and evaluate the
trade-offs between ecosystem goods and services extracted
by humans through their land-use practices, and any re-
sulting ecological degradation – see Box 2.1 (Millennium
Ecosystem Assessment 2003; DeFries et al. 2004b).

Several estimates have been made of the natural re-
sources consumed by humans through their land-use
practices. Several authors (Vitousek et al. 1986; Haberl et al.
2004b; Imhoff et al. 2004) have estimated that roughly
20–40% of global net primary productivity is being co-
opted (not available to other species) by humans. How-
ever, Rojstaczer et al. (2001) estimated a wider uncer-
tainty range of 10% to 55%. Postel et al. (1996) estimated
that about half of the global renewable freshwater sup-
ply was being co-opted. It should be noted that such hu-
man use of natural resources is not uniform globally, but
varies spatially depending on the levels of socio-eco-
nomic development, lifestyles, and cultures of different

nations of the world. To measure such differences in con-
sumption patterns, Wackernagel et al. (1997) developed
the concept of “ecological footprint” to denote the amount
of land area needed to produce the resources consumed
and absorb the waste generated by human societies. A
recent estimate by Venetoulis et al. (2004) indicates
that while an average Bangladeshi has a footprint of
0.5 ha/person, an Italian has a footprint of 3.3 ha/person,
and an American of 9.6 ha/person.

In this chapter, we will review the major landscape
changes resulting from human land-use activities. We
will initially review, albeit briefly, the millennial timescale
changes covering the first and second phases of human
history. However, our major focus in this chapter will
be on reviewing the land-use changes that occurred in
the last 300 years; this was one of the major tasks identi-
fied by the LUCC implementation plan – see Chap. 1.
Over the years, environmental historians and historical
ecologists have reconstructed fairly accurate depictions
of landscape change around the world; however, these
local studies did not comprehensively cover the entire
globe and could not be pieced together to get a global
synoptic view. With the advent of remote sensing, it be-
came possible to obtain a consistent, global picture of
the world’s landscapes. However, global remotely-sensed
data are only available for three decades into the past. One
of the major tasks facing LUCC was to bridge both the
global synoptic spatial scale, as well as the centennial time-
scale perspective. The BIOME 300 project, a joint LUCC-
PAGES initiative oversaw the creation of such a global
historical land-cover database – see Fig. 2.1. Furthermore,
the Millennium Ecosystem Assessment (MA) supported
a LUCC study to map regions of the world undergoing

Box 2.1. The myth of the “natural”

Until recently, many discussions of land-use and land-cover
change have treated it as a dichotomy between the “natural” and
“human dominated” portions of the biosphere. However, this is
an artificial distinction. There are differing degrees of human
activity across the landscapes of the globe, ranging from the ex-
treme transformation of urban environments, to the intensive
management of agricultural areas, or the careful protection of rec-
reational areas and parks. And even the most remote and isolated
landscapes are still affected by human actions; changes in atmo-
spheric chemistry (including changes in CO2 concentrations, with
their effects on plant physiological processes) now mean that there
are no “natural” landscapes left on the planet (McKibben 1989).

Instead of labeling landscapes as “natural” or “human domi-
nated”, it might be useful to think of land-use and land-cover
change as a continuum (Theobald 2004). Naturally, we immedi-
ately recognize land-use and land-cover change in the most ex-
treme cases, such as urban areas and intensively managed crop-
lands. But less intensive land-use practices can be subtle or con-
fused as “natural”; even the explicit decision to restore “natural”
areas is a land-use practice in itself.

While the nature of land-use practices vary greatly across the
world, the ultimate purpose and result of these practices is gen-
erally the same: ecosystem goods and services are used in order

to meet immediate human needs, often at the expense of degrad-
ing ecosystem conditions in the long term. Land-use practices
thus present us with a trade-off (Millennium Ecosystem Assess-
ment 2003; DeFries et al. 2004b; Foley et al. 2005). On one hand,
land-use practices are essential for the ongoing success of our
civilization, as they provide a steady stream of critical natural
resources, such as food, freshwater and fiber. On the other hand,
many forms of land use are disrupting environmental systems
and simultaneously diminishing the capacity of ecosystems to
sustain the flow of services – such as food production, maintain-
ing freshwater and forest resources, regulating climate and air
quality, and mediating infectious diseases (DeFries et al. 2004b;
Foley et al. 2005).

A major challenge to the research community will be to de-
velop analytical frameworks for assessing and managing the
trade-offs between meeting immediate human needs and main-
taining the capacity of ecosystems to provide goods and services
in the long term (DeFries et al. 2004b). Such assessments of land-
use trade-offs must draw both from social sciences and natural
science disciplines, and recognize that land use provides crucial
social and economic benefits even while leading to long-term
negative consequences for ecosystem functioning and human
welfare (Foley et al. 2005) – see Box 2.3 and Chap. 4.
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Fig. 2.1. Spatial and temporal scales addressed by different projects
or fields of study of land-cover change. The BIOME 300 project
uniquely addressed both large spatial scales and long temporal
scales in describing changes in agricultural land. The LUCC-MA
study conducted a detailed global synthesis of areas of major change
in forest cover, agricultural land, degraded land, and urban areas
over the recent decades

rapid land-cover change today. This chapter will review
the historical and contemporary land-cover changes on
the basis of these studies, and the lessons learned from
them. It will then discuss remaining challenges in quan-
tifying and understanding land-cover change.

2.2 Historical Changes in Global Land Cover

The notion that tropical rainforests are being cleared at
a rapid pace, with enormous loss of biodiversity is com-
mon lore today. Not so well appreciated, however, are two
countervailing observations: (a) large portions of some
tropical forests were deforested in ancient times, most of
which have reverted back to forest cover; and (b) the cur-
rent magnitude and pace of tropical deforestation is a
relatively recent phenomenon and apparently unprec-
edented in scope. Therefore, to understand the signifi-
cance of present-day tropical deforestation, it will be use-
ful to develop a “baseline” of historical land-cover
changes. Furthermore, the study of historical land-cover
changes can generate general principles to understand
the conditions under which past land-use systems col-
lapsed or sustained. It is in this context that LUCC, in
collaboration with PAGES, launched the BIOME 300
project (see Box 2.2) to reconstruct historical land cover
over the last 300 years. The 300-yr timeframe captures
the period of greatest and most rapid transformation of
global land cover with measurable impacts on today’s
landscapes. This section describes historical land-cover
changes as described by the BIOME 300 land-cover data
set. However, in many parts of the world, human impact
on the land dates back beyond the last 300 years. There-
fore, we first briefly consider land-cover changes that
occurred in ancient times.

2.2.1 Global Land-Cover Changes over the Last

Millennium

Humans have actively managed and transformed the
world’s landscapes for millennia. Students of prehistory
and the paleosciences have discovered and described
numerous examples of rapid or extensive modifications
of the environment by ancient cultures (Redman 1999).
In this section, we provide a broad overview of the evi-
dence of early human modification of land cover, focus-
ing on evidence for intensive modification as well as ex-
tensive, globally pervasive changes.

In areas where local records are rich with multiple
lines of evidence, we catch tantalizing glimpses of hu-
man-nature interactions that provide early examples of
human dependence on ecosystem services. A classic ex-
ample of human alteration of landscapes comes from the
Near East – the cradle of civilization. A case study of Ain
Ghazal in southern Jordan suggests that this village and
its neighbors were abandoned around 6000 b.c.  due to
deterioration in the natural vegetation (Redman 1999).
Rollefson and Kohler-Rollefson (1992) attribute the land-
cover change to a prolonged drought coupled with a change
toward a home construction technique – lime plaster – that
required larger quantities of fuelwood than was used pre-
viously. In the decades before site abandonment, the evi-
dence for forest-cover change is clear, and is reflected in
the size and quantify of timbers used in buildings at the
site. A decline in the variety of wild animals eaten pro-
vides further evidence of ecological disruption associ-
ated with forest changes. At about 6000 b.c. a slight de-
terioration in climate appears to have been the proxi-
mate factor for the abandonment of the village. This case
study portends our current understanding of how climate
change interacts with other factors in making a landscape
more or less vulnerable to change (see Chap. 3).

Another particularly rich account of land-use change
and its social precursors and long-term consequences
comes from the Yucatán Peninsula of Mexico. Sediment
records from lakes in the region provide strong evidence
that most of the Yucatán forests were altered by human
activities as early as 3 000 to 4 000 years ago (Redman
1999). The lowland Maya cleared substantial portions of
the tropical forests of their greater Yucatán Peninsula home-
lands between 1 000 to 2 000 years ago. Deforestation and
cultivation in the early phases of the growth in the cen-
tral and southern heartland of the civilization led to con-
siderable erosion and sedimentation of coastal wetlands.
Improved land management in their Classic phase sus-
tained extremely large populations for hundreds of years,
but at the cost of major forest losses and the ecosystem
services they rendered. The famous collapse of the Clas-
sic Period Maya at the end of the 10th century apparently
involved synergistic links between severe land stress,

2.2  ·  Historical Changes in Global Land Cover



CHAPTER 2  ·  Global Land-Cover Change: Recent Progress, Remaining Challenges12

prolonged climatic desiccation (perhaps amplified by
regional forest losses), and socioeconomic disruption.
Interestingly, the long-term abandonment of the central
and southern heartlands permitted the return of the for-
est, although its species abundance was apparently al-
tered by past Mayan activities (Turner II et al. 2003b).

Perhaps the largest early transformation of the land-
scape occurred in the Indus Valley, where an ancient civi-
lization flourished from before 6000 b.c.  to at least
1500 b.c.  in what today is Pakistan and northwest India.
The Indus Valley or Harappan Civilization was the larg-
est and oldest urban civilization in the world. Archaeo-
logical explorations have revealed impressive ruins in
parts of the Indus River and the extinct Saraswati/Ghaggar
River valleys in the Indian sub-continent (Thakker 2001).
The slow desertification of the region may have led to
the decline of the Harappan Civilization after 3500 b.c.,
although recent evidence suggests that the decline may
have been related to the waning of monsoon rainfall
(Tripathi et al. 2004).

Numerous other studies document environmental
deterioration, and associated social disruption, with in-
tensification of land use (e.g., Tainter 1990). Examples
include the salinization of farmlands due to irrigation in
southern Mesopotamia 4 000 years ago (Jacobsen and
Adams 1958; Redman 1999). Another classic example is
the deforestation of the cedar forests of Lebanon around
2600 b.c.  Cedar wood was highly valued in Mesopota-
mia, and the intensity of trade reduced the cedar wood-
lands, which once covered 500 000 ha, to the four small
groves found in Lebanon today (Oedekoven 1963). A par-
ticularly intriguing account comes from the now barren
Easter Island. Pollen records from sediment cores docu-
ment severe deforestation several hundred years after
colonization of the island around a.d. 400. Archaeologi-
cal accounts reveal that forest cover deteriorated further
as a consequence of excessive use of forest resources by
the islanders who used them as rollers for transporting
heavy statues that they built as part of their ceremonial
activities. When the ~7 000 people were unable to sup-
port themselves, the society collapsed quickly around
a.d. 1700 (Diamond 1995).

Despite the richness of local and regional accounts
(Redman 1999), a truly global view of early rates of land
transformation has eluded us until recently. Evidence for
a global signal of human impacts on ecosystems has been
derived from estimates of atmospheric trace gases
trapped in ice cores extracted from Antarctica (Ruddi-
man 2003). Ruddiman’s argument for human impacts is
based on analyzing changes in CO2 and CH4 concentra-
tions over the last four glacial-interglacial cycles, as esti-
mated from measurements in ice-core records. He finds
that from roughly 5 000 years ago onwards, Holocene CH4
atmospheric concentrations diverge from what would be
expected based on the orbital insolation cycle. Similarly,
from roughly 8 000 years ago, Holocene CO2 atmospheric

concentrations diverge from the patterns observed in the
previous three interglacials. In both cases, the divergence
is to values higher than those expected. He therefore sug-
gests that deforestation 8 000 years ago, and the emer-
gence of paddy rice cultivation 5 000 years ago may have
been responsible for the marked divergence of the CO2
and CH4 records from the expected trends. Not all au-
thorities accept Ruddiman’s interpretation of these Ho-
locene trace gas records (see e.g., Joos et al. 2004). Al-
though other modeling studies also suggest that past
land-use/cover changes have impacted global climate
(e.g., Bauer et al. 2003) there is, as yet, no clear consen-
sus on the extent to which they have been responsible
for the trends noted by Ruddiman.

2.2.2 Global Land-Cover Changes

over the Last 300 Years

Agriculture has been the greatest force of land transfor-
mation on this planet. Nearly a third of the Earth’s land
surface is currently being used for growing crops or graz-
ing cattle (FAO 2004a). Much of this agricultural land has
been created at the expense of natural forests, grasslands,
and wetlands that provide valuable habitats for species
and valuable services for humankind (Millennium Eco-
system Assessment 2003). It is estimated that roughly half
of the original forests (ca. 8 000 years ago) have been lost
(Billington et al. 1996).

The pace of agricultural land transformation has been
particularly rapid in the last 300 years. The BIOME 300
project (see Box 2.2) focussed on describing these his-
torical changes in agricultural land. Results from the pro-
ject indicate that global cropland area increased from
~3–4 million km2 in 1700 to ~15–18 million km2 in 1990
(Fig. 2.2a,b, Ramankutty and Foley 1999; Klein Goldewijk
2001). The area of grazing land, around which there is
greater uncertainty, increased from ~500 million km2 in
1700 to 3 100 million km2 today. Much of the expansion
of croplands came at the expense of forests, while much
of today’s grazing land was formerly grasslands; although
there are notable exceptions to these trends – for e.g.,
the North American Prairies were lost to croplands, and
many Latin American forests are being cleared for ranch-
ing. Subsequently, the forest area globally has decreased
from ~53 million km2 in 1700 to ~43–44 million km2 to-
day, while the area of savannas and grasslands has de-
creased from 30–32 million km2 to 12–23 million km2.

The expansion of agriculture has shifted spatially over
time, following the general development of human settle-
ments and the global economic order (Richards 1990).
Much of the large-scale cultivation in 1700 was concen-
trated in the Old World, specifically in Europe, the Indo-
Gangetic Plains, eastern China, and Africa. Roughly
2–3% of the global land surface was cultivated at that time.
Since then, the rate of cropland expansion increased with
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Box 2.2. The BIOME 300 project

Interest in creating a historical global database of land cover
also emerged within the IGBP PAGES (Past Global Changes)
community. PAGES, through the BIOME 6000 project, had
experience with historical reconstructions of land cover for
6000 years before present. In March 2000, in Bern, LUCC and
PAGES organized a joint workshop to launch the “BIOME 300
project”. This workshop brought together about 40 research-
ers from various disciplines including archaeology, palynol-
ogy, paleoecology, demography, geography, and history to ex-
plore the task of creating land-cover maps at 50-year intervals
since 1700. This workshop also highlighted the preliminary
efforts of two groups – from the Dutch National Institute for
Public Health and Environment (RIVM; now Netherlands En-
vironmental Assessment Agency (MNP)), and the Center for
Sustainability and the Global Environment (SAGE) at the Uni-
versity of Wisconsin. The participants at the workshop de-
cided to leverage the preliminary efforts of RIVM and SAGE,
and encouraged the two groups to release a “fast track” prod-
uct of their historical land-cover database, which was subse-
quently widely distributed using CD-ROMs.

The SAGE and RIVM efforts compiled various contempo-
rary and historical statistical inventories on agricultural land
(e.g., census data, tax records, land surveys, historical geogra-
phy estimates, etc.; see Box 2.4 for a review of various data
sources). They then applied different spatial analysis techniques
– SAGE based on “hindcast modeling”, while RIVM used re-
constructed historical population density maps – to reconstruct
historical maps of agricultural areas from 1700 to 1990 (Raman-
kutty and Foley 1998, 1999; Klein Goldewijk 2001; Klein Gold-
ewijk and Ramankutty 2004). The data sets focused on recon-
structing the historical expansion of cropland and pasture ar-
eas. A data set of global potential natural vegetation was also
created and overlaid on the agricultural land data sets to esti-
mate the change in extent of natural vegetation types. The data
sets were created at a spatial resolution of 0.5 degree in latitude
and longitude, and at an annual resolution from 1700–1990.

European colonization and increasing globalization of
world markets. New settlement frontiers were established
in North America, Latin America, South Africa, and the
Former Soviet Union (FSU). North America and the
Former Soviet Union experienced their most rapid ex-
pansions of cultivated lands starting around 1850. Latin
America, Africa, and South and Southeast Asia experi-
enced slow cropland expansion until the 20th century, but
have seen exponential increases in the last 50 years. China
had a steady expansion of croplands throughout most of
the last three centuries.

In the last 50 years, several regions of the world have
seen cropland areas stabilize, and in some there has even
been a decrease. In the United States of America, as culti-
vation shifted from the east to the Midwest, croplands were
abandoned along the eastern seaboard around the turn of
the 20th century, and this has been followed by a regenera-
tion of the eastern forests during the 20th century. Simi-
larly, cropland areas have decreased in southern China and
Western Europe. Another new trend is the loss of prime
farmland areas to urban expansion. Because cities were
often founded near the prime farmland areas, expansion
of cities due to population growth leads to an encroach-
ment of built-up areas on to some of the world’s best agri-
cultural soils. While this is not significant yet on a global

scale, regional-scale trends are alarming. It is estimated
that the United States of America paved over roughly
2.9 million ha of agricultural land between 1982 and 1997,
and that ~30% of the increase in developed land during
1982–1997 occurred on prime farmland (NRCS 2001). China
lost nearly 1 million ha of its cultivated land to expansion
of infrastructure (both urban and rural) between 1988 and
1995 (Heilig 1999; Seto et al. 2000). Some rough estimates
indicate that 1 to 3 million ha of cropland may be taken out
of production every year in developing countries to meet
the land demand for housing, industry, infrastructure, and
recreation (Döös and Shaw 1999).

Asia

Extensive research on land-use changes in tropical Asia is
available for the period 1880–1980 (Flint and Richards 1991).
This involves an area of 8 million km2 and 13 countries (In-
dia, Sri Lanka, Bangladesh, Myanmar, Thailand, Laos, Cam-
bodia, Vietnam, Malaysia, Brunei, Singapore, Indonesia and
the Philippines). In this area as a whole, forest/woodland and
wetlands declined over the hundred year period by 131 mil-
lion ha (47%). At the same time, cultivated area increased
by 106 million ha, nearly double that of 1880. Thus, 81% of
the forest and wetland vegetation appears to have been con-
verted during the expansion of agricultural land. Intensi-
fied timber extraction for domestic and export markets
and the exploitation of firewood, fodder and forest prod-
ucts all contributed to deforestation in this part of the world.
Some examples from several Asian countries are presented
below with a view to elucidate the different processes of
land-use changes in the past (also see Chap. 3).

China.  Settled agriculture may have begun in China as
early as 10 000 years ago, contemporaneous with its origin
in Mesopotamia. The earliest cultivation began in the
middle and lower reaches of the Yellow River and radi-
ated outwards. Since those early origins the area under
cultivation in China has generally increased, although
not uniformly. Cropland areas have contracted as well
as advanced in different regions and time periods in re-
sponse to invasions, wars, environmental catastrophes,
and political programs. The Loess Plateau in the north
of China was largely stripped of natural vegetation by
the Western Han dynasty (206 b.c.  to a.d. 8) (Fang and
Xie 1994). Much of the vegetation in the region returned
between the third and sixth centuries when nomads from
Mongolia drove out the farmers and replaced farmlands
with grazing lands; but croplands expanded again when
farmers moved back after the sixth century. In southeast-
ern China as well, the cultivated area expanded and con-
tracted, with peaks in the area under cultivation around
a.d. 1200 and a.d. 1600, and large decreases as a result of
wars and foreign conquests in the 14th and 17th centuries
(Mongol and Manchu invasions, respectively). By 1800,
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however, the area under cultivation in the region was
twice as large as at any time previously, and by 1853, all of
the cultivable land in Guangdong province had been
cleared (Marks 1998).

The overall trend in cultivated land area in China has
been one of expansion. By 1400 croplands covered an
estimated 25 million ha. This number had increased to
50 million ha around 1700, to 100 million ha by 1935 (Per-

Fig. 2.2a. The BIOME 300 project presented two independent, global, geographically-explicit reconstructions of historical changes in
agricultural land from 1700 to 1990. It also provided a global data set of potential natural vegetation
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kins 1969), and to 130–140 million ha in the mid-1990s
(Yang and Li 2000). The current estimate is 30–40%
higher than the officially published value (Heilig 1999).
In recent decades, the total area of cropland has declined
by about 4.7 million ha (4.45%), with large losses in
southeastern China being partially offset with increases
in the north and southwest (Yang and Li 2000). In the
context of land-use change, it is worth pointing out that
the current area under crops in China accounts for only
half of the long-term loss of forests (Houghton and Hackler
2003), suggesting that unsustainable logging practices,
burning or other activities have led to a long-term in-
crease in lands that are not well defined or quantified.

Malaysia.  Southeast Asia has a long human history. Wet
rice cultivation was certainly prevalent by the 14th century
in Malaysia. Early colonial influence was limited, but the
need for control of mineral production (tin) and land
for plantations led to spread of colonial administration
(Brookfield et al. 1990). In the 19th century, under Brit-
ish rule, rubber and oil palm were introduced to Penin-
sular Malaysia for commercial purposes. Over the course
of time, Malaysia became the world’s largest producer of
rubber and oil palm. As a result, perennial crops consti-
tuted around 80% of the agricultural land in Malaysia
by 1961 (FAO 2004a). Agricultural land expanded from
covering 21% of the Malay Peninsula in 1966 to 39% in
1982. Consequently, forest cover in the peninsula was re-
duced from around 73% in the early 1950s to ~51% in
1982 (Brookfield et al. 1990). Loggers were well estab-

lished in Peninsular Malaysia by 1920 and have now cut
over virtually all of the forest/woodland vegetation out-
side the limits of protected reserves. Logging has also
been the main source of massive deforestation in East
Malaysia, in Sarawak and Sabah. However, with the in-
creasing pressure to protect the remaining forests, oil
palm has emerged as a major commercial crop.

Indonesia.  Evidence for agriculture in Sumatra goes back
to 7 000 years before present. Land-use history in Indo-
nesia was influenced by the Dutch colonial influence
(Frederick and Worden 1992). In the late 19th century,
central and east Java formed the center of Dutch sugar
cultivation, supported by labor from the dense popula-
tion. Java was the center of paddy rice cultivation (sawah),
and while sugar was grown on the most fertile lands, suf-
ficient rice was also grown. Not surprisingly, Java had
been largely deforested before 1880. In contrast, the is-
lands of Sumatra, Kalimantan (Borneo) and Sulawesi
supported relatively sparse populations practicing slash-
and-burn agriculture, and were scarcely exploited be-
fore 1920 (Richards and Flint 1994). Commercial log-
ging started in Kalimantan during the 1960s, and was
boosted in 1967 through huge financial investments by
Japanese companies. By 1980, one-fifth of Kalimantan’s
forests had been logged. Additional forest losses oc-
curred during the droughts of the 1982–1983 El Niño,
when almost 3.5 million ha were burnt (Malingreau et al.
1985), and again during the 1997–1998 El Niño when al-
most 5 million ha of forests and 4 million ha of agricul-

Fig. 2.2b. Intercomparison of the SAGE and HYDE data sets of agricultural land, forest land, and savanna/grassland areas. The forest land
area and savanna/grassland area were inferred by subtracting agricultural land area from the potential natural vegetation data set
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tural lands were damaged (Barber and Schweithelm
2000). Studies have concluded that much of the fires were
attributable to side effects of logging (Siegert et al. 2001).

India.  Agriculture in the form of settled cultivation be-
gan around 7 000 years ago in the Indo-Gangetic Plain.
The rich fertile soil of the Indo-Gangetic alluvium con-
tributed significantly to the growth of one of the world’s
oldest civilizations. Records from the Mughal Empire
(1526–1857) indicate that much of the land in the Indo-
Gangetic Plains was already under use (Abrol et al. 2002).
With the establishment of British colonial rule in early
19th century, land-use practices became much more ex-
tensive and intensified.

Richards and Flint (1994) estimated a forest loss of
40% over India during 1880 to 1980. Important driving
forces were an increase in cultivated area by more than
42 million ha (40%), a staggering tripling of the popula-
tion (increase of half a billion people), and livestock in-
crease of 193 million head (105%). Increasing food de-
mand was often met through an expansion of cultivated
area, often at the expense of forests. However, crop pro-
duction increased through intensification of production
after the Green Revolution in 1965, with the introduction
of high-yield seed varieties after 1965, the use of irriga-
tion and fertilization, and introduction of double crop-
ping practices (see Box 3.1). Indeed, between 1950 and
1997, irrigated areas tripled, fertilizer consumption in-
creased from 66 000 t to 16 million t, and multiple crop-
ping index (ratio of gross area sown to net area sown)
increased from 111% to 134% (DES 2004; FAO 2004a).

North America

Numerous studies have described historical changes in
North American agriculture (e.g., Bailey 1909; Helfman
1962; Menzies 1973; Schlebecker 1973, 1975; Yates 1981;
Richards 1990; Riebsame 1990; Cronon 1991; Sisk 1998;
U.S. Department of Agriculture 1998).

In the United States of America, the Homestead Act
of 1862 (wherein 160 acres of government land were given
free to those settling and cultivating it for at least 5 years)
led to a rapid settlement of public lands in the following
decades. This was further stimulated by the end of the
civil war and the disbanding of the armies. In particular,
the Great Plains looked promising to people who had lost
everything in the war. The increasing flow of immigra-
tion added further to the movement of people into the
Midwest. Furthermore, the building of canals in the early
1800s, and subsequent expansion of railroads facilitated
the rapid transport of goods from the Midwest.

The corn and wheat belts began to develop in the 1850s.
Wheat cultivation was constantly forced westward by the
rising price of land and by corn encroaching from the east.
By 1870, the Corn Belt had moved westward and stabilized

in its present location. Extensive agricultural settlement in
the Great Plains began in the 1870s and 1880s. Dryland
farming in the semiarid regions of the Midwest began in
the 1880s. In 1902, the government passed the Reclama-
tion Act of 1902 to provide irrigation resources to small
farmers, which further encouraged the agricultural devel-
opment of the Midwest. Since 1900, cropland area mostly
increased in the Great Plains region at the expensive of
grasslands. The period from 1898 to 1914 is sometimes
known as the “Golden Age of American Agriculture”. By
1920, grain production had reached the most arid regions
of the Great Plains, and cotton had moved into western
Texas and Oklahoma. In the 1930s, prolonged drought com-
bined with poor agricultural soil management led to the
“Dust Bowl” in the southern Great Plains. For eight years,
dust storms blew away topsoil in this region until the
drought ended. Between the 1930s and the 1950s, the fed-
eral government sponsored large irrigation projects in the
west, which led to subsequent agricultural development of
California and other western states. Around the 1940s, crop
acreage in the United States of America began to stabilize.
In the 1960s, soybean acreage expanded in the Great Plains,
as an alternative to other crops. The early 20th century also
saw the abandonment of croplands and regrowth of for-
ests in parts of eastern United States of America, starting
in New England, followed by the Mid-Atlantic States, and
more recently in the Southeast. The abandonment of crop-
lands in the eastern United States of America was partly
due to competition from more fertile regions of the Mid-
west, and also due to competing demands on land within
the east from rapid urbanization.

In Canada, railways reached Winnipeg by 1885, pro-
viding easy access to the prairies. Roughly a decade later,
immigration into the Canadian West reached huge pro-
portions. Innis (1935) observed that roughly one million
settlers came to the Canadian West from the United States
of America, and several thousand others from Europe.
The Prairie Provinces were mostly cultivated by 1930. The
expansion of this frontier finally ended with settlement
in the Peace River Valley in Alberta in the 1930s.

Europe and the Former Soviet Union

Land-cover change in Europe and the Former Soviet
Union has a long history. The agricultural revolution of
the Middle East spread into Europe between 7000 b.c.
and 5500 b.c.  Extensive forest clearing in the Mediterra-
nean Basin has been ascribed to economic and political
activities during the Greek and Roman Empires. Defor-
estation continued through to the medieval period in
temperate western and central Europe, driven by the
increase in population from 18 million in ca. a.d. 600, to
39 million in a.d. 1000, to 76 million in the early
13th century. Forests and swamps decreased from roughly
80% of the land area to about half between a.d. 500 and
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The maps in Fig. 2.3 have been digitized from 1 : 10000 topographic
sheets from a region near La Roche-en-Ardenne in the Belgian Ar-
dennes. During the 19th century, heathlands were converted to deci-
duous forests and arable land. Afterwards, deciduous forests were
converted to rapidly growing coniferous plantations. Concurrently,
as a result of the increase in agricultural yields and the specializa-
tion in breeding of dairy and beef cattle, the largest part of arable
land was converted to grassland. Peatlands as well as wet meadows
have experienced a slow and constant decline. They are often se-

Fig. 2.3. Land-use change history of the Belgian Ardennes (1868
to 1973). Source: IGN (Institut Géographique National)

Box 2.3. Land-use change history near La Roche-en-Ardenne, Belgium

Antoine Stevens  ·  Université catholique de Louvain, Louvain-la-Neuve, Belgium

verely degraded or threatened, and are nowadays subject to conser-
vation and restoration measures. This illustrates that, even in this
rural area considered by many people as “natural”, landscape has
been strongly modified by human activity (see Box 2.1). Conversion
from natural to managed land is likely to have a large impact on eco-
systems attributes (e.g. carbon content, biodiversity) (see Chap. 4).

a.d. 1300 (Williams 2003). In Russia, there is some evi-
dence for clearing accompanying the eastward movement
of Slavs into the mixed-oak forest zone; but the clearing
rates were slow and less extensive in comparison to central
and Western Europe. The continued deforestation of Eu-
rope was interrupted significantly by the spread of the bu-
bonic plague between 1347 and 1353. The total population
decreased from 76 million in 1340 to around 50 million in
1450. The effects of the population decline caused by the
“Black Death” on land cover was that between one-fifth
and one-fourth of all settlements were abandoned across
the continent, and forests regenerated (Williams 2003). For-
ests continued to reestablish themselves during the follow-
ing century, as wars ravaged much of the continent.

The Renaissance of the 16th century was accompanied
by the expansion of commerce. Initially, the sea-based

economies of the Western European nations intensified
land-use practices – mostly urban – at their cores. These
influences spread to the peripheries in support of the core
economies. European overseas expansion, especially the
establishment of trading posts along the coastline of Af-
rica and European “discovery” of the Americas in 1492,
resulted in the continued exploitation of natural re-
sources and corresponding changes in land cover, both
in Europe and abroad. In Europe, the forests that had
regenerated since the “Black Death” were cleared once
again, partly to build ships but also to provide land for
agriculture (Williams 2003). Much of this land was mixed
crop cultivation and animal rearing.

By 1700, croplands and grasslands for grazing were
widespread in Europe and parts of the FSU. The advent
of the Industrial Revolution in the middle of the
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18th century stimulated further land-cover changes.
Agriculture continued to expand during the late 18th and
19th centuries as the rapidly growing industrial cities
created new demands on food supply. A further, signifi-
cant, land-use change was that some rural areas, for ex-
ample, the west midlands of England – the cradle of the
Industrial Revolution – became predominantly urban
and industrial. In Russia agricultural expansion oc-
curred at the expense of steppe grasslands and new fron-
tiers of settlement were also established elsewhere in
Russia and Siberia.

The agricultural revolution that began in Europe in
the 1700s, continued through the 18th and 19th centuries
with the widespread introduction of irrigation, the de-
velopment of chemical fertilizers and selective crop and
animal breeding. As a consequence agricultural produc-
tion intensified. Cropland expansion had significantly
slowed down in Europe by the second decade of the
20th century. However, there were some counter-trends
during the 20th century. For example, in Britain much
grassland was brought into cultivation to try and allevi-
ate food shortages during the Second World War; and
during the 1950s, the steppes of Russia and Kazakhstan
were extensively cleared for cultivation as a result of the
Virgin and Idle Lands Program of 1954–1960, initiated
by Khrushchev. This plan was designed to increase grain
production; but by the early 1960s much of the land,
which had only been grazed before, had become another
“Dust Bowl” and was abandoned. By the 1960s, crop pro-
duction increases in the temperate zones of the world came
almost solely from increases in yields. New agricultural
settlement and expansion had stopped in the former tem-
perate forest and steppe zones, which were for all intents
and purposes “deforested” in many Western and central
European countries. Since the 1980s, agricultural areas
have started to contract in Europe and the Former So-
viet Union; in Western Europe much of this contraction
has been driven by European Union (EU) agricultural and
environmental policies (McNeill 2000; Williams 2003).

Australia

There is widespread evidence for forest modification
through the aboriginal use of fires on the savanna-for-
est interface in Australia (Pyne 1991). Landscape modi-
fication continued with the first European settlers ar-
riving in Australia in 1788. The initial phase of develop-
ment was based on commercial cattle ranching, export-
ing beef, mutton, and wool to Europe and North America
(Richards 1990). Large-scale wheat cultivation began in
the late 19th century, stimulated by the growing urban
food demand from the eastern United States of America
and Western Europe (Richards 1990). Cultivation was
initially based in the settlements of Victoria, South Aus-
tralia and Western Australia, but expanded later to New

South Wales with the construction of railways. The ex-
pansion of cultivation resulted in the modification and
loss of the dense eucalyptus forests of southern and east-
ern Australia. It is estimated that 69% of the vegetation
in Victoria and 50% of the vegetation of New South Wales
were modified since 1780 (Wells et al. 1984).

Africa

Before the 19th century, land in Sub-Saharan Africa was
used largely for hunting, gathering, herding, and shift-
ing cultivation (Kimble 1962). Some settled agriculture
existed in Africa long before the imposition of colonial
rule in the late nineteenth century, but in the pre-colo-
nial period, demographic and economic needs allowed
for land cleared for cultivation to be left fallow for long
periods or abandoned as cultivators moved on and
cleared new land. Estimates of cropland areas before
~1900 are variable, in part because of the lack of data
and in part because “croplands” were part of a shifting
cultivation rotation, where the distinctions between
cropped areas and fallows are unclear (Kimble 1962).
Shifting cultivation included annual clearing of 0.5–3.0 ha
of forest per family creating a mosaic of cropped fields
intermingled with fields 2–3 years old, fallows, and stands
of secondary and mature forest. Clearing of previously
cultivated areas (old fallows of 10–50 years) was gener-
ally preferred over clearing old-growth forests. Before
~1900, land use had probably been in a “quasi-equilib-
rium” for thousands of years (Kimble 1962). Changes in-
cluded both increases and decreases as a result of wars,
epidemics, famines, and slave trade (both intra-African
and trans-Atlantic). In fact, populations are thought to
have declined somewhat during the 19th century. Between
1850 and 1900 European colonization introduced changes;
but with a few exceptions, the most rapid and dramatic
changes occurred after 1930 (Kimble 1962).

Two factors led to the cropland expansion after 1930:
population growth and European demand for export
crops. Populations increased from improved public
health provision, as well as the absence of the wars, epi-
demics, and famines that had characterized the late
19th century (Kimble 1962). The area under export crops
expanded significantly because colonial governments
needed the revenues they provided to recover from
worldwide depression of the 1930s. In addition, by the
1930s, the railroads and most of the other major trans-
port routes were in place in colonial Africa, and it be-
came feasible to begin development of areas that had
hitherto been inaccessible. This combination of demo-
graphic pressure and economic incentive has continued
to the present (see Chap. 3). Cropland area in Sub-Saharan
Africa is estimated to have been 119 million ha in 1961
and 163 million ha in 2000 (FAO 2004a), an increase of
37% in 40 years. The rate of forest clearing for long-term
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Box 2.4. Review of data sets of historical land cover

Data on land-use and land-cover change can be gleaned from
various sources such as tax records, land surveys, periodic cen-
suses, forest inventories, paleo records, reconstructions by his-
torical geographers, and remote sensing. Using such sources,
numerous local-to-continental scale data sets of land-cover
change have been developed (Table 2.1). Here we briefly review
some of the major sources of such data.

Ground-based data

Data on land-use and land-cover change were collected system-
atically over the last century through censuses. The first World
Census of Agriculture was conducted in 1930, and since then, the
FAO has promoted a worldwide census every 10 years. FAO has
also compiled national-level data on agricultural land use annu-
ally since 1961 (the FAOSTAT database), and has also performed
periodic global inventories of forests (Forest Resources Assess-
ment). These data are reported to the FAO by the member nations.
The quality of data is only as good as the quality of monitoring
and reporting by the various countries to FAO. For example, na-
tions with poor infrastructure, or that are ravaged by civil wars,
are incapable of performing the systematic observations, and there-
fore have unreliable data. Data on land use are also available at the
subnational level from various national census organizations at
roughly five-to-ten-year intervals (e.g., U.S. Department of Agri-
culture; Fundação Instituto Brasileiro de Geografiae e Estatística
(IBGE), Brazil; Directorate of Economics and Statistics, India, etc.).
A first global synthesis of such subnational agricultural census data
is currently being accomplished through the AgroMAPS project
(http://www.fao.org/landandwater/agll/agromaps/).

Unfortunately, the quality of census data prior to World War II
is very poor, and other sources of data necessarily need to be used.

The British Colonies kept extensive tax records and conducted fre-
quent cadastral and forest surveys. Furthermore, historical maps,
aerial photographs, pollen records, and land-use models have been
used to reconstruct historical land-use information. The effort by
Flint and Richards (1991) to reconstruct land-cover changes in
Southeast Asia from 1880 to 1980 is a good example of this type of
work (other examples can be found in Table 2.1). Recently, the In-
ternational Geographical Union Commission on Land Use and
Land Cover Change (IGU-LUCC) published a four-volume Atlas
titled “Land use/cover changes in selected regions in the world”,
which presents regional maps of land cover through the last cen-
tury (Himiyama et al. 2001, 2002, 2005). Another simple proxy often
used to reconstruct historical land-cover change is the total human
population numbers. Prior to the 19th century, technology played a
minor role in resource extraction, and therefore the extent of hu-
man activities was likely well correlated to human population
growth, the number of livestock, etc., for which better data are avail-
able. Two examples of such use of data are Houghton et al. (1983)
in their effort to reconstruct a 300-year global history of land-cover
change, and the more recent effort by Stéphenne and Lambin (2001)
to reconstruct land-use changes in Sudano-Sahelian Africa.

Remotely-sensed data

In the last three decades, the advent of the remote sensing satel-
lites has led to the development of instruments to systematically
monitor land cover from space. While satellite data present a
useful baseline for historical reconstructions, they are, by them-
selves, not useful to study land-cover change before the 1970s.
Therefore, we will not discuss them further in this section. In
Sect. 2.5, we review the development of remotely sensed data on
land-use and land-cover change.

shifting cultivation has been even greater than the rate
of clearing for permanent croplands in recent decades
(Houghton and Hackler 2006).

Biggs and Scholes (2002) reconstructed land-cover
change for South Africa for the period 1911–1993. The area
under cultivation more than tripled during the last cen-
tury, while the plantation area increased more than ten-
fold. They found that expansion of the cultivated area
was highly correlated to total domestic population
growth until the 1960s; since then increasing food de-
mand has been met through increasing yields from fer-
tilizer use and irrigation, and not through continued ex-
pansion of the cultivated area.

South America

Forest exploitation in Brazil started with Brazil-wood
extraction along the Atlantic Coast nearly 500 years ago
soon after the first Portuguese arrived. The discovery of
gold in Minas Gerais in 1690 stimulated mining here and
in other scattered pockets elsewhere, which led to large-
scale destruction of forests (Williams 1990). This was
followed by large, export-oriented sugar cane plantations,
strengthening Portugal’s supremacy in the world sugar
trade. Large-scale forest conversion started with coffee
plantations in the 19th century that resulted in the nearly
complete loss of the Brazilian Atlantic Forest. The Atlan-

tic forest once stretched all the way from Rio Grande do
Norte to Rio Grande do Sul; three million ha had been
converted into coffee plantations during the nineteenth
century, and more than 90% had been cleared by the end
of the last century.

The first large-scale migration into Amazonia was
motivated by the rubber boom; the population of Brazil-
ian Amazon increased four-fold between 1870 and 1910
(Salati et al. 1990). Livestock production accompanied the
rubber exports, but was not very successful. From 1914 until
World War II, little development occurred in the Amazon
Basin. During the last decades of the 20th century, massive
conversion of land for large-scale cattle ranching oc-
curred. In addition, large-scale infrastructure projects
like the Trans-Amazonian Highway opened-up pristine
tropical forest areas, often followed by the influx of set-
tlers. Between 1850 and 1985, 370 million ha of forest in
Latin America (~28%) was converted into other land uses
(Houghton et al. 1991). Most of this deforestation was due
to the expansion of cattle ranching (Lambin and Geist
2003b). However, in the recent decades, deforestation is
being increasingly dominated by soybean expansion
(Laurance et al. 2004). Soybean areas in Brazil increased
from 240 000 ha in 1961 to 8.8 million ha in 1980, to
21.5 million ha in 2004 (FAO 2004a), and Brazil is on the
verge of becoming the largest exporter of soybeans in
the world today. Logging is another major cause of de-
forestation in Brazil, the extent of which has been un-
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derestimated until recently as shown by a study by As-
ner et al. (2005).

In the mid 19th century, much of Argentina was devoted
to the grazing of sheep and cattle, with very little arable
cultivation (Grigg 1974). Argentina emerged to become a
major agricultural nation in the late 19th century, with the
introduction of agricultural technology and integration
into the world economy. Investment, mostly by the British,
as well as migrant workers from Spain and Italy, helped
this development. Italian sharecroppers started growing
wheat, which became the major crop in the humid pampa.
Cropland areas increased from 0.3 million ha in 1870, to
6 million ha in 1900, 19 million ha in 1910, and 24 million ha
in 1930 (Grigg 1987). By 1900, Argentina became one of the
leading exporters of wheat in the world. In addition, to
wheat, maize also began to be grown in the 1890s, and veg-
etables, dairying, and other intensive agricultural practices
also took hold after World War I. The 1930s was the peak
of Argentinean agriculture. Since 1930, agriculture became
stagnant with the great depression and cropland areas sta-
bilized. However, in the recent decades, as in Brazil, soy-
bean production has exploded in Argentina, increasing
from 26 000 ha in 1970 to 14.3 million ha in 2004 (FAO
2004a). Soy is expanding not only at the expense of other
crops, but is also causing deforestation in the foot of the
Andes, and in Chaco (see Box 4.9).

2.2.3 What Makes the 20th Century Unique?

Land-use change increased markedly in the 20th century,
both in terms of extent and intensity (see Chap. 3). As noted
earlier, more forests were cleared between 1950 and 1980
than in the early 18th and 19th centuries combined. How-
ever, the late 20th century also saw a shift in agriculture away
from expansion toward intensification. Increasingly, glo-
bal food production is coming from the intensification of
production on existing croplands, rather than expansion
of croplands. In State of the World 1996, Lester Brown re-
ferred to the “Acceleration of History”, where he observed
that world energy use has accelerated dramatically through
much of the world in the last 50 years. Indeed, between
1961 and 2002, while cropland areas increased by only 15%,
irrigated areas doubled, world fertilizer consumption in-
creased 4.5 times, and the number of tractors used in agri-
culture increased 2.4 times (FAO 2004a).

In addition to the increased intensity of land use, the
20th century is unique in terms of the scale of land use.
Land-use changes, often thought of as a local problem, have
now accumulated to become a global problem, on par with
other global problems such as climate change and strato-
spheric ozone depletion (see Chap. 4). Indeed, it is very
likely that our next major global pollution problem may
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be related to nitrogen pollution of the world’s waterways
through excess fertilizer application. Therefore, land-use
changes in the 20th century are, unlike any earlier time in
history, accelerating in intensity throughout the world.

2.3 Most Rapid Land-Cover Changes

of the Last Decades: Rapid and Extensive

With the recognition that land use is an important driver
of global environment change, numerous studies in the
last two decades have estimated the rates of tropical de-
forestation and other kinds of land-cover change around
the world. Remote sensing has played a critical role in
documenting these changes (Mollicone et al. 2003), and
there are multiple examples of studies and resultant da-
tabases of rapid land-cover change and ecosystem dis-
turbances in important regions of the world: deforesta-
tion in the pan-tropical forest belt; snapshots of land
cover in European Russia, continental U.S. and Canada;
fire frequency globally and regionally in South America,
Southern Africa, and parts of Russia; and the influence
of urbanization in selected cities around the world. While
most studies were at the local-to-regional scales, global
land-cover data sets were developed, using different
methodologies, for the early 1990s using AVHRR satel-
lite data (Loveland et al. 2000) and 2000–2001 using MO-
DIS satellite data (Friedl et al. 2002) and SPOT VGT data.
There has also been a profusion of information and stud-
ies based on data sources other than remote sensing.

Despite the plethora of land-cover change studies and
global remote sensing observations, a systematic, global
synthesis and review of the major trends in land-cover
change was not conducted until recently. The Millennium
Ecosystem Assessment, in collaboration with LUCC, re-
cently undertook a synthesis of the regions undergoing
rapid land-cover change around the world (see Box 2.5,
Lepers et al. 2005). Here, on the basis of this synthesis,
and other publications, we review the recent changes in
land cover around the world, particularly focusing on
the following types of land-cover change: deforestation
and forest degradation, changes in croplands and graz-
ing lands, urbanization, and changes in drylands.

2.3.1 Recent Forest-Cover Changes

Deforestation, one of the most commonly recognized forms
of land-cover change, is nevertheless plagued by inconsis-
tencies in definitions (Williams 2003). The Food and Agri-
culture Organization (FAO) of the United Nations defines
deforestation as occurring when tree canopy cover falls be-
low 10% in natural forests (or when a forest is transformed
to other land uses even if tree canopy cover remains higher
than 10% – e.g., shifting cultivation). On the basis of this
definition, and using country forest inventories, expert es-

timates, forest-plantation data, and an independent remote
sensing survey, the Global Forest Resources Assessment
2000 (FAO 2001a) [FRA 2000 hereafter] estimated a net
decrease in forest area of 9.4 million ha yr–1 from 1990 to
2000. This change was a result of a 12.5 million ha yr–1 net

Box 2.5. The LUCC-MA rapid land-cover change assessment

Recently, the Millennium Ecosystem Assessment (MA), an in-
ternational program designed to assess the status and trends
in the global ecosystem change, also recognized the impor-
tance of land-use and land-cover change (Millennium Eco-
system Assessment 2005). The LUCC project was commis-
sioned by the MA to assess places in the world undergoing the
most rapid land-cover changes. The tremendous advance in
scientific analysis of land-cover change over the last decade
made such a synthesis both possible and timely. The assess-
ment used both remote sensing information available in widely
scattered literature as well as sub-national, national, and re-
gional inventory data on land-cover change.

The rapid land-cover change assessment identified forty-
nine data sets at the national and global scale showing either
rates of land-cover change, or “hot spots” of land-cover change
over the last two decades. The types of change (or proxy vari-
ables for change) included in the analysis were: (a) deforesta-
tion and forest degradation; (b) degraded lands in the dry-
lands and hyper-arid zones of the world (referred to here as
desertification, even though most definitions of desertifica-
tion do not include hyper-arid zones); (c) cropland expansion
and abandonment; and (d) urban settlements. Some impor-
tant land-cover changes were not included because of absence
of reliable data. For instance, no spatially-explicit data sets of
reliable quality on afforestation and reforestation or on
changes in pastoral lands are available at a regional-to-global
scale. Data limitations also precluded the analysis of questions
such as where future land-cover changes are likely to occur, or
where ecosystem impacts are large even though the extent of
land-cover change may be small.

The synthesis had to overcome several challenges:

� Some of the data sets identified “hot spots” of land-cover
change directly while others provided estimates of rates of
change. For the latter, rapid land-cover change areas were
identified as those with rates of change above a certain thresh-
old percentile value. Threshold values were chosen separately
for each of these data sets, and type of land-cover change.

� Different data sources are not based on standard definitions,
even though some definitions are more commonly accepted.
For this synthesis, areas with the highest rates of land-cover
change were determined given the definition adopted for a
particular data set, rather than attempting to harmonize the
definitions among all data sets.

� The different data sets had different spatial resolutions –
the finest one being the remote sensing-based data (in the
order of one km2) and the coarsest one being the (sub)-
national statistics (in the order of hundreds to thousands
km2). Depending on the scale of the source data sets, this
led to commission and omission errors.

� Not all data sets covered the 1980–2000 time period chosen
for the synthesis. Therefore, the final maps provide no de-
tailed information on the time period during which a par-
ticular area experienced rapid land-cover change, nor on
the frequency of disturbances.

� Some parts of the world were covered by several data sets
whereas, for others, only national statistics were available.
Consequently, some areas appear to be more affected by
rapid land-cover change simply because they have been
studied more intensively. To indicate this bias, the map leg-
end provides additional information on the number of data
sets covering an area.

2.3  ·  Most Rapid Land-Cover Changes of the Last Decades: Rapid and Extensive
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decrease in natural forests (comprising deforestation of
14.6 million ha yr–1, conversion to forest plantation of
1.5 million ha yr–1, and regeneration of 3.6 million ha yr–1),
and 3.1 million ha yr–1 net increase in forest plantations
(1.5 million ha yr–1 converted from natural forests, and
1.6 million ha yr–1 of afforestation). Most of the deforesta-
tion occurred in the tropics, while most of the natural for-
est regrowth occurred in Western Europe and eastern North
America; the total net forest change was positive for the
temperate regions and negative for the tropics (Fig. 2.4a).

The overall estimates of forest-cover change from FRA
2000, cited above, were a combination of national data ad-
justed using information from the FRA remote sensing
survey, and forest-plantation data (see Chap. 1 of FAO 2001a,
pages 8–10). One of the major reasons for this adjustment
was because FAO recognized the unreliability of country
data, especially in tropical Africa. Indeed, a comparison
between the FAO country data and the independent re-
mote sensing survey showed reasonably good agreement
in Latin America and tropical Asia, but poor agreement in
tropical Africa – see Table 2.2. Two recent studies using re-
mote sensing (Landsat derived estimates from the Tropi-
cal Ecosystem Environment Observations by Satellite
(TREES) project of Achard et al. (2002), and Advanced Very

High Resolution Radiometer (AVHRR)-based estimates
(DeFries et al. 2002b) also lend credence to the idea that
the FRA 2000 country estimates of deforestation are too
high, especially in tropical Africa (see Table 2.2, DeFries and
Achard 2002). Achard et al. (2002) estimated deforestation
rates for the humid tropics that were 23% lower than FRA
while DeFries et al. (2002b) estimated deforestation rates
for the entire tropics that were 53–62% lower. A simple com-
parative analysis of these two remote sensing estimates to
the FAO country data undertaken by Houghton and
Goodale (2004) suggests that FAO overestimated defores-
tation rates by roughly 30% if dry tropical Africa is ignored.
In tropical Africa, decreases in net forest area from the FAO
country studies are a lot higher than any of the remote
sensing estimates, and much of the difference seems to arise
in dry tropical forests (Table 2.2). Indeed, even the FRA
2000 study suggests that the country reports seem too high
for certain countries (e.g., Sudan and Zambia). Another
significant difference between the AVHRR-based estimates
and the FAO estimates is that the former suggests that de-
forestation rates were higher in the 1990s compared to the
1980s (see Table 2.2), while FAO found no statistically sig-
nificant trends, except for a decreasing rate of deforesta-
tion in tropical moist deciduous forests (FAO 2001a).

Fig. 2.4a. Results from the LUCC-MA Rapid Land-Cover Change Assessment showing major areas of forest-cover change in the world
between 1980 and 2000
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While gauging these estimates, a caveat to note is that
changes in dry tropical forests are difficult to estimate
from coarse-resolution remote sensing imagery, and
while country estimates may have overestimated defor-
estation, coarse-resolution remote sensing estimates may
underestimate deforestation (FAO 2001a). Indeed for
Africa, the AVHRR-based estimate of net forest change
in the 1990s for both humid and dry tropics is less than
for the Landsat-based estimate of net forest change in
the humid tropics alone, indicating that the AVHRR data
likely underestimate deforestation in Africa where size
of clearings are relatively small. The estimation of de-
forestation in such situations may require optimally cho-
sen Landsat images supplemented with very-high reso-
lution data such as from the IKONOS satellite, as well as
in-situ surveys.

The TREES data is considered more reliable because
of its high resolution as well as being restricted to more
easily observed humid tropical forest changes; however,
it only covers a statistically-selected subset of the total area
(6.5%) based on a stratification determined from expert
opinion. According to the TREES data, 5.8 ±1.4 million ha
of humid tropical forest were lost each year between 1990
and 1997 (Achard et al. 2002). Over the same period, for-
est regrowth was estimated to be 1.0 ±0.32 million ha yr–1,
leading to a net change of 4.9 ±1.3 million ha yr–1 (0.43%
per year). An additional 2.3 ±0.7 million ha of forest were
visibly degraded (but this does not include forests af-
fected by selective logging). Southeast Asia experienced
the highest rate of net forest-cover change (0.71% per
year), with the highest rates of deforestation being esti-
mated for central Sumatra (3.2–5.9% per year). Africa and
Latin America had lower estimates of net forest change
(0.36% and 0.33%, respectively). However, in terms of
extent, Latin America lost about the same area of forest
as Southeast Asia between 1990 and 1997. Forest degra-
dation was most extensive in Southeast Asia (0.42% per
year), lowest in Latin America (0.13% per year), and in-

termediate in Africa (0.21% per year). Forest regrowth
was more extensive, both in absolute and relative terms,
in Southeast Asia than in the other humid tropical re-
gions (0.19% for Southeast Asia, 0.04% for Latin America,
and 0.07% for Africa).

Deforestation is not widespread throughout these re-
gions, but rather is largely confined to a few areas under-
going rapid change, with annual rates of deforestation
ranging from 2% to 5% (Achard et al. 1998; Lepers et al.
2005) – see Fig. 2.4a). The largest deforestation front is
the well-known arc of deforestation in the Brazilian Ama-
zon (see Box 2.6). Recently, deforestation has extended
outside Brazil, to the eastern foothills of the Andes where
illegal coca cultivation has promoted deforestation (Stei-
ninger 2001; Millington et al. 2003), and along the road
from Manaus to Venezuela (Sierra 2000). More scattered
areas of forest loss are detected in the Chaco and Atlan-
tic forest areas in South America. Central America has
significant deforestation fronts in the Yucatán Peninsula
and along the Nicaraguan border with Honduras and
Costa Rica. In Africa, forest-cover change is very rapid
in small scattered hot spots in Madagascar, Côte d’Ivoire,
and the Congo Basin. In Southeast Asia, several defores-
tation fronts are found around Sumatra, Borneo, Viet-
nam, Cambodia, and Myanmar. Relative to the tropics,
there are fewer data sets on deforestation covering the
temperate or boreal forests (Wagner et al. 2003; Hansen
and DeFries 2004). Less is therefore known about for-
est-cover changes in Canada or Siberia. However, forest
degradation in Eurasia, resulting from unsustainable log-
ging activities and an increase in fire frequencies, has
been growing over the recent years. Fire frequency has
increased dramatically in Siberia in particular; over
7.5 million ha yr–1 of Russian forests were burnt over a
6-year period in the late 1990s (Sukhinin et al. 2004). Al-
though deforestation is one of the best studied processes
of land-cover change, it is clear that regional gaps in spa-
tially explicit data persist.
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2.3.2 Recent Changes in Agricultural Areas

Historically, humans have increased agricultural output
mainly by bringing more land into production. The great-
est concentration of farmland is found in Eastern Eu-
rope, with more than half of its land area under crops
(Ramankutty et al. 2002). In the United Kingdom, about
70% of its area is classified as agricultural land (crop-
land, grassland/rough grazing), with agriculture and ar-
eas set aside for conservation or recreation intimately
intertwined (Hails 2002). Despite claims to the contrary,
the amount of suitable land remaining for crops is very
limited in most developing countries where most of the
growing food demand originates (Döös 2002). Where
there is a large surplus of cultivable land, land is often
under rain forest, permanent pastures, or in ecologically
marginal areas (Young 1999; Döös 2002).

Southeast Asia witnessed the greatest expansion of
croplands in the past few decades (Fig. 2.4b). The other
main areas of recent cropland expansion have been in
Bangladesh, along the Indus Valley, in parts of the Middle
East and Central Asia, in the Great Lakes region of east
Africa, along the southern border of the Amazon Basin,
and in the Great Plains region of the United States (al-
though much of what is defined as croplands in the Great
Plains is in a soil conservation program, and is not sown).
Extensive abandonment of croplands occurred in North
America (lowlands of south eastern United States), east-
ern China, and parts of Brazil and Argentina.

Since 1960 we have witnessed a decoupling of the in-
crease in food production from cropland expansion. The
1.97-times increase in world food production from 1961
to 1996 was associated with only a 10% increase of land
under cultivation but also with a 1.68-times increase in the
amount of irrigated cropland and a 6.87- and 3.48-times

increase in the global annual rate of nitrogen and phos-
phorus fertilizer use (Tilman 1999). In 2000, 271 million ha
were irrigated (FAO 2004a). Globally, the cropland area
per capita decreased by more than half in the twentieth
century, from around 0.75 ha per person in 1900 to only
0.35 ha per person in 1990 (Ramankutty et al. 2002). Note,
however, that national statistics in developing countries
often substantially underreport agricultural land area
(Young 1999; Ramankutty et al. 2002), e.g., by as much as
50% in parts of China (Seto et al. 2000).

The mix of cropland expansion and agricultural in-
tensification has varied geographically (Ramankutty
et al. 2002). Tropical Asia increased its food production
mainly by increasing fertilizer use and irrigation. Most
of Africa and Latin America increased their food pro-
duction through both agricultural intensification and
extensification. Western Africa is the only part of the
world where, overall, cropland expansion was accom-
panied by a decrease in fertilizer use (–1.83% per year)
and just a slight increase in irrigation (0.31% per year
compared to a world average of 1.22% per year). In 1995,
the global irrigated areas were distributed as follows:
68% in Asia, 16% in the Americas, 10% in Europe, 5% in
Africa, and 1% in Australia (Döll and Siebert 2000). In
Western Europe and the northeastern United States,
cropland decreased during the last decades after aban-
donment of agriculture or, in a few cases, following land
degradation mostly on marginal land. Globally, this
change has freed 222 million ha from agricultural use
since 1900 (Ramankutty et al. 2002).

2.3.3 Recent Changes in Pastoral Areas

Natural vegetation covers have given way not only to crop-
land but also to pasture, defined as land used perma-

Box 2.6. Deforestation in the Brazilian Amazon

The Brazilian Amazon has experienced some of the highest de-
forestation rates in the world. Total deforested area in the re-
gion increased from approximately 10 million ha in the 1970s
to more than 60 million ha at the turn of the century, after de-
velopment policies strongly based on road building and Gov-
ernment-directed colonization were put into place (see Chap. 3).
Government-led projects lead to the concentration of forest
clearing in the vicinity of roads and colonization areas (see
Box 4.10). In fact, colonization and forest clearing were sus-
tained mostly in the southern and eastern flanks of the Ama-
zon, in regions closely linked to markets in other parts of Bra-
zil (Alves 2002a,b); 90% of all deforestation in the 1991–1997
period was found within 100 km of main roads (see Fig.7.3); at
the same time, 87% of this deforestation was observed within
25 km of areas cleared during the 1970s (Alves 2002a,b).

The effects of roads have been the focus of many research
efforts. Opening a road through an unexplored region attracts
new settlers that initiate deforestation. On a second phase of
colonization, concentration of farms and forest clearing lead to
increasing road density and intensification of land use, while

deforestation expands beyond the limits allowed by the Brazil-
ian Forest Code (Chomitz and Thomas 2001; Alves et al. 2003;
Pacheco 2006c).

Expansion of deforestation into new areas is frequently linked
to the illegal appropriation of public land in more remote areas
where roads are often opened by loggers, farmers and unlawful
tenants. Sayago and Machado (2004), based on data from a re-
cent Federal Government Census, reported that half of all farm
land in the Brazilian Amazon had been illegally appropriated in
Brazilian Amazon, showing the importance of this issue to un-
derstand the driving forces behind Amazonian deforestation.

Despite much progress in mapping deforestation in the Ama-
zon in the closed forests, rates of forest regeneration following aban-
donment, land-cover modification by selective logging and land-
cover conversion in the Cerrado areas still lack systematic efforts
to enable a more complete understanding of land-cover/use changes
in the region (Schimel et al. 1995; Alves 2001a). Also, research fo-
cused on the role and functioning of institutions, as well as driv-
ing forces and actors behind the deforestation process is generally
recognized as lacking (Alves 2001a; Mahar 2002; Walker 2004).



25

nently for herbaceous forage crops, either cultivated or
growing wild (FAO 2004a). The distinction between pas-
ture and natural savannas or steppes is not always clear.
In many parts of the world, such landscapes are “multi-
functional”, making it difficult to classify them for in-
ventories. Therefore, the LUCC-MA assessment – see
Box 2.5 – did not deal with grazing land changes. Never-
theless, broad patterns can probably be derived from the
FAO statistics, which show that most pastures are located
in Africa (26% of the global total of ~35 million ha) and
Asia (25%), and only a small portion is located in North
America (8%) and Europe (2%) (FAO 2004a). Latin
America and the Caribbean have 18% of the world’s pas-
tures, while the FSU nations have 10%, and Oceania has
12%. During the last decade, pastures increased consid-
erably in Asia and the FSU (6.8% and 10%, respectively),
whereas the largest decreases were seen in Europe and
Oceania. Data suggest that pasture land has apparently
decreased in eastern Africa; however, as eastern Africa
recorded a large increase in head of cattle over this pe-
riod (872 000 additional head of cattle per year between
1992 and 1999, according to FAO (2004a)), it is likely that
many pastoral areas in this part of Africa are classified
as natural vegetation.

2.3.4 Recent Changes in Urbanization

In 2000, towns and cities housed more than 2.9 billion
people, nearly half of the world population (United Na-
tions Population Division 2002). Urban populations have
been growing more rapidly than rural populations world-
wide over the last two decades, particularly in develop-
ing countries. According to the UN Population Division
(United Nations Population Division 2002), the number
of megacities, defined here as cities with more than
10 million inhabitants, has increased from one in 1950
(New York) to 17 in 2000, the majority of which are in
developing countries. Urban form and function have also
changed rapidly. Built-up or impervious areas are
roughly estimated to occupy between 2% to 3% of the
Earth’s land surface (Grübler 1994; Young 1999). This rela-
tively small area reflects high urban population densi-
ties: for example, in 1997, the 7 million inhabitants of
Hong Kong lived on as little as 120 km2 of built-up land
(Warren-Rhodes and Koenig 2001). However, urbaniza-
tion affects land in rural areas through the ecological
footprint of cities (see Chap. 3 and 4). This footprint in-
cludes, but is not restricted to, the consumption of prime

Fig. 2.4b. Results from the LUCC-MA Rapid Land-Cover Change Assessment showing areas of the world that underwent most rapid
cropland change between 1980 and 1990
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agricultural land in peri-urban areas for residential, in-
frastructure, and amenity uses, which blurs the distinc-
tion between cities and countryside, especially in west-
ern developed countries. Urban inhabitants within the
Baltic Sea drainage, for example, depend on forest, agri-
culture, wetland, lake, and marine systems that consti-
tute an area about 1 000 times larger than that of the ur-
ban area proper (Folke et al. 1997). In 1997, total non-food
material resources consumed in Hong Kong (i.e., its ur-
ban material metabolism) were nearly 25 times larger than
the total material turnover of the natural ecosystem. Fossil
fuel energy consumed in this city (i.e., its urban energy
metabolism) exceeded photosynthetically fixed solar en-
ergy by 17 times (Warren-Rhodes and Koenig 2001). Time
series of global maps of nighttime lights detected by satel-
lite (Elvidge et al. 2001) illustrate the rapid changes in
both urban extent and electrification of the cities and
their surroundings. However, the link between these
coarse scale observations and more detailed character-
istics of structural changes in urban environments re-
mains challenging (Herold et al. 2003). Another ques-
tion still being debated is whether urban land use is more
efficient than rural land use and, therefore, whether ur-
banization saves land for nature (see Chap. 7).

The most densely populated clusters of cities are
mainly located along the coasts and major waterways –
in India, East Asia, on the east coast of the U.S., and in

Western Europe (Fig. 2.4c). The cities experiencing the
most rapid change in urban population between 1990 and
2000 are mostly located in developing countries (Deich-
mann et al. 2001). It is estimated that 1 to 2 million ha of
cropland are being taken out of production every year in
developing countries to meet the land demand for hous-
ing, industry, infrastructure, and recreation (Döös 2002).
This is likely to take place mostly on prime agricultural
land located in coastal plains and in river valleys. For
example, a recent study in the Pearl River Delta in China
found a 364% increase in urban area between 1988 and
1996 (Seto et al. 2002). About 70% of this new urban land
was converted from farmland. Another study of the Beijing-
Tianjin-Hebei corridor found that urban land had ex-
panded by 71% between 1990 and 2000, with about 74%
being converted from prime farmland (Tan et al. 2006).
It should be noted, however, that rural households may
consume more land per capita for residential purposes
than their urban counterparts (Döös 2002).

2.3.5 Recent Changes in Drylands

Desertification is a difficult process to evaluate because of
its varying definitions and perceptions (see Sect. 2.4.1 on
desertification). The United Nation’s Convention to Com-
bat Desertification (UNCCD) defines desertification as

Fig. 2.4c. Results from the LUCC-MA Rapid Land-Cover Change Assessment showing population density in 1995 and most populated and
changing cities over 750 000 inhabitants between 1980 and 2000
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“land degradation in arid, semi-arid and dry sub-humid
areas resulting from various factors, including climatic
variations and human activities”. Land degradation is de-
fined as the decrease or destruction of the biological pro-
ductivity of the land, including vegetation degradation, wa-
ter and wind erosion, and chemical and physical deterio-
ration, or a combination of these processes (Geist 2005).

The LUCC-MA synthesis of the main areas of de-
graded drylands was constrained by lack of reliable data.
Most available data were heterogeneous in terms of the
monitoring methods or the indicators used. The study
found that the main areas of degraded dryland lie in Asia
(Fig. 2.4d). The synthesis did not support the claim that
the African Sahel is a desertification “hot spot” at the
present time. However, it found major gaps in desertifi-
cation studies, including around the Mediterranean Ba-
sin, in eastern Africa, in parts of South America (in north-
ern Argentina, Paraguay, Bolivia, Peru and Ecuador) and
in the United States of America. If dryland degradation
data were available in compatible format for all the con-
tinents, the global distribution of the most degraded dry-
lands could be different, but the patterns observed in Asia
would most likely remain the same.

While there continue to be major gaps in our under-
standing of the rates of desertification, there have been
various attempts in the past to assess the magnitude of
the problem and provide a baseline for monitoring (e.g.,

Lamprey 1975; Dregne 1977, 1983; Mabbutt 1984). The
World Atlas of Desertification, published by the United
Nations Environment Program (UNEP), estimated that
global drylands cover about 5 160 million ha, and that
70% of all susceptible drylands suffer from some form
of land degradation in varying degrees (Middleton and
Thomas 1992). The second edition of the World Atlas of
Desertification (Middleton and Thomas 1997) incorpo-
rated vegetation changes (in addition to the soil degra-
dation information in the first edition). UNCCD esti-
mated that 20–25% of the Earth’s land surface is affected
by desertification.

The Global Assessment of Human-induced Soil Degra-
dation (GLASOD), an effort led by the International Soil
and Reference Information Center (ISRIC), was the last
global survey conducted under the sponsorship of UNEP
(Oldeman et al. 1991). It was a qualitative assessment based
on the opinions of about 250 regional soil degradation ex-
perts, showing degradation type, extent, degree and hu-
man causes (see Sect. 4.6). Although it may be “the best
representation of world soil degradation” (Dregne 2002),
it has been criticized widely (Biswas et al. 1987; Reynolds
2001; Reynolds and Stafford-Smith 2002; Prince 2004).
Another example of exaggerated claims of advancing
deserts stems from the alleged advance of the Sahara south-
wards in the last 17 years (Lamprey 1975, 1988; Desert En-
croachment Control and Rehabilitation Programme 1976;

Fig. 2.4d. Results from the LUCC-MA Rapid Land-Cover Change Assessment showing major areas of degraded land in the world between
1980 and 2000
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Smith 1986; Suliman 1988). This claim has also been dis-
credited by the studies of Tucker et al. (1991) and Prince
et al. (1998), although there are some areas showing signs
of degradation (Ringrose and Matheson 1992). Follow-
ing an analysis of all available global information sources,
Dregne (2002) concluded that there is still a pressing need
for more reliable data. Another recent data-driven effort
is the work of Eswaran et al. (2003) who mapped global
vulnerability to desertification using the FAO/UNESCO
Soil Map of the World (FAO 1992). Using a vulnerability
assessment methodology (Eswaran and Reich 1998), the
map shows vulnerability to, but not actual desertifica-
tion. Therefore, it is another type of expert interpreta-
tion that does not allow for change detection and, thus,
monitoring.

2.3.6 Summary and Conclusions

The emergence of remote sensing has proved to be a valu-
able tool to monitor large-scale changes in land cover.
Coarse and fine spatial resolution satellite sensors have
been used to measure tropical deforestation (FAO 2001a;
Achard et al. 2002; DeFries et al. 2002b), and change in
nighttime city lights, which is a proxy for changes in ur-
ban extent and electrification (Elvidge et al. 1997, 2001).
While numerous local-scale studies have mapped and
quantified land-cover change using fine resolution re-
mote sensing data, there are a few subnational- to na-
tional-scale studies (Skole and Tucker 1993; Pathfinder
Humid Tropical Deforestation Project 1998), and remark-
ably few such studies at the continental to global scales
(DeFries et al. 2002b). A few studies have used national-
scale forest inventory and agricultural census data, in
some cases along with remote sensing data, to estimate
rates and geographic patterns of continental-to-global
scale changes in forest cover and agricultural lands
(Houghton et al. 1999; Ramankutty and Foley 1999; Klein
Goldewijk 2001). Overall, the quantification of areas of
rapid land-cover change still suffers from large uncer-
tainties (Lepers et al. 2005).

Despite the major uncertainties in the data sets, the
LUCC-MA assessment revealed that:

� Land-cover change is not randomly or uniformly dis-
tributed but is clustered in some locations. For ex-
ample, deforestation mostly takes place at the edge of
large forest areas and along major transportation net-
works (e.g., in the southern Amazon Basin).

� The land-cover change data sets have many gaps, and
therefore it is possible that rapid change is occurring
in many parts of the world but is not identified on the
synthesis maps. Moreover, it is also possible that many
locations not identified as undergoing rapid land-
cover change are experiencing other ecological im-
pacts.

� Different parts of the world are experiencing differ-
ent phases of land-cover transition (e.g., a decrease in
cropland in temperate zones and an increase in the
tropics).

� Dryland changes are the most poorly understood,
because of difficulties in conceptualization, difficul-
ties in satellite interpretation in these regions, and an
inability to distinguish human-induced trends from
climate-driven interannual variability in vegetation
cover.

� The Amazon Basin is a major hot spot of tropical de-
forestation. Rapid cropland increase, often associated
with large-scale deforestation, is most prominent in
Southeast Asia. Forest degradation in boreal Eurasia
is increasing rapidly, mostly as a result of logging and
increased fire frequency. The southeastern U.S. and
eastern China have experienced a rapid decline in
cropland area. Asia currently has the greatest concen-
tration of areas undergoing rapid land-cover changes,
in particular dryland degradation. Existing data do
not support the claim that the African Sahel is a de-
sertification hot spot. Many of the most populated and
rapidly changing cities are found in the tropics.

� Much of our information on tropical land-cover
change comes from remotely-sensed land-cover data,
while information on change in the extra-tropical re-
gions comes predominantly from census data. System-
atic analyses to identify land-cover change has been
predominantly done in the tropics, because of the in-
terest in tropical deforestation and, possibly, due to
the lower availability and reliability of census data in
the tropics.

Furthermore, in the context of a global synthesis, the
LUCC-MA study also made several general recommen-
dations for future observations and research:

� Future synthesis should use a combination of global-
scale coarse-resolution data as presented here, com-
bined with finer resolution satellite imagery as well
as ground-truth data for a subset of locations, a frame-
work also advocated by the Global Observations of For-
est Cover and Land Dynamics (GOFC-GOLD) panel of
the Global Terrestrial Observing System (GTOS).

� Data producers should adopt a standardized land-
cover classification system. We recommend wide
adoption of the classification system proposed by FAO
(Di Gregorio and Jansen 2000b).

� As a complement to categorical land-cover represen-
tations, a continuous description of land cover (i.e.,
in terms of fractional tree cover or crop cover) should
be more widely adopted whenever possible as it of-
fers greater ease for comparison of different databases,
and the ability to identify land-cover modifications,
in addition to conversions (DeFries et al. 1995a; Ra-
mankutty and Foley 1998).
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� Operational monitoring of land cover should be ex-
tended to regions that are not considered “hot spots”
today, but where rapid changes may still take place
and catch the scientific community by surprise.

� Systematic, consistent measurements of soil proper-
ties should be undertaken at a global scale, at a rela-
tively fine resolution, since soil attributes are an im-
portant component of land cover (see Sect. 4.6).

� New empirical work is required based on conceptual
advances in dealing with definitions of desertification
(Reynolds and Stafford-Smith 2002) and urbanization.

� There is an urgent need for systematic observations
on the still poorly measured processes of land-cover
change (see Sect. 2.4.1).

2.4 The Complexity of Land-Cover Change

2.4.1 The Poorly Documented Changes

The BIOME 300 project and the LUCC-MA Rapid Land-
Cover Change Assessment provided initial estimates of the
rates of change of several important land-cover types at
the global scale, over the last 300 years and over the last
two decades, respectively. However, local-to-national scale
studies highlight the significance and ecological impor-
tance of other forms of rapid land-cover change that are
thought to be widespread but still poorly documented glo-
bally. Both the extent and the precise location of these
changes, often modifications rather than conversions, are
barely understood. Prominent among these are changes
in the (sub)-tropical dry forests; forest-cover changes re-
sulting from selective logging, fires, and insect damage;
drainage or other forms of alteration of wetlands; soil ero-
sion and degradation in croplands; changes in the extent
and productive capacity of pastoral lands; and dryland deg-
radation, also referred to as desertification (Lambin et al.
2003). Other poorly documented changes at the global scale
relate to (sub)urban and other infrastructure extension and
the expansion of non-food crops such as sugar, tea and
tobacco, primarily driven by shifts in lifestyles (Heilig 1994).

Changes in (Sub-)Tropical Dry Forests

Globally, dry forest or woodland ecosystems cover a
greater area than humid forests but changes are not well
documented. More so than in rain forest zones, the dry
forest life zone is greatly affected by human activities in-
cluding conversion for agricultural uses and overexploita-
tion through fuelwood and polewood collection, even in
protected areas (Janzen 1988; Solbrig 1993). While dry for-
ests and woodlands in South and Southeast Asia have been
mostly converted into other covers (including bare, eroded
soils), large portions of the (sub)tropical dry forest life zone
still exist in Africa and Latin America. Local- to subna-

tional-scale studies highlight the significance and ecologi-
cal importance of rapid land-cover change there.

The Miombo woodlands in the Central African Plateau
form the world’s largest contiguous area in dry forest
(Mayaux et al. 2004). Local evidence suggests exception-
ally high rates of change, especially in the late 20th century.
For example, Lusitu in southern Zambia experienced an
annual rate of land-cover change of 4.0% between 1986
and 1997 (Petit et al. 2001), while in the Lake Malawi Na-
tional Park of southern Malawi, massive wood extrac-
tion for rural industries caused a rapid loss of closed
canopy cover between 1982 and 1990, replaced by sparse
woodland cover which increased by almost 300% (Ab-
bot and Homewood 1999).

Much of the rapid deforestation in the 1990s was in sub-
tropical South America, particularly in the Brazilian Cer-
rado (Jepson 2005) (see Box 4.9). Rapid deforestation in
the Santa Cruz department of Bolivia, in the vicinity of
Mennonite settlements and more recently in industrial soy-
bean farms, as well as in the Chaco region of Argentina
have been documented (Steininger 2001; Zak and Cabido
2002). Estimates of land-cover loss for the Brazilian Cer-
rado vary between 40 and 80% of the original cover. In
addition to soybeans, cattle ranching and mechanized com-
mercial agriculture including cotton, rice and maize, have
expanded rapidly during the past three decades. Excep-
tionally high conversion and modification was seen since
1970 in Rio Grande do Sul and Paraná, and since 2003 in
Mato Grosso, and further stimulated new agricultural fron-
tiers in the states of Minas Gerais, Goiás, Bahia, Tocantins
and Maranhão (Jepson 2005). Exceptionally high rates of
deforestation have been demonstrated for North-Central
Yucatán, a region dominated by tropical dry forest vegeta-
tion, experiencing exponential population growth and
land-use development (Sohn et al. 1999). Similarly, signifi-
cant deforestation has taken place in southern Yucatán,
leading to a landscape increasingly dominated by second-
ary forests and opened lands (Turner II et al. 2004).

In summary, land-cover changes in (sub)tropical dry
forest and woodland ecosystems are thought to be wide-
spread, but continental-to-global scale estimates are not
available at this time. Remote sensing techniques, even
30-m resolution Landsat TM data, have difficulty in dis-
tinguishing different land-cover types in the dry season,
while most rainy season images are contaminated by
cloud cover (Asner 2001). Some potential solutions are
the inclusion of cloud-free rainy season images and sam-
pling cloudy areas with very high-resolution images from
the IKONOS™ satellite (Sánchez-Azofeifa et al. 2003), or
the use of Synthetic Aperture Radar (SAR) data (e.g.,
Grover et al. 1999; Saatchi et al. 2000). Landsat TM ther-
mal band 6 data, using continuous data rather than dis-
crete classes, measure the emission of energy from the
land surface and allow for the differentiation between
successional stages of forest growth in dry forest ecosys-
tems (Southworth 2004).

2.4  ·  The Complexity of Land-Cover Change
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Logging, Fire and Insect Damage
Triggering Forest Change

Forest degradation following fires and (selective) logging
has been termed “cryptic deforestation” (Nepstad et al. 1999).
In the Brazilian Amazon, Nepstad et al. (1999) have estimated
that every year forest impoverishment caused by selective
logging and fires affects an area at least as large as the area
affected by forest-cover conversion. Similarly, biomass col-
lapse around the edges of forest fragments has also been
estimated to be a significant contributor to land-cover change
in Amazonia (Laurance et al. 1997). All of these subtle changes
are not well documented at the global scale, although new
estimates of logging from the Amazon indicate that they
are very important (Asner et al. 2005). This is also true for
losses of forest associated with forest-management prac-
tices (e.g., Canada and Russia), insect damage, and large
fires (e.g., Indonesia in 1997, Siegert et al. 2001; Page et al.
2002), and in Russia in the late 1990s (Sukhinin et al. 2004).

Fires play a significant, yet complex, role in their rela-
tionship to land-use and land-cover change (see Box 2.7).
While the dynamics of fire and how they interact with
humans, climate and vegetation is poorly understood, re-
mote sensing has made rapid progress in documenting
fires at a global scale (Dwyer et al. 2000), both for the
mostly anthropogenic fires in tropical regions (Pereira
et al. 1999) and the mostly natural fires in boreal regions
(Kasischke et al. 2002). At least three major efforts have
been undertaken to document fires at the global scale.
The Global Burnt Area (GBA 2000) data set derived from
SPOT Vegetation satellite data provides the first indepen-
dent estimate of the area of vegetation burnt at the glo-
bal scale in the year 2000 (Tansey et al. 2004). Another
global inventory is the ATSR World Fire Atlas, a database
of monthly global fire maps from 1995 to the present, pro-
duced using the Along Track Scanning Radiometers (ATSR)
on board of successive European Space Agency ERS and
ENVISAT satellites. The product has already been used to
compute the emissions of greenhouse gases and aero-
sols from biomass burning and explore the impacts on
tropical ozone levels (Schultz 2002; Duncan et al. 2003).
Finally, GLOBSCAR is the European Space Agency’s ini-
tiative to map the global distribution of burnt area using
the ATSR-2 instrument on-board of the ERS-2 satellite
(Simon et al. 2004). The product has been developed at
a spatial resolution of one km at monthly time intervals.
GLOBSCAR and GBA 2000 are complementary data sets.

Wetland Alterations

Changes in wetlands, including extensive drainage, are not
well documented at the global scale. Wetlands provide a
valuable ecosystem service in terms of maintaining and
improving water quality (Steffen et al. 2004). In the devel-

oped world, wetlands have been lost at a rapid rate histori-
cally, and although measures are actively being sought to-
day to stem wetland losses and restore wetland acreage, the
rate of wetland conversion can still be dramatic (Dahl 1990).
Maintenance and restoration of wetlands in developed
countries has undoubtedly contributed to the improvement
of water quality there, while the dominant trend in devel-
oping countries is still towards the conversion of wetlands
into other land uses (Steffen et al. 2004) (see Sect. 4.7).

An attempt at attaining a global wetlands inventory
has been initiated. GLOBWETLANDS is an ongoing
project of the European Space Agency to develop remote
sensing methods for a range of different wetland types
focusing on five continents (North and South America,
Africa, Asia, Europe). Satellite imagery, inventory maps
and digital elevation models of approximately 50 wet-
lands and surrounding catchments are being analyzed.
The project, which is supporting the 1971 RAMSAR Con-
vention on Wetlands, will provide information about dif-
ficult and inaccessible terrain, describe the local topog-
raphy, map the types of wetland vegetation and monitor
land-use/cover changes there.

Soil Erosion and Degradation in Cultivated Lands

Soil erosion and degradation in cultivated lands is poorly
documented at the global scale, and remains a contro-
versial issue (see Sect. 4.6). The Global Assessment of
Human-induced Soil Degradation (GLASOD) is the only
global survey of soil degradation for both arid and hu-
mid regions, including the type, degree, extent, rate and
even cause of soil degradation. The GLASOD database
reflects the informed opinion of hundreds of scientists
(Oldeman et al. 1991), and is still by far the best repre-
sentation of world soil degradation (Geist 2005; Dregne
2002). However, in the context of drylands, the GLASOD
database has been heavily criticized (e.g., Reynolds
2001). Furthermore, any documentation of soil erosion
and degradation suffers from methodological inadequa-
cies. For example, the severity of soil erosion and its
impacts in the United States has been debated because
of discrepancies between estimates based on models and
observed sediment budgets (Trimble and Crosson 2000).

The situation is further complicated by the fact that
natural environmental change and variability interacts
with human causes to trigger erosion and degradation.
Highly variable environmental conditions amplify the
pressures arising from high demands on land resources.
For example, in the Iberian Peninsula during the 16th and
17th centuries, the peak of the Little Ice Age coincided with
large-scale clearing for cultivation following the consoli-
dation of Christian rule over the region. This cultivation
triggered changes in surface hydrology and significant
soil erosion (Puigdefábregas 1998). Moreover, cultivation
does not always result in deterioration of soil conditions,
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as evidenced by recent study evidence that highlights
situations across several African countries where popu-
lation growth and agricultural intensification have been
accompanied by improved soil (and water) resources
(Tiffen et al. 1994a; Mortimore and Adams 2001). Such
issues have made it difficult to document soil degrada-
tion resulting from cultivation at a global scale.

Changes in Extent and Productivity of Grazing Lands

Worldwide, only few grazing lands are edaphically or cli-
matically determined natural entities that, in the absence
of human impact, would persist unchanging within cli-
mate epochs. In contrast, most grazing lands are main-
tained in their current state by the interaction of human
and biophysical drivers (Solbrig 1993; Sneath 1998). In
the temperate and tropical zones, rangelands are both
highly dynamic and also resilient, moving through mul-
tiple vegetation states, either as successional sequences or
by shifting chaotically in response to the random interplay
of human and biophysical drivers. Grazing lands are in-
creasingly seen as non-equilibrium ecosystems (Walker
1993). Furthermore, grazing lands are often also multi-func-
tional landscapes, with grazing occurring on croplands
after harvesting, grazing in wooded lands, grazing on natu-
ral pastures versus planted pastures, etc. These features and
the wide spectre of definition render estimates of extent
and productivity difficult to make. Few, complex pathways
of grazing land modification can be identified qualitatively,
but it remains difficult to attach quantitative figures to
them (Lambin et al. 2001). Therefore, data provided by
the Food and Agriculture Organization of the United Na-
tions, for example, are to be treated with caution.

Dryland Degradation (Desertification)

As with soil degradation on croplands, desertification is
still unmeasured or poorly documented at the global scale
(Lambin et al. 2003; Geist 2005). The notion of “deserti-
fication” resonates with public perception of land change
in drylands, especially in the Sahel-Sudan zone of Sub-
Saharan Africa. Desertification has become the domi-
nant theme of an environmental convention – the United
Nations Convention to Combat Desertification (UNCCD)
– that emerged from the Rio-summit of 1992.

However, the definition of desertification, its causes,
and extent remain widely disputed (Reynolds and
Stafford-Smith 2002). The concept covers a wide variety
of environmental change processes, taking place at a
range of spatial and temporal scales. This makes it diffi-
cult to measure desertification and even more difficult
to provide a general accounts of its causes – see Chap. 3.
Here we briefly highlight several of the major sources of
uncertainty and disputes surrounding desertification.

� Desertification has most often been reported to oc-
cur because of estimated “undesirable” changes in soil
and vegetation properties. However, “undesirability”
is a matter of perception. Cultivators are likely to have
a different perspective than those herding or utiliz-
ing forest products. Soil scientists and geomorpholo-
gists are likely to have different perspectives from
botanists, ecologists, foresters and agronomists, not
to mention economists.

� Since the Sahel drought in the late 1960s, there has
been discussion on whether environmental change
caused by climate change/variability should be in-
cluded. The UNCCD definition (see Sect. 2.3.5) now
explicitly acknowledges both “natural” (climatic) and
“human” induced factors. However, there is still the
problem of measuring desertification against a “base-
line”. Multiple studies point out that dryland ecosys-
tems may seldom be perceived as being in an equi-
librium state, rather they fluctuate widely in response
to climate change and other external and internal
controls (Behnke and Scoones 1993). For example,
the Sahel drought of the seventies, which was thought
to have led to permanent desertification, is now be-
lieved to have been a temporary multi-decadal cli-
mate anomaly, and the vegetation is now rebounding
(Tucker et al. 1991).

� Another issue is whether evidence for desertification
should be derived on the basis of long-term responses
such as soil degradation, and not of short-term eco-
system dynamics such as vegetation changes. For ex-
ample, the GLASOD assessment (see Sect. 2.3.5) esti-
mated that 19.5% of drylands worldwide were suffer-
ing from desertification, while another survey carried
out by the International Center for Arid and Semiarid
Land Studies (ICASALS) estimated a much higher fig-
ure of 69.5% due to their inclusion of vegetation
changes in addition to those areas affected by soil ero-
sion (European Commission 2000).

� Another controversy surrounding desertification re-
lates to the notion of “irreversibility”. Should the con-
cept be reserved for environmental changes that are
irreversible or only very slowly reversible, relative to
a “human” time scale? The currently used UNCCD
definition does not include this requirement. Some
scientists claim that most, if not all, desertification,
especially in an advanced state, “is often essentially
irreversible” (Phillips 1993). This runs contrary to evi-
dence that “for the vast majority of the drylands the
wasteland end point never occurs” (Dregne 2002). It
has been estimated that the very severe or irrevers-
ible desertification class includes only about 1.5% of
the global drylands (Dregne 1983; Dregne and Chou
1992). It is clear that changes in soil physical proper-
ties, such as massive loss of fine-grained material from
the topsoil due to wind erosion, may be only very slowly
reversible, while vegetation may recover rapidly.

2.4  ·  The Complexity of Land-Cover Change
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In summary, many indicators of desertification have
been suggested, including changes in both vegetation and
soil properties, responding to both climate and human in-
duced changes. However, these processes do not necessar-
ily occur in parallel – vegetation changes occur over annual-
to-decadal timescales, while soil property changes occur
over decadal-to-centennial timescales; similarly, the times-
cales of the climatic and human drivers differ. Therefore, the
use of different indicators, different timescales, and differ-
ent perspectives often leads to different interpretations. For
instance, it is possible that one indicator (e.g., greening veg-
etation) suggests decreasing desertification, while another
indicator (e.g., soil erosion) suggests increasing desertifi-
cation in the same location. These two observations are not
contradictory, yet the example indicates the inherent prob-
lem with operationalizing the concept of desertification.

Extension of Industrial and Service Economy
Infrastructure

Apart from agricultural land uses, a broad range of other
land uses have gained importance since the middle of the
18th century. This has mainly been due to the transition
from an agricultural to an industrial society, and later in
some countries, to a service economy. Land uses related to
non-agrarian modes of land management include human
habitation, manufacturing and industrial facilities, water
and energy supply infrastructure, (mass) tourist facilities,
waste deposition and sanitation facilities, transport infra-
structures, military establishments, bureaucratic and com-
munication facilities, and many more (Heilig 1994).

Industrialization has affected practically every region
of the world, especially after World War II. The degree of
industrialization, however, differs widely across countries,
and is still an ongoing process in many parts of the world
(see Sect. 3.3.2). In the form of built-up or paved-over ar-
eas, infrastructure is estimated to occupy only 2–3% of the
Earth’s surface (Grübler 1994; Young 1999), but land uses
related to industrialization have clearly outpaced con-
ventional agricultural land uses in terms of the speed at
which they occurred over the last decades.

No consistent global inventory exists, however, for
quantifying industrial developments and their linkages
to rural landscapes. Global snapshots of nighttime lights
detected by satellite illustrate the rapid changes in both
urban extent and electrification of the cities and their
surroundings, but it is not clear yet how they can be fur-
ther developed for land-cover change analysis beyond
illustration purposes.

Lifestyle-Driven Changes and Their Impacts

With globally rising economic activities and living stan-
dards, the structure of consumption has changed, opening

a wide-ranging potential for effects on land-use expansion
(see Sect. 3.3.2). Generally, with increasing incomes, the de-
mand for food initially increases and then stabilizes. This
is accompanied by an overall decline in the agricultural
sector in terms of the size of the labor force and the rev-
enues to the state. This is particular to developed coun-
tries, but the process of deagrarianization is also under-
way in newly industrializing and even less developed coun-
tries of Africa (Bryceson 1996). In addition, overall con-
sumption becomes diverted towards industrial goods and
services and more diverse food expenditures, with increas-
ing share of non-food crops consumed (Dicken 2003).

Only national statistical data, such as those provided
by the FAO, WTO, USDA and IFPRI are available to quan-
tify life-style and consumption-change-driven land-
cover changes. For example, clothing fashions since the
17th century have driven the expansion of cotton planta-
tions worldwide. The same is true for the fashion of con-
suming stimulants such as coffee, tea and tobacco (Heilig
1994). Tobacco, for example, is grown in more than 100
countries, thus being the world’s most widespread non-
food crop. Between 1982 and 1996, land under tobacco
globally expanded at an average annual rate of 2%, which
was slightly below the overall expansion rate of arable
land in the same time period. FAO data show that the
bulk of land under tobacco is located in low-income coun-
tries of the (sub)tropical zones. Tobacco land expansion
there outpaced global tobacco expansion by a factor of 5.
In countries such as Pakistan, Philippines, China, Zim-
babwe, Zambia, Uganda and Malawi, land under tobacco
increased at rates up to 10 times higher than for arable
land. Most importantly, three quarters of the tobacco
grown in the developing world are artificially cured va-
rieties using heat from external sources such as wood
and coal to dry leaves on the farm for the production of
American blend type cigarettes. Wood from natural eco-
systems, rather than from plantations, is most commonly
used by African tobacco producers. Based on crop-spe-
cific wood consumption rates, deforestation related to
tobacco curing in the developing word can be estimated
to contribute to roughly 5% of total net losses of forest
cover there in the 1990–1995 period (Geist 1999b, 2000).

In sum, no global inventory exists to link shifts in pro-
duction and consumption and life-style changes to land-
cover outcomes in situ. It remains a major caveat that so-
cial process-specific approaches to the study of land-cover
change (such as remittances, agro-industrialization, and
contract farming) as well as crop-specific approaches (such
as the boom in non-food crops discussed here) cannot be
fully substantiated in quantitative terms, and proxy indi-
cators need to be used instead (Sack 1992; Heilig 1994; Geist
1999b). This results in a weak understanding of produc-
tion-consumption relationships; for example, in the ex-
ample outlined above, we had to resort to national-level
statistical data to highlight the declining economic impor-
tance of food cropping.
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2.4.2 Characterizing the Complexity of Changes

Conversion Versus Modification of Land Cover

Land cover is defined by the attributes of the Earth’s land
surface and immediate subsurface, including biota, soil,
topography, surface and groundwater, and human struc-
tures. Land-cover data sets represent the land surface by
a set of spatial units, each associated with attributes.
These attributes can be either a single land-cover cat-
egory (i.e., leading to a discrete or Boolean representa-
tion of land cover) (Loveland et al. 2000) or a set of con-
tinuous values of biophysical variables (i.e., leading to a
continuous representation of land cover) (DeFries et al.
1995a). A discrete land-cover data set has the advantages
of conciseness and clarity, but it has led to an overem-
phasis of land-cover conversions and a neglect of land-
cover modifications. Land-cover conversions are defined
as the complete replacement of one land-cover type by
another (e.g., agricultural expansion, deforestation, or
change in urban extent). Land-cover modifications are
more subtle changes that affect the character of the land
cover without changing its overall classification.

Recently, there has been increased recognition of the
importance of the processes of land-cover modification.
For example, agricultural intensification – defined as
higher levels of inputs (including use of high-yielding
crop varieties, fertilization, irrigation, and pesticides)
and increased output of cultivated or reared products
per unit area and time – permitted an increase in the
world’s food production over the last decades, outpac-
ing human population growth (Matson et al.  1997;
Tilman 1999). In the Brazilian Amazon, every year for-
est impoverishment caused by selective logging and fires
affects an area at least as large as that affected by forest-
cover conversion (Nepstad et al. 1999). Woody encroach-
ment on the western United States grasslands, follow-
ing fire suppression and overgrazing, may have contrib-
uted to a large carbon sink (Houghton et al. 1999; Pacala
et al. 2001; Asner et al. 2003) (see Sect. 4.4.4). Declines
in tree density and species richness in the last half of
the twentieth century were observed in a region of Sene-
gal in the West African Sahel, potentially indicative of
desertification (Gonzalez 2001). Another study in west-
ern Sudan, a region that was allegedly affected by deser-
tification, however, did not find any decline in the abun-
dance of trees despite several decades of droughts
(Schlesinger and Gramenopoulos 1996).

The monitoring of land-cover conversion can be per-
formed by a simple comparison of successive land-cover
maps. In contrast, the detection of land-cover modifica-
tions requires a continuous representation of land cover,
where the surface attributes vary continuously in space
and time, at the seasonal and interannual scales (DeFries
et al. 1995a; Lambin et al. 1999). This allows detection of,

for example, changes in tree density, in net primary pro-
ductivity, or in the length of the growing season. Earth
observation from satellites provides repetitive and spa-
tially explicit measurements of biophysical surface at-
tributes, such as vegetation cover, biomass, vegetation
community structure, surface moisture, superficial soil
organic matter content, and landscape heterogeneity.
Analyses of multi-year time series of these attributes,
their fine-scale spatial pattern, and their seasonal evolu-
tion have led to a broader view of land-cover change. In
particular, data from wide-field-of-view satellite sensors
reveal patterns of seasonal and interannual variations in
land-surface attributes that are driven not by land-use
change, but rather by climatic variability. These varia-
tions include the impact on vegetation and surface mois-
ture of the El Niño Southern Oscillation (ENSO) phe-
nomena (Eastman and Fulk 1993; Plisnier et al. 2000;
Behrenfeld et al. 2001), natural disasters such as floods
and droughts (Lambin and Ehrlich 1997b; Lupo et al.
2001), changes in the length of the growing season in
boreal regions (Myneni et al. 1997), and fluctuations in
the southern margins of the Sahara driven by rainfall
fluctuations (Tucker et al. 1991).

Progressive Versus Episodic Land-Cover Changes

Time series of remote sensing data reveal that land-cover
changes do not always occur in a progressive and gradual
way, but rather often show periods of rapid and abrupt
change followed either by a quick recovery of ecosys-
tems or by a nonequilibrium trajectory. Such short-term
changes, often caused by the interaction of climatic and
land-use factors, have an important impact on ecosys-
tem processes. For example, droughts in the African Sa-
hel and their effects on vegetation are reinforced at the
decadal timescale through a feedback mechanism that
involves land-surface changes caused by the initial de-
crease in rainfall (Zeng 1999; Wang and Eltahir 2000),
although this mechanism is still disputed for the Sahel
(Giannini et al. 2003; also see review by Xue et al. 2004).
Grazing and conversion of semiarid grasslands to row-
crop agriculture are the sources of another positive de-
sertification feedback by increasing heterogeneity of soil
resources in space and time (Schlesinger et al. 1990). The
role of the Amazonian forest as a carbon sink (in natural
forests) and source (from land-use changes and fires)
varies from year to year as a result of interactive effects
between deforestation, abandonment of agricultural land
reverting to forests, fires, and interannual climatic vari-
ability (Tian et al. 1998; Houghton et al. 2000). In Indo-
nesia, periodic El Niño-driven droughts lead to an in-
crease in the forest’s susceptibility to fires. Accidental fires
are more likely under these conditions and lead to the
devastation of large tracts of forests (Siegert et al. 2001),
and to the release of huge amounts of carbon from peat-
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land fires (Page et al. 2002). Large landholders also seize
the opportunity of drought conditions to burn large tracts
of forest to convert them to plantations. Forests that have
been affected by forest fragmentation, selective logging, or
a first fire subsequently become even more vulnerable to
fires as these factors interact synergistically with drought
(Cochrane 2001; Siegert et al. 2001) (see Sect. 3.3.1).

In summary, both land-cover modifications and rapid
land-cover changes need to be better accounted for in
land-cover change studies. Climate-driven land-cover
modifications do interact with land-use changes. Slow
and localized land-cover conversion takes place against
a background of high temporal frequency regional-scale
fluctuations in land-cover conditions caused by climatic
variability, and it is often linked through positive feed-
backs with land-cover modifications. These multiple spa-
tial and temporal scales of change, with interactions be-
tween climate-driven and anthropogenic changes, are a
significant source of complexity in the assessment of land-
cover changes. It is not surprising that the land-cover
changes for which the best data exist – deforestation,
changes in the extent of cultivated lands, and urbanization
– are processes of conversion that are not strongly af-
fected by interannual climatic variability. By contrast, few
quantitative data exist at the global scale for processes of
land-cover modification that are heavily influenced by
interannual climatic fluctuations, e.g., desertification,
forest degradation and rangeland modifications.

2.5 Power and Limitations of Remote Sensing

2.5.1 Remote Sensing of Global Land Cover

Recently, satellite-based observations of the Earth have
provided a spatially and temporally consistent picture
of the state of global land cover. Earlier efforts were a
painstaking compilation of different maps from differ-
ent periods in time, and that were often inconsistent in
terms of the land-cover classes used. Satellite-based re-
mote sensing began in 1959, with the first space photo-
graph taken by the Explorer 6 satellite. NASA launched
Landsat 1 in 1972 to monitor the Earth’s natural resources.
A series of Landsat satellites followed, with the most re-
cent, Landsat 7, launched in 1999, making it the longest
running space-based remote-sensing program.

Landsat, with 30 m spatial resolution multispectral
data, has become the workhorse for land-cover change
studies, and has been used extensively to study land-cover
change around the world. The first large-scale defores-
tation assessment for the Brazilian Amazon was made
by Tardin and colleagues (Tardin et al. 1980), who pio-
neered the use of satellite remote-sensing imagery to map
deforestation over a 5 million km2 area for years 1974 and
1978. Nearly a decade later, new remote sensing surveys
of deforestation were repeated for the Amazon (Tardin
and Cunha 1989; Skole and Tucker 1993) and extended
for much of the tropics (Chomentowski et al. 1994)
through the NASA Pathfinder Humid Tropical Defores-
tation project. The Pathfinder deforestation project also
pioneered in the dissemination of remote sensing imag-
ery and land-cover change maps for the tropics. More
recently, Achard et al. (2002), through the TREES project
associated with the Joint Research Center (JRC) of the
European Commission, used Landsat data to estimate
deforestation rates for the humid tropics. Such studies
are making it possible to monitor the impacts of human
land-use activities.

In addition to Landsat, there are other, similar sensors
that are being used to monitor land cover. In early 1978,
the France launched the SPOT (Système Pour l’Observation
de la Terre) program. The series of SPOT-1, -2, -3 and -4
satellites have provided 20-m resolution multispectral data.
The Indian Remote Sensing (IRS) program was launched
in 1998, with the capability of sensing land cover at
23 m resolution in three different wavelength bands. Rus-
sia, China, and Japan have also launched satellites.

While such data cover the globe, the high spatial reso-
lution of the data make it resource intensive to compile
and classify over the entire globe. Moreover, cloud cover
and lack of temporal data indicating vegetation phenol-
ogy limit the usefulness of Landsat for global land-cover
mapping. With the use of moderate-resolution satellite
sensors (~1 km resolution) acquired throughout the year,
it has recently become possible to characterize land cover

Box 2.7. Fire on the landscape

Fire plays a significant, yet complex, role in relation to land-
use/cover change in many parts of the world, including boreal
forests, Mediterranean ecosystems, tropical savannas and dry
(or seasonally dry) forests (see Box 4.8). It may be perceived as
a “natural” part of an ecosystem, as part of a “disturbance re-
gime”, or as an integrated part of natural resource management.

While fires do occur naturally in many ecosystems, humans
have modified the fire regime significantly, both through in-
creased burning in some places, and more recently, through
fire suppression. For example, when humans arrived in Aus-
tralia roughly 40000 years ago, the fire frequency increased
greatly (on the basis of fossil charcoal evidence, e.g., Singh and
Geissler 1985), leading to extensive change in land cover. Nowa-
days, fires are a common tool in natural resource management,
including crop production (especially in shifting cultivation
or slash-and-burn agriculture), rangeland management, for-
estry and hunting.

While a clear correlation between fire occurrence and
land-cover change may exist, the relationship between fires
and land-cover change is complex. Clearing a closed canopy
forest may create conditions that allow the development of a
herbaceous layer. This may, in turn, help to sustain fire, and
keep out the woody vegetation. In other cases fires may be
the cause of land-cover change at a time scale of decades (see
Sect. 3.3.1), yet at longer time scales it may be perceived as be-
ing part of the ecosystem. Thus, individual species and whole
ecosystems have co-evolved with the prevailing fire regime,
and over the millennia of human induced fires. The structure
and functioning of these ecosystems are shaped by the fire
regime, and it may not be appropriate to talk about fire as a
“disturbance regime” in this context.
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ficulties in characterizing the complexity of land-cover
changes, and methodological difficulties (Sect. 2.4). In
this section, we describe the various remote-sensing chal-
lenges in observing land-cover change.

Wall-to-Wall or Sampling?

Numerous studies have focussed on measuring the ex-
tent of tropical deforestation. Studies conducted at local
or national levels were based on the analysis of wall-to-
wall coverage of fine spatial resolution satellite images
(e.g., Skole and Tucker 1993) or aerial photographs. For
scaling up the remote sensing estimates to the global
scale, two main methods have been tested:

� Measuring change by extrapolating from a sample of
fine resolution (30 m) satellite imagery (the FAO Re-
mote Sensing Survey (FAO 2001b) and the TREES
project (Achard et al. 2002). This approach requires a
sampling strategy designed to take into account the
spatial variability of the phenomena to be estimated
(Richards et al. 2000).

� Measuring change using wall-to-wall coarse resolu-
tion (>250 m) satellite imagery (DeFries and Achard
2002; Hansen et al. 2003). This approach, which is tar-
geted towards estimating changes in tree cover per-
centage, must be carefully calibrated with local studies.

Sampling in natural resource assessment is a standard
technique to provide an estimate at a feasible cost. The
cost of carrying out a 100% survey of very large regions
such as the tropics with fine spatial resolution (10–30 m)
satellite imagery, has until now been prohibitively high
in terms of image acquisition, data management, image
interpretation and extraction of results.

globally. Several efforts have emerged in the last decade
to develop global land-cover data sets (see Table 2.3).
These efforts have either classified the global land cover
into ~13–22 different land-cover classes, or in the case of
the MODIS Vegetation Continuous Fields (VCF) prod-
uct, characterized the landscape using a continuous de-
scription of the landscape (percentage tree cover, herba-
ceous and bare ground, as well as leaf type and phenol-
ogy). These global data sets have provided a comprehen-
sive global view of the Earth’s land surface for the first
time. The next generation of global land-cover informa-
tion will build upon these experiences and improve the
spatial and thematic detail for land characterization. One
prominent example, the GLOBCOVER project of the Eu-
ropean Space Agency (ESA), will produce a global land-
cover data set for the year 2005 using 300-m resolution
ENVISAT MERIS data.

In recent years, in addition to these global data sets,
several commercial satellites have been launched that
provide very high-resolution imagery. IKONOS, launched
by Space Imaging, is designed to provide 4-m resolution
data in four multispectral bands. QuickBird, launched
by EarthWatch, Inc., is very similar. While these sensors
can provide a very detailed picture of land cover, they
are too expensive, and it would be an onerous task to
compile data from them at the global scale. Therefore,
they have mostly been used to calibrate or validate land-
cover data derived from Landsat or the other high-to-
moderate resolution sensors.

2.5.2 The Challenge of Monitoring

Observations of land-cover change face numerous chal-
lenges resulting from disagreements in definitions of land
cover and the processes causing land-cover change, dif-
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There has been much debate surrounding the issue of
whether wall-to-wall coverage is required to estimate
deforestation. Some researchers have argued that wall-
to-wall coverage is required because deforestation occurs
in clusters, along roads and rivers, and is not randomly
distributed across the landscape (Tucker and Townshend
2000). Tucker and Townshend (2000) suggested that ~80%
of the total area needs to be covered to estimate deforesta-
tion rates accurately. On the other hand, Czaplewski (2003)
demonstrated that estimation accuracy is less related to
the percentage of samples, and rather a question of hav-
ing sufficient number of samples, and that a robust sam-
pling strategy can provide accurate estimates at global
to continental levels. Furthermore, the efficiency of the
sample can be improved by using stratified sampling;
indeed this technique has been used to estimate forest
change in the humid tropics (Achard et al. 2002). In this
particular case, the stratification was created from the
delineation of “deforestation hot spot areas” (Achard et al.
1998). However, it should be noted that the TREES
(Achard et al. 2002) and FAO (FAO 2001a,b) Landsat-
derived estimates can only be reported at continental or
global levels as they were derived from a global-targeted
sampling scheme. A statistical survey aiming at produc-
ing national estimates would require a dedicated sam-
pling scheme with a larger number of samples within
individual countries as compared to the TREES and FAO
FRA-2000 surveys. FAO is planning such a sampling
strategy for the remote sensing survey of their next FRA-
2010 exercise, allowing the provision of national estimates
for most countries (Mayaux et al. 2005).

In summary, wall-to-wall coverage of fine resolution
satellite images would be desirable to improve accuracy
in estimates of deforestation. The 6.5% sample area of
the TREES exercise and the 10% sample area of the FAO
remote sensing survey provided estimates with 13% and
15% standard error, respectively (Achard et al. 2004).
However, the cost and effort involved currently in mak-
ing wall-to-wall estimates (10 to 15 times more than the
FAO or TREES exercises), the marginal gain in accuracy,
and problems with persistent cloud cover in many parts
of the world (Asner 2001), suggest that sampling strate-
gies or coarse-resolution imagery will continue to be used
for a long time until methodologies improve and remote
sensing imagery becomes cheaper.

Frequent Monitoring or Snapshots?

Deforestation is most often estimated by developing per-
centage tree cover maps for the end points of the time
period under consideration, and subtracting the two
images to estimate changes (DeFries et al. 2002b), or by
developing forest-cover change maps directly from the
comparison of two images (Achard et al. 2002). For ex-
ample, Achard et al. (2002) derived estimates of defores-

tation for the humid tropics by producing forest-cover
change maps by overlaying the forest-cover map for the
year 1990 with the satellite image of the year 1997. Pixels
that showed a decrease in forest cover in visual interpre-
tation of the two layers (image and map in 1990 versus
satellite image in 1997) were classified as deforested, while
pixels that showed an increase in forest cover were clas-
sified as regrowth. However, such interpretations of land-
cover change from two (or more) snapshots may disguise
the full land-cover dynamics that occur within those two
snapshots. For example, if the snapshots are sufficiently
separated in time, it is likely that some pixels could be
deforested and regain a full canopy cover between the
two snapshots, and show no change. This is especially
the case with short fallow systems, where land that is
cleared for agriculture is abandoned and allowed to re-
grow 2 to 3 years after the initial clearing. In the humid
tropics, the spectral signatures of regrowths may be con-
fused with forest spectral signatures after as little as 10 to
20 years. However, the ecological and physical proper-
ties will be different. For example, biomass and soil car-
bon will take a long time to recover to the original state.
Moreover, the biodiversity of secondary forests is often
lower than in a primary forest. Therefore, to adequately
address issues such as the global carbon cycle and biodi-
versity loss (see Chap. 4), it is important to measure the
interannual variability of land-cover change, preferably
monitoring at least every 2 to 3 years, if not every year.

Furthermore, while satellite imagery has been used
mainly to identify initial clearing associated with land-
use change, additional information is needed on the fate
of the cleared land following the initial change. Is the
land being cultivated or grazed? Is the land abandoned,
and if so how long is it in agricultural use before aban-
donment? Do subsequent conversions or changes in land
management occur following the initial use? Such infor-
mation is difficult to discern at regional or global scales
and remains a challenge for remote sensing.

Spatial Resolution

As described in Sect. 2.5.1, high-spatial-resolution data
(e.g., 30 m resolution from Landsat) has become the stan-
dard for monitoring land-cover change. However, such
high-spatial resolution data are difficult to use at conti-
nental-to-global scales because of the prohibitive cost of
the data, the difficulty in manually classifying images,
problems with cloud cover, as well as the effort involved
in classifying thousands of images (57 784 images to cover
the world). Moreover, because of all these issues, only
one snapshot during the year is normally classified when
high-spatial-resolution data are used, and classifying the
land cover is difficult unless images are chosen during
the right season, and accuracies are low even then. For
example, cultivated lands can look very similar to the
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surrounding landscape during the non-growing season.
Coarse-spatial resolution data have the obvious disad-
vantage of being poor at identifying land-cover change
features that often occur at spatial scales that are finer
than that of the sensor. On the other hand, coarse-reso-
lution data are less expensive (free to the user in many
cases), are easier to handle, and have the full phenologi-
cal information during the year to distinguish between
different land uses (e.g., DeFries et al. 1995b; Loveland
et al. 2000). They are also the only data sets that have
been used to obtain a globally complete characterization
of land cover.

Harmonizing Land-Cover Classification Systems

A land-cover classification is a systematic framework to
describe the situation in the field using well-defined di-
agnostic criteria (or classifiers) (Di Gregorio and Jansen
2000b). A classification system provides names of classes,
the criteria used to distinguish them, and the relation-
ship between classes. Researchers have developed numer-
ous classification systems to characterize landscapes
around the world. Some of the systems are a priori de-
fined, and the observations are made to fit into the clas-
sification system, while others allow the data, a poste-
riori, to determine the classification system; similarly,
while some systems are hierarchical, others are not (Di
Gregorio and Jansen 2000b). The profusion of land-cover
change research has also resulted in an overabundance
of land-cover classification systems. Unfortunately, this
has resulted in the inability to compare land-cover maps
made by different groups for different locations, and even
maps made by different groups for the same location at
different points in time. Consequently, it has become
impossible to scale the numerous local-scale land-cover
mapping efforts to the global scale. This has hampered
global scale synthesis efforts to identify rates, locations,
and patterns of rapid land-cover change around the
world (Lepers et al. 2005).

There is no internationally accepted land-cover classifi-
cation system today (Di Gregorio and Jansen 2000b). Recog-
nizing the need to meet this challenge, the FAO promoted
the development of LCCS (Land Cover Classification Sys-
tem), a new hierarchical, a priori, classification system, which
is flexible, but also has systematic and clear class boundary
definitions (see Box 2.8). The LCCS has already been adopted
by several regional and global land-cover mapping efforts,
including AFRICOVER (http://www.africover.org), as well
as the Global Land-Cover classification for the year 2000
(GLC2000) global land-cover mapping effort. The LUCC
project recommended the adoption of LCCS to its mem-
bers in 2000 (McConnell and Moran 2001), as did the Glo-
bal Observation of Forest and Land Cover Dynamics (GOFC-
GOLD) group, a panel of GTOS (Global Terrestrial Observ-
ing System) (Herold and Schmullius 2004). LCCS is en-

dorsed and promoted to all actors involved in land obser-
vations and mapping. Ongoing developments include ca-
pacity building and LCCS application (e.g., UN Global Land
Cover Network (GLCN) – http://www.glcn-lccs.org), harmo-
nization of case studies, and the bridging of harmoniza-
tion and validation efforts towards operational terrestrial
observation (Herold et al. 2006; Strahler et al. 2006).

Integrating Stakeholders in Monitoring:
How Can We Make Our Efforts Useful?

One purpose of monitoring land-use and land-cover
change is to create credible information about the state of
our landscapes that might be useful to those who manage
them (see Chap. 7). This will allow land managers to make
fundamental decisions about different futures for their
landscapes so that they can evaluate the trade-offs of those
decisions (see Box 2.1). The information on monitoring de-
scribed in the previous sections goes one step toward cre-
ating that credible database, but if this information is to be
used locally, there are some fundamental challenges to
be addressed. Effectively integrating stakeholders in
monitoring requires several steps, each of which alone is
not sufficient to allow credible monitoring information
to be relevant and legitimate to different actors. Despite
this, small improvements in the relevance, credibility, and
legitimacy of the process and practice of monitoring have
the potential to reap large benefits in linking science to
action (e.g., Clark et al. 2002; Cash 2003).

Potentially our most important challenge is that sci-
entific interests drive many of the monitoring analyses
we do today, often resulting in information that has no
connection or relevance to the users (stakeholders), ei-
ther in content or structure. This requires a turnabout in
that scientists need to listen to the questions that stake-
holders ask, and design monitoring that sheds light on those
questions (Tomich et al. 2004a). Much of our credible sci-
ence is left inaccessible to land managers in technical pub-
lications. “Translator” organizations, like assessment insti-
tutions or Non-Governmental Organizations (NGOs), can
help by linking scientists and different actors together,
and translating information into a mutual language and
crossing institutional boundaries (Cash 2003).

Another disconnect is that of scale. While remote sens-
ing provides a coarse-scale understanding of land changes,
many of the important, fine-scale changes in land use
and land cover are invisible from all of our current re-
mote sensing data platforms. For example, subtle changes
in land use, like increased grazing pressure or fence build-
ing, which have big impacts on land management, are
often impossible to see from satellite or aircraft-borne
sensor. Thus, if global and regional-scale monitoring is
to be relevant to local action, we need to make strong
links across scales. Global and regional analyses can iden-
tify hot spots of change, which can be translated into land-
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scape-level analyses by local teams. In turn, the local
analyses can confirm or revise coarse-scale analyses, ex-
plain why changes are happening and anticipate the con-
sequence of those changes. If these local scientific ef-
forts are then linked to local land managers and policy
makers, scientific information could inform local deci-
sions. This has the side benefit of linking international
and national scientific efforts and strengthening the ca-
pacity of both of these groups to monitor change and
link to stakeholders.

One final need is to incorporate knowledge from dif-
ferent sources, to strengthen the credibility of the final
monitoring assessments produced. For example, agri-
cultural scientists are finding that their efforts are more
relevant, credible and legitimate if they integrate the
long-term knowledge of farmers and herders with the
insights and methods developed by modern science
(Humphries et al. 2000). Integration of information
from different sources will improve monitoring efforts,
make products more relevant to local problems, but also
open the channels of communication between scientists
and stakeholders, as they jointly evaluate shared infor-
mation (see Chap. 5, 6 and 7).

Summary and Conclusions

Remote sensing of land cover continues to face several chal-
lenges including the need to attain both high spatial and
temporal resolution (30 m or less, and every 2–3 years, and
multiple seasons within a year), while at the same time
attaining large spatial coverage (continental-to-global
scales) over long time periods (multiple decades). It ap-
pears that wall-to-wall spatial coverage with high reso-
lution imagery can be attained for smaller regions, while
understanding land-cover change over larger regions will
come from moderate-to-coarse resolution data or through
the use of stratified sampling methods with higher reso-
lution data. Furthermore, it is important to recognize that
the appropriate resolution for remote sensing varies
among regions depending on the varying spatial scale
and patterns of land cover in different parts of the world.
It is also important to understand the full land-cover
change dynamics using remote sensing, including the
initial clearing, the subsequent land uses, and abandon-
ment and regrowth if any. A recent review concluded that
the “creative use of remote sensing inputs as well as an-
cillary data sources will improve the mapping of land
cover more than further development of classifiers and
algorithms” (Woodcock and Ozdogan 2004). Standard-
ized land-cover and land-use classification systems also
need to be developed and adopted to ensure compatibil-
ity across different study regions.

To enable the continuous monitoring of land-cover
change and its consequences, critical developments are
needed in the global extension of monitoring programs,

enhanced capacity building especially in developing
countries, and the design of data collection, quality con-
trol and statistical analysis programs (Balmford et al.
2005). Remote sensing scientists need to pay more at-
tention to the particular needs of the stakeholders for
whom the land-cover change information is being de-
veloped, and incorporate them in the process from the
beginning.

2.6 Conclusions

In the last decade, significant advances have been made
toward estimating the rates and patterns of historical
land-cover change at global scales. For example, new glo-
bal databases of land-cover changes during the last
300 years have been developed, among many others.
Collectively, these indicate that land-cover change due
to human land-use practices has occurred for millennia,
and is not a recent phenomenon. The pace of change to-
day is unprecedented; however, while rapid land-cover
changes in the tropics capture much public attention to-
day, it is important to note that rapid and/or extensive
changes occur in the extratropical zones of the world as
well, and have certainly been the focus of rapid changes
in the past.

Results from the BIOME 300 project indicate that, be-
tween 1700 and 1990, global cropland area increased

Box 2.8. The Land-Cover Classification Systems LCCS 1 and 2

The Land-Cover Classification System (LCCS) was developed
and implemented by FAO and UNEP, to describe different land-
cover features in a standardized way (Di Gregorio and Jansen
2000a; McConnell and Moran 2001). LCCS provides a com-
prehensive methodology for the description, characterization,
classification and comparison of land-cover data worldwide.

LCCS is an a priori classification system, but uniquely pro-
vides a scale-independent, hierarchical method for classify-
ing land cover. The approach uses a set of universally valid
diagnostic classification criteria that uniquely identify the
land-cover classes worldwide and enables a comparison of
land-cover classes regardless of data source, sector or coun-
try. LCCS is designed to operate in two phases. Eight major
land-cover types are defined in the initial step. At the second
level, land-cover classes are created by combining sets of pre-
defined classifiers, which have been carefully defined to de-
scribe land-cover variations present within each major land-
cover type and also to avoid inappropriate combinations of
classifiers. The system is highly flexible, while providing in-
ternal consistency by allowing land-cover classes to be clearly
characterized. The methodology is applicable at a variety of
mapping scales and to any geographic location. The diagnos-
tic criteria used allow correlation with existing classifications
and legends, and can therefore serve as an internationally ac-
ceptable reference standard for land cover.

A software program, now in its second version, has been
developed to assist in land-cover interpretation. Despite the
large number of classes that can be created, the user deals with
only one classification at a time. A land-cover class is built up
by a stepwise selection in which a number of classifiers are
aggregated to derive the class. Updates to LCCS can be fol-
lowed at http://www.africover.org/LCCS.htm.
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nificant uncertainties persist about the rates and
patterns of change in the dry tropical forests; about
forest-change dynamics due to fires, logging, and insect
damage; alteration of wetlands; soil erosion; dryland
degradation; expansion of built-up areas; and lifestyle-
driven changes. Even with advances in remote sensing,
significant challenges remain including the need to
monitor change with sufficient spatial and temporal
resolution, the balancing of expensive wall-to-wall
analysis against the cheaper but potentially more in-
accurate sampling schemes, and the inability to com-
pare across studies using different land-cover classifi-
cation systems.

The lessons learned from the LUCC global land-cover
change synthesis activities suggest future directions for
research. It is important to use historical and paleo-data to
understand past changes in order to place current changes
in the proper perspective. For example, many ecosystems
today are still responding to (recovering from) past land-
cover change (e.g., regrowing forests of the eastern United
States of America). A long-term perspective will also help
understand non-linear behavior (i.e., hysteresis or that ex-
hibiting thresholds) resulting from the interaction between
fast and slowly changing components of the same system
(e.g., climate variability interacting with shifts in vegeta-
tion distribution and changes in soil properties). More-
over, a long-term perspective allows the study of land-use
change as a process undergoing predictable transitions with
economic development (see Sect. 2.5.3).

Future monitoring methods must also maintain a glo-
bal perspective, even if particular attention is paid to hot
spots of land-cover change, lest some important pro-
cesses are missed in non-hot spot regions. Another pri-
ority is to move beyond a focus on humid forest systems,
to study changes in agricultural lands, drylands, built-
up areas, fires, and wetlands, among others. The use of
coarse-resolution satellite data to identify locations of
rapid change, and then high-resolution data within those
hot spots to estimate rates and patterns of change accu-
rately seems like a promising idea. However, the chal-
lenge of connecting global land-cover change estimates
to narratives about land-use change from particular
places and times remains unresolved and needs signifi-
cant thought.

Land-change monitoring should also aim to charac-
terize the full land-cover dynamics or land-use transi-
tions, and these dynamics and transitions will require
superior detail in the land-cover classes analyzed. The
integration of remote sensing data with other sources of
information including, for example, household surveys,
census data, land economic surveys, is again a promising
direction for future research (see Chap. 8).

Finally, more attention needs to be paid to integrat-
ing stakeholders in monitoring systems, in order to im-
prove the relevance, credibility, and legitimacy of moni-
toring.

from ~3–4 million km2 in 1700 to ~15–18 million km2;
while grazing land (the definition of which is prob-
lematic) increased from ~500 million km2 in 1700 to
3 100 million km2; forests decreased from ~53 million km2

to ~43–44 million km2; and savannas and grasslands
decreased from 30–32 million km2 to 12–23 million km2.
Much of the expansion of croplands came at the expense
of forests, while much of today’s grazing land was for-
merly grassland. However, there are notable exceptions
to these trends – for example, the North American Prai-
ries were lost mainly to croplands, and many Latin Ameri-
can forests are being cleared for ranching.

The 20th century has witnessed an acceleration of the
pace and intensity of land-cover change. Since the 1960s,
spurred in part by the Green Revolution, a shift in
land-use practices toward agricultural intensifica-
tion has been observed. Indeed, between 1961 and 2002,
while cropland areas increased by only 15%, irrigated
areas doubled, world fertilizer consumption increased
4.5 times, and the number of tractors used in agri-
culture increased 2.4 times. These factors causing land-
cover change during the 20th century have been modu-
lated by rapid and pervasive globalization. By remov-
ing regional and national barriers to global trade, glo-
balization has enabled formerly economically isolated
places to be rapidly connected to global markets, often
resulting in substantial land-use and land-cover changes,
as in the case of Borneo. Globalization and transporta-
tion infrastructure has also enabled agricultural com-
modities grown in distant locations to support urban
centers, resulting in agricultural abandonment in prox-
imity to these centers.

A recent assessment identified regions of the world
that underwent the most rapid land-cover changes in the
last 20 years. The study found that the rapid land-cover
changes that have been observed are not randomly or
uniformly distributed but clustered in particular loca-
tions – for example, along the edges of forests and along
roads. More spatially-diffuse changes involving land-
cover modifications (i.e., subtle changes that affect the
character of the land cover without changing its overall
classification; e.g., forest degradation from logging) have
been more difficult to observe than land-cover conver-
sions (i.e., the complete replacement of one cover type
by another). The study also found that different processes
of land-cover change have taken place in different parts
of the world over the last two decades; for example, a
decrease in cropland area in temperate regions and an
increase in the tropics.

The advances in synthesizing land-cover change stud-
ies to a global scale also revealed significant gaps in
our knowledge. While the development of remote sens-
ing techniques have allowed us to quantify land-cover
change more accurately, most of the recent studies of
this change have focussed on the more-easily observed
process of deforestation in the humid tropics. Sig-

2.6  ·  Conclusions



Chapter 3

3.1 Introduction

One of the key activities of the Land-Use/Cover Change
(LUCC) project has been to stimulate the syntheses of
knowledge of land-use/cover change processes, and in
particular to advance understanding of the causes of land
change (see Chap. 1). Such efforts have generally followed
one of two approaches: broad scale cross-sectional analy-
ses (cross-national statistical comparisons, mainly); and
detailed case studies at the local scale. The LUCC project
applied a middle path that combines the richness of in-
depth case studies with the power of generalization
gained from larger samples, thus drawing upon the
strengths of both approaches. In particular, systematic
comparative analyses of published case studies on land-
use dynamics have helped to improve our knowledge
about causes of land-use change. Principally, two meth-
ods exist for comparative analyses of case studies. These
methods are sufficiently broad geographically to support
generalization, but at a scale fine enough to capture com-
plexity and variability across space and time.

A first method is to organize a priori a set of stan-
dardized case studies, wherein a common set of variables
is collected at a representative sample of locales, accord-
ing to common protocols that can support inferential sta-
tistical modeling. These case studies are required to use
a common structure and address a pre-set collection of
factors or hypothesized causal mechanisms. This ap-
proach has been successfully applied to land-change
questions aimed at exploring the relationship between
population growth and agricultural change (Turner et al.
1993a), identifying regions at risk of environmental change
(Kasperson et al. 1995), testing the relationship between
population and urban as well as rural land-use dynam-
ics (Tri-Academy Panel 2001), and examining broad types
of forest ecosystems for their relationship with institu-
tional arrangements, mainly (Turner et al. 2004; Sader
et al. 2004; Moran and Ostrom 2005). Although compara-
tive research has been widely touted as an important goal
of research (Ragin 1987; Moran 1995), there are just a
handful of synthesis efforts involving the systematic col-
lection of data in situ across a variety of national bound-
aries using common data protocols, mainly because it

requires a large investment to coordinate comparative
research. Actually, there is no widely accepted protocol
for carrying out field studies about land-use/cover
change, despite long-standing calls for standardization.
Researchers opposing standardization argue that each
study site is unique and that results therefore cannot be
extrapolated. Some view the human-environment pro-
cesses under study as simply being too complex to sup-
port robust generalization. For example, some authors
assert that desertification owes to multiple causative fac-
tors that are specific to each locality and time period,
revealing no distinct patterns (e.g., Warren 2002; Dregne
2002). Likewise, proponents of complexity state that cor-
relations between tropical deforestation and multiple
causative factors are contextual, many and varied, again
not exhibiting any distinct pattern (e.g., Bawa and
Dayanandan 1997). Undeniably context matters, yet a
systematic comparison of multiple case studies often re-
veals a limited and recurrent set of variables associated
with major land-change processes.

A second method is the a posteriori comparison of
case studies already published in the literature (Cook
et al. 1992; Matarazzo and Nijkamp 1997), preferably at
the sub-national scale. It can illuminate the factors that
have been found important in case studies from differ-
ent parts of the world but that share the same outcome
(e.g., deforestation, agricultural intensification, deserti-
fication). It also identifies how theses factors have been
studied at different times, in different regions, and from
the perspective of different disciplines. This provides key
information for the design of future research that will be
even more amenable to comparative analysis (e.g., Guo
and Gifford 2002; Parmesan and Yohe 2003; Root et al.
2003; Nijkamp et al. 2004; Misselhorn 2005). The bulk
of the findings presented in this chapter are synthesized
from three recent meta-analyses drawing upon case stud-
ies published in peer-reviewed literature, including re-
views of tropical deforestation case studies (Geist and
Lambin 2001, 2002), cases of dryland degradation (Geist
and Lambin 2004; Geist 2005) and a review of agricul-
tural intensification (McConnell and Keys 2005; Keys and
McConnell 2005). Other comparative studies dealt with
forest-cover change (Unruh et al. 2005), agricultural
change (Wiggins 2000), and urbanization (Seto et al.
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2004; Elvidge et al. 2004). All these studies produced in-
sights into the causes of land-use change and their mode
of interaction (Rudel and Roper 1996; Angelsen and
Kaimowitz 1999; Petschel-Held et al. 1999). In total, the
first three meta-analyses concerned approximately
400 cases at the sub-national scale, mainly in the tropics.
In order to ensure a basic standard of quality, the cases
were identified primarily from the Web of Science of the
Institute for Scientific Information (ISI); in the case of
agricultural intensification, some supplementary cases
were drawn from other indexes such as JSTOR (http://
www.jstor.org/, subscription required) and AGRICOLA
(http://agricola.nal.usda.gov/), and books. Each of the
cases were coded into databases recording the presence
in the case study of each of a suite of social and biophysi-
cal factors found to be associated with the outcome of
interest (e.g., deforestation). These databases were then
analyzed to detect patterns of co-occurrence of causal
and contextual conditions, using multiple cross-tabula-
tion (Geist 2006a).

These meta-analyses have identified sets of underly-
ing causes of land-use/cover change at a time scale of
around 300 years from now (see Chap. 2). They are de-
tailed in the following, for changes in tropical forests,
drylands, areas of intensive agricultural production, and
urban zones worldwide. They are clustered in terms of
biophysical (Sect. 3.3.1), economic and technological
(Sect. 3.3.2), demographic (Sect. 3.3.3), institutional
(Sect. 3.3.4) and cultural factors (Sect. 3.3.5). These vari-
ous groups of drivers are strongly interlinked across two
or several levels of organization of human-environment
systems. They were found to interact directly via feed-
backs, and thus often have synergetic effects (Lambin et al.
2003; Steffen et al. 2004). It has also been argued that the
many processes of globalization cross-cut the local and
national pathways of land-use/cover change, amplifying or
attenuating the driving forces by removing regional barri-
ers, weakening national connections, and increasing the
interdependency among people and nations (Lambin
et al. 2001, 2002). Likewise, an integration of diverse,
causal factors across temporal and spatial scales has been
promoted by the concept of land-use transition or, more
narrowly, forest transition (Mather et al. 1998, 1999; Ru-
del et al. 2000, 2002b; Mather 2004; Rudel et al. 2005).

Other important concepts are those of pathways or
trajectories of land-use change, also referred to as spi-
rals or “syndromes” (Moran et al. 2002; McCracken et al.
2002; Lambin et al. 2003; Mustard et al. 2004; Geist et al.
2006). Over the last decade, both place-based research
and comparative analyses of land-use change studies
identified some dominant pathways leading to specific
outcomes. They are presented in this chapter as typical
successions or dominant “stories” of causes and events
of, for example, tropical deforestation. They vary sub-
stantially between major geographical entities and over

time. Finally, from summarizing a large number of case
studies, an attempt is presented to arrive at a limited
number of fundamental, high-level causes of land-use/
cover change (Lambin et al. 2003).

3.2 Explaining Land Dynamics

There are two fundamental steps in any study of land
change, i.e., detecting change in the landscape, and as-
cribing that change to some set of causal factors. Estab-
lishing the change in the dependent variable is by no
means simple, but advances in the acquisition, process-
ing and interpretation of remotely sensed imagery over
the past decade have made it much easier (see Chap. 2).
This task pales in comparison, however, to that of ex-
plaining the observed change, i.e., identifying and assign-
ing causal power to candidate factors. The research ap-
proach of detecting change in land cover and elaborat-
ing the causal and contextual factors responsible for that
change bears little resemblance to classical experimen-
tation, as understood and practiced in many other realms
of global change research. Some study designs, however,
may pretend to quasi-experimentation, for example in
the case of so-called “natural experiments”. In natural
experiments, one identifies real-world situations that al-
low controlling for as many potential causal factors as
possible, while looking for variation in one key factor
that distinguishes the cases from one another. Trans-
boundary situations, for example, permit comparative
analysis of the implications for land use of contrasting
macro-economic policies or land-tenure systems. In or-
der to properly address the causes of land dynamics, it is
important, first, to be clear on the distinction between
land cover and land use (see Chap. 1), and, second, to
broadly distinguish between proximate versus underly-
ing causes.

3.2.1 Proximate Versus Underlying Causes

Identifying the causative factors requires an understand-
ing of how people make land-use decisions and how vari-
ous factors (including the biophysical setting and
changes therein) interact in specific contexts at the lo-
cal, regional, or global scale to influence land-use deci-
sion-making. The links between human activities and
land-use/cover change, as adopted by the LUCC project,
have been conceptualized by Turner et al. (1993a), and
Ojima et al. (1994), among others – see Fig. 3.1. An im-
portant distinction is between proximate and underly-
ing causes of land-use change (Turner et al. 1993a, 1996;
Lambin et al. 2001). This framework has been widely
applied (e.g., Nielsen and Zöbisch 2001; Xu and Wilkes
2004; Geist 2005; Misselhorn 2005).
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Land use is the sum of the proximate causes of land-
cover change, i.e., human activities or immediate actions
that originate from the intended manipulation of land
cover (see Chap. 1). Proximate (or direct) causes involve
a physical action on land cover and are usually limited
to a recurrent set of activities such as agriculture (or ag-
ricultural expansion), forestry (or wood extraction), and
infrastructure construction (or the extension of built-
up structure). Proximate causes generally operate at the
local level, for example, of individual farms, households
or communities (Lambin et al. 2003; Mather 2006a).
These are considered “direct drivers” of ecosystem change,
along with other proximate factors such as species intro-
duction or removal (see Chap. 4).

Underlying (or root, or indirect) causes are fundamen-
tal forces that underpin the more proximate circum-
stances. They operate more diffusely (i.e., from a dis-
tance), often by altering one or more proximate causes.
Underlying causes are formed by a complex of social,
political, economic, demographic, technological, cultural
and biophysical variables (Brookfield 1999) that consti-
tute structural (or systemic) conditions in human-envi-
ronment relations. In contrast to proximate causes, un-
derlying driving forces may originate from the regional
(districts, provinces, or national), or even global levels,
with complex interactions among levels of organization
(Mather 2006b). A limited set of about half a dozen broad
fundamental forces or root causes is consistently used in
global environmental change research, i.e., technologi-
cal, economic, political, institutional, demographic, and
(socio)cultural factors. At the global scale, these funda-
mental forces influence the level of production and con-
sumption of ecosystem services and collectively control
the trajectory of (non)sustainable land or resource use

(U.S. National Research Council 1999; Millennium Eco-
system Assessment 2003, 2005). Changes in any of these
indirect drivers usually result in changes in one or more
of the proximate factors, thus triggering land-use/cover
changes. Especially in tropical zones, underlying causes
are often exogenous to the local communities managing
land and are thus difficult to control by these communi-
ties. Only some local-scale factors are endogenous to
decision makers (Lambin et al. 2003).

In explaining land change, a web of factors thus needs
to be considered that links the proximate and underly-
ing levels (Kaimowitz and Angelsen 1998). Note that the
proximate/underlying distinction depends on the spa-
tial and temporal scales of analysis. Land-use decisions
are made at a variety of scales (individual, household,
community, nation and international environmental/
trade agreements), and understanding is sought all the
way from the very local to the global scale. Factors that
appear quite distal and therefore exogenous for the pur-
poses of a local case study (such as a government credit
scheme) may be entirely endogenous to a national study
aimed at assessing the effectiveness of that very policy.

One of the best examples where both the distinction
between and the interaction among proximate and un-
derlying causes can clearly be seen is tropical deforesta-
tion (Walker 2004). Based on the works of Ledec (1985),
Angelsen and Kaimowitz (1999) and Contreras-Hermosilla
(2000), among others, a meta-analytical framework was
applied to identify the broad categories of proximate
causes and underlying driving forces which were further
subdivided into specific variables as found in a wide ar-
ray of case studies from various regions of the world. At
the level of proximate causation, the broad category of
agricultural expansion, for example, falls into cropping

Fig. 3.1.
Links between human activities
and land use and land cover.
Source: Ojima et al. (1994)

3.2  ·  Explaining Land Dynamics
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and livestock activities with further subdivisions such
as shifting cultivation and sedentary cropping, to be fur-
ther subdivided into large-scale versus smallholder farm-
ing. Likewise, the broad category of wood extraction falls
into commercial timber logging, fuelwood and polewood
extraction for domestic uses, and charcoal production,
with further subdivisions possible between clear-cutting,
selective logging, state-run versus private company ac-
tivities, etc. (Geist and Lambin 2001, 2002). At the level
of underlying causation, the most prominent causal clus-
ters are made up of economic factors, institutions, and
national policies, with subsequent subdivisions (Geist
and Lambin 2001, 2002).

3.2.2 The Context of Land Change: Slow Versus

Fast, and the Role of Mediating Factors

It is useful to recognize that both anthropogenic and bio-
physical processes can be gradual, slow-moving and/or
delayed, with long turnover times (e.g., the domestica-
tion of wild plants, tectonic forces), or they can work quite
rapidly and be immediate, as trigger forces of land-cover
change (e.g., violent conflict leading to mass movement
of people, extreme weather events). Slow-intervening
factors with long turnover times usually determine the
boundaries of sustainability and collectively govern a
land-use trajectory (such as the spread of salinity in irri-
gation schemes or declining infant mortality). However,
fast variables or trigger events drive land-use changes as
well. Generally, land-use dynamics are driven by a com-
bination of factors or processes that work gradually and
factors that happen intermittently (Lambin et al. 2001;
Stafford-Smith and Reynolds 2002). Also, a random ele-
ment can be important in several land-change situations,
as discussed for Sudano-Sahelian land-use systems by
Reenberg (2001).

The interplay between underlying and proximate
causes may be shaped or modified by a number of medi-
ating factors. In particular, underlying factors do not
operate individually; rather they are themselves shaped
by other factors. For example, population increase in a
given area – often considered an underlying cause of land
change – may be amplified or modulated by existing or
changing social norms, and by fertility or resettlement
programs, which may in turn be influenced by changes
in knowledge and policy at national and international
levels. It is helpful to recognize that some factors con-
cern the motivation to change behavior, while others
function in contextual ways, often filtering the effects of
other factors (Turner 1989; Moran 2005).

A mediating factor – sometimes also labeled interme-
diate, filter or context variable – constitutes a biophysi-
cal or socio-economic causative factor which shapes,
modifies or intervenes into the interplay between under-

lying driving forces and proximate causes. Often cited
examples of mediating factors are gender, ethnic affilia-
tion, class or wealth status (and thus power relations),
and institutional arrangements regulating the access to
land (e.g., privately-held, communally-held, and federal-
and state-held forests), but also include biophysical prop-
erties (Turner 1989; Agrawal and Yadama 1997; Young
2002a, 2003; Tole 2004; Moran 2005). Researchers have
found that demographic and economic factors in par-
ticular do not work in an unmediated fashion. For ex-
ample, in the Mayan zone of the Yucatán peninsula, the
presence of male population increases the probability of
deforestation in a statistically significant manner, while
the presence of female population decreases the same
probability (Sader et al. 2004). This begs the question of
the effects of mediating sociocultural and institutional
factors.

Biophysical factors conditioning land use include the
properties of the landscape – its soils, terrain, climate,
hydrology, as well as native flora and fauna, and loca-
tion relative to human settlement, thus contributing to
various degrees to land quality, in particular the condi-
tion of land relative to the requirements of a given land
use (Pieri et al. 1995; Stone 1996; Dumanski and Pieri
2000). While these factors generally constitute the
context within which land use takes place in the sense
of initial conditions (or pre-disposing environmental
factors), their dynamics – soil degradation and aridi-
fication, for example – can assume causal power. Thus,
dramatic biophysical changes, such as increased
aridity or drought, may be considered proximate causes,
while they may be seen as contextual factors when op-
erating gradually, shaping both natural (potential) land
cover as well as land-use dynamics (Brookfield 1999).
Similar is the dual character or role of institutions in
causing and/or mediating land-use/cover change (Young
2002a, 2003).

At the proximate level, the conversion of tropical for-
ests into agricultural uses, for example, is often found to
be mediated by the unequal relations between large-scale
farmers or corporate agricultural enterprises and small-
holders eking out a living, thus creating “entrepreneurial”
versus “populist” agricultural frontiers with rather dis-
tinct land uses (Turner 1920; Schneider 1995; Walker et al.
2000; Pacheco 2006a,b). Likewise, all categories of what
has been called “agrodiversity” (Brookfield 2001) in
settled agricultural zones – i.e., biophysical diversity,
management diversity, agro-biodiversity, and organiza-
tional diversity – are shaped by factors that play out dif-
ferently at various time and spatial scales. For example,
crop choice and type of conservation practices often dif-
fer between poor and rich farmers, thus affecting the
pattern of management diversity, and feeding back to
enlarge differences in natural land quality (Brookfield
et al. 2003; Xu and Mikesell 2003).
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At the underlying level, mediating factors may severely
alter the impact of similar demographic forces, shaping
the trajectory of land change towards degradation or res-
toration. Whether or not increasing population is dam-
aging or beneficial, for example, depends upon a variety
of institutional, ecological, or technological factors. This
implies that population growth can cause land degrada-
tion in the short term, but it can also spur innovation
and agricultural intensification as well as the adoption
of conservation techniques (Boserup 1965, 1975, 1981, 2002;
Mortimore 1993a; Mortimore and Tiffen 1994; Tiffen and
Mortimore 1994; Tiffen et al. 1994a).

Furthermore, mediating factors are crucial for the re-
sponse of land managers to external forces, i.e., feedbacks
are strongly mediated by local factors such as access to
land, gender, education and institutional arrangements.
In particular, institutions need to be considered at vari-
ous scales to identify those local mediating factors that,
together with peoples’ adaptive strategies or responses
to changing market opportunities, shape land-use change
(Agrawal and Yadama 1997). Local participation in natu-
ral resource conservation, for example, is strongly medi-
ated by a community’s interactions with non-local ac-
tors such as national governments, transnational corpo-
rations, and international non-governmental organiza-
tions (Sundberg 2003). Seen together with other ex-
amples, these “conservation encounters” can shape land-
scapes and livelihoods in rather contradictory ways. In
the Mayan zone, for example, local evidence of high de-
forestation can be found close to locations where excep-
tionally low rates of deforestation have occurred, with
intervening institutional factors making the difference
(Bray et al. 2004; Klepeis and Chowdhury 2004).

It is important to understand that, as land use is condi-
tioned on the biophysical and social milieu, its effects cas-
cade through the human-environment system, altering that
milieu, and thereby changing the perception by land man-
agers of the conditions for future land-use decisions. Thus,
neither the social nor biophysical contexts are static. Quite
the contrary, they reflexively shape, and are shaped by the
collective actions of land managers (Lambin et al. 2003;
Steffen et al. 2004). Therefore, a significant obstacle to the
synopsis presented below is that factors that are crucially
important in explaining change in one place may be irrel-
evant in other nearby places, and therefore not mentioned
in a study of that other place. By the same token, a given
factor (e.g., improved market access) may be implicated
in opposite land-cover outcomes (e.g., increase/decrease
in woody biomass). This happens for two reasons. First
such factors are never identical from one instance to an-
other (e.g., the particular incentives provided by a mar-
ket to which access has been improved). In addition, even
when the factor in question is quite similar, its effects
will depend on the biophysical and socio-cultural con-
text within which each land manager experiences it.

3.3 Synopsis of Broad Factors Affecting Land Change

3.3.1 Biophysical Factors

General Remarks

Biophysical factors – whether gradual processes, trig-
ger events or filter variables – define the natural capac-
ity or predisposing environmental conditions for land-
use change, with the set of abiotic and biotic factors –
climate, soils, lithology, topography, relief, hydrology,
and vegetation – varying among localities and regions
and across time (Lambin et al. 2001). The variability in
biophysical factors and natural environmental changes
interact with the human causes of land change. For
example, biophysical limitations such as steep slopes
and difficulty of access can provide considerable but
not necessarily sufficient protection for a forest. From
a wide array of case studies, it appears that institutional
factors (see Sect. 3.3.4), in combination with bio-
physical limitations, play a major role in protecting
limited forest areas from deforestation and erosion
(Moran 2005).

Highly variable ecosystem conditions driven by cli-
matic variations amplify the pressures arising from high
demands on land resources, especially under dry to sub-
humid climatic conditions, whereas the role of climatic
influences, for example, in temperate and humid zones
is less pronounced (Lambin et al. 2003). Natural and so-
cioeconomic changes may operate as synchronous but
independent events. In the Iberian Peninsula during the
16th and 17th centuries, for example, the peak of the Little
Ice Age occurred almost simultaneously with large-scale
clearing for cultivated land following the consolidation
of Christian rule over the region, which triggered changes
in surface hydrology and significant soil erosion
(Puigdefábregas 1998). In part because of human activi-
ties, the Earth’s climate system has changed since the re-
industrialize era, and is projected to continue to change
throughout the 21st century – in terms of warmer tem-
peratures and spatial and temporal changes in precipi-
tation patterns, among others (see Chap. 4).

Natural variability may also lead to socioeconomic
unsustainability, for example when unusually wet con-
ditions alter the perception of drought risks and gen-
erate overstocking on rangelands. When drier condi-
tions return, the livestock management practices are ill
adapted and cause land degradation. This overstocking
happened several times in Australia and, in the 1970s, in
the African Sahel (Geist 2005). Land-use change, such
as cropland expansion in drylands, may also increase
the vulnerability of human-environment systems to cli-
matic fluctuations and thereby trigger land degradation
(Okin 2002).

3.3  ·  Synopsis of Broad Factors Affecting Land Change
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Forest Change

In tropical forest zones, land characteristics or features
of the biophysical environment – e.g., soil quality, low
lying zones, flat and gently sloping areas, high density of
marketable woods, and closeness to water – were found
to be among causative factors of deforestation (in 14% of
the cases reviewed) – see Table 3.1. Soil-related features
clearly dominated in cases of forest-pasture conversion
in Latin America (less so in cases of forest-cropland con-
version) (Geist and Lambin 2001). However, this phenom-
enon can be related to both forests on fertile soils lo-
cated on flat ground (i.e., most of the soil-related cases)
and to forests on poor soils (i.e., in some of the cases),
since meager soil endowment sets the context for accel-
erated clearing to put more land into cultivation (Hecht
1993). In addition, biophysical triggers – such as soil fer-
tility collapse, drought, weed intrusion and forest fires –
appeared in 18% of the deforestation cases (Geist and
Lambin 2001). The impact of mostly natural fires on land
cover in boreal regions has been well documented
(Kasischke et al. 2002), mainly using remote sensing data
(which is also true for the mostly anthropogenic fires in
tropical regions; e.g., Pereira et al. 1999). In contrast to
drylands, where increased aridity is a widespread factor
in desertification, drought-induced forest fires are im-
portant so far only in the Amazon Basin or Indonesia. In

Indonesia, for example, periodic El Niño-related droughts
in the late 1990s lead to an increase in the forest’s sus-
ceptibility to fires, with accidental fires becoming more
likely under such conditions, leading to the devastation
of large tracts of forests (Siegert et al. 2001). Forests that
have been affected by forest fragmentation, selective log-
ging, or a first fire subsequently become even more vul-
nerable to fires as these factors interact synergistically
with drought (Siegert et al. 2001; Cochrane 2001; Csiszar
et al. 2004). In general, fires as causative factors of land-
use/cover change result from a combination of climatic
factors (which determine fuel availability, fuel flamma-
bility, and ignition by lightning), and factors related to
land-use/cover change that control fire propagation in
the landscape and human ignition (Lavorel et al. 2005).

Dryland Change

In dryland zones of the world, soil conditions constitute
key criteria in assessing the presence and severity of land
degradation there, and in particular climatic factors are
of overriding importance (in 86% of the cases reviewed)
(Geist and Lambin 2004) – see Table 3.2. As underlying
driving forces leading to increased aridity at the proxi-
mate level, climate factors can affect land cover in the
form of prolonged droughts (Nicholson et al. 1998). Like-
wise, rainfall trends at meteorological stations in north-
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western Senegal show a negative slope until the 1990s
which is in congruence with all data from the West Afri-
can Sahel (Gonzalez 2001). Climatic factors also operate
indirectly, through changes in land use resulting from
variation in rainfall (Nicholson 2002); rainfall changes at
the landscape level, for example, can trigger significant
shifts in soil type priorities (Reenberg 1994; Reenberg et al.
1998). Estimating from a wide array of case studies, the
most widespread mode of causation by biophysical fac-
tors in drylands is reported to be climatic conditions
operating concomitantly or synergistically with socio-
economic driving forces such as technological changes.

Cropland Change

In zones of intensified agricultural production, biophysi-
cal factors figure prominently, namely precipitation, to-
pography, presence and proximity of water bodies, and
soil conditions (in almost 40% of the cases reviewed)
(McConnell and Keys 2005) – see Table 3.3. Frequently,
soil factors – mainly declining fertility, but also erosion
– affected the specific location of different agricultural
practices, for example when farmers adopt new practices
to exploit micro-environments (e.g., bottom lands)
(Kasfir 1993), often as a result of a change in access to
land. Likewise, it has been shown that soil erosion on the
Greek island of Lesvos was an important factor in the
abandonment and reallocation of cereals in intense,
mechanized agricultural systems during the 1886–1996
period (Bakker et al. 2005). Alternatively, choices about
which lands to continue cultivating and which to let re-
vert to forest regrowth have been observed to change over
time, as settler communities learn about local environ-
mental conditions in agricultural frontiers (Moran et al.
2002). Climatic factors, primarily changes in precipita-
tion, were found in just over a quarter of the cases of
agricultural intensification in croplands (McConnell and
Keys 2005; Keys and McConnell 2005).

3.3.2 Economic and Technological Factors

General Remarks

Economic factors appear to play a strong role. This should
not come as a surprise since global economic activity
increased nearly sevenfold between 1950 and 2000 (while

global population doubled in roughly the past 40 years),
thus increasing the demand for many ecosystem goods
and services (Millennium Ecosystem Assessment 2005).
Available case studies highlight that, at the timescale of a
couple of decades or less, land-use changes mostly result
from individual and social responses to economic con-
ditions, which are mediated by institutional factors
(Agrawal and Yadama 1997; Lambin et al. 2001). Oppor-
tunities and constraints for new land uses are created by
markets and policies and are increasingly influenced by
global factors (see Sect. 3.4.3).

Economic factors (and related policies) encompass a
number of distinct processes that require individual
treatment. They define a range of variables that have a
direct impact on the decision making by land managers,
e.g., input and output prices, taxes, subsidies, production
and transportation costs, capital flows and investments,
credit access, trade, and technology (Barbier 1997). In
particular, taxes and subsidies are important driving
forces of land-use dynamics and related land cover and
ecosystem changes. Currently, many subsidies substan-
tially increase rates of resource consumption and nega-
tive externalities. It has been estimated that currently about
2 000 billion U.S.$ are spent in the form of “perverse sub-
sidies” (Myers and Kent 2001) each year, which equals
the annual income of the most impoverished 1.3 billion
people on Earth (including agriculture, especially irri-
gation farming, and forestry, but also fishery, transport,
and energy production). The 2001–2003 average subsi-
dies, for example, paid to the agricultural sectors of mem-
ber states of the Organization for Economic Coopera-
tion and Development (OECD) were over U.S.$324 billion
annually, encouraging greater food production and as-
sociated water consumption and nutrient and pesticide
release (see Chap. 4). At the same time, many develop-
ing countries also have significant agricultural produc-
tion subsidies. On the other hand, fertilizer taxes or taxes
on excess nutrients, for example, provide an incentive to
increase the efficiency of the use of fertilizer applied to
crops and thereby reduce negative externalities (Millen-
nium Ecosystem Assessment 2005).

Consumption ranks high among economic factors
(Myers 1997; Kates 2000). The market demand for forest
products and for agricultural output, including livestock-
based products, not only encompasses basic needs (i.e.,
food crops for human and animal diets, fiber crops for
clothing, timber for shelter), but also derived or relative
needs (Keynes 1936; Maslow 1943) which go beyond the
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immediate satisfaction of fundamental livelihood re-
quirements (e.g., exotic tropical timber and fruits, coun-
terseasonal fresh agricultural produce) (see Sect. 3.3.5).
Increasing demand affects both the expansion of crop-
land and pastures into forests (e.g., cattle, soya) and dry-
lands (e.g., cotton, rice, vegetables), as well as various
forms of intensification of existing farmland, including
the planting of trees (e.g., coffee, fruit trees) (Geist and
Lambin 2002; McConnell and Keys 2005; Geist 2005).

Available case studies highlight that the effects of lo-
cal consumption on land-use patterns often is decreas-
ingly important relative to external consumption (Tri-
Academy Panel 2001). Be it in core agricultural lands or
at tropical forest and dryland margins, much of the de-
mand originates from nearby urban areas as well as from
very distant (global) markets (McConnell and Keys 2005;
Geist et al. 2006). Market demand exerts a “pull” on ru-
ral producers to engage in land-use practices beyond
subsistence production. The possibility (or necessity)
of purchasing goods or services constitutes a “push” fac-
tor. Of course, very few people are completely disengaged
from markets, and even before subsistence demands are
satisfied, rural producers are often prompted to com-
mercialize at least some portion of their production. As
they gain access to a wider range of products and ser-
vices, and to information about lifestyles in other parts
of their country, or the world, consumer aspirations rise
(see Sect. 3.3.5). At the same time, government policies
contribute to push factors as well, with market access
remaining largely conditioned by state investments in
transportation and other infrastructure (in fact there
are few, if any, market factors that are free of the influ-
ence of the state).

Related to this demand-driven pattern are two glo-
bal observations. First, subsistence croplands are de-

creasing in extent, while land under crops for markets
is increasing, with a parallel increase in agricultural
intensity, strongly driven by agro-technological mea-
sures of the Green Revolution since about the 1960s (see
Chap. 2). And, second, local consumption has changed
in response, with a shift in diets from traditional grains
or starchy staples (such as rice, wheat, and potatoes) to
diets including more fat (such as meat, dairy products,
and fish) but also more fruits and vegetables (Tri-
Academy Panel 2001; Millennium Ecosystem Assess-
ment 2005). The former is true even for world regions
with strong religious taboos on nonvegetarian food –
see Box 3.1.

Forest Change

In tropical forest zones, economic and technological fac-
tors are prominent underlying driving forces, found in a
preponderance of the cases reviewed (Geist and Lambin
2001, 2002) – see Table 3.4. Among the economic factors,
commercialization and the growth of national and in-
ternational timber markets as well as market failures are
frequently reported to drive deforestation. Economic
variables such as low domestic costs (for land, labor, fuel,
or timber), product price increases (mostly for cash
crops), and the demands of remote urban-industrial cen-
ters underpin about one-third of the cases, whereas the
requirement to generate foreign exchange earnings at a
national level intervenes in a quarter of the cases. With
few exceptions, factors related to economic development
through a growing cash economy show little regional
variation and, thus, constitute a robust underlying force
of deforestation. Likewise, technological factors such as
agrotechnological change – i.e., land-use intensification

Haryana, located in an arid to semi-arid environment in the
northwestern part of India, comprises part of the wheat-grow-
ing “breadbasket” of the country, together with its northern neigh-
bor state of Punjab. Major transformations of land cover into
rice-wheat rotations – as in the rest of the Indo-Gangetic Plains
– coincided with the introduction of Green Revolution technolo-
gies. Mainly initiated in the period 1967–1978, major aspects of
the Green Revolution were the expansion of the cropland, the
adoption of double-cropping systems (i.e., two crop seasons per
year) and seeds that had been improved genetically (i.e., high-
yielding varieties (HYVs) of wheat, rice, corn, and millet), and
high inputs of fertilizer and water for irrigation. This attracted
not only large numbers of migrants from other parts of India,
but also made it possible that increased agricultural productiv-
ity kept pace with population growth, the rate of which is among
the highest in India. During the state’s high-growth period over
the past three decades, the sectoral change in land use was rather
small – i.e., the area devoted to croplands has remained fairly
constant since 1971 at 81% of the total area (indicating that the
potential for expansion of cultivation was already exhausted then)
–, but farmers moved away from the production and consump-
tion of traditional staple crops (such as maize, barley, gram, mil-

let/bajra and pulses) and modified their farming systems toward
income-producing cash crops (such as rice, wheat, and cotton).
State policies amplified this trend by favoring the semiarid Green
Revolution areas with infrastructural projects at the expense of
the more arid western parts of Haryana. For example, public
priority is given to large-scale investments (expansion of canals
and pumping of groundwater for irrigation), state subsidies are
provided for electricity (tube wells), credits and marketing fa-
cilities, price policies stabilize output prices (wheat) and favor
cotton as well as oilseeds, and most of the (wheat) production
surplus is procured by government agencies for sale through
public distribution system networks in India. With continuation
of the price support system for wheat and rice throughout the
1970s and beyond, rice-wheat crop rotations became a lucrative
proposition for the farmers, and Haryana continues to be an
important supplier of food for the country. In terms of food con-
sumption, however, the share of cereal grains declined signifi-
cantly in rural as well as urban areas from 1972 to 1993: milk and
dairy products have replaced cereal grains as the now most im-
portant component of food expenditure, also fulfilling a sizable
portion of the demand for livestock products in Delhi and sev-
eral other urban centers (Vashishta et al. 2001).

Box 3.1. Land-use change in Haryana, India, during the 2nd half of the 20th century
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as well as agricultural expansion –, and poor technologi-
cal applications in the wood sector (leading to wasteful
logging practices) have no distinct impact regionally
(Geist and Lambin 2002).

Perhaps most striking in the analysis of economic and
technological factors in forest zones is their multiple and
sometimes contradictory effects (see Sect. 3.5.3). The
most general pattern of economic effects follows directly
from differences in the local abundance of forest re-
sources. Forest-rich regions like the Amazon, insular
Southeast Asia, and central Africa become the focus for
large-scale logging and agricultural expansion, driven in
part by a desire to capitalize on the store of natural re-
source value on the land, so in these instances economic
incentives accelerate deforestation. Forest-poor regions
like South Asia and peri-urban places in East Africa see
very different trends. In these places, increases in the
prices of scarce forest products induce afforestation, and
both smallholders and the state respond to economic
incentives by planting trees where there were none (Ru-
del 2005; Unruh et al. 2005).

Improved agricultural technology – while providing
secure land tenure and giving farmers better access to
credit and markets –, can potentially encourage more
deforestation rather than relieving pressure on the for-
ests. The differing impact of agricultural development
on forest conversion depends on how the new technolo-
gies affect the labor market and migration, whether the
crops are sold locally or globally, how profitable farming
is at the forest frontier, as well as depending on the capi-
tal and labor intensity of the new technologies (Angelsen
and Kaimowitz 2001b).

Dryland Change

In dryland zones, economic and technological factors
were prominent underlying driving forces in about two-
thirds of the cases of land degradation (or desertifica-
tion) reviewed (Geist and Lambin 2004) – see Table 3.5.
Economic factors are reported to underlie desertifica-
tion in the form of a mixture of “boom” and “bust” fac-
tors, though with considerable regional variations. Boom
factors relate to market growth and commercialization,
mainly entailing export-oriented market production, in-
dustrialization, and urbanization. Farmers respond to
market signals reflecting high external demands for cot-
ton, beef, and grain, with mostly native grassland increas-
ingly put under rain-fed or irrigated production. Bust
factors relate to the overuse of land because of land scar-
city, low investments, low labor availability, indebtedness,
lack of employment in the formal nonagrarian sector, or
poverty (Geist et al. 2006). In dryland zones of Asia, cases
of desertification are mainly driven by remote influences
such as urbanization and commercialization. For example,
among the many drivers of land change in various regions
of Syria, most prominent are those which are the result of
individual decisions made for economic opportunity, sup-
ported by state planning (Hole and Smith 2004) – see
Box 3.2. In many cases from Australia and Latin America,
local farmers’ response to an unfavorable economic situ-
ation, coupled with cycles of low rainfall, is reported to
underlie desertification: declining prices in the export-
oriented sheep sector, for example, cause farmers to go
into debt when their farms are no longer economically
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viable, inducing the overuse of scarce natural resources,
especially during droughts (Geist 2005).

Different from the regional variations in economic
factors driving desertification, most of the technological
factors are pervasive driving forces. Most strikingly, tech-
nological innovations are reported to be associated with
desertification (but also deficiencies of technological
applications). Innovations mainly comprise improve-
ments in land and water management through motor
pumps and boreholes (at the village level) or through
the construction of hydrotechnical installations such as
dams, reservoirs, canals, collectors, and artificial drain-
age networks (for large-scale irrigation schemes) – see
Boxes 3.1 and 3.2. When applied, these developments are
often coupled with high water losses due to poor main-
tenance of the infrastructure, especially in the Asian stud-
ies. In addition, they induce fundamental and often irre-
versible changes to the natural hydrographic network,
altering hydrological cycles in most cases. The disaster
of the Aral Sea is an extreme case of such perturbation
(see Sect. 4.7). Technological applications associated with
desertification also include transport and earthmoving
techniques (trucks, tractors, carterpillar-tracked vehicles)
and new processing and storage facilities (refrigeration
containers on ships and trucks). These innovations can
trigger rapid increases in production at remote sites (e.g.,
greater numbers of irrigated garden products or herds
of sheep, both destined for distant markets). It should be
noted though that some research, especially in Asia, is
devoted to technologies that might be used to stabilize
the sand that is threatening expensive highway, railroad,
and irrigation infrastructure. Thus, technology may also
make it possible to mitigate some of the adverse impacts
of desertification (Geist and Lambin 2004; Geist 2005).

Cropland Change

In zones of high-intensity agriculture, market demand
was reported in the case studies more often than popu-
lation as a causal variable (McConnell and Keys 2005) –

see Table 3.6. Improved market access, as a separate vari-
able, was found to be important less frequently than
market demand but showed regional variations and usu-
ally occurred concomitantly (cases where market access
did not occur concomitantly with demand imply that
there was improved access to a largely unchanged mar-
ket in terms of demand). A related variable, standard of
living, was important less often than market access but
when present occurred almost always in conjunction with
market access. A possible linkage was also discovered
between market access and the availability of off-farm
employment, which was judged important in less than
one-third of all cases. Technological factors – such as
agrotechnical change or the provision of water-related
infrastructure – rank lower in core agricultural zones,
implying that there was sufficiently developed infrastruc-
ture no longer triggering agricultural change (McCon-
nell and Keys 2005).

In Sub-Saharan Africa, case studies from the 1970s to
the 1990s, done at the village or district levels, confirm
that demand from and access to a market is essential for
agricultural development (which has been the single big-
gest idea in the policy reforms of the 1980s), but they
also underline the importance of the detail of policy, i.e.,
in remedying failures in public investment in technol-
ogy and in product, capital and insurance markets
(Wiggins 2000). From an array of other, partly overlap-
ping cases, explored by McConnell and Keys (2005), it
could be seen that land-use intensification involved a
change of cultivars and livestock without any explicit
change in water management. Gains in productivity were
seen to be coming from more frequent use of the land,
that is, reduction in length of fallows. Land-use changes
largely consisted of three dynamics. Farmers used farm-
land more frequently (decreasing fallow time); shifted
from mainly consumption-oriented production of staple
foods toward the adoption of cash crops like peanuts and
cotton, and tree crops such as coffee, tea, palms, and va-
nilla; and switched from rain-fed production to small-
scale irrigation, in the form of urban and kitchen gar-
dening (Eder 1991; Mortimore 1993b; Drescher 1996). The
adoption of high-yield varieties, particularly maize, was
seen in several cases and resulted in increased output.
Finally, changes in livestock practices, including replace-
ment of grazing with cropping and intensive stabling
(zero grazing), also were seen (Benjaminsen 2001; Ber-
nard 1993; Carney 1993; Conelly and Chaiken 2001; Ford
1993; Goldman 1993; Gray and Kevane 2001; Kasfir 1993;
Kull 1998; Laney 2002; Netting et al. 1993; Okoth-Ogendo
and Oucho 1993; Tiffen et al. 1994b).

In Latin America, market-driven agricultural exten-
sion efforts were credited with the adoption of new crops,
such as cocoa, rubber, coconut and improved pasture, as
well as mechanical technology (e.g., tractors), credit (e.g.,
marketing cooperatives and soft loans), and infrastruc-
ture (e.g., roads and small-scale irrigation) (McConnell

Box 3.2. Economic factors of steppe conversion in Syria
during the 2nd half of the 20th century

Since the founding of the Syrian state in 1946 at the end of the
French mandate, the socialist government created a series of
Five Year Plans for overall economic and social development.
From the standpoint of land use, the most important of these
was to increase agricultural productivity to accommodate a
rapidly growing population and increasingly affluent society.
These plans gave rise to land reform, creation of agricultural
cooperatives, economic incentives and subsidies for produc-
tion, the building of reservoir and canal systems, grain silos
and a first class road system. While production has never met
the ambitious goals set in these plans, most of the potentially
productive steppe land has now been transformed (Hole and
Smith 2004).
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and Keys 2005). Specific government policies included
fines for leaving fields fallow, such as in Peru (Wiegers
et al. 1999; Coomes et al. 2000), and nature conserva-
tion and import controls (Taussig 1978). Likewise, non-
governmental organizations were credited with the pro-
vision of capital and knowledge (e.g., in limiting ero-
sion on hillsides and green manure application).
Changes in labor input play an important role, with ref-
erence, in some cases, to increased labor requirements
associated with aging fields, and, in more cases, to new
labor-intensive tasks such as those associated with ter-
racing (McConnell and Keys 2005). In particular, there
appears to be an issue of labor bottlenecks created in
the adoption of news crops (e.g., chilies), or green ma-
nure application (Keys 2004). These arrangements are
particularly problematic as Latin America is known for
a variety of new, more labor-intensive crops soon to be
widely introduced in the region (e.g., soybeans) (Hecht
2005; Jepson 2005). They may however, be foregoing the
opportunity cost of their home-based labor for the per-
ception of a much greater income in other locales
(Schelhas 1996).

In Asia, which has the longest record of continuous
large-scale irrigated agriculture, water management is an
intricate part of the process of land-use/cover change
(Brown and Podolefsky 1976; Abrol et al. 2002; McCon-
nell and Keys 2005). While increased frequency of culti-
vation appears to be as strong as in other tropical re-
gions, changes in cultivars seem much less frequent than
in Latin America. In particular, the adoption of high-
yielding rice varieties has often been accompanied by
increased use of chemical inputs, demonstrating a most
dramatic input of green revolution technologies (Leaf
1987; Turner and Ali 1995; Vashishta et al. 2001) – see
Box 3.1. Other crops mentioned in Asian cases of agri-
cultural change include beans, cotton, okra, Job’s tears,
maize, manioc, millet, mustard, peanuts, sesame, soy-
beans, squash, sweet potatoes, and taro. Notably, the in-
tensification of forest-product collection and the adop-
tion of agroforestry practices have been rather high, in-
cluding bananas, cashews, coconuts, coffee, pepper, and
rubber. Asian farmers, generally having secure land ten-
ure and access to markets, manage non-timber forest
products like crops, i.e., they grow them in plantations
or manage them intensively in forests, and the families –

usually not the poorest ones – specialize in a particular
product and, indeed, get most of their income from it
(Ruiz-Pérez et al. 2004). When information on market
access and demand is present, access to nearby markets
and changing urban market tastes has spurred notable
changes in the types of crops farmed and the land-cover
intensity of these crops (Leaf 1987; Eder 1991; Shidong
et al. 2001b). Economic factors and related policies in-
clude direct agricultural policies such as import quotas,
rice reserve requirements, and rice premiums, and the
encouragement of soybean production, subsidies for
market vegetables, and irrigation credits, but also non-
governmental organization programs as well as broad
national or government policies such as China’s Open
Door policy, or tax policies favoring (agro)industrial-
ization, market intervention, and even tax policy favor-
ing coconuts and rubber over rice (George and Chatto-
padhyah 2001; Shidong et al. 2001a).

Urban Change

In major urban or peri-urban zones, economic changes
together with technological and also demographic
changes (e.g., growth of urban aspirations and urban-
rural population distribution) have led to a greater
integration of rural and urban economies. Farmers
within city boundaries or in peri-urban lands have,
in particular, been intensifying land use on sites which
are themselves often in demand for residential or in-
dustrial development, mainly through adjusting crop
types to satisfy urban food demand (e.g., Eder 1991;
Guyer and Lambin 1993; Kasfir 1993; Gumbo and Ndiripo
1996; Godoy et al. 1997; Alves 2002a). As an example
of one of the above-mentioned remote influences,
urbanization affects land change elsewhere through
the transformation of urban-rural linkages. Urban
commodity demands, and, especially, the impact of
rapidly growing cities, have been triggering consider-
able land-use/cover change (Tri-Academy Panel 2001),
also affecting ecosystems goods and services, or the flow
of natural resources in urban zones and well beyond in
remote hinterland or watershed areas (Fox et al. 1995;
Humphries 1998; Indrabudi et al. 1998; Mertens et al.
2000) (see Chap. 4).
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Residential preferences for private houses in a “green”
environment, and economic incentives provided by pri-
vate land developers and/or the state to achieve this, drive
the extension of peri-urban settlements primarily in but
not limited to the developed world, fragmenting the land-
scapes of such large areas that various ecosystem pro-
cesses are threatened. In turn, however, excessive urban
sprawl (and, thus, ecosystem fragmentation) may be off-
set by urban-led demands for conservation and recre-
ational land uses (Lambin et al. 2001). Economically and
politically powerful urban consumers tend to be discon-
nected from the realities of resource production, largely
inattentive to the impacts of their consumption on dis-
tant locales (Sack 1990, 1992; Heilig 1994) (see Sect. 3.3.5).
For example, urban inhabitants within the Baltic Sea
drainage depend on forest, agriculture, wetland, lake and
marine systems that constitute an area about 1 000 times
larger than that of the urban area proper (Folke et al.
1997) (see Chap. 2 and 4 for the related notion of eco-
logical footprint).

In China, and to a lesser degree in some other devel-
oping or newly industrializing countries, urbanization
usually outstrips all other uses for land adjacent to the
city, including prime croplands (Shidong et al. 2001b; Seto
et al. 2004). In many cases, prior occupants such as farm-
ers or herders have been displaced into marginal dry land
sites, resulting in land degradation (Geist 2005). How-
ever, cities also attract a significant proportion of the rural
population by way of permanent or circulatory migra-
tion, and, given the fact that many new urban dwellers in
developing countries still own rural landholdings, urban
remittances to the countryside have contributed to eco-
nomic growth and landscape changes in both close and
distant regions (Browder and Godfrey 1997; Lambin et al.
2001). These changes often run counter to the effects of
remote urban consumers in that urban remittances have
relieved pressures on local natural resources. It has been
shown, for example, that in a small island of Micronesia,
international migration, foreign aid, and monetary re-
mittances from family members living overseas in ur-
ban agglomerations have removed the pressures of eco-
nomic crowding on mangrove forests, despite an increase
in population and a decline in local government jobs
(Naylor et al. 2002). Likewise, some regions in the trop-
ics currently show signs of signification reforestation
which can at least partly be traced back to urban remit-
tances (Rudel et al. 2000). Perhaps most importantly, this
urbanization changes ways of life fundamentally, associ-
ated with demographic transitions, increasing expecta-
tion about consumption and potentially a weakened un-
derstanding of production-consumption relationships
which has so far been mainly noted in the developed
world (Lambin et al. 2001).

For thousands of years, China was mainly rural but is
becoming increasingly urban, with land-use changes
there dominated by an urban transformation unprec-

edented in human history (nearly one quarter of the
488 major urban centers in the world are located in China;
see Chap. 2). In the Pearl River Delta, which is one of the
most economically vibrant regions in China, nearly all
land-use changes can be attributed to an array of eco-
nomic factors associated with remarkable growth and
linked to respective policies supporting economic growth
(as well as population mobility). For example, the estab-
lishment of three special economic zones (SEZs) in the
1980s (Shantou, Shenzen, and Zhuhai), and the formation
of the Pearl River Delta (PRD) Economic Open Region in
1985, helped the area to attract foreign investment and
transform itself into an export-oriented region. As a con-
sequence, entrepreneurs from Hong Kong – due to geo-
graphic proximity and cultural ties – moved their opera-
tions into the area (accounting for almost 75% of foreign
direct investments in 1996). Their overseas ventures have
exerted a considerable impact on the pace and structure
of economic and urban development in the PRD due to
large investment flows, access to technological innova-
tions, and managerial acumen (Seto et al. 2004).

Industrial Change

Industrialization – i.e., the transition, made possible by
large-scale technological changes (coal, steam power,
electrification), from agricultural society to an economy
based on large-scale, machine-assisted production of
goods by a concentrated, usually urban labor force
(Krausmann 2006) – has driven – or gone hand-in-hand
with – urbanization since the middle of the 18th century.
The process has been accompanied by a surge in labor
productivity in both industry and agriculture with fun-
damental implications for land use, expressed in terms
such as those of an agrarian or “agricultural revolution”
in today’s developed countries (Jeleãek 1995, 2006), and
a “green revolution” in today’s newly industrializing, less
or least developed countries especially during the 1960s
and 1970s (Ewert 2006).

In forest zones of the tropics, for example, more than
a quarter of deforestation cases reviewed reported the
growth of wood- and mineral-related industries as an
underlying driving force steering economic demands
stemming from the build-up of basic, heavy steel and iron
industries in today’s newly industrializing countries
(Geist and Lambin 2002). This had also been true for
historic processes of industrialization in Europe and in
the eastern United States of America (Williams 1994, 2003).
In drylands of the world, especially in Asia, industrializa-
tion is one of the remote influences – together with ur-
banization and commercialization (i.e., export orienta-
tion, market competition) – which combines with local
factors such as agricultural intensification and crop choices
in favor of agricultural cash produce to drive land-use
changes and perhaps even degradation (Geist 2005).
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Through large-scale processes of spatial specializa-
tion and concentration of population and production,
industrialization has affected practically every region of
the world, especially after World War II. It constitutes a
global and still ongoing process which exerts effects not
only on the overall economic and social structure, but is
also related to land use and major biophysical transfor-
mation processes. In particular, the linkage of agricul-
ture with the agricultural industry (e.g., sugar, tobacco,
distilling, milk, and brewing industries) and with agri-
cultural engineering (biotechnology) introduced an in-
dustrial character into agriculture in terms of the global
agro-industry (see Sect. 3.4.3). It is also considered, in
conjunction with social, political, and demographic
changes, to be the major factor behind forest transitions
worldwide (see Sect. 3.5.3).

3.3.3 Demographic Factors

General Remarks

At least since the classic essay by Malthus (1798), popula-
tion growth and the pressure it puts on land use (and
agricultural practices, in particular) have been central
to thinking about the human-environment condition. A
general agreement has developed, however, that not the
sheer number of people but aspects of population com-
position and distribution, namely changes in urbaniza-
tion and in household size, have become the most im-
portant characteristics of population aspects, acknowl-
edging the importance of indirect or consumptive de-
mands on the land by an increasingly urbanized popula-
tion (Lambin et al. 2001). Also, it has long been recog-
nized (but frequently overlooked) that it is “population
in context” (Rindfuss et al. 2004a) that matters (see
Sect. 3.2.2), i.e., any effect of population change – be it
fertility, mortality, in- or out-migration – likely interacts
with other factors as diverse as social organization (e.g.,
networks, institutional arrangements), technology (e.g.,
level of agricultural yields), lifestyle (e.g., income, diet
pattern) and consumption patterns (e.g., staple food ver-
sus non-food crops) (Ehrlich and Holdren 1971; Jolly and
Torry 1993; Heilig 1994). Usually, there is a complex of
factors that determines the direction and extent to which
population growth will lead, for example, to forests be-
ing converted to cropland, or vice versa (Waggoner and
Ausubel 2001). The expansion of forest land between 1935
and 1975 across the southeastern part of the United States
of America, for example, related to urbanization, indus-
trialization and increased agricultural yields elsewhere
(Rudel 2001). With global population having doubled in
the past 40 years and increased by 2 billion people in the
last 25 years (reaching 6 billion in 2000), demographic
variables, and in particular, population growth must be
expected to play a major role in explanations of land

change (Millennium Ecosystem Assessment 2005). By and
large, population growth rates in tropical countries have
been – and continue to be – strongly positive, while Euro-
pean and North American populations approach stability
or tend to be on a decline. However, there is an unprec-
edented diversity of demographic patterns across regions
and countries, which does not allow for sweeping gener-
alizations. For example, some high-income countries such
as the United States of America are still experiencing high
rates of population growth (mainly due to immigration),
while some developing or newly industrializing countries
such as China, Thailand, and North and South Korea have
very low rates (Millennium Ecosystem Assessment 2005).

While population growth may underlie many land-
cover changes (Bilsborrow and Okoth-Ogendo 1992;
Cropper and Griffiths 1994), its effects are frequently
manifest through migration (including temporary and/
or circulatory migration) or displacement of groups of
people, either spontaneously or with direct government
support (Tri-Academy Panel 2001). At a given location
under study, migration in its various forms clearly is the
most important demographic factor causing land dy-
namics at timescales of a couple of decades (Geist and
Lambin 2004; Angelsen and Kaimowitz 1999). Undeni-
ably, high fertility in the areas of origin may be impli-
cated, and it is also true that, once on the frontier, migrant
families usually exhibit high fertility rates (Carr 2004).
Nonetheless, migration operates as a significant factor
with other nondemographic factors, such as government
policies, changes in consumption patterns, economic in-
tegration, and globalization. Some policies resulting in
land-use change either provoke, or are intricately linked
with increased migration. From a wide array of case stud-
ies, some form of relocation was found in well over a third
of deforestation cases (Geist and Lambin 2002), and in a
quarter or more of desertification (Geist and Lambin 2004)
and agricultural intensification cases (McConnell and
Keys 2005). While spontaneous movements may often
occur within a context of high density in the source re-
gion, in many instances specific triggers, such as drought,
conflict, or major government (re)settlement programs
were identified. Government programs to encourage
settlement in the Brazilian Amazon (e.g., Moran 1981) and
Indonesia (e.g., Fearnside 1997) are well-known, and
other, smaller instances were seen where market demand
and government incentives for the establishment of plan-
tations also lead to relocation and subsequent land
change in areas as different as Costa Rica (e.g., Schelhas
1996), Sumatra (e.g., Imbernon 1999a), and Zambia (Petit
et al. 2001). In other cases, residents returning to a re-
gion after long absences initiated changes in local land
use (e.g., Boyd 2001; Tiffen et al. 1994b). The creation of
infrastructure, especially roads, is a crucial step in facili-
tating settlement and triggering land-use intensification
in a region (e.g., Conelly 1992), and much road construc-
tion can be construed in this sense (see Sect. 3.3.4).
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Thus, while population growth is clearly associated
with a great deal of land change, there are always other
factors that shape the expression of that growth: the lo-
cation, timing and nature of the change, as well as who
undertakes it, and who benefits from it. The treatment
of demographic factors in land-change research is be-
coming increasingly sophisticated, and a population
analysis of great nuance is required. For example, demo-
graphic factors go well beyond growth rates, density, or
the shift from high to low rates of fertility and mortality
(as suggested by the demographic transition) to include
age and sex structure of the population, the characteris-
tics of migration cohorts, and the demographic compo-
sition of households, among others (Moran and
Brondizio 1998; Walker et al. 2000, 2002; Geist 2003a;
Lambin 2003; Moran et al. 2003; Carr 2004). These life-
cycle features arise from and affect rural as well as urban
environments. They result from households’ strategic
responses to both economic opportunities (for example,
market signals indicating higher crop profitability) and
constraints (due to economic crisis conditions, for ex-
ample). They shape the trajectory of land-use change,
which itself affects the household’s economic status. The
longitudinal research of the Carolina Population Center
in the United States and its partners, among others, is
exemplary in its consideration of seasonal and perma-
nent migration and the evolution of settlement patterns
in shaping land trajectories in Nang Rong, Thailand (e.g.,
Entwisle et al. 1998; Rindfuss et al. 2003; Walsh et al. 2003).

Several concerted efforts have been undertaken to ex-
amine specifically the role of population growth in land-
change processes. A set of commissioned case studies in
high density areas of Africa, for example, was largely able
to confirm the Boserupian hypothesis (Boserup 1965, 1975,
1981, 2002) linking population pressure on land to the
transformation of agriculture (Turner et al. 1977, 1993a).
Looking beyond tropical Africa, a set of case studies com-
missioned by a consortium of the National Academies
of India, China and the United States of America de-
scribed regions in those countries – i.e., Pearl River Delta
and Jitai Basin in China, Kerala and Haryana Provinces
in India, and southern Florida and Chicago in the United
States of America – where agricultural production was
increased without major detriment to the environment.
This comparative analysis highlights the importance of
economic and policy variables in shaping land-use prac-
tices, although initially it was assumed that population
growth alone could be a significant driver of land-use
change in many of the regions (Tri-Academy Panel 2001).

Another comparative study also wanted to address the
role of population, seeking to examine a number of cases
in three major types of forest ecosystems worldwide
(i.e., temperate, tropical humid and tropical dry forests),
and along a variety of institutional arrangements (i.e.,
privately held, communally held, and federal- and state-
held forests), wherein could be tested the degree to which
population density or its distribution is associated with
loss of forest, or its recovery (Moran 2005). It has been
found that the role of population not only varies by scale
but is also often counterintuitive (Geist 2003a; Unruh
et al. 2005), as in the case of the forest transition (see
Sect. 3.5.3).

Forest Change

Case study evidence on land-use dynamics in forested
tropical zones largely confirms the expectation that popu-
lation plays a major, though complex role in the expla-
nation of land change, with demographic factors impli-
cated in almost two thirds of deforestation cases reviewed
(Geist and Lambin 2001, 2002) – see Table 3.7. Among
these factors, only in-migration of colonizing settlers into
sparsely populated forest areas, with the consequence of
increasing population density there, shows a notable in-
fluence on deforestation. This pattern tends to feature
African and Latin American rather than Asian cases.
While not denying a role of population growth in tropi-
cal deforestation (e.g., Allen and Barnes 1985; Amelung
and Diehl 1992; Bilsborrow and Geores 1994; Pichón
1997a,b; Ehrhardt-Martinez 1998; Cropper et al. 1999;
Carr 2005), most case studies fail to confirm the simpli-
fication “more people, less forest” in lieu of other more
important, if complex forces (e.g., Anderson 1996; Rudel
and Roper 1996; Barraclough and Ghimire 1996; Fairhead
and Leach 1998) – see Box 3.3. Historical experience and
current comparative research would suggest that there
is no permanent, rigid or deterministic rule linking popu-
lation and forest trends, but the role of population is lo-
cated in a wider context, including agricultural and wider
development trends, and concentrating on its role is per-
haps to focus on the symptom rather than on the under-
lying condition or context (Mather and Needle 2000;
Lambin et al. 2003; Geist 2003a). It has further been found
that population does indeed show an association with
deforestation at aggregate scales, but at local to regional
scales it does not (Rindfuss et al. 2004a). Moreover,
some of the most successful cases of forest management



55

occur at the highest population densities (Tri-Academy
Panel 2001; Moran 2005; Unruh et al. 2005) (see Sect. 3.5.3).

Population increase due to high fertility rates is not a
primary driver of deforestation at a local scale and over
a time period of a few decades. There is no single com-
mon effect of fertility on land use, nor is one expected.
The relationship between land-use change and fertility
flows in both directions, and, as a review of the literature
shows, the effect of fertility on land use varies from place
to place and over time (Rindfuss et al. 2004a). Fertility
intervenes in only 8% of the reviewed cases of land
change (Geist 2003a; Geist et al. 2006), it is never a sole
factor, but always combined with other, at least equally
important factors (Angelsen and Kaimowitz 1999), and
though it is significantly associated with deforestation
at the global and regional scales, evidence for popula-
tion links to deforestation at micro-scales – where people
are actually clearing forests – is scant. For example, where

tropical deforestation is linked to the increased presence
of shifting cultivators, triggering mechanisms invariably
involve changes in frontier development and policies by
national governments that pull and push migrants into
sparsely occupied areas (Rudel 1993, 2005; Mertens et al.
2000; Carr 2005). In some cases, these “shifted” agricul-
turalists (Bryant et al. 1993; Bryant and Bailey 1997) ex-
acerbate deforestation because of unfamiliarity with their
new environment; in other cases, they may bring new
skills and understandings that have the opposite impact
(Lambin et al. 2001) – see Box 3.4. This is not to deny
empirical evidence that the link between high fertility
and high deforestation can be shown at local scales for
certain stages in the demographic cycle of settler house-
holds (e.g., Pichón 1997a,b; Carr 2005).

Dryland Change

As in other types of land change, case study evidence
largely confirms the expectation that population plays a
major role in the explanation of dryland change, with
demographic factors implicated in over half of the cases
of land degradation – see Table 3.8. However, and thus
repeating the pattern found for forest zones, closer in-
spection reveals that even when population growth is an
important explanatory factor, the archetypal process of
a burgeoning population expanding into virgin lands is
rare in the case study literature. For example, it has been
found that population increase due to high fertility rates
among impoverished rural groups, at a local scale and
over a time period of a few decades, is not a primary
driver of dersertification, appearing in just 3% of the cases
reviewed (Geist and Lambin 2004). More important are
family or life-cycle features that relate mainly to labor
availability at the level of households, which is linked to
migration, urbanization, and the breakdown of extended
families into several nuclear families. As an example of
the latter phenomenon, the splintering of family herds
in the West African Sudan-Sahel zone over the past
25 years (due to increases in nuclear households and the
transfer of livestock wealth from herding families to
merchants, agriculturalists, and government officials) led
to increased investment in crop production, reduced la-
bor availability among pastoral households, lower energy
and skills applied to livestock husbandry, and reduced
livestock mobility, which increased the risk of land deg-
radation (Turner 1999, 2002, 2003). Fuelwood demand
by households in Africa differs between nuclear family
units and larger consuming units; the latter are gener-
ally more energy efficient. Small consuming units thus
cause more forest degradation, especially in peri-urban
environments (Cline-Cole et al. 1990).

Demographic factors in dryland degradation show
distinct regional clusters, with Asian and African cases
of desertification most commonly cited as reflecting hu-

Box 3.3. Misreading West African forest landscapes

Many influential analyses of West Africa take it for granted,
that old-growth forest cover has progressively been converted
and savannized during the 20th century by growing popula-
tions. By testing these assumptions against historical evidence,
exemplified in case studies from the forest-savanna transition
zones of Ghana, Guinea and Ivory Coast, it has been shown
that these neo-Malthusian deforestation narratives badly mis-
represent people-forest relationships. They obscure important
non-linear dynamics, as well as widespread anthropogenic for-
est expansion and landscape enrichment. These processes are
better captured, in broad terms, by a neo-Boserupian perspec-
tive on population-forest dynamics. However, comprehend-
ing variations in locale-specific trajectories of change requires
fuller appreciation of social differences in environmental and
resource values, of how diverse institutions shape resource
access and control, and of ecological variability and path de-
pendency in how landscapes respond to use (Fairhead and
Leach 1996; Leach and Fairhead 2000).

Box 3.4. Household dynamics and forest-cover
modification in the Amazon

In humid forest frontiers in South America, the internal dy-
namics of traditional and colonist families, which are mainly
related to households’ capital and labor constraints, explain
the microlevel dynamics of land-cover modification by forest
types (Coomes et al. 2000), land quality (Marquette 1998), and
gender division, as well as the changing social context of de-
forestation in the Amazon Basin (Pichón 1997a,b; Sierra and
Stallings 1998; Perz 2002). Forest clearing is caused by a vari-
ety of actors, with differing effects (Rudel 2005): recent in-
migrants practice slash-and-burn agriculture, and their
children’s families shift to fallow agriculture, while long-settled
families practize diversified production; small families have
crop/livestock combinations (associated with high rates of
forest losses), while large families employ perennial production
modes (associated with low rates of forest losses); and small
ranchers, large ranchers, or upland croppers are displaced by
lowland ranchers (Humphries 1998; McCracken et al. 1999;
Walker et al. 2000). As a rule, microlevel dynamics shape the
trajectory of land-use change, in turn affecting the household’s
economic status (Walker et al. 1996; Sunderlin et al. 2001).
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man population dynamics – see Table 3.8. Most wide-
spread are cases in which (remote) population growth,
overpopulation or population pressure is reported as a
driver. The growth or increased economic influence of
urban population often triggers migration of poor culti-
vators or herders from high-potential, peri-urban zones
into marginal dryland sites. Consequently, the sometimes
rapid increases in the size of local human populations in
drylands are often linked to the in-migration of cultiva-
tors into rangelands or regions with large-scale irriga-
tion schemes, or of herders into hitherto unused, mar-
ginal sites, resulting in rising population densities there
(Geist 2005). Prominent examples of migration-driven
desertification stem from ancient or historical irrigation
(oasis) sites in Central Asia, such as the Tarim and Hei
River Basins or the Aral Sea region. Until recently, tradi-
tional irrigation farming practices in these regions had
a relatively small impact on dryland ecosystems. Only in
the second half of the 20th century did advances in hy-
drotechnical infrastructure combine with population
influx from remote zones, likewise driven by outside eco-
nomic demands and related policies, i.e., attaining self-
sufficiency in food and clothing, so that cotton monoc-
ultures and irrigated food crops became key crops in ar-
eas of rapid settlement. In the period 1949 to 1985 alone,
population in the Hei River Basin of northern China al-
most doubled, from 55 million to 105 million people, with
the total irrigated area tripling from 8 to 24 million ha
and the number of reservoirs increasing from 2 to 95 in
the same period of time (Sheehy 1992; Genxu and
Guodong 1999; Yang 2001; Feng et al. 2001; Lin et al. 2001).

Cropland Change

Case study evidence also confirms the expectation that
population plays a major role in the explanation of land
dynamics in agricultural intensification zones, with de-
mographic factors implicated in almost two thirds of the
reviewed cases, though not working in a universal, or
unmediated fashion – see Table 3.9 (McConnell and Keys

2005). As for other land-change classes, it has been found
that population, usually together with national economic
policy, plays an important role in regional studies as ex-
planatory variable of change. However, at the village level,
it may become clear that features of the household life
cycle are more important (Vance and Geoghegan 2004).
For example, it has been shown that the effects of popu-
lation change in northeastern Thailand, when expressed
as a change in household size, had a larger impact on the
conversion of land for use in upland crops (e.g., cassava,
corn, sugar cane) than when expressed as counts of indi-
viduals (Rindfuss et al. 2003). Likewise, historical demog-
raphy is a powerful way to bring attention to the fact that
a complete explanation of ecosystem change in agricul-
tural core zones must include the actual sequence and
timing of events that produce an observed structure or
function. The age-gender structure of human popula-
tions is a summation of their historical experience and can
provide powerful ways to examine land change in light of
the changing structure of households (Netting 1986; Butzer
1990; Batterbury and Bebbington 1999; Redman 1999).

Urban Change

Today, about half the people in the world live in urban areas,
up from less than 15% at the start of the 20th century. High-
income countries typically have populations that are 70
to 80% urban. Some developing-country regions (e.g., parts
of Asia) are still largely rural, but Latin America (at 75% ur-
ban) is indistinguishable from high-income countries in
this regard (Millennium Ecosystem Assessment 2005).

Urban populations are not randomly scattered across
the globe, but are commonly located at transportation
break points and places of opportunity, with highest
population densities at low coastal elevations and in to-
pographic basins adjacent to mountain ranges (see
Chap. 2). Rural-urban migration stories are not simple,
and they involve both pull (facilitating) and push fac-
tors. There is an important life cycle aspect to how house-
holds use land, and timing of fertility is an important
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aspect. For urban migrants, push factors at the place of
origin historically often include population pressure as
a legacy of prior fertility levels. Rural-urban migration
will transfer part of the impact of rural fertility to urban
places and play a role in the conversion of land to urban
uses. The longer-term effect would involve increased rates
of household formation, and, although fertility has de-
clined in most parts of the world (especially in urban
zones), a legacy of high levels in the past is a continuing
growth in the numbers of young people coming of age,
forming their own households, and using land for dwell-
ing units and for some type of productive activity. Thus,
even though reduced fertility leads to diminished growth
of the base (ages 0–4), the legacy of past fertility leads to
substantial increases in the numbers of men and women
entering their 20s and 30s many years after the decline
in fertility, known as “population momentum” (Rindfuss
et al. 2004a). On the other hand, turnarounds in forest-
cover change have been widely associated with urban-
ization and industrialization, and the processes facilitat-
ing reforestation likely includes urbanization (Rudel 1998;
Mather and Needle 1998) (see Sect. 3.5.3).

With the rising affluence commonly associated with
the transition from agricultural to urban-industrial so-
cieties, a shift has occurred to smaller household sizes,
i.e., the number of individuals living in a household, for
which there is a variety of reasons (McKellar et al. 1995).
Other things being equal, declines in fertility will lead to
smaller household sizes. Also, many countries have ex-
perienced increases in divorce, especially in urban zones,
and this often turns one household into two. And, in some
countries of the industrialized world, a stage in the life
course has emerged wherein children leave the parental
household but have not yet formed their own family, fre-
quently resulting in the creation of an additional house-
hold. Likewise, when rising affluence permits mobility
from multi-generational households (or extended fami-
lies), splitting into smaller units is typical. In sum, de-
clining household size affects urban land use through a
variety of mechanisms. There is demand for more hous-
ing units, and typically these units will spread horizon-
tally across the landscape, contributing to urban sprawl.
More dwelling units usually leads to more demand for
building materials, etc., and smaller household size com-
monly also translates into less efficient use of various
resources (Rindfuss et al. 2004a).

3.3.4 Institutional Factors

General Remarks

The preceding presentation of demographic, economic
and technological factors makes it clear that it is also
important to understand institutions (political, legal,
economic, and traditional) and their interactions with

individual decision-making (Agrawal and Yadama 1997;
Ostrom et al. 1999; Young 2002a, 2003). In particu-
lar, government policy plays a ubiquitous role in land
change, either directly causative or in mediating fashion
(see Sect. 3.3.2). In the last case discussed in the preced-
ing section, for example, governments intervene to re-
duce fertility and encourage transmigration (thus influ-
encing demographic factors), while in the economic
realm they control prices, subsidize inputs, provide credit,
promote industrialization and export, and provide and
maintain infrastructure. Throughout history and through-
out most major regions of the world, the expansion of
agricultural land has often served as a tool of popula-
tion redistribution and has also played a key role in the
formation and consolidation of nation states (Richards
1990; DeKoninck and Dery 1997). In the latter case, ac-
cess to land, labor, capital, technology, and information
is structured (and is frequently constrained) by local
and national policies and institutions (Batterbury and
Bebbington 1999). Also, crucial issues of property rights
lie clearly in the institutional domain, and land manag-
ers have varying capabilities to participate in and to de-
fine these institutions. Relevant nonmarket institutions
are, for example, property rights regimes, decision mak-
ing systems for resource management (e.g., decentrali-
zation, democratization, and the role of the public, of civil
society, and of local communities in decision making),
information systems related to environmental indicators
as they determine perception of changes in ecosystems,
social networks representing specific interests related to
resource management, conflict resolution systems con-
cerning access to resources, and institutions that govern
the distribution of resources and thus control economic
differentiation (Lambin et al. 2003).

Probably the most closely scrutinized realm of policy
influence on land dynamics is economic policy. National
governments exert a huge influence on land-use deci-
sions through economic and finance policy. Broad policy
factors, often associated with structural adjustment (e.g.,
market liberalization, privatization, currency devalua-
tion), were cited in all types of land-use change reviewed
(Kaimowitz et al. 1999; Mertens et al. 2000; Sunderlin
et al. 2001). Specific policies, including the provision of
credits, price supports and subsidies, as well as the im-
position of tariffs and taxes, were detected in a third of
the cases of agricultural intensification, where subsidized
inputs and price supports enabled farmers to profitably
adopt new crops (McConnell and Keys 2005). More ex-
amples of policies that influence land-use change are state
policies to attain self-sufficiency in food (Xu et al. 1999),
decentralization (Becker 1999), (low) investments in
monitoring and formally guarding natural resources
(Agrawal and Yadama 1997), resource commodification
(Remigio 1993; Deininger and Minton 1999; Sohn et al.
1999; Tri-Academy Panel 2001; Keys 2004), land consoli-
dation (Imbernon 1999b; Pfaff 1999), and nationalization
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or collectivization (Xu et al. 1999; Tri-Academy Panel
2001) as well as privatization (Watts 1989, 1994, 1996).
Credits and subsidies for the forest sector played strong
roles in over a quarter of the deforestation cases reviewed
(Barbier 1993; Pichón 1997a,b; McCracken et al. 1999;
Deininger and Minton 1999; Hecht 1993, 2005), while such
factors appear to be somewhat less important in cases of
desertification (Geist 2005).

Forest, Dryland and Cropland Change

As mentioned above, the linkage between infrastructure
expansion and deforestation has long been recognized
and debated, and the meta-analyses of land-use dynam-
ics bear this out. Overall, government-sponsored migra-
tion (resettlement) schemes exert an overwhelming in-
fluence in deforestation in certain cases, such as the Bra-
zilian Amazon and Indonesia (Geist and Lambin 2002).
While the most frequently cited form of infrastructure
facilitating forest settlement is transportation, this was
much less prevalent in prompting agricultural intensifi-
cation, occurring in barely one quarter of the cases (Mc-
Connell and Keys 2005), and even more rarely associ-
ated with desertification (Geist and Lambin 2004). By
contrast, the provision of water resource infrastructure
(reservoirs, dams, canals, levies, boreholes and pump sta-
tions) was seen as an important causal factor in over a
third of the desertification cases, and played a crucial
role in agricultural intensification involving irrigation
(Johnson 1986; Hopkins 1987; Ewell and Merill-Sands
1987; Carney 1993; Shively 2001). In their studies on land-
use change in Punjab and Haryana, the Indian heart-
lands of green revolution applications, Leaf (1987) and
Vashishta et al. (2001) both find that the two most cru-
cial public policies were regionally biased infrastructure
development (roads as well as irrigation infrastructure)
and the pricing of crop inputs and outputs by the state,
which is widely supported by other case study evidence
(e.g., Deininger and Minton 1999; Tri-Academy Panel
2001) – see Box 3.1.

Direct government participation in extractive indus-
tries, such as agricultural or forestry plantations, can have
locally powerful consequences. Likewise, the state’s en-
couragement of energy and mineral resources develop-
ment has led to pressure on water resources, triggering
desertification. As a general rule, it appears as if land
degradation is more prominent when macropolicies, ei-
ther capitalist or socialist, undermine local adaptation
strategies (Geist and Lambin 2003). In particular, “per-
verse subsidies” for road construction, agricultural pro-
duction, forestry, and so forth are thought to be one of
the biggest impediments to environmental sustainabil-
ity (Myers and Kent 2001) (see Sect. 3.3.2).

The flip side of the influence of government policy is
its failure, i.e., ill-defined policies and weak institutional

enforcement. This can involve the lack of access to gov-
ernment services by particular groups (e.g., highland-
ers, ethnic minorities), as well as more widespread in-
ability, for example, to provide extension services, or to
enforce land-use regulations. In some instances, such
failure is seen to result from simple lack of resources,
while in others, authors assert that clientelism and other
forms of corruption are to blame. In Indonesia, for ex-
ample, widespread illegal logging is linked to corruption
and to the devolving of forest-management responsibili-
ties to the district level (Jepson et al. 2001). In the Bra-
zilian Amazon, significant examples of policy failure are
the widespread disrespect of the limits to clear cut de-
termined by the federal Forest Code and the difficulties
of implementing prescribed land-zoning programs
(Alves et al. 2003; Mahar 2002). On the other hand, re-
covery or restoration of land is also possible with appro-
priate land-use policies (Tri-Academy Panel 2001; Mather
2006c). Also, war, insurgency, and violent conflicts over
land lead to the disruption of land management, thus
triggering dryland degradation, for example (Geist 2005).

Clearly one of the most important sets of factors in-
fluencing people’s actions on the landscape is their rights
to use, alter and extract resources from the land. In much
of the tropics, property rights have been quite dynamic
over the past few decades, as traditional community ten-
ure systems cede to increasingly private, individualized
regimes, generally in the context of colonial and post-
colonial influences. In fact, the delineation of colonial
territory by the European powers was often purposely
designed to subdivide the territory of ethnic groups, and
the legacy of this continues to be cited as an important
factor shaping land dynamics. These shifts in access to
and control over land resources have of course been ex-
perienced differently by different groups within any
country, and even within localities (see Sect. 3.2.2). At the
same time, states have exerted – and have sometimes
subsequently relaxed – ownership of all or part of their
national territory (e.g., forest lands). An important re-
cent manifestation of this is the creation of biodiversity
conservation areas, which entails denying or restricting
access to lands considered crucial to existing livelihoods.
At the same time, consolidation of land resources in the
hands of few has been an important process, and the re-
dressment of this through land reform (redistribution)
has had major consequences (Bebbington 2000; Coomes
et al.  2000).

Not surprisingly, then, property rights issues emerge
as important factors in almost half of the deforestation
cases reviewed (Geist and Lambin 2002) – see Table 3.10.
Of particular relevance in this domain are logging con-
cessions, liberalization of land markets, easy transfer of
public lands for private use, state regulations favoring
large land holdings, tenure insecurity, and malfunction-
ing customary tenure regimes. Though much discussed
as a robust cause of deforestation (e.g., Deacon 1994, 1995,
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1999; Mendelsohn 1994; Mendelsohn and Balick 1995), it
appears as if property rights issues are mainly a charac-
teristic of Asian cases and tend to have ambiguous ef-
fects upon forest cover, i.e., insecure ownership, quasi-
open access conditions, maladjusted customary rights,
as well as the legalization of land titles, are all reported
to influence deforestation in a similar manner (Geist and
Lambin 2002). Virtually all of the agricultural intensifi-
cation cases reported some information on property re-
gimes. The information was part of a still larger set of
nonmarket institutional variables that emerged as fre-
quently as other important causes, with policies and pro-
grams of the government or non-governmental organi-
zations somewhat less frequently reported than property
regimes. The latter were particularly important in those
cases involving the adoption of tree crops, which often
imbues the owner with a greater degree of control over
the land (McConnell and Keys 2005) – see Table 3.11.
Among the institutional and policy factors that underlie
about two-thirds of reported cases of desertification,
modern policies and institutions are as much involved
as are traditional institutions (or, in other words: the fail-
ure of traditional land-tenure regimes under circum-
stances of other pressures such as aridification or mar-
ket integration). It appears that the failure of institutional
aspects of traditional land tenure (e.g., equal sharing of
land and splintering of herds because of traditional inher-

itance law) are as important in driving desertification as
are growth-oriented agricultural policies (including mea-
sures such as land distribution and redistribution), agrar-
ian reforms, modern sector development projects, and
market liberalization policies. Both traditional and mod-
ern institutions and policies thus reduce flexibility in
management and increase the pressure on constant land
units. The introduction of new land-tenure systems,
whether under private (individual) or state (collective)
management, is another factor associated with land deg-
radation in drylands (Geist 2005) – see Table 3.12.

Underlying the institutional arrangements for land
management and property rights regimes are broad so-
ciopolitical factors that encompass, among others, the
amount of public participation in decision-making, the
groups participating in public decision-making, the
mechanisms of dispute resolution, and the role of the
state relative to the private sector. Over the past 50 years,
there have been significant changes in these forces. The
changes include, among others, a declining trend in cen-
tralized authoritarian government (but also in the im-
portance of the state relative to the private sector), an
increased involvement of non-governmental and grass-
roots organizations in decision-making processes (ex-
pressed, for example, in the worldwide recognition by
the Norwegian Nobel Prize Committee of Wangari Maathai
and the Green Belt movement in Africa, linking women’s

3.3  ·  Synopsis of Broad Factors Affecting Land Change



CHAPTER 3  ·  Causes and Trajectories of Land-Use/Cover Change60

rights, democracy, ecological restoration, and grassroots
activism in favor of sustainable development), and an
increase in multilateral environmental agreements such
as the United Nations Convention to Combat Desertifi-
cation (UNCCD) (Millennium Ecosystem Assessment
2005).  With increasingly interconnected market forces
and the rise of international conventions, the impact of
institutional drivers moves from the local to the global
level (Taylor et al. 2002a). It can be expected that many
of the rules used for making land-related policies will
continue to be relevant factors. This will be important
because in the history of human-environment relations
there has often been a widespread mismatch between en-
vironmental signals reaching local populations and con-
ventional macrolevel institutions (Redman 1999; Tri-
Academy Panel 2001), and any changes should help to
ensure that local users are able to better influence re-
source-management institutions (Poteete and Ostrom
2004). These institutions need to be (re)considered at
various scales, to identify the local mediating factors and
adaptive strategies and to understand their interactions
with national- and international-level institutions
(Klepeis and Chowdhury 2004; Mather 2006c).

Urban Change

A prime example of economic and related policies asso-
ciated with the growth of urban zones is China. On the
one hand, beginning in the late 1970s, urban regions ben-
efited from national reform policies in the agricultural
sector (price reform, elimination of collective farming),
which triggered increased crop yields and a surplus of
agricultural workers available for urban economic sec-
tors. On the other hand, decentralization policies allowed
provincial and local city governments more autonomy
to devise and implement their growth-oriented devel-
opment strategies (e.g., incentives to stimulate invest-
ment, economic development and conversion into urban-
industrial zones) (Seto et al. 2004). A land reform in 1988
further allowed the transfer of land-use rights through
negotiation, auction, or bid, with the consequence that
both individuals and collectives can rent or lease their
land to local and foreign ventures (Sharkawy et al. 1995).
Movement to cities was made possible through reforms,
which have relaxed the so-called hukou and reduced the
importance of the danwei systems, both limiting popu-
lation mobility, especially from rural to urban areas.
Hukou has been a household registration system which
determined the residency status of an individual, while
the work unit, danwei, was an important provider of ba-
sic goods and services such as housing, health care, food
ration tickets, and education, with both systems control-
ling internal migration and urbanization before 1978
(Mallee 1996; Smart and Smart 2001). At the national

scale, again beginning in the late 1970s, the central gov-
ernment initiated a series of sweeping reforms that in-
cluded the promotion of township and village enterprises
(TVEs) which had originally been agricultural collectives.
Urban TVEs in China turned into veritable pillars of eco-
nomic growth, since they were built upon low labor costs
due to rural surplus labor and relative freedom from state
or bureaucratic control, thus becoming attractive part-
ners for foreign investments (Putterman 1997).

3.3.5 Cultural Factors

General Remarks

Numerous cultural factors also influence decision mak-
ing on land use, and it is important not to divorce these
cultural conditions and trends from underlying political
and economic conditions, including political and eco-
nomic inequalities such as the status of women, ethnic
minorities and resource-poor households, that affect re-
source access and land use (see Sect. 3.2.2). The ways in
which people frame land-use choices represent an im-
portant set of proximate factors that influence decision-
making, but these framing practices in turn influence and
are influenced by the other driving forces discussed in
this chapter. Land managers have various motivations,
collective memories, and personal histories, and it is their
attitudes, values, beliefs, and individual perceptions
which affect land-use decisions, for example, through
their perception of and attitude toward risk (U.S. Na-
tional Research Council et al. 1999). Understanding the
mental models (i.e., cognition, volition, will, etc.) of vari-
ous actors may thus help explain the management of re-
sources, adaptive strategies, compliance with or resistance
to policies, or social learning, and therefore social response
in the face of land-use change (Lambin et al. 2003).

Forest Change

In tropical forest zones, cultural factors are reported to
underlie mainly economic and policy forces in the form
of attitudes of public unconcern towards forest environ-
ments, and these factors also shape the rent-seeking be-
havior of individual agents causing deforestation (e.g.,
Deininger and Binswanger 1995) – see Table 3.13. Most
notably the so-called cattle complex, or the high status
accorded cattle ranching in Latin America, explains some
important variations in regional patterns of land use, i.e.,
pasture creation for cattle ranching as a striking cause of
deforestation reported almost exclusively for humid low-
land cases from mainland Latin America (Geist and
Lambin 2002). The cultural preference for cattle ranch-
ing stems from colonial Iberian experiences in the
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17th and 18th century in the Americas. This common cul-
tural legacy explains in part why cattle ranching is so
prevalent in land poor Central America as well as in land
rich South America. When penetration roads were built
through these regions during the 1960s and 1970s, this
cultural preference catapulted cattle ranching into one
of the key driving forces behind tropical deforestation in
the Western Hemisphere (Shane 1986; Hecht 1993). These
cultural preferences also have spillover effects, spread-
ing from majority to minority groups in a society. Some
of the most populous and acculturated indigenous
peoples in Latin America became cattle ranchers during
the 1970s in an effort to secure titles to what had been
forested land. Some indigenous peoples reverted to more
culturally familiar patterns of shifting cultivation after
they obtained formal land tenure, but others remained
cattle ranchers (Rudel et al. 2002a).

Dryland Change

In drylands affected by land degradation, public attitudes,
values and beliefs are as frequently associated with cases
of desertification as are individual or household behavior,
but there are regional variations – see Table 3.14. In Asia,
land-use change leading to desertification is sometimes
driven by public encouragement of a frontier mentality
and by efforts to improve living standards and attain self-
sufficiency in food. An example of the former cultural
complex is the official support for land consolidation in
the northern and, especially, northwestern territories of
China (Jiang et al. 1995; Genxu and Guodong 1999; Feng

et al. 2001; Lin et al. 2001; Jiang 2002). Such land-use
change is very often linked to the belief that water is a
“free good” and that grazing is “inefficient” when com-
pared with grain production. In particular, water has al-
ways been regarded as a common good to be used freely,
and there is usually little incentive to conserve when the
cost of irrigation from individual wells is only the cost of
extraction, and when costs for water drawn from canals is
a low annual fee independent of volume and frequency of
use (Hole and Smith 2004). Contrasting with this pattern
are the Latin American cases, in which desertification seems
to be predominantly driven by the individual responses or
motivations of ranchers, and the Australian cases, in which
a frontier mentality is not explicitly promoted by the state
but seems to reflect a private attitude (Geist 2005). In Af-
rica, ethnicity can have a strong bearing on adaptive land-
use strategies (Reenberg and Paarup-Laursen 1997).

Cropland Change

In agricultural core areas with settled farming practices
and pronounced land use intensification, religion, eth-
nicity and education have been identified as factors shap-
ing land use decisions. These include strong preferences
for staple crops, or for particular cropping practices
(McConnell and Keys 2005) – Table 3.15. In addition, cul-
tural and religious factors often shape restrictions (i.e.,
taboo) on the use of certain parts of the landscape, for
example, reserving the hillsides surrounding family
tombs for cultivation only in special circumstances in
respect of the founders of the village (McConnell 2002).

3.3  ·  Synopsis of Broad Factors Affecting Land Change
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Urban Change

The influence of cultural preferences includes landscapes
of consumption as well as landscapes of production.
Urbanization, for example, very likely changes ways of
life fundamentally, with increasing expectations about
raised consumption and potentially a weakened under-
standing of production-consumption relationships (see
Sect. 3.3.3). Demands originating from urban-industrial
zones often exert remote influences on rural and marginal
sites, and urban entrepreneurs are often cited as being re-
sponsible for what has been called “speculative cultivation”
outside the built-up zones, affecting property rights regimes
there. In the humid forest zones of mainland Latin America,
for example, pasture creation by large ranchers and absen-
tee landlords is often reported as an unproductive, profit-
seeking activity to add value to land, thus raising the value
of land for speculation purposes and driving “speculative
deforestation” (Hecht 1993; Walker et al. 2000). Likewise,
it has often been reported that in the wake of rising prices
of irrigation key crops (such as cotton and rice) urban
entrepreneurs start investing in land, tractors and com-
bine harvesters to cultivate large tracts of what had pre-
viously been rangelands (Geist 2005). As in the case of
felling old-growth forest trees for pasture, steppe could
be claimed by plowing it. Enormous areas of marginal
land were thereby brought under speculative cropping,
mostly funded by urban investors, such as in the semi-
arid Syrian Khabur Region between the Tigris and Eu-
phrates Rivers (Hole and Smith 2004). Cultural factors
also shape land-use dynamics within urban zones. The
English preference, for example, for lawns contributed
to suburban sprawl in North America after World War II,
and more recently, the preference for suburban land-
scapes of consumption has spread from North America
to South America and shows signs of spreading to dis-
parate other world regions (Leichenko and Solecki 2005).

3.4 Causation Revisited

3.4.1 Factor Interaction and Conjunctural Causation

This presentation of causal factors highlights several is-
sues. First, any given factor can have multiple and often
contradictory effects, depending on its specific nature, and
on the context in which it occurs. For example, an increase
in world coffee prices may cause farmers in Central America

to clear forest land to make way for coffee groves, while at
the same time in East Africa, land may be converted from
field crops to coffee groves (Goldman 1993; Kasfir 1993;
Okoth-Ogendo and Oucho 1993). The net effect on woody
biomass at the two sites will be quite different. Likewise,
the effects of globalization (see Sect. 3.4.3), in the sense of
the geographical expansion of free trade, have had dra-
matically different effects in different regions: increasing
pressure on forest resources in forest-rich regions like the
Amazon, while reducing pressure in forest-depleted regions
like West Africa or South Asia (Rudel 2005).

In addition to the ambiguous effects of a given causal
factor, as noted above, no objective framework exists for
the classification of factors into broad groups; rather the
framework applied depends on the analytical lens of the
researcher. The construction of roads, for example, can
be analyzed according to the resulting difference in farm
gate prices, or as part of a government policy to encour-
age transmigration, which itself may be seen as an out-
come of rapid population growth. In fact, it has been ar-
gued that roads can only facilitate land change, but are
themselves insufficient in the absence of price incentives,
and that inputs must also be in place (Angelsen and
Kaimowitz 1999) – see Box 3.5 and Fig. 3.2.

The strongest finding emerging from the meta-analy-
ses of case studies is a resounding rejection of single-cause
explanations of land-use change. No factor ever works in
isolation. While some factors, such as population growth,
may be very widely implicated in land change around the
world and through time, their effects depend not only on
their particular nature, but also on the specific biophysical
and social contexts in which they occur. Given the impos-
sibility of carrying out classical experimentation, isola-
tion of the “independent” effects of any factor is fruitless.
Thus, the focus should be causal synergies or the inter-
action of factors, rather than the individual factors or
groups of factors (sectors). For example, a recurrent com-
bination of interacting factors associated with desertifi-
cation entails a change in precipitation combined with
government policy promoting growth in the agricultural
sector, along with the introduction of new technology, in
the context of an inflexible tenure regime ill-suited to
these new circumstances (Geist and Lambin 2004).

Different patterns or modes may represent the inter-
actions between the various causes of land change (Young
2002a; Lambin et al. 2003). First, while no key factor op-
erates in isolation, one cause may completely dominate
the other cause, assuming that land use in a given local-
ity is influenced by whatever factor exerts the greatest
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constraints. Second, factors driving land-use/cover dy-
namics can be connected as causal chains, i.e., intercon-
nected in such a way that one or several variables (un-
derlying causes, mainly) drive one or several other causes
(proximate causes, mainly). Third, different factors can
intervene in concomitant occurrence which describes the
independent but synchronous operation of individual
factors leading to land change. Finally, and the modes of
interaction might not be exhausted herewith, different
factors may also intervene in synergetic factor combina-
tions, i.e., several mutually interacting variables driving
land-use change and producing an enhanced or increased
effect due to reciprocal action and feedbacks between
causes (see Sect. 3.4.2). In meta-analyses of case studies
of tropical deforestation (Geist and Lambin 2002) and
dryland degradation or desertification (Geist and Lambin
2004), the proportion of cases in which dominant, single,
or key factors operate at either the proximate or under-
lying level was low (ca. 5 to 8%); concomitant occurrence
of causes was more widespread (ca. 25%); and the most
common type of factor interaction was found to be syn-
ergetic factor combinations (in ca. 70 to 90% of the case
studies reviewed).

Quantitative social science has long recognized the
implausibility of the assumption of complete indepen-
dence among so-called “independent” variables, and a
great number of sophisticated techniques have been prof-
fered to accommodate – that is, to remove the effects of –

Fig. 3.2. Proximate causes and underlying driving forces of forest decline. Source: Geist and Lambin (2002), p. 144

Box 3.5. Debating the role of roads in deforestation

As illustrated by the case of roads and deforestation, the di-
rection of causality may be difficult to establish, even at short
timescales. For example, 81% of the deforestation in the Bra-
zilian Amazon between 1991 and 1996 occurred within 50 km
of four major road networks (Lele et al. 2000; Alves 2002a).
Is it the national demand for land and the (high) agricul-
tural suitability of some forest areas that lead to policy deci-
sions to expand the road network in these areas, which then
gives access to the forest for migrants who clear land? Or is it
the expansion of local logging or agricultural activities in
some forest areas that then justifies the construction of new
roads to link these active production areas to existing mar-
kets? Or does the construction of a road for reasons unre-
lated to land use in the forest (e.g., to connect major cities)
induce new deforestation by its mere presence, through a
spatial redistribution of population and activities? Or, in the
latter case, does the road simply attract to a given location a
preexisting demand for land that would have led to defores-
tation elsewhere if the road had not been built? In this case,
are there other intervening factors like the creation of forest
reservations or a more strict enforcement of existing land
appropriation regulations? In other words, is a road an en-
dogenous or exogenous factor in deforestation and does it
affect just the location or also the quantity of deforestation
in a given country? The likely answer to these questions is
that, in most cases, national demand for land, policies to de-
velop the forest frontier, capital investments in logging and
agricultural activities, population movements, commodifi-
cation of the economy, the development of urban markets,
and infrastructure expansion are highly interdependent and
co-evolve in close interaction as part of a general transfor-
mation of society and of its interaction with its natural envi-
ronment (Lambin et al. 2003).

3.4  ·  Causation Revisited
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such interaction (e.g., York et al. 2003). A different ap-
proach is to reject the notion that individual variables
have independent effects, and can be substituted one for
another in causing an outcome, and instead embrace
these interactions as the heart of explanation (Ragin
1987). This approach seeks to identify how suites of in-
teracting factors work in conjunction with one another,
and to identify typical, or recurring causal clusters. Case
studies of land-cover change underline the importance
of meso-level variations in land-cover change in which
different rain forest regions exhibit distinct clusters of
causes that together drive land-use change. For example,
Geist and Lambin (2002) identify distinct continental
clusters surrounding cattle ranching in Latin America,
smallholder agriculture in Africa, and a logging-small-
holder tandem in Southeast Asia. Rudel (2005) finds
variations in causal clusters between regions with large
forests (Amazon, Central Africa, and Southeast Asia) and
regions with small forests (Central America, West Africa,
East Africa, and South Asia): well financed landowners
and corporations drive deforestation in regions with large
forests, while villages and smallholders are important
actors in places with small forests.

3.4.2 Feedbacks, Thresholds, Endogeneity,

and Co-Evolution

The patterns of causation discussed above are in most
cases simplifications that are useful for communicating
about particular environmental issues or for modeling
(see Chap. 5). In reality, however, there are functional
interdependencies in reality between all the causes of
land change, both at each organizational level (“horizon-
tal interplay”), and between levels of organization (“ver-
tical interplay”) (Young 2002b). Thus, the relationship
between causes and outcomes is neither linear nor uni-
directional (Mather 2006b). Anthropogenic land change
invariably alters all aspects of the biophysical system to
some degree (and extent), and as those alterations be-
come sufficiently great, they are detected by the land us-
ers (or by their neighbors or regulating bodies), and this
detection eventually leads to a change in behavior. When
the reaction exacerbates perceived negative consequences
on the system, the result is degradation; when the reac-
tion moderates such negative effects, the result may be
remediation or rehabilitation. In other words, amplify-
ing mechanisms (or “positive” feedback loops) lead to an
acceleration of change, in some cases triggering a rapid
degradation of ecosystems and the impoverishment or
even collapse of the societies using these ecosystems (Dia-
mond 2005). By contrast, attenuating mechanisms dampen
the human impact on the environment, in some cases lead-
ing – in the form of institutional and technological inno-
vations, for example – to “negative” feedback loops associ-
ated with a decrease in the rate of change or even a rever-

sal of the land-cover change trend (see Sect. 3.5.3). Thus,
feedback is an important system property associated with
changes in land use that can impact the speed, but also
intensity and mode of land change (Lambin et al. 2003).

Adding to the system properties of land-use/cover
dynamics are thresholds (hidden points or “break
points”), that steer fundamental, but reversible changes.
Sudden, abrupt and irreversible shifts from one land use
into another (or into collapse) can occur at control (or
switch and choke) points (Steffen et al. 2004). Often, bio-
physical and socioeconomic factors tend to operate in
what could be called “multiple thresholds”, governing the
trajectory towards degradation or remediation in con-
junction with feedback mechanisms, occasionally in an
event-driven manner (Reenberg 2001). In dryland areas,
for example, common examples of multiple thresholds
are dry climate conditions (limiting water provision for
cropping and determining germination conditions), criti-
cal minimum soil depths, the regenerative capability of
vegetation to develop back to dense growth, and the de-
gree of flexibility among rural societies for informal ar-
rangements to cope with these factors (Geist 2005).

As a matter of co-evolution, many factors driving land-
use/cover change – such as new economic policies or
technological developments in agriculture – appear to
be exogenous forces (thus largely out of control by local
land managers), but as the timescale of analysis expands,
all causes – from demographic changes to technological
innovations (including new environmental policies) – be-
come endogenous to the human-environment system and
are affected in some degree by land dynamics. Actually,
the changes in ecosystem goods and services that result
from land-use/cover change (see Chap. 4) lead to impor-
tant feedback on the drivers of land dynamics. These
changes affect the availability and quality of some of the
natural resources that are essential to sustain livelihoods,
create opportunities and constraints for new land uses, in-
duce institutional changes at the local to global levels in
response to perceived and anticipated resource degrada-
tion, modify the adaptive capacity of land managers (by
affecting their health, for example), and give rise to social
changes in the form of income differentiation (when there
are winners and losers in environmental change) or in-
creased social complexity (e.g., by increasing interactions
between urban and rural systems) (Lambin et al. 2003).

3.4.3 Globalization

Globalization – i.e., the worldwide interconnectedness
of places and people through global markets, informa-
tion, capital flows and international conventions, for ex-
ample – is a process that underlies the driving forces dis-
cussed above. Global markets, in particular, increase
complexity and uncertainty, raising concerns about risk
from the global-local interplay of driving forces. Ex-
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amples include forces of globalization that underlie pro-
cesses of tropical deforestation (e.g., through an expan-
sion and liberalization of the markets for forest prod-
ucts), rangeland modifications (e.g., by the application
to dryland regions of inappropriate land-management
systems designed elsewhere), agricultural intensification
(e.g., through domestic and international capital flows
leading to agricultural specialization), and urbanization
(e.g., by the diffusion of urban culture and the increas-
ing disconnection of the sources of demand from the
location of production) (Lambin et al. 2001). For ex-
ample, the depletion of accessible stocks of tropical hard-
woods in Southeast Asia has prompted Asian buyers and
companies to investigate and begin purchasing old
growth timber from other continents, most recently from
the Central African and Amazon-Orinoco forests; at the
same time, these firms closed down their operations in
already depleted areas like peninsular Malaysia or Thai-
land (Rudel 2005).

The various processes of globalization accelerate or
dampen the impact of drivers of land change, i.e., they
cross-cut the local and national pathways of land-use/
cover change, and they therefore attenuate or amplify the
driving forces by removing regional barriers, weakening
connections within nations, and increasing the interde-
pendency among people and between nations. Through-
out the history of land transformation, rapid land-use
changes often coincide with the incorporation of a re-
gion into an expanding world economy such as in the
process of European colonization of the New World
(Richards 1990). In an increasing manner, global forces
replace or rearrange the local factors determining land
use, building new, global cause-connection patterns in
their place, such as contract farming schemes and global
agro-food chains (Watts 1996; Goodman and Watts 1997;
Fold and Pritchard 2005). On the other hand, globaliza-
tion also affects land change indirectly. Examples are eco-
labeling and global organic food networks, information
technologies leading to better forecasts on weather or
market prices for farm management, or land monitoring
using earth observation satellites that provide control and
global sanctioning such as in the case of forest fires in In-
donesia (in 1998). In particular, international institutions
– be they organizations within the United Nations system
or nongovernmental organizations – can be instrumental
in promoting and funding policies aimed at combating
environmental degradation, setting political agendas, build-
ing consensus, and creating constraints and incentives for
sustainable land management (Lambin et al. 2002).

It appears as if globalization, in the sense of trade lib-
eralization and the spread of neo-liberal macroeconomic
policies, is particularly important in countries or areas
with fragile ecosystems (e.g., semiarid lands and man-
grove forests). In Ghana and Mexico, for example, land-
use/cover changes during the 1980s and 1990s were iden-
tified as the immediate and principal impact stemming

from economic liberalization and globalization, mostly
trade liberalization and reforms to open up the agro-in-
dustrial sector. Increased agricultural productivity di-
rectly triggered forest conversion and increased land
degradation from unsustainable production methods,
and, indirectly, agro-industrial development displaced
the landless and rural poor, who were then pushed to
marginal agricultural lands or to the forest frontier
(Barbier 2000a).

Globalization also has a cultural component that most
visibly affects consumption landscapes in expanding
urban areas. The spread of recreational norms embod-
ied in games like golf leads to the construction of golf
courses and second homes in seemingly unlikely settings
in newly industrializing, prosperous nations (Leichenko
and Solecki 2005). Although the MacDonaldization the-
sis refers to a form of bureaucratic rationality within
enterprises (Ritzer 1998), one could appropriate the term
and use it to describe the common element that makes
emerging urban landscapes in the more affluent and
newly affluent parts of the world look so similar.

3.5 Syndromes, Pathways, and Transitions

3.5.1 Syndromes of Land Change

Case study comparisons revealed that not all causes of
land change and all levels of organization are equally
important. This prompted an attempt to reduce the com-
plexity of the analysis of causes by identifying a limited
suite of processes and variables which makes the prob-
lem tractable at aparticular scale. For any given human-
environment system, a limited number of causes are es-
sential to predict the general trend in land-use/cover
change (Stafford-Smith and Reynolds 2002; Reynolds
et al. 2006). This is the basis, for example, for the syndrome
approach, which describes archetypal, dynamic, co-evolu-
tionary patterns of human-environment interactions
(Petschel-Held et al. 1999; Petschel-Held 2004). A taxonomy
of syndromes links processes of degradation to both
changes over time and status of state variables. The ap-
proach is applied at the intermediate functional scales
that reflect processes taking place from the household
level up to the international level. For example, the “over-
exploitation syndrome” represents the natural and so-
cial processes governing the extraction of biological re-
sources through unsustainable industrial logging activi-
ties or other forms of resource use. Policy failure is one
of the essential underlying driving forces of this syn-
drome (e.g., lobbyism, corruption, and weak or no law
enforcement) (Petschel-Held et al. 1999). The typology
of syndromes reflects expert opinion based on local case
examples, and the overall approach aims at a high level
of generality in the description of mechanisms of envi-
ronmental degradation.

3.5  ·  Syndromes, Pathways, and Transitions
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Summarizing from a large number of case studies
(Geist and Lambin 2002, 2004), the authors found that
land change is driven by a combination of the following
fundamental high-level causes (or “syndromes”), mak-
ing a difference between “slow” and “fast” variables – see
Table 3.16 (Lambin et al. 2003):

� resource scarcity leading to an increase in the pres-
sure of production on resources,

� changing opportunities created by markets,
� outside policy intervention,
� loss of adaptive capacity and increased vulnerability,

and
� changes in social organization, in resource access, and

in attitudes.

Some of these fundamental causes are experienced as
constraints. They force local land managers into degra-
dation, innovation, or displacement pathways. The other
causes are associated with the seizure of new opportuni-
ties by land managers who seek to realize their diverse
aspirations. Each of these high-level causes can occur as
slow evolutionary processes that change incrementally
at the timescale of decades or more, or as fast changes

that are abrupt and occur as perturbations that affect the
land system suddenly. As may be seen from the cases
collected by Puigdefábregas (1998), only a combination
of several causes, with synergetic interactions, is likely
to drive a region into a critical trajectory. In short,

land use = f (pressures, opportunities, policies,
vulnerability, and social organization)

with
pressures = f (population of resource users, labor avail-

ability, quantity of resources, and sensitivity of re-
sources);

opportunities = f (market price, production costs, trans-
portation costs, and technology);

policies = f (subsidies, taxes, property rights, infrastruc-
ture, and governance);

vulnerability = f (exposure to external perturbations,
sensitivity, and coping capacity); and

social organization = f (resource access, income distribu-
tion, household features, and urban-rural interactions),

with the functions f  having forms that account for strong
interactions between the causes of land change.
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Some of the fundamental causes triggering land
change are mainly endogenous (such as resource scar-
city, increased vulnerability and changes in social orga-
nization), even though they may be influenced by exog-
enous factors as well. The other high-level causes (such
as changing market opportunities and policy interven-
tion) are mainly exogenous, even though the response of
land managers to these external forces is strongly medi-
ated by local factors (see Sect. 3.2.2).

3.5.2 Typical Pathways of Land-Use/Cover Change

The various drivers of land change discussed above are
strongly linked within and between levels of organiza-
tion. They interact directly, are linked via feedback, and
thus often have synergetic effects. Any land manager also
constantly makes trade-offs between different land-use
opportunities and constraints associated with a variety
of external factors (Geist et al. 2006) (see Chap. 7). More-
over, various human-environment conditions react to and
reshape the impacts of drivers differently, which leads to
specific pathways of land dynamics (Lambin et al. 2001).
As noted above, despite of the large diversity of causes
and situations (or contexts) leading to land change, the
complexity of causative factors giving rise to land dy-
namics can be greatly reduced. Thus, the critical chal-
lenge is to identify dominant pathways or trajectories,
which also illuminate associated risk factors for each tra-
jectory (Lambin et al. 2003).

This is the basis, for example, of the approach to study
“regions at risk” and environmental criticality by Kas-
person et al. (1999). Several case studies of regions un-
der environmental degradation were described qualita-
tively by their histories. These qualitative trajectories
were represented in terms of development of the wealth
of the inhabitants and the state of the environment. A
“critical environment” was defined as one in which the
extent or the rate of environmental degradation precludes
the maintenance of current resource-use systems or lev-
els of human well-being, given feasible adaptation and
the community’s ability to mount a response (Kasper-
son et al. 1995). Different typical time courses of these
variables were identified and interpreted with respect to
more or less problematic future development of the re-
gions. The Aral Sea, for example, was unquestionably a
critical region after a few decades of Soviet-sponsored,
ill-conceived large-scale irrigation schemes (Glazovsky
1995). Assigning a particular case (e.g., the present situ-
ation and the history in a specified region) to one of these
classes should allow for a restricted prognosis of its pos-
sible future development, which is a prerequisite for miti-
gation or adaptation (Kasperson et al. 1995).

In summary, and drawing the information from
Table 3.16, there are some generalizable patterns of
change that result from recurrent interactions between

driving forces, following specific sequences of events.
Even though, at the detailed level, these sequences may
play out differently in specific situations, their identifi-
cation may confer some predictive power by analogy with
similar pathways in comparable regional and historical
contexts (Lambin et al. 2003).

Trajectories of dryland degradation (or desertifica-
tion), for example, are quite distinct on different conti-
nents (Geist and Lambin 2004; Geist 2005). In Central
Asia, two central pathways of partly irreversible deserti-
fication are the expansion of grain farming into steppe
grazing land, triggering soil degradation and overstock-
ing, and the invasion of large-scale hydraulic agro-in-
dustries into desert ecosystems that historically sup-
ported only localized, traditional oasis farming. The most
spectacular outcome, notably in low-lying sea region
basins (such as the Aral Sea) and northern China, is a
widespread increase in desert-like sand cover, which is
linked to the exceptionally strong impact of socioeco-
nomic driving forces such as centrally planned frontier
colonization and (sometimes forced) population move-
ments. In contrast, a typically African pathway of deser-
tification involves the spatial concentration of farmers
and pastoralists, very often as a result of national seden-
tarization policies, around infrastructure nuclei and wa-
ter resources. This local, sometimes forced concentra-
tion of population results in overgrazing, intensive fuel-
wood collection, and high cropping intensities, ultimately
leading to degraded vegetation and declining soil pro-
ductivity during periods of drought. “Beefing up” of dry-
lands, with little or no involvement of cropping, fre-
quently characterizes the desertification pathways of
Australia and of North and South America. Historically,
these rangeland zones typically shared common patterns
of land use, such as the rapid introduction by European
settlers of exotic livestock species and commercial pas-
toralism into ecosystems that had not undergone these
uses before. Since about the 1950s, however, these trajec-
tories diverged. In Australia, the livestock industry and
its complex of related infrastructure developed sufficient
flexibility to counterbalance droughts and avoid spec-
tacular desertification, and in the U.S. Southwest, princi-
pal land uses shifted away from cattle ranching to meet
urban-driven aspirations. In contrast, Patagonia and
northern Mexico suffered from a lack of advanced tech-
nologies and alternative land uses or diversification op-
tions to deal with the vagaries of oscillating natural re-
source productivity. Local farmers find themselves with
no viable alternative but to continue raising livestock,
often under conditions of impoverishment and depriva-
tion. Consequently, dryland degradation in these areas
is not just a historical phenomenon, but continues to
advance (Geist and Lambin 2004; Geist 2005).

Likewise, some typical pathways can be identified for
tropical humid forest regions, and deforestation notably
(Rudel and Roper 1997; Lambin and Geist 2003b). In some

3.5  ·  Syndromes, Pathways, and Transitions



CHAPTER 3  ·  Causes and Trajectories of Land-Use/Cover Change68

frontier regions, however, determining prevailing land-
use/cover change pathways may be difficult due to com-
plex, rapidly changing dynamics over time. In the case
of the Brazilian Amazon, for example, unsustainable
cattle ranching appears to have evolved to market chains
to satisfy local and national demand for cattle-based
products (Hecht 1993; Faminow 1997; Veiga et al. 2004).
Thus, a trajectory of land-cover change for the Amazon
may start with rubber extraction for the world market
(from end of 19th to mid-20th century), which was fol-
lowed by integration of forested regions into national
economic development, mainly through pasture creation
(2nd half of 20th century). More recently, cattle ranching
that depended heavily on subsidies and land specula-
tion in the 1970s and 1980s evolved into intensified land
uses for (semi)urban markets, relying upon well-devel-
oped transport and other infrastructure to satisfy local
as well as national demand for cattle-based products
(Alves et al. 2003). More recently, there are indications
that global market demands regain power in local land-
use decisions to convert forests for soybean (increas-
ingly) and beef (again). Thus, what appears to be a typi-
cally homogenous agricultural frontier pathway in the
land-use history of forested mainland South America,
related to individual colonists’ land-use decisions, is in-
deed driven by local urban as well as remote economic
influences, with strong oscillations and overlaps between
poverty- and capital-driven land-use dynamics (Perz
2002; Pacheco 2006a,b).

What has been lacking so far is the development of
an integrative framework that would provide a unifying
theory for the insights on causes and these pathways of
land change, as well as a more process-oriented under-
standing of how multiple macrostructural variables in-
teract to affect micro agency with respect to land (Lambin
et al. 2003). The concept of land-use transition repre-
sents a first step in this direction.

3.5.3 Land-Use Transitions

Land-use dynamics have been construed as constituting
about a dozen processes. In particular in tropical zones,
which are the focus of this chapter, these processes are:

� urbanization (or the increase of built-up areas),
� conversion of forest to cropland (classic expansion,

but virtually always intensification),
� conversion of grassland to cropland (classic expan-

sion, but virtually always intensification),
� change of crop on existing cropland (will always en-

tail change in intensity),
� more intensive use of croplands (decreased fallow –

up to and beyond double cropping –, change of culti-
var, terracing, irrigation, use of chemical and mechani-
cal technology),

� incorporation of trees into cropland (usually consid-
ered intensification, when it is an economic species
such as coffee, tea, cocoa, or vanilla),

� conversion of cropland to forest (considered disinten-
sification, if abandonment; or intensification if for
economic gain),

� conversion of forest to pasture (often cropland as an
intermediate step),

� conversion of cropland to pasture (may appear less
intensive, but yield higher rewards),

� more intensive use of pasture (usually through in-
creased inputs),

� incorporation of livestock into cropland, and, finally,
� conversion of pasture to cropland.

In the following, we do not provide an integrative or
unifying framework for all these land-change processes,
but attempt to detail some of the aspects only as laid out
above. Even considering just a small number of broad
land-use/cover states, a large number of land-change
processes are possible. This is illustrated in a very sim-
plistic form in Fig. 3.3. The figure considers just two broad
natural land-cover types (forest and grassland), and two
broad land-use types (cropland and pasture). Changes
among these four classes yield a minimum of twelve pos-
sible transitions (only some shown for simplicity). Quite
different processes, however, may account for a given
transition, yielding a much greater array of land-change
processes. For example, cropland may begin to look more
like forest because of forest succession due to fallow or
farm abandonment, or because farmers replace field
crops with arboreal species, i.e., practice agroforestry.

Through a series of transitions, land-use change is
associated with other societal and biophysical changes
(Raskin et al. 2002; Mustard et al. 2004). A transition can
be defined as a process of societal change in which the
structural character of society (or a complex subsystem
of society) transforms. It results from a set of connected
changes, which reinforce each other but take place in sev-
eral different components of the system. Multiple cau-
sality and co-evolution of different sectors of society
caused by interacting developments are central to the
concept of transition. Transitions in land use must be
viewed as multiple and reversible dynamics. They are
not set in advance, and there is substantial variability in
specific causes and situations (or contexts). There is thus
a strong notion of instability and indeterminacy in land-
use transitions (Lambin et al. 2003). Transitions should
be viewed as possible development paths where the di-
rection, size, and speed can be influenced through policy
and specific circumstances (Martens and Rotmans 2002).

The concept of transition has been applied in land-
change studies at different spatial and temporal scales.
In the early 1990s Alexander Mather began using the term
“forest transition” as a shorthand way of summarizing
the historical changes in forest cover that occurred in
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Europe during the past two hundred years as European
societies underwent industrialization and urbanization
(Mather 1992; Mather and Needle 1998; Mather 2001). He
saw a series of mainly northern European societies un-
dergo deforestation as rural populations grew during the
18th and 19th centuries. Beginning in the 19th century, the
creation of industrial jobs and amenities in cities induced
widespread rural-to-urban migration. The departure of
rural residents for cities led to the abandonment of the
most marginal agricultural lands, and some of these lands
reverted to forests. As the extent of abandoned lands grew,
a transition in forest cover trends occurred, with net for-
estation rather than net deforestation coming to charac-
terize these countries (Mather 2006d).

Analyses of forest cover trends during the 1990s sug-
gest that forest-cover transitions take two somewhat dif-
ferent forms. In the more affluent European and Ameri-
can societies labor scarcities in agriculture continue to
drive land abandonment and aforestation. In the poorer
Asian and African contexts forest product scarcities
brought about by the widespread destruction of natural

forests induce landholders to plant trees and, on a larger
scale, plantations. The increase in the extent of these re-
planted areas largely explains why forestation rather than
deforestation now characterizes forest-cover trends in
these countries (Rudel et al.  2005).

3.6 Conclusions

This chapter presents a synthesis of the suite of social
and biophysical factors that have been associated with
land-use change and, thus, land-cover dynamics. At first
glance, there seems a universe of land-change studies that
presents an effectively unlimited number of land-cover
changes, and of associated human and biophysical fac-
tors. In general, synthesis of these factors is inherently a
process of simplification, and of establishing some or-
der among these factors (e.g., Brookfield 1962; Turner
et al. 1977; Petschel-Held et al. 1999). Further examina-
tion, mainly by reviewing meta-analytical studies, reveals
a limited suite of recurrent core variables of land change
or variable configurations, which are detailed above. As
a result, the richness of explanations has greatly increased
over the last decade, but this has often happened at the
expense of the generality of explanations, and no gen-
eral land-change theory is yet in sight (see Chap. 1).

Nonetheless, over the last decade, research on the caus-
ative factors (or causal clusters) has largely dispelled sim-
plifications or “myths” such as that only the growth of
the local population, aggregated to a global level, and, to
a lesser extent, its increase in consumption were thought
to drive the changes in land conditions. Thus, our un-
derstanding of the causes of land change has moved from
simplistic representations of two or three driving forces
to a much more profound understanding that involves
situation-specific interactions among a large number of
factors at different spatial as well as temporal scales
(Lambin et al. 2001, 2003). Concerning the latter, it is well
known that explanations for processes vary by the scale
at which they are studied. Thus, specificity of scale is es-
sential, but also, ideally, the results of each causative fac-
tor analysis should be scaleable, both up and down, from
the original scale of analysis (see Chap. 5 and 6). Such
improved understanding also helps to account for the
growing human capacity to transform vast areas of the
land surface through agriculture, the building of roads
and dams, and the rise of cities with vast impervious ar-
eas (see Chap. 4). For example, for the monasteries in
Western Europe it took several centuries to deforest a
substantial portion of the landscape in the early to late
Middle Ages. By the 19th century, in contrast, it was pos-
sible for homesteading farmers to move across the for-
ested lands of North America and cut down most of the
existing forests in less than one century. Today, compa-
rable deforestation is possible in a matter of decades –
because of much greater technological capacity, favor-

Fig. 3.3. Potential transitions between two land-use/cover states
(pasture/cropland, forest/grassland)

3.6  ·  Conclusions
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able government policies, and much larger populations
acting simultaneously to make forests into agropastoral and
urban areas (Moran 2005). Likewise, one thousand years
ago, a postulated combination of factors including popu-
lation growth, political instability and warfare, environmen-
tal degradation and climate change may have led to the
collapse of the ancient Mayan Civilization (Diamond 1997,
2005; Turner et al. 2004), a situation threatening to repeat
itself in today’s forests in southern Mexico, Belize and
northern Guatemala (the largest contiguous tropical moist
forest remaining in Central America) with its current in-
habitants, in spite of a much lower population and a much
shorter time frame (Sever 1998; Sader et al. 2004).

The synopsis presented in this chapter relies upon case
study material, and while the breadth and depth of that
literature is to be celebrated, its idiosyncrasy is a major
impediment. The meta-analyses by necessity depend on
ex post operationalization of variables, which will be in-
herently unsatisfactory. Greater success may be expected
from case studies undertaken with comparative analysis
in mind from the outset. Now that a more coherent set of
relevant factors has been codified, this should be increas-
ingly likely.

While the causes and trajectories of certain land-
change processes are commonly analyzed (e.g., defores-
tation), there is no consensus on specific definitions.
These depend upon the observational perspective used,
which in turn depends on the observer’s analytical pur-
pose. Likewise, the optimum organization of causal and
contextual factors depends on their intended use. A re-
searcher whose objective is a critique of existing land-
related policy will likely call upon a different theoretical
framework than one interested in generating a model
capable of predicting spatio-temporal trends in net pri-
mary productivity. In part, these are issues of differing
spatial and temporal scales of analysis, but it is impor-
tant to remember that land change in and of itself is gen-
erally an intermediate analytical outcome. Since changes
in land cover reverberate throughout the ecosystem, the
impacts are many (see Chap. 4), and different causal and
contextual factors are likely relevant. It must be recog-
nized that with multiple stakeholders come multiple sets
of values. Different stakeholders have values that are of-
ten not part of how scientists study land change, and even
individual stakeholders may have internally inconsistent
values (see Chap. 5 and 6).



Chapter 4

4.1 Introduction

Local changes in land-use/cover are so pervasive that,
when aggregated globally, they may significantly affect
central aspects of the Earth System functioning and thus
life support functions and human livelihoods. Estimates
of the areal extent, spatial expression or likewise quantita-
tive estimate of the impact of land change more or less
converge, while estimates driven by notions of “imprint”,
“impress”, “footprint” or “carrying capacity” are larger, thus
appearing more dramatic – see Box 4.1 (and Chap. 2).

Six observations seem noteworthy, though. First, un-
derstanding of land-use transitions is crucial since the
most profound impacts usually occur during periods of
transitions between different land-use states (Mustard
et al. 2004). Second, the rate of expansion of land-use
systems across the world over the past 300 years has not
been uniform, but has followed a path which was mostly
determined by European economic and political control
or colonization (Richards 1990), cross-cut at present by
the various modes of globalization (Lambin et al. 2001).

Third, impacts are scale-dependent in that some affect
the local environment (e.g., local water quality), while
other impacts extend far beyond the location where they
arise (e.g., carbon cycle, climate change) (Mustard et al.
2004). Fourth, not all land changes have global impacts,
and, fifth, not all land changes are irreversible. Finally,
multiple impacts may overlap and reinforce each other,
with some mitigating and even canceling each other. This
implies the existence of various multi-directional impacts
on both ecosystems and people, with biodiversity loss
and soil degradation possibly being the sole truly irre-
versible global environmental change impacts.

As a matter of fact, many if not most impacts are asso-
ciated with “positive” influences such as continuing increases
in food and fiber production, resource use efficiency, wealth,
livelihood security, welfare and human well-being (Lambin
et al. 2003). Indeed, land-use/cover change as a mega-trend
or “forcing function in global environmental change”
(Turner 2006) conforms generally with the develop-
ment of human societies and civilizations – at least over
the last 300 years. However, when looking back at his-
torical to ancient impacts, some land-use/cover changes
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About 50% of the ice-free surface of the Earth is considered to be
modified by human action (Vitousek et al. 1997). The estimate
conforms with a recent assessment stating that roughly about
half of the world’s land surface is still covered by “wilderness”
areas (Mittermeier et al. 2003). Other estimates of the transfor-
mation of natural ecosystems for the cultivation of food, feed
and fiber come to the conclusion that 37 million ha, or 34% of
the global land surface, is directly occupied by cultivated sys-
tems, which represents the greatest single use of terrestrial eco-
systems by humans, with about three quarters of the world’s
population living within the boundaries of those managed eco-
systems. In a non-trivial manner, cultivated systems overlap with
other ecosystems or biomes such as forests, mountains and dry-
lands (Cassman et al. 2005).

Likewise, estimates of the amount of net primary production
(NPP) “appropriated” by humans – i.e., either harvested and con-
sumed by humans and their domesticated animals or diminished
through ecosystem degradation, soil sealing, etc. – demonstrate
human domination of ecosystems through land-use/cover
change. According to Vitousek et al. (1986, 1997) up to 40% of
terrestrial NPP are directly or indirectly used by humans or fore-
gone due to changes in productivity caused by current or past
land use or land-cover change. A recent study revealed that hu-
man consumption of NPP is around 11.5 Pg C or 20.3% (uncer-

tainty range: 14.1–26.1%) of current terrestrial NPP (Imhoff et al.
2004) (note, however, that this study did not include NPP fore-
gone due to land-use/cover change). Spatially explicit studies on
a national scale have shown that the human appropriation of NPP
(HANPP) is considerably higher in densely populated, intensively
used industrialized countries such as Austria. While aboveground
HANPP for Austria as a whole was around 50% in the late 1990s,
HANPP reached over 90% in intensively used regions (Haberl
et al. 2001). However, an uncertainty in detailed estimates or a
wide range in estimates remains (Rojstaczer et al. 2001).

Most of the fertile lands of the world are already under culti-
vation with relatively little scope for further expansion – if not
into humid forest ecosystems or into drylands (Young 1999; Döös
2002). It is likely that on the populated surface of the Earth, there
is practically no place where cultivation of trees, crops, livestock
and fisheries does not occur (Cassman et al. 2005). Today, virtu-
ally no land surface remains untouched in some way by human-
kind (Turner 2002), especially if one considers that humans have
indirectly influenced global ecosystems by changing the chem-
istry of the atmosphere. A recent study by the World Conserva-
tion Service, including urban-industrial uses and taking into ac-
count remote urban influences beyond the agricultural sector,
estimates that the wider “human footprint” covers 83% of the
global land surface (Sanderson et al. 2002).

Box 4.1. Rough estimates of the spatial magnitude of land-use/cover change impacts
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triggered the decline and collapse of whole societies (see
Sect. 2.2.1). In addition, some contemporary influences
on climate and ecosystem services and conditions can
clearly be associated with undesirable or “negative” in-
fluences. Altering ecosystem services – i.e., the benefits
people obtain from ecosystems such as provisioning ser-
vices (e.g., food, water), regulating services (e.g., flood
and disease control), cultural services (e.g., spiritual and
recreational benefits), and supportings services (e.g.,
nutrient cycling) that maintain the conditions for life
on Earth (Millennium Assessment 2003) –, affects the
ability of biological systems to support human needs
(Odum 1989; Ojima et al. 1994; Vitousek et al. 1997; Cass-
man et al. 2005).

For land-use patterns to be sustainable, the legitimate
concerns over the losses of certain ecosystem functions
of global importance (such as carbon stocks and biodi-
versity) need to be balanced with the equally legitimate
interests of national economic development and sustain-
ing local livelihoods. Therefore, trade-offs need to con-
sidered between what is to be sustained and what is to
be developed, taking into account that synergetic effects
and complementarities may exist or arise. This implies
that a consideration of the impact of land-use/cover
change in situ, i.e., to reconcile ecosystems and human
well-being at the local level, needs to be complemented
by looking at external impacts upon other people and
ecosystems as well. Thus, trade-offs, complementarities
and externalities may lead to some important land
changes such as urbanization, industrialization, tropical
deforestation, desertification and agricultural intensifi-
cation (Asner et al. 2004; DeFries et al. 2004a; Stoorvogel
et al. 2004; Geist et al. 2006).

In this chapter, we adopt the notion of a trade-off analy-
sis and provide a descriptive summary using a case-by-
case approach of the extent and nature of trade-offs be-
tween ecosystem goods and services extracted by humans
through their land-use practices and any resulting socio-
ecological implications. When data permit, we address
principally three levels, which are (a) the co-option of natu-
ral grasslands, wetlands and original (native) forest or
woodland through land-cover conversion, (b) the choice
of production system, and (c) the precise way in which pro-
duction systems are managed at both plot and landscape
level (DeFries et al. 2004b; Cassman et al. 2005) – see Box 4.2.

A key issue is how positive or negative impacts of land-
use change are distributed among stakeholders. Wher-
ever possible, we mention the social, economic and po-
litical concerns of land users and various other groups
of stakeholders involved, but do not address their con-
cerns in detail or develop mitigation measures since this
is dealt with in more detail in following chapters. Also,
inherent to our summarization is an assessment of re-
sistance and resilience of the system (if substantiated by
data), because multiple changes and impacts also deter-
mine, in part at least, the vulnerability and thus resil-

ience of people and ecosystems to climatic, economic,
and/or sociopolitical perturbations (Kasperson et al. 1995;
Turner et al. 2003c).

We summarize mostly – but not exclusively – from
research carried out by the core projects of the Interna-
tional Geosphere-Biosphere Programme (Lambin et al.
2003; Steffen et al. 2004). We review current state of
knowledge on the interlinkages of land-use/cover change
with, and consequently the impacts upon, (a) the provi-
sion but also lack of food, feed, and fiber; (b) the imme-
diate consequences for human health and the risk of
spread of diseases; (c) atmospheric chemistry (methane,
NOx), climate regulation (via albedo, water and carbon
cycle) and life support functions; (d) agrodiversity, bio-
diversity losses and how this relates to human well-be-
ing; (e) nutrient cycling and soil conditions (such as deg-
radation and erosion) and how this feeds back upon
mainly rural livelihoods; and (f) freshwater hydrology
and coastal zones (from where the overwhelming part
of humans derive a livelihood).

4.2 Provision and Lack of Food, Feed, Fiber, and Timber

4.2.1 Overview

Since the control over fire and the domestication of plants
and animals, human land-use activities spread over about
half of the ice-free land surface, mainly by reducing for-
est cover from 50 to 30% of the Earth’s land, but still leav-
ing undisturbed (or wilderness) areas on slightly less than
half of the Earth’s land surface (Ball 2001; Mittermeier
et al. 2003). Agriculture has expanded into forests, but
also savannas and steppes, in all parts of the world to
meet the demand for food, (animal) feed and fiber. Agri-
cultural expansion has shifted between regions over time,
and this followed, and still reflects, the general develop-
ment of civilizations, economies, and increasing popula-
tions (Richards 1990; FAO 2004b). Currently, agricultural
land uses occupy about a third of the global land surface,
with croplands using about 12% or nearly 18 million km2

(an area roughly the size of South America) and pastures
about 22% or 34 million km2 (an area roughly the size of
Africa) (Foley et al. 2003) (see Chap. 2).

At least over the past half century, the transformation
of the land surface into cultivated systems has been highly
successful at producing food and fiber, for both human
consumption and animal feed (FAO 2004b). This has
mainly been due to productivity increases since about
1960 rather than to area expansion of croplands and pas-
ture. Historically, this is unique because humans have
increased agricultural output mainly by bringing more
land into production. Many of the transformed or modi-
fied ecosystems continue to be associated with increases
in resource use efficiency, wealth and well-being (Lambin
et al. 2003). For example, per capita production of agri-
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cultural produce has more than kept pace with popula-
tion growth globally, and food prices dropped by around
40% in real terms over the last decades (Wood et al. 2000;
FAO 2004b; Cassman et al. 2005). However, growth rates
in food production are now slowing: it was 3% per year in
the 1960s, dropped to 2.3% in the 1970s, and then further
decreased to 2% during 1982–1992 (Alexandratos 1995).

At least four aspects need to be taken into consider-
ation. First, there is considerable variation in productiv-

ity among various land-use or production systems. Sec-
ond, local- to regional-scale food shortages continue to
persist. Third, the dominant process over the last decades
of land-cover modification through agricultural intensi-
fication bears immediate and partly detrimental conse-
quences for human health as well as ecosystem condi-
tions. And, fourth, contributions sought from the exploi-
tation of biomass resources to meet human energy de-
mands in the future require more attention.

The analysis of aerial photographs over a 33-year period
(1962–1995, Fig. 4.1a–c) shows that land use in mountainous
catchments in the Southern Ecuadorian Andes is highly dy-
namic as a response to land-reform programs of the 1960s and
1970s, and a strong population increase. Forest is increasingly
replaced by grassland while old grasslands are now used as crop-
land. Despite the increased pressure on the land, the upward
movement of agricultural activity and the concurrent defores-

Fig. 4.1. Land-use change in the Southern Ecuadorian Andes. a 1962; b 1989; c 1995; d view at point 1 (2000)

Box 4.2. Land-use change in Southern Ecuador as a response to population pressure, land-reform programs
and increasing demand for food and timber

Veerle Vanacker  ·  Catholic University of Louvain, Louvain-la-Neuve, Belgium

tation, the overall forest cover did not decline. Deforestation in
the uplands is compensated for by a regeneration of secondary
forest on abandoned rangelands and afforestation with Euca-
lyptus trees on degraded land. Despite the accelerated land-
use changes, the area affected by water erosion decreased. Sta-
bilization is mainly due to reforestation of highly degraded ar-
eas (Fig. 4.1d), driven by the increasing demand for commer-
cial wood (Vanacker 2003).

4.2  ·  Provision and Lack of Food, Feed, Fiber, and Timber
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4.2.2 Variations in Land Productivity

Over the last half century, productivity increases through
land-use intensification has been the primary source of
output growth, globally, and in particular in developed
countries. In developed countries, low population growth
rates go hand in hand with high productivity increases,
and the area of cultivated land is stabilizing or even con-
tracting in countries such as Italy, Australia and the United
States of America (Cassman et al. 2005). There is evidence
that the same process is happening in China, but it has to
be noted that national statistics in developing countries
often substantially underreport agricultural land area
(Young 1999; Ramankutty et al. 2002), by as much as 50%
in parts of China, for example (Seto et al. 2000).

The 1.97-fold increase in world food production from
1961 to 1996 was associated with only a 10% increase of
land under cultivation, but with a 6.87- and 3.48-fold in-
crease in the global annual rate of nitrogen and phos-
phorus fertilization (Tilman 1999). Irrigated land had a
1.68-fold increase and showed a rather uneven distribu-
tion across the continents. The global cropland area per
capita decreased by more than half during the 20th century,
a trend which globally has freed more than 200 million ha
from agricultural use since 1900. In contrast, area ex-
pansion of cultivated land has been the principal source
of output growth in many developing countries, mainly
located in Sub-Saharan Africa. There, high population
growth rates coincide with low productivity (see Chap. 2).

In sum, the mix of cropland expansion and agricul-
tural intensification has varied geographically. Tropical
Asia increased its food production mainly by increasing

fertilizer use and irrigation, while most of Africa and
Latin America increased their food production through
both agricultural intensification and extensification.
Western Africa is the only part of the world where over-
all cropland expansion was accompanied by a decrease
in fertilizer use (–1.83% per year) and just a slight in-
crease in irrigation (0.31% per year compared to a world
average of 1.22% per year). In Western Europe and the
northeastern United States, cropland decreased during
the last decades, after abandonment of agriculture or, in
a few cases, following land degradation on mainly mar-
ginal land (FAO 2001c). Despite claims to the contrary,
the amount of suitable land remaining for crops is very
limited in most developing countries, where most of the
growing food demand originates. Where there is a large
surplus of cultivable land, land is often under rain forest
or in marginal areas (Young 1999; Döös 2002), and both
tropical humid and dry forests are lost rapidly. In tropi-
cal forest ecosystems, both agricultural expansion
through deforestation (for food crops), and land-use in-
tensification (for cash crops) often involves issues of de-
mography, economic livelihood security and differential
vulnerability (Lambin and Geist 2003b) – see Box 4.3.

4.2.3 Food Insecurity and Poverty

Land-cover change clearly has implications for land-de-
pendent livelihoods, and a variety of livelihood activi-
ties may be influenced by land-cover change. Conver-
sion of forests into agro-industrial agriculture, for ex-
ample, may lead to fewer opportunities for wild food
collection, hunting and forest dependent artisanal activi-

The study region comprises an area in western Honduras, in-
cluding the municipio of La Campa, where both socio-economic
and land-cover transformations are occurring, as interactions
with world markets intensify (as is the case with much of the
country). The population of La Campa nearly doubled between
1961 and 1988, and has since continued to grow. Increasing scar-
city of prime land and the introduction of chemical inputs have
motivated farmers to abandon their more unproductive and
marginal areas of cultivation and establish more permanent ag-
ricultural fields. Land-use transformation in the area are both
mediated and shaped by relevant policy. Farmers have responded
favorably to national initiatives and credit availability for export
coffee production. Furthermore, municipal governments have re-
acted to a national subsidy by making road improvements in
coffee producing areas. Between 1987 and 1991, more accessible
areas experienced greater deforestation and fragmentation as
could have been expected. However, between 1991 and 1996 this
trend reversed. Increased deforestation is found at higher eleva-
tions reflecting the recent expansion of shade grown coffee for
export, while forest regrowth becomes apparent in lower areas
that are less suitable for coffee or more intensive agriculture.

Land-cover changes, population growth, and export coffee
production have had varying implications for vulnerability. Cof-
fee production has provided many households with income to

invest in children’s education. As a result, coffee has contributed
to increasing levels of education and salaried employment, which
may buffer risks related to agriculture. For most households,
coffee has added a source of income to a diversified strategy of
producing staples for consumption, pottery production, and wage
labor (including coffee-picking). For some households, improved
transportation and market linkages provided new options to sur-
vive the “hungry time” before the harvest. Out-migration may
be increasing, thus reducing local population pressure and po-
tentially providing remittances.

However, for some the expansion of coffee has actually had
detrimental effects, increasing vulnerability. This is especially
evident for land-poor households. First, it has led to the inequi-
table accumulation of wealth and land for those able to invest
extensively in coffee, and undermined traditional relationships
of reciprocity. Second, coffee price volatility has increased vul-
nerability to market shocks among the few households that have
converted all of their land to coffee. If these processes of change
continue, the economic advantages that coffee brought for the
majority of households may be undermined, resulting in in-
creased vulnerability, particularly, if, as predicted, global envi-
ronmental changes result in a more variable climate and increased
crop failures (Southworth and Tucker 2001; Southworth et al.
2002; Tucker 1999; Nagendra et al. 2003; Munroe et al. 2002).

Box 4.3. The impact of forest-coffee conversions on Honduran livelihood
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ties. Declining productive capacity of the land may im-
poverish land-dependent livelihoods, just as increasing
productive capacity may lead to enrichment, with pos-
sible interlinkages between the two modes (Barbier
2000a,b; Barrett et al. 2001). Poverty can lead individu-
als, households, communities and even states to make
short-sighted land-management decisions. Degrading
land resources, in turn, have an impact on the human
livelihoods that depend on them, and these livelihoods
are assumed, in many instances, to be those of the poor
(Reardon and Vosti 1995). The situation of deprived live-
lihoods is frequently posited both as a potential cause
and/or consequence or impact of land-use/cover change
(Gray and Moseley 2005; Moseley 2001, 2006).

As a matter of fact, neither is poverty alleviated nor is
food security achieved, with the latter defined as the “ac-
cess by all people at all times to enough food for an ac-
tive, healthy life” (World Bank 1986). Local- to regional-
scale food shortages, often related to poverty, continue
to exist. The number of chronically undernourished
people has remained constant at about 20% of the popu-
lation of less developed countries, which is slightly less
than one billion people, and over 200 000 continue to die
from lack of food every week. This recent analysis also
addresses the potential impact of climate change on food
security, highlighting the importance of the current dis-
parities in food production capability and of the differ-
ential impacts of climate change. It is expected that 78 in-
dividual developing countries that have low per capita
incomes and account for 600 of the 800 million under-
nourished people will be among the losers of climate
change (Shah 2002).

Significant, still unsolved trade-offs exist between lo-
cal livelihood security, national development and global
environmental change concerns such as climate change,
carbon sequestration and biodiversity. This raises con-
siderable issues of fairness and equity, because develop-
ing countries account for about 80% of the global popu-
lation, but only about 25% of cumulative global CO2 emis-
sions over the past 50 years or so, and will very likely
suffer substantially from changing climate in terms of
food production (Steffen et al. 2004).

In this regard, the chronically nutrient-deficient pas-
ture soils in tropical and subtropical Africa, Latin America
and Australo-Asia are crucial: (a) they concentrate 90%
of all global pastures, mainly in developing countries, and
(b) they have an extraordinarily large number of rural
poor associated with livestock systems, especially in dry-
lands (Fisher et al. 1994; Reid et al. 2004).

Deficiencies in data and methodological development,
however, impede an exact estimation of current food
shortages at a variety of spatial and social scales (Moseley
2006). Historically, many national governments and re-
lief agencies have operationalized food shortages at the
national level via an accounting procedure known as the

food balance sheet approach (used to establish whether
there is adequate food supply to meet demand by calcu-
lating national foods needs – population times per capita
grain needs, comparing them to the sum of agricultural
production, stocks and net imports). However, the un-
expected Sahelian famine of the mid-1980s and the na-
ture of exchange entitlements – referring to a person’s
legitimate claims to available food – demonstrated that
the food balance sheet approach was seriously flawed in
equating food supply with food access. While food sup-
ply or availability might be sufficient at the national level,
it may be inaccessible to certain segments of society due
to high prices or insufficient income (Sen 1981; Cannon
1991; Watts and Bohle 1993a,b).

Likewise, deficiencies in data and methodological de-
velopment impede an exact estimation of poverty at a
variety of spatial and social scales (Moseley 2006). The
way in which poverty is conceptualized has an influence
on who is defined as poor and how their interactions with
the landscape are perceived. Poverty may be conceived
of in relative terms (e.g., comparing households within a
community, regions within a state, or states with one an-
other). It may also be measured against a specific bench-
mark, such as an international poverty line. Finally, pov-
erty may be assessed in a variety of ways, for example, in
terms of monetary wealth or income, certain types of
assets, or entitlements (Swinton et al. 2003).

Despite these deficiencies, there is general agreement
about both a major trend that relates to increasing popu-
lations in most of the developing world where a consid-
erable part of people continue to lack means to purchase
food for self-sufficiency, and a contrasting trend that re-
lates to rising incomes associated with food consump-
tion and diets richer in meat in most of the developed
countries (Naylor 2000). There is growing local case
study evidence from developing countries that suggests
that very often a circular process of dynamic adaptation
is at work (Broad 1994; Scherr 2000; Moseley 2001). In
many instances, this process has been depicted as a vi-
cious cycle wherein poor households exert excessive
stress on their environment in order to survive, and this
degraded environment further impoverishes the house-
hold (Kates and Haarman 1992). However, it is also quite
possible, and well documented in several instances, that
poor households will diversify into other activities (Ruiz-
Perez et al. 2004), or simply leave the land (see Chap. 3).

4.2.4 Worsening Conditions for Food and Fiber

Production?

Land-cover modifications resulting from agricultural
intensification, as the dominant land-change process over
the last decades, bear direct and partly detrimental con-
sequences for ecosystem conditions at the local scale, but

4.2  ·  Provision and Lack of Food, Feed, Fiber, and Timber
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also for human health (see Sect. 4.3). This may impinge
upon worsening conditions for local food production,
namely the quality and sufficiency of food. Limiting fac-
tors which may potentially trigger reduced production
levels, or limits to production growth, include limits to
biological productivity, increasing scarcity of water, de-
clining effects of additional fertilizer and pesticide ap-
plications, and climate change, i.e., changing atmospheric
composition and chemistry (see Sect. 4.4 and 4.7). For
example, reduced winter snow cover and summer water
supplies in some major agricultural production zones of
the temperate and subtropical zone will limit water for
agriculture under increasing competition, and increased
temperatures may trigger mainly negative impacts on
crop yield increases worldwide (Steffen et al. 2004). Like-
wise, the loss of soil fertility and degradation of agricul-
tural lands has become an important issue in some long-
settled agricultural areas as well as in agricultural fron-
tier zones (see Sect. 4.6).

Complementing the direct and more localized effects,
there are remote, large-scale regional feedbacks on food
production systems stemming from air pollution as a
consequence of fossil fuel burning, including land use-
related vegetation fires. NOx, emitted largely though fos-
sil fuel burning, contributes critically to the creation of
photochemical smog, including ozone (O3), which is
harmful to crop production (Steffen et al. 2004). En-
hanced by summer-time high-pressure systems, repeated
exposure to high levels of O3 potentially reduces crop
production by 5 to 10%, with the damage increasing with
the magnitude and intensity of exposure (Chameides
et al. 1994). Likewise, haze from regional air pollution in
China, though largely linked to energy and less to agri-
cultural production, is estimated to reduce about 70% of
the crops grown by as much as 5 to 30% below their op-
timal value (Chameides et al. 1999).

There are potential impacts upon agricultural systems
and local to global food production, including the vulner-
ability and resilience of large sections of human popula-
tion especially in developing countries. From various mod-
eling approaches, a gain in cereal production is expected
in the range of 20 to 230 million t at the global level, if 1995
data are projected into 2080. However, in spite of this posi-
tive global outcome, there seems profound concern for
many developing countries that will probably lose produc-
tion due to climate change (Shah 2002) (see Chap. 6). It
had been observed that in rice-producing areas the aver-
age yield of rice declined by about 10% in the 1979 to 2003
period for each 1 °C increase in growing-season minimum
temperature in the dry season, providing a direct evi-
dence of decreased rice yields from increased nighttime
temperature associated with global warming (Peng et al.
2004). On a regional scale, several attempts have been
made to estimate the impact of climate change especially
on the length of the growing period (see Box 4.4).

The potential future impact of climate change on glo-
bal food production and food security has been studied
using a combination of climate model simulations, crop
models, and world food trade system models. Parry et al.
(2004) found that climate change would increase yields
in mid and high latitudes, and decrease yields in the
tropics, and that this effect would worsen with time.
They used simulated climate under four different future
scenarios of the Intergovernmental Panel on Climate
Change (IPCC), and found that, for the most part, the
world would continue to feed itself under all climate
change scenarios; however, this global outcome arises
from increased production in developed countries com-
pensating for the decrease in developing countries. They
concluded that while global production may remain
stable, regional differences in crop production are likely
to exacerbate.

It can be assumed that any of the above factors alone
may impede efforts towards increasing production and
yield; together, these biophysical factors present prob-
lems in increasing sustainable agricultural production.
On the other hand, some global and regional environ-
mental changes may benefit agriculture. For example,
modeling-driven studies raise expectations that elevated
levels of carbon dioxide may trigger increases in crop
production and water-use efficiency in some crops, and
that in many areas growing seasons will be extended
and frost frequencies be reduced, with nearly all of the
gains expected to be in the already food-rich countries.
However, many of the global change impacts on agri-
cultural land use are highly interactive and the overall
consequences on yields and food quality are complex
and difficult to predict (Steffen et al. 2004).

Food production may also have to compete for land
with other biomass production schemes, above all those
aiming at increased availability of biomass for techni-
cal energy use. Combustion of biomass – i.e., fuelwood,
harvest residues, dried dung, etc. – probably is the old-
est source of technical energy used by humans. For a
variety of reasons, the use of biomass as source of tech-

Box 4.4. Impacts of climate change on the length of
the growing season in Africa

Throughout tropical Africa, the length of the growing season
will become shorter except for a band extending about 7° north
and south of the equator, where the growing period will
lengthen. Thus, pastoral lands in the Sahel, in southern Af-
rica, northern central Africa and Ethiopia will become drier.
The only rangelands in Africa that will become wetter are in
Kenya, northern Tanzania, parts of southern Ethiopia and
southwestern Uganda. Despite improvements in areas near the
equator, eastern Africa as a region will lose 20% of its land
suitable for a variety of crops, with nearly a quadrupling in
the area suitable for very short season crops. Southern, west-
ern and central Africa will see an overall drying and strong
increases in arid land (Jones and Thornton 2002).
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nical energy as well as raw material for human use has
been increasingly promoted: (a) biomass is a renewable
resource, for which, in contrast to fossil fuels, there
should be no problems of resource exhaustion; (b) since
biomass combustion adds to the atmosphere CO2 that
had previously been absorbed during plant growth, it is
often seen as a CO2-neutral source of energy which, if
substituted for fossil fuels, may help to mitigate global
warming; (c) biomass use is seen as a strategy to dimin-
ish the dependency from foreign markets with regard
to resource supply and to promote rural economic de-
velopment, as many countries have productive areas at
their disposal on which they can grow biomass for fiber
and energy (Sampaio-Nunes 1995).

However, data on the current contribution of biom-
ass to energy supply are considerably uncertain, because
biomass used in developing countries, above all in their
rural areas, are almost completely unrecorded in statis-
tics. Almost all current reviews assume that biomass
currently contributes some 45 EJ yr–1 (1 EJ = 1018 Joule;
uncertainty range: 35–55 EJ yr–1) to humanity’s energy
supply, that is 9 to 13% of the global supply of technical
energy (Hall et al. 1993; Nakicenovic et al. 1998; Turken-
burg 2000). Note, however, that all these studies directly
or indirectly cite one rather crude estimate (Scurlock
and Hall 1990) that was mainly based on an assumption
of the per-capita use of biomass for energy provision
in rural and urban areas in developing countries (for
comparison, 45 EJ yr–1 is about 2% of total global ter-
restrial NPP).

The projected growth of world population – i.e.,
expected to be around 8 billion in 2030 and between 7
and 11 billion in 2050 (Lutz et al. 2004) – and likely im-
provements in human diets are strong drivers of fur-
ther increases in the demand for biomass as food and
feed. Many energy scenarios nevertheless also predict
strong increases in the amount of biomass used for en-
ergy provision. For example, the IPCC-SRES scenarios as-
sume global biomass energy use to rise to 52–193 EJ yr–1

in 2050 and 67–376 EJ yr–1 in 2100 (Nakicenovic and
Swart 2000). Likewise, WEC/IIASA scenarios reach simi-
lar values (Nakicenovic et al. 1998). The global poten-
tial for biomass energy provision has been estimated
to be in the order of magnitude of current global tech-
nical energy use, i.e., around 400 EJ yr–1 (Fischer and
Schrattenholzer 2001), although other studies have even
reported a global potential for biomass energy of over
1 000 EJ yr–1 (Hoogwijk et al. 2003). Although some
modeling studies address potential competition for
land resources required to satisfy food and energy
demand (Leemans et al. 1996), more in-depth research
seems warranted to clarify not only these potential
conflicts of interest, but above all the ecological impli-
cations which such grand schemes might have (see
Chap. 5 and 6).

4.3 Disease Risk and Human Health

4.3.1 Overview

Human health is arguably the most complex of the ma-
jor types of global change impacts on societies, and un-
derstanding how to prepare for the impacts on and im-
prove the resilience of public health systems is surely one
of the grand challenges ahead. There is a long history of
anthropogenic, mainly land use-driven changes to the
environment which were either positive for human
health, or posed problems for animal and ecosystem
health as well as for human well-being. Health is strongly
linked to both ecosystem provisioning and regulating
services (such as food production or flood/disease con-
trol), but also to cultural services through recreation and
spiritual benefits. Included into ecosystem services are
those influences, which govern the distribution of dis-
ease-transmitting insects and of irritants and pathogens
in water and air (Millennium Assessment 2003).

A variety of trade-offs needs to be addressed, with a
most important one being between food security and al-
tered habitats promoting deadly diseases (Patz and Norris
2004). For example, wilderness areas in dry tropical zones,
but also the abandonment of cultivation and spread of
semi-natural vegetation conditions (usually a sign of in-
creasing biodiversity), promote the treat of sleeping sick-
ness. Throughout much of Sub-Saharan Africa, African
trypanosomiasis causes disease in people, livestock, and
wildlife. Early observations in Nigeria suggested that the
distribution of the plant Mimosa asperata was almost syn-
onymous with presence of the fly, and, similarly, increased
growth of the bush Lantana camara in Uganda has been
associated with disease outbreak (Berrang Ford 2006a).
Changes from cotton and coffee plantations to uncultivated
Lantana bush, resulting from social and economic upheaval,
thus created ideal tsetse habitat in southeastern Uganda,
leading to a substantial sleeping sickness outbreak in the
1980s, for example (Gashumba and Mwambu 1981).

In the past, negative impacts such as those on water
and air quality conditions were more or less limited to
local to regional scales, affecting millions of people
though. The “Black Death”, for example, did not occur at
the global scale but affected many countries at the same
time, notably in 1347 around the Mediterranean. Accu-
mulating evidence, however, suggests that current local
land-use actions – such as irrigation farming, urban
sprawl, or road construction, in combination with other
causative proximate and underlying factors are responsible
for altered risk of many diseases such as malaria (Patz et al.
2000), African trypanosomiasis (Berrang Ford 2006b),
dengue fever (van Benthem et al. 2005), and onchocercia-
sis. In addition, there may be synergistic effects of land
use and global climate change (Patz et al. 2004).

4.3  ·  Disease Risk and Human Health
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Whatever biophysically driven impacts of global
change on human health can be postulated, it is clear that
the differing vulnerabilities of countries or societal sec-
tors will be often the decisive factor in determining
whether, for example, a serious infectious disease pan-
demic breaks out, or not (Turner et al. 2003c). Therefore,
indirect changes in the human component of the Earth
System may have the most critical effects on health. For
example, deterioration of public health systems due to
an increased need of society to cope with the more di-
rect impacts of global change could leave populations
more vulnerable to disease. Likewise, large population
groups in developing countries weakened by poor water
quality, malnutrition and hunger will also be more vul-
nerable to health problems as global change accelerates
(Vogel 2006). As in many aspects of global change, one
should expect surprises as the Earth System is subjected
to a suite of increasing human pressures.

4.3.2 Spread of Vector-Borne Infectious Diseases

In the 1990s, vector-borne infectious diseases killed
around 13 million persons annually throughout the
world, most of them children of less than 4 years, and
they continue to be the major cause of premature death
in persons 0 to 44 years old (World Health Organization
1999). These diseases are particularly sensitive to land-
use/cover changes because their spatial redistribution is
restricted by the geographical range of the vector and by
its habitat preferences. Land-use change and vector ecol-
ogy control the interactions between hosts and vectors,
given the use of different land parcels by people, the
breeding habitat of specific vectors and their dispersal
through the landscape (influenced by landscape pattern
and heterogeneity). If the impact of land-use change on
vector-borne diseases can be better assessed, then po-
tential disease prevention decisions will (or should likely)
affect future land transformation. Effective prevention
of vector-borne disease is often at the environmental level
through vector control measures, especially in an era of
drug and pesticide resistance.

Malaria, for example, is a life-threatening parasitic
disease that directly relates to associations with land
cover. The Italian term “mal aria” means “bad air” due to
an association with typical vector habitats such as fetid
swamps and marshes. It is caused by the vector-borne,
protozoal parasite Plasmodium spp., and transmitted by
the Anopheles mosquito. Temperature, rainfall, humid-
ity, sun exposure, soils and hydrology – key to determin-
ing surface water availability – combine to affect repro-
duction and breeding site availability for the mosquito
vectors (Patz et al. 1998). Anopheles gambiae, for example,
which is the principal malaria vector in Africa, breeds
well in stagnant water with high sunlight, such as irriga-
tion ditches and pools. Such species respond to rapid

changes in their habitat, and are particularly susceptible
to temperature and moisture changes. Thus, land-cover
modifications related to measures of agricultural inten-
sification – namely, the spread of irrigation farming re-
sulting in changes to temperature and moisture – can
trigger dramatic increases in vector populations and
malarial transmission rates. Temperature and moisture
also play an important role in transmission through their
influence on mosquito survival and parasite development
rates, and mosquito feeding behavior. Nonetheless, land-
use factors have contributed substantially with both his-
torical and contemporary declines and expansions of
malarial distributions (Oaks et al. 1991; McMichael 2001;
Patz and Wolfe 2002; Norris 2004; Berrang Ford 2006a).

Today, an estimated 40% of the world’s population is
at risk of malaria, mostly those living in the world’s poor-
est countries. Malaria is endemic to tropical and sub-
tropical regions where it causes more than 300 million
acute illnesses and at least one million deaths annually.
Sub-Saharan Africa is the global hot spot of malaria trans-
missions which causes 90% of global deaths there, mainly
among young children. Many who survive an episode of
severe malaria usually suffer from learning impairments
or brain damage. Pregnant women and their unborn
children are also particularly vulnerable to malaria,
which is a major cause of perinatal mortality, low birth
weight and maternal anaemia (World Health Organiza-
tion 2004; Vogel 2006).

In some regions of India, for example, malaria is en-
demic, and the major socio-economic parameters of
malarial incidence point to an interaction of new agri-
cultural practices (irrigation farming, in particular), ur-
ban settlement extension, and poverty conditions. In
particular, rice farming creates large areas of stagnant
waters that are suitable breeding grounds for about
twenty Anopheline species. Forests, where the majority
of tribal populations reside, are reservoirs of high levels
of malaria. Deforestation, mainly done for development
projects out of economic pressures, allows new vectors
to invade the forest fringes, producing epidemics, espe-
cially in the non-tribal non-immune people who move
to these areas for jobs. Therefore, malaria was not only
looked upon as a cause of mortality and morbidity in
India, but also as a major constraint in ongoing develop-
ment efforts so that a national malaria eradication pro-
gramme was started in 1950 (Sharma et al. 1994; Sharma
1996). Taking the case of deforestation in India, this is
not to claim that the sign of relationship between forest
clearance and disease emergence is necessarily the same
everywhere in the tropics – see Box 4.5. In north-eastern
Thailand, for example, where the malaria vectors breed
in the forest, deforestation reduced malaria risk. This has
been the case as long as forest cover was replaced by field
crops (such as cassava). However, had field crops been
replaced by tree crops (such as rubber plantation), the
latter became a suitable habitat for Anopheles dirus as a
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very efficient vector (Rosenberg et al. 1990; Molyneux
1997, 1998). Likewise, taking the case of India, the relation-
ship between malarial incidence and introduction of irri-
gation schemes is not always straightforward. In most of
Sub-Saharan Africa, for example, where malaria is stable,
a “paddies paradox” exists, i.e., crop irrigation has little
impact on malaria transmission, with higher malaria
incidences in surrounding areas than in the irrigation
zones (Ijumba and Lindsay 2001). One theory is that rice
paddies boost the population density of mosquitoes to a
level, for which people begin changing their behavior to
avoid being bitten (e.g., increased use of bednets).

Malaria was once more widespread but it was success-
fully eliminated from many countries with temperate cli-
mates during the mid 20th century. However, there is a
considerable resurgence of the disease in parts of the
Mediterranean and Central America, in northern South
America, tropical and subtropical Asia, Russia and newly
independent states in Central Asia, i.e., new regions of
the world but also areas where malaria had been elimi-
nated (World Health Organization 2004).

Until the 18th and 19th centuries, malaria occurred in
the United States, some parts of Canada, and most North-
ern European countries. A dramatic decline in England
and northwestern Europe during the late 19th century was
due, in a large part, to land-use changes which included
improved drainage and extensive land reclamation, in-
creased cultivation of root crops and increased livestock-
keeping. The latter may have diverted mosquitoes from
humans to animals, reducing potential transmission of
the parasite within the human population (since malaria
has no significant animal host). However, climatic con-
ditions may have been responsible, in part, for the rela-
tive ease by which malaria was eradicated from temper-
ate climate regions. This relates to the “vectorial capac-
ity” of malaria (that is, the efficiency of spread of disease
from the first infected person). In cooler climates, small
environmental modifications were enough to lower
transmission and see the disease disappear. In the tropics,
however, climate conditions are such that major interven-
tions would be required due to the climate and environ-
ment highly conducive of transmission. In recent years,
malaria has experienced a global resurgence which is pri-
marily associated with local land-use changes related to
intensification measures aggregating at the global scale.
A significant number of the detailed causative factors of
malarial re-emergence are strongly correlated with proxi-
mate causes and underlying driving forces of land-use/
cover change such as wood extraction and forest removal,
agricultural intensification, infrastructure extension, ur-
banization and human population dynamics. In most of
the cases, land-use factors do not only operate in combi-
nation with each other, but also operate causative to or
aside with other factors such as climate change, increased
insecticide resistance, socio-political instability and in-
ternational travel (Kuhn et al. 2002; Berrang Ford 2006a).

Another example of a vector-borne parasite causing
disease in people, livestock, and wildlife, not globally but
throughout much of Sub-Saharan Africa, is African trypa-
nosomiasis. It is both affected by land-use/cover patterns,
and affects land-use/cover change. The trypanosome para-
sites (Trypanosoma sp.) are predominantly transmitted by
the bite of an infected tsetse fly (Glossina sp.).  Some try-
panosome species are infectious to humans, and cause
“sleeping sickness,” a fatal disease if untreated. Sleeping
sickness remains a public health concern in many in-
fected countries, including Uganda, the Democratic Re-
public of Congo, Angola, and Sudan, where sporadic out-
breaks occur. Trypanosome parasites are also infectious
to a variety of animal species, including cattle, wild pigs,
wild ungulates, buffalo, and some reptiles. The impact
of trypanosomiasis on livestock, particularly cattle, has
been associated with a significant economic burden in
infected regions (Leak 1999; Berrang Ford 2006b).

The disease is affected by land use predominantly due
to the role of land cover in driving the habitat of the tsetse
fly vector. There are over 25 tsetse species and subspe-
cies, which are generally classified into three main groups,
the fusca, palpalis, and morsitans tsetse species. Climate
and tropical humid forests control the habitat for the
fusca and palpalis groups of tsetse species, and wood-
land distributions generally control the habitat for the
morsitans group. Distributions of specific vegetation
covers and species can directly drive the distribution of
the tsetse fly, and thus the potential for parasite infesta-
tion and disease risk (Leak 1999). Likewise, human popu-
lation density has also been associated with tsetse dis-
tributions, with high densities believed to suppress tsetse
presence. This is due to human activity reducing host
and reservoir availability, as well as vegetation cover avail-
able for habitat (Jordan 1986; Reid et al. 2000; Muriuki
et al. 2005).

The close association between land cover and the
tsetse vector has resulted in the reciprocal process of Af-
rican trypanosomiasis affecting land-use/cover patterns
in affected regions. For example, it has been early noted
that the continental distribution of cattle in Sub-Saharan
Africa is inversely correlated with the distribution of the
tsetse fly. An estimated 46% of tropical Sub-Saharan Af-
rica is infected with the tsetse fly, which has direct ef-
fects on the suitability of land for livestock (Berrang Ford
2006b). Pastoralists in Sub-Saharan Africa usually re-
spond to the risk of disease by avoiding tsetse-infested
regions wherever possible (Leak 1999). In many of these
areas, livestock are a significant cultural and economic
asset, and are central to poor livelihoods. Thus, the pres-
ence of the tsetse fly and the trypanosome parasites across
large regions of Sub-Saharan Africa is considered to be a
significant constraint to livestock and economic develop-
ment (Perry et al. 2002). This constraint to agricultural
development, and its associated influence on land use, has
lead to occasional conservationist argument that the tsetse

4.3  ·  Disease Risk and Human Health
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fly, and therein the risk of African trypanosomiasis, has
been the savior of African resources, particularly veg-
etation cover and wildlife populations (Reid et al. 1997).

In association with the impact of trypanosomiasis risk
on land use in Africa is the implementation of tsetse con-
trol methods which influence land cover. Previous tech-
niques, used particularly during the colonial period, of-

ten focused on removal of vegetation as a habitat for tsetse
and elimination of game as a parasite reservoir (Berrang
Ford 2006b). These techniques, however, have largely
been replaced by the use of insecticides via localized and
aerial spraying. During the significant animal epizoot-
ics and human epidemics of the colonial period, for ex-
ample, widespread abandonment and evacuation of land

Vector-borne diseases are linked to the environment by the ecology
of the vectors. Landscape features, including land cover, land use,
and their pattern, will influence the availability of suitable habitat
and hence abundance of the vector. Land use will also determine
the location of people in relation to vector habitat and therefore
will modify the exposure of people to contacts with the vector.

Important land-cover changes can be observed between the
two land-cover maps of Ban Pa Nai and its surroundings shown
in Fig. 4.2. In Ban Pa Nai and in the neighboring villages, farm-
ers cultivate irrigated valley fields, and many of them also grow
mango or other fruits on the hill slope. In 1995 a new dam was
completed (northeast corner of the map), allowing farmers to
cultivate their field once more each year (totaling up to three crops

Fig. 4.2. Land-use and cover change in Ban Pa Nai, Chiang Mai province, Thailand. Source: 1989: Landsat 4TM; 2000 7ETM+

Box 4.5. Land-use and cover change and vector-borne diseases, an example in Thailand, Ban Pa Nai

Sophie O.  Vanwambeke  ·  Catholic University of Louvain, Louvain-la-Neuve, Belgium

per year, including one or two rice crops). Orchards have also
clearly increased, although the aging of orchards make them more
visible on a remotely sensed image. Fruit crops are currently
very popular in northern Thailand and large areas of field and
also of forest are being converted to orchards. Vectors of den-
gue fever were found in orchards in this area, in which people
often go at the end of the day when these vectors are active.
However, most dengue control efforts are concentrated on vil-
lages, where the largest proportion of dengue vectors is found.
Human behavior and the use of preventive measures also play
an important role in transmission of vector-borne diseases and
could counteract effects of land-cover and land-use changes on
transmission (Vanwambeke 2005).
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near rivers and shores occurred around Lake Victoria in
Uganda (Jordan 1979). This abandonment of land culti-
vation and occupation resulted in increased bush growth,
causing further expansion of tsetse-infested lands. Pro-
ceeding re-occupation of these lands may have contrib-
uted to more recent epidemics of disease. These examples
illustrate the reciprocal relationship that exists between
African trypanosomiasis and land use/cover (Berrang
Ford 2006b), and the inherent potential of land-use con-
flicts (Muriuki et al. 2005).

4.3.3 Biocide Usage and Land-Use Intensification

The widespread application of biocides (pesticides, fun-
gicides, insecticides, and larvazides) triggered large-scale
land-use intensification and agriculture output growth
worldwide, thus contributing to food security in most
regions of the world over the past 50 years. It also im-
plied negative health consequences which are not (or no
longer) limited to highly intensive production zones of
the developed world.

Taking the case of food cropping in Africa, trade-offs
exist between food provision and disease risk, namely
malaria. The decline of malaria following the Second
World War was predominantly the result of wide-scale
spraying of dichloro-diphenyl-trichloro-ethane (DDT),
a pesticide lauded for its efficacy at drastically reducing
mosquito densities. However, when widespread applica-
tion of DDT became used in agricultural as well, the
emergence of DDT resistance in mosquitoes (in conjunc-
tion with detection of persistent environmental impacts)
reversed the progress to date. As per today, about fifty
mosquito species have now been found to be resistant to
one or more insecticides worldwide, including DDT. In
addition to DDT, other chemicals or biocides are used to
reduce mosquito populations and malarial rates as well
as for increased crop production, but associated drug re-
sistances and environmental impacts have likewise been
noted (Oaks et al. 1991). By contrast, 19th century disease
decline in Europe has been linked to agricultural change
as the result of improved livestock husbandry, therefore
diverting mosquito feeding from humans to animals
(Berrang Ford 2006a). Today, according to the World
Health Organization, DDT spraying limited to interior
walls of huts is still recommended for malaria endemic
and epidemic areas.

Health problems in desertified areas comprise the
spread of infectious and chronic diseases which are ex-
acerbated by the impacts of biocide usage. The collec-
tion of agricultural chemicals in irrigation canals and
drinking water, in the Aral Sea Basin provide a striking
example (Geist 2005). Various trade-offs exist between
food security and clothing (cotton growing) on the one
hand, and the degradation of highly fragile dryland eco-
systems and health impacts on the other hand.

4.3.4 Health Concerns from Indirect Land-Use Effects

Many concerns about the impacts of climate change and
biodiversity losses (including stratospheric ozone deple-
tion) are adding to the problems posed by the more local
and/or near-term effects of land-use/cover change on
health. They touch fundamental life-support functions
and can be exemplified as follows. While it is evident, for
example, that biodiversity losses may impede the future
development of medicines based on wild-living species,
many other concerns are beginning to be elucidated
(McMichael and Martens 1995; Martens and Moser 2001).
For example, recent research has suggested that forest
fragmentation, urban sprawl, and biodiversity loss could
be linked to increased Lyme disease risk in the north-
eastern United States (Schmidt and Ostfeld 2001).

Emissions from biomass burning contribute signifi-
cantly to the injection of pollutants into the atmosphere,
with greenhouse gases and carbonaceous aerosols not
only exerting climate impacts but also impacting on air
quality and thus human health (likewise on acidification
of precipitation). The 1997–1998 fire events in Indonesia
caused hundreds of death via respiratory problems of
haze and smoke. The haze extended across Southeast
Asia, and cost more than $4.5 billion in lost tourism and
business. The burning peat resulted in the largest an-
nual increase up to 40% in levels of carbon dioxide in
the atmosphere since records began in the 1950s (Crutzen
and Andreae 1990; Eva and Lambin 1998a,b, 2000; Stolle
et al. 2003).

There are concerns originating from anticipated
changes in physical and biological systems which are
likely to interact strongly with socio-economic factors
such as human welfare and economic development. For
example, urban sprawl, in particular, poses health chal-
lenges stemming from heat waves which are exacerbated
by the “urban heat island” effect, as well as from water
contamination due to expanses of impervious road and
concrete surfaces (Patz and Norris 2004). Urban “heat
islands” result from lowered evaporative cooling, in-
creased heat storage and sensible heat flux caused by the
lowered vegetation cover, increased impervious cover and
complex surfaces of the cityscape. Dark surfaces such
as asphalt roads or rooftops can reach temperatures
30–40 °C higher than surrounding air. At a scale of an
entire country, for example the United States, land-cover
changes (from both agriculture and urban areas) caused
a surface warming of ~0.27 °C (0.49 F), which is a sub-
stantial portion of the total warming seen in the U.S. to
date (Kalnay and Cai 2003). And in southeast China,
where significant urbanization has occurred, land-use
change effects on surface temperatures and estimate
warming of mean surface temperatures attributable to
urbanization has been 0.05 °C per decade since 1978
(Zhou et al. 2004).

4.3  ·  Disease Risk and Human Health
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Another concern which originates from anticipated
changes in physical and biological systems are the indi-
rect effects of ecosystem change on health, for example,
from plant and animal diseases related to highly indus-
trialized agricultural production methods. Antibiotics
are routinely used for prophylaxis and growth promo-
tion in high-production livestock agriculture, rather
than being used sparingly for medical purposes. Such
subtherapeutic levels exert selective pressure on the
emergence of resistant bacteria (Patz et al. 2005). For
example, Campylobacter bacteria and E. coli strains cul-
tured from piggeries show widespread resistance to mul-
tiple antibiotics. Livestock have also been shown to
be reservoirs of drug-resistant Salmonella bacteria
and other E. coli that are resistant even to newer gen-
eration antibiotics, like cephalosporins. In short, con-
centrated and intensive animal production (either in
agriculture or aquaculture) carry both ecosystem and
human health risks.

Likewise, “mercury pollution from deforestation”
(Veiga et al. 1994) is another example of indirect land-
use effects, relevant for human health and linking to the
hydrological cycle (see Sect. 4.7). In Amazonia, the con-
version of tropical forests to cropland and pasture plays
a major role in the mobilization of mercury through the
ecosystem with important implications for human health.
Mercury in the Amazon Basin originates from at least
three sources – i.e., gold mining, biomass burning and
soil erosion – and is transported via the atmosphere to
the forest soil and vegetation which serve as important
sinks for this heavy metal. Remobilization of mercury
occurs when the rain forest is burned, releasing Hg from
the vegetation and evaporating it from the soil. The soil
is exposed to accelerated erosion and leaching, which
brings mercury into the waterways, lakes and floodplains.
In the aquatic environment, microorganisms in anoxic
waters and sediments transform mercury into methly-
mercury (MeHg) which is more bioavailable than mer-
cury in elemental form. This organic mercury bioaccu-
mulates up through the aquatic food chain to reside pri-
marily in the muscle tissue and gills of fish, particularly
piscivorous species, which are consumed as a vital part
of the regional diet. Elevated concentrations of mercury
have been found in several riverine populations of the
basin, and concern runs high as to the health effects of
this neurotoxin which has been mobilized by land-use
change along the colonization fronts of the Amazon Ba-
sin (Roulet et al. 1999; Lacerda et al. 2004; Wasserman
et al. 2003).

The human immunodeficiency virus (HIV), and its
associated disease, acquired immunodeficiency syn-
drome (AIDS), rank also high among health concerns
related to land-use/cover change. On the one hand, HIV/
AIDS is known to drive the depletion of household re-
sources and assets, mainly inducing loss of labor force.
This, in consequence, easily triggers a decline in agricul-

tural yields, a shift to less labor-intensive crops, increases
in the area under fallow, or even land abandonment
(Yamano and Jayne 2004). On the other hand, HIV/AIDS
relates to land-use/cover change in terms of the differ-
ential vulnerability of people using the land (Turner et al.
2003c). This means that in the very same area, some
people’s coping capacity may be markedly different to
those in the same or similar setting or environment
(Berrang Ford 2006c). In southern Africa, for example,
those at risk to climate impacts are also often the resource
poor who lack access to markets and information, and
they are also vulnerable to a variety of health risks such
as HIV/AIDS and malaria (Vogel 2006).

4.4 Atmospheric Chemistry, Climate Regulation,

and Life Support Functions

4.4.1 Overview

Terrestrial biota had a major influence on the develop-
ment of contemporary atmospheric conditions, and they
continue to do so (Scholes et al. 2003). However, land-
use/cover change, in conjunction with fossil fuel burn-
ing, has resulted in major and globally significant alter-
ations of the naturally evolved synergies over the last
1 000 years (Mann et al. 1999), but particularly in the last
200 to 250 years (Crowley 2000). The ensuing increases
in atmospheric greenhouse gases and aerosol load can,
at least partially, be attributed as a consequence of these
human activities (Penner et al. 2001; Prather et al. 2001;
Foley et al. 2003). For example, over the past 100 years,
the global average temperature has increased by approxi-
mately 0.6 °C and is projected to rise at a rapid rate
(Houghton et al. 2001; Steffen et al. 2004).

The multiple interactions, and related impacts, be-
tween land cover, atmosphere and other components of
the climate system occur at various spatial scales and time
frames: climate near the ground (micro and local), re-
gional climate (meso), and global climate (macro) (Kabat
et al. 2004), and, in terms of time, short-term interac-
tions (minutes to a few weeks), long-term interactions
(months to 100 years), and very long-term interactions
(greater than 100 years) (Pielke et al. 1998). At all of these
spatial and temporal scales, land cover holds biophysical
control on the physical properties of the land surface,
determined by the physiology and structure of vegeta-
tion present within the land cover (Pielke and Avissar
1990; Sellers 1992). A deeper understanding gained so
far of these interactions stems mainly from atmospheric
modeling, partly coupled with remote sensing analysis.
Though the historical dominance of the magnitude of
direct and remote land-use effects on climate was recog-
nized (Stohlgren et al. 1998; Chase et al. 2001), knowledge
about the effects on weather and climate at the local to
regional scale remains still very limited.
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4.4.2 Micro- and Meso-Level Impacts

At the local to subnational, national and regional scales, the
impacts of land-cover changes on surface radiation bud-
gets, surface hydrology, surface energy balance and sur-
face friction are not straightforward but rather complex.

In the Three-Lakes Region of Switzerland, for example,
most of the landscape transformations occurred from
1850 onwards, with the leveeing and draining of formerly
marshy and often inundated plains. Investigating the
changes in local and possibly regional climate due to
documented historical land-use/cover change, the mag-
nitude was estimated to an average warming of more than
1.0 °C in areas where afforestation took place, and in a
cooling of up to 2.0 °C in areas of deforestation on a typi-
cal July day (Schneider et al. 2004). The effects, however,
are difficult to generalize as they depend on season, cli-
mate, and soil conditions.

Through an examination of the impact of drainages
of marshes and water meadows on the local atmosphere,
it was found that surface temperatures over marshland
were up to 2 °C higher than over grassland (Mölders
1999). When further investigating effects from a broad
set of land-use change classes – such as deforestation,
urbanization, afforestation, drainage and recultivation of
open-pit mines – results indicated that areas dominated
by grassland and forest are much more sensitive to con-
current land-use changes than are agricultural areas
(Mölders 2000).

Micro- to mesolevel impacts of land-use/cover change
upon climate include remote impacts upon local circu-
lation regimes. They can be labeled land-use driven “bio-
logical teleconnections” where changed ecosystem char-
acteristics affect, for example, local weather or livelihood
conditions such that effects were communicated to re-
gions distant from actual changes in surface character-
istics (Eastman et al. 2001).

For example, the influence of irrigation on precipita-
tion in the Texas High Plains of the United States is com-
plex as irrigation enhanced summer precipitation by 6%
to 18% (for areas up to 90 km downwind), with storms
of greater duration, length, and total accumulation. How-
ever, cool, and wet surface also increases low-level insta-
bility and triggers storms (Moore and Rojstaczer 2002).

Likewise, weather influences in the high Rocky Moun-
tains were found to be related to the presence of irri-
gated farmland in the plains below, with irrigated regions
affecting the daily summer mountain-plains breeze by
altering temperature patterns and thereby allowing com-
munication between the two regions (Chase et al. 1999).

Other examples relate to lowland deforestation in
Costa Rica which has an impact on cloud immersion of
adjacent tropical montane cloud forests during the dry
season, with serious impacts on the moisture dependent
ecosystem (Lawton et al. 2001).

At the regional scale, Bonan (1999) showed that con-
version of forest to cropland in the central and eastern
United States may have led to cooling. Using climate
model simulations, it has been shown that mean annual
temperature decreased by 0.6 to 1.0 °C, east of 100 W, with
the coolest temperatures found in the Midwest in sum-
mer and autumn. Furthermore, daily maximum tempera-
ture decreased more than daily minimum temperature,
leading to a decrease in diurnal temperature range.
Bonan (2001) found further observational evidence for
the decrease in daily maximum temperature.

4.4.3 Macro- or Global-Scale Impacts

At the global scale, changes in land-surface properties
associated with changes in vegetation can have impacts
on continental and global atmospheric circulation, with
possible large impacts on regional and continental cli-
mate. Extensive reviews are provided on the complex
relationships that exist between vegetation and other
components of the climate system at the local to global
scales, detailing the differences in magnitude and sign
that similar vegetation change investigations have iden-
tified in different geographic localities over the Earth
(Betts et al. 1996; Pielke et al. 1998; Kabat et al. 2004) (see
Box 4.6, for an ancient/historical example).

There is accumulating evidence that large-scale land-
cover changes, particularly in the tropics, generate re-

Box 4.6. The impact of historical land-cover change
upon climate in the Mediterranean

Historical land-cover and climate changes in northern Africa
were investigated from 2 000 years ago to see whether the
changes in land cover could be responsible for changes in
Mediterranean climate. Climate proxies from the region sug-
gested a widespread drying trend across the Mediterranean
since the Roman Classical Period (RCP). The study also showed
that the desert areas of northern Africa corresponding with
modern Egypt, Tunisia and Algeria were significantly moister
during the RCP, with wealthy agricultural economies making
the area the most productive in the Roman World. To investi-
gate if land-cover changes associated with deforestation and
cultivation across the Mediterranean may have contributed to
the widespread drying, the study modeled the climate of the
region with a fine resolution general circulation model using
vegetation that existed in the RCP compared with the climate
modeled with the vegetation representing modern day cover.
The modeling experiments showed significant changes in the
climate under the two vegetation scenarios, with a northward
shift in the Inter Tropical Convergence Zone, and the creation
of a sea-land circulation over northwestern Africa under the
RCP vegetation. The changed atmospheric circulation resulted
in substantially moister conditions in northern Africa, with
the speculation that the vegetation of the RCP would be sus-
tained under the wetter conditions in areas that under cur-
rent day conditions are too dry. The conclusion from the re-
search was that clearing of the Mediterranean by human ac-
tivity since the RCP may have triggered a positive climate feed-
back with a drift towards the dryer conditions of modern day
(Reale and Dirmeyer 1998).

4.4  ·  Atmospheric Chemistry, Climate Regulation, and Life Support Functions
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mote climatic effects of global extent far from where the
surface has been directly affected by land-cover changes
(Franchito and Rao 1992; McGuffie et al. 1995; Chase et al.
1996; Zhang et al. 1995; Sud et al. 1996; Snyder et al. 2006).
Through an examination of global circulations model
(GCM) simulations of the effect of observed levels of land-
cover change globally, strong evidence was found of
changes in global scale circulations (Chase et al. 2001).

Again, it was demonstrated that remote effects of land-
cover change were prevalent in a variety of models un-
der a range of configurations and model assumptions,
and that remote temperature anomalies resulting from
land-cover change could be similar in magnitude as ef-
fects of the historical increase of the radiative effect of
increased CO2 (Pitman and Zhao 2000; Zhao et al. 2001;
Bounoua et al. 2002).

Also using a GCM, the effects of a wholesale removal
of the Amazonian rainforest on remote climates was ex-
amined and significant evidence found for a reduction
in large scale circulations generated by tropical convec-
tion and for propagating atmospheric waves which af-
fected rainfall in Northern Hemisphere winter (Gedney
and Valdes 2000).

Likewise, statistically significant remote effects due to
deforestation in Amazonia, Central Africa and Southeast
Asia were found (Werth and Avissar 2002, 2004), and,
through an examination of the potential impacts of fu-
ture land-use changes, regional temperature anomalies
were found of up to 1.5 °C in regions not directly affected
by land-cover changes (DeFries et al. 2002a).

Other impacts of land use and related large-scale veg-
etation-cover changes upon regional land-atmosphere-
ocean systems such as the Asian monsoon (Yasunari
2002) relate to the question whether human-induced
land-cover changes will modify a system of humid cli-
mate and dense “green” vegetation in the eastern half of
Eurasia (Fu 2002). However, such globally averaged
changes remain small (Chase et al. 2000).

4.4.4 Land Use and Greenhouse Gas Forcing

Agricultural land uses are estimated to contribute to
changes in atmospheric concentrations of three green-
house gases (GHG) – methane (CH4), nitrous oxide (N2O),
and carbon dioxide (CO2) – in total accounting for about
20% of current annual GHG forcing potential (Hough-
ton et al. 2001). The expansion of crop and pastures to
the detriment of forests results in an increase in atmo-
spheric CO2. This decreases the sink capacity of the glo-
bal terrestrial biosphere, and thereby may amplify the
atmospheric CO2 rise due to fossil and land-use carbon
release. Grassland conversion into croplands and eco-
system degradation is widespread due to high growth
rate of human population and political reforms of pas-

toral systems. These dramatic changes in land use with
widespread reduction of forest and grasslands have in-
creased carbon emission in arid and semi-arid lands of
east and central Asia (Chuluun and Ojima 2002).

The implications of biomass burning associated with
agricultural land use are not fully understood, but indi-
cations point to high relevance. Fire is used in agricul-
tural practices (such as in southern Russia), land-man-
agement practices (such as in African national parks) and
for forest clearance (such as in Amazonia). Emissions
from biomass burning contribute significantly to the in-
jection of pollutants into the atmosphere, with green-
house gases and carbonaceous aerosols impacting,
among others, on the radiation balance at the surface (but
also on the acidification of precipitation and air quality)
(Crutzen and Andreae 1990; Eva and Lambin 1998a,b, 2000;
Stolle et al. 2003). Biomass burning is thought to con-
tribute up to 40%, 16% and 43% of the total emissions of
anthropogenic origin for carbon dioxide, methane and
carbon monoxide, respectively (Tansey et al. 2004).

As can be seen, for example, from patterns of regional
vulnerabilities to fire, large differences need to be consid-
ered between temperate and tropical agricultural land uses.

Methane (CH4) is one of the most potent contributors
to the atmospheric greenhouse effect and plays an im-
portant role in tropospheric chemistry. Depending on
the time scale, it is 24.5 times more powerful a green-
house gas than carbon dioxide.

Microbial processes in natural wetlands have always
been a major source of atmospheric methane, and are
considered even today to represent a chief part of total
emissions. Due to its strong greenhouse radiative poten-
tial, methane emission will result in wetlands such as rice
paddies having a positive radiative forcing, but also a tre-
mendous mitigation potential. In China, for example,
midseason paddy drainage, which reduces growing sea-
son CH4 fluxes, was first implemented in the early 1980s,
and has gradually replaced continuous flooding in much
of the paddy area. As a consequence, decreased methane
emissions from paddy rice may have contributed to the
decline in the rate of increase of global atmospheric
methane (CH4) concentration over the last 20 years (Li
et al. 2002).

Due to its capability to act as sink for OH-radicals,
methane will indirectly participate on atmospheric
chemistry and aerosol dynamics. Its global emissions are
therefore not only of importance for the radiative forc-
ing in the Earth’s energy budget but also of significance
for the oxidative capacity of the atmosphere (Christensen
et al. 1996).

Agriculture, clearly, is the largest source of anthropo-
genic methane. Besides land use and management in
wetlands, most of the global rangelands support rumi-
nant, grazing herbivores (cattle, sheep and goats, mainly)
that emit methane (CH4), either directly or through the



85

management of livestock manure. Emissions from ma-
nure management are important in more intensive live-
stock systems such as intensive dairy cattle and pig sys-
tems in Europe and North America, while emissions from
manure deposited on extensively used rangelands is likely
to be a relatively small source only, if compared to en-
teric sources (Reid et al. 2004). Worldwide, these emis-
sions are responsible for 23% and 7%, respectively, of all
anthropogenic sources of CH4 gas emissions (Houghton
et al. 2001). They contribute 30% of global warming po-
tential of all agricultural emissions and about 5% of the
global warming potential from all anthropogenic
sources (U.S. EPA 1999). Cattle alone is the largest con-
tributor (73% of global CH4 emissions), with more than
half of the global cattle population located in the trop-
ics. Thus, pastoral lands in tropical, mainly developing
countries are a significant global source.

Agricultural land use is also a significant contributor
to increases in atmospheric nitrous oxide (N2O) concen-
tration. The greenhouse gas has 320 times the warming
strength of carbon dioxide. In pastoral lands, sources in-
clude land conversion, manure, fertilizer, and changes in
temperature. With the exception of some areas in South
America, the amount of manure and use of fertilizer in
tropical grazing lands are low, but land conversion re-
mains important. All in all, and given the dispute about
rates of dryland transformation (see Chap. 2), N2O is es-
teemed to be of minor importance in extensive grazing
systems (Reid et al. 2004).

The carbon cycle is the best-studied trace gas ex-
changed between land surfaces and the atmosphere
(Scholes 2002). Over the last 150 years, carbon atmo-
spheric concentration has increased by >30% due to fos-
sil fuel burning and following land-use/cover change
(Prentice et al. 2001; Field and Raupach 2004). In con-
trast to other GHG emissions, constant agricultural land
use plays a relatively small role in total carbon dioxide
emissions. However, the conversion of (semi)natural eco-
systems, especially forests, to agriculture is responsible
for greater emissions of carbon than any other land-use
change. Carbon is lost from soils in the first years of cul-
tivation, as little as 3 years in the tropics, and as much as
40 years in temperate zone ecosystems. Many cultivated
systems, in addition, have the potential to sequester car-
bon or, in other words, to capture and secure the storage
of carbon in soil organic matter (SOM) that would oth-
erwise be emitted to or remain in the atmosphere, with
improved crop and soil management practices. Agricul-
tural land uses emit CO2 through the decomposition of
SOM and crop residues directly. However, vegetation fires
act as a direct disturbance to terrestrial ecosystems which
play a role as sources or sinks of carbon at local, regional
and global scales (Stolle and Lambin 2003; Stolle et al.
2003). And, in a wider sense, agricultural systems emit
further CO2 through the (direct) use of fossil fuels in

(non) food production and the (indirect) use of embod-
ied energy in inputs that require the combustion of fos-
sil fuel in their production. Nitrogen (ammonium) fer-
tilizer is by far the most important. Some of the climatic
impacts of land-use systems are mediated through erosion
– see Sect. 4.6. Including the conversion of forests and
grasslands to agricultural land, the direct effects of land-
use/cover change are estimated to have led to a net emis-
sion of 1.7 GT C yr–1 in the 1980s and 1.6 GT C yr–1 in the
1990s (Watson et al. 1996).

In the early 1980s, terrestrial ecosystems were high-
lighted as sources and sinks of carbon, underscoring the
impact of land-use/cover change on the global climate
via the carbon cycle, with most insights stemming from
tropical deforestation (Woodwell et al. 1983; Houghton
et al. 1985) – see Box 4.7. Quantification of global carbon
pools and fluxes remains mainly based on land-cover
mapping and measurements of cover conversions world-
wide (Dixon et al. 1994; Houghton et al. 1999; McGuire
et al. 2001), and decreasing the uncertainty of terrestrial
sources and sinks of carbon remains a serious challenge
today, mainly because the translation of vegetation
changes into net CO2 fluxes to or from the atmosphere is
non-trivial (Steffen et al. 2004). Where uncertainty can
be limited such as in the United States (Pacala et al. 2001),
projections of the future of sources and sinks are pos-
sible. For example, ecosystem recovery processes are pri-
marily held responsible for the contemporary U.S. car-
bon sink resulting from land-use changes and fire sup-
pression since 1700 onwards. They are predicted to slow
down over the next century resulting in a significant re-
duction of the sink.

Despite uncertainties as outlined above, the mass bal-
ance of carbon in the field remains crucial in determin-
ing whether there is a net loss or gain in SOM. Currently,
the global average soil organic carbon density is esti-
mated at 100 to 135 metric t of carbon per hectare of land,

Box 4.7. Recent estimates of net carbon emissions from
land-cover change in the tropics for the 1990s

Three recent estimates of the net flux of carbon from land-
cover change in the tropics show the uncertainties in both rates
of tropical deforestation and associated carbon emissions.
DeFries et al. (2002a) used coarse resolution AVHRR to deter-
mine an average rate of deforestation of 5.56 million ha yr–1

during the 1990s and calculated an average annual emission
of 0.91 Pg C yr–1. Houghton (2003) calculated a net flux of
2.1 Pg C yr–1 based on estimates of deforestation from the FAO
(12 million ha yr–1). And Achard et al. (2004) reported net
emissions of 1.1 ±0.3 Gt C yr–1 from a net deforestation rate of
9.7 million ha yr–1, determined by sampling with high resolu-
tion Landsat data. All of these estimates include the emissions
of carbon from cleared vegetation and soil and from forest
degradation, as well as the uptake of carbon in regrowing for-
ests. The estimate by Achard et al. (2004) also includes emis-
sions from the exception 1997–1998 Indonesian fires (see
Chap. 2 for a detailed discussion on the rates of deforstation).

4.4  ·  Atmospheric Chemistry, Climate Regulation, and Life Support Functions
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and the total global store of SOM at 1 567 to 2 011 Gt C
(Prentice et al. 2001). During much of the past century, most
cropping systems worldwide assumedly have undergone
a steady net loss of SOM, except for few land-use systems
only in which net carbon sequestration occurred. Fac-
tors which exert the greatest impact on the carbon bal-
ance relate to crop yield levels, removal of crop residues
for fuel and livestock forage, crop rotations that include
a pasture phase or perennial forage legume, and tillage.

When putting carbon sequestration into the context
of land-use/cover change, two major patterns bear dif-
ferent policy implications. In developing countries of the
tropical zone, most of the carbon flux components stem
from forests or the forestry sector, while in developed
countries outside the tropics they stem from other sec-
tors, mainly (Fearnside 2000; Gower 2003; Cramer et al.
2004). The Indo-Gangetic Plains Region in northern In-
dia and the United States of America provide paramount
examples of the various impacts of land-use/cover
change, and how differently they need to be addressed.

In the U.S., where the annual net flux of carbon is small,
forests may account for half or less of the total carbon
sink. Carbon accumulation in forests has been attributed
to historical changes in land use and the enhancement
of tree growth by CO fertilization, N deposition, and cli-
mate change. The accumulation of carbon in agricultural
soils, harvested wood products, and aquatic sediments,
and through the expansion of woody plants into herba-
ceous lands are significant, although the latter flux
(woody encroachment) is highly uncertain (Houghton
et al. 1999; Pacala et al. 2001) – see Table 4.1.

As for India, a full carbon accounting has not been
achieved yet, so that it remains difficult to estimate
sources and sinks of carbon from different land-use
change processes and land covers in a detailed manner.
Forests cover about 67.55 Mha or 20.5% of the country’s
geographic area. Nonetheless, the current estimates of
Indian forest phytomass carbon pool are in the range of
2.0 to 4.4 Pg C. For example, it was estimated in the range
of 3.8 to 4.3 Pg C, based on a growing stock volume ap-
proach (Chhabra et al. 2002), and recent forest soil or-
ganic carbon has been estimated as 6.8 Pg C (Chhabra

et al. 2003). Using a simple book-keeping model ap-
proach, the cumulative net carbon emission from Indian
forests due to land-use/cover changes such deforestation
and phytomass degradation in the period 1880 to 1996
was estimated to be 5.4 Pg C, while the net carbon release
to atmosphere from forests has dominated the terrestrial
carbon emissions during the 20th century (Chhabra and
Dadhwal 2004). The broad picture can be detailed by a
study of long-term historical land-use/cover changes and
its impacts on the agro-ecosystem carbon cycle in states
of the Indo-Gangetic Plains (Dadhwal and Chhabra
2002). For this region, an increase of 435.6 Mt in crop
biomass was estimated for the period 1901 to 1991. High
cycling of the produced biomass through livestock as
fodder and use as domestic fuel sustains the high popu-
lation density in the area. The intensification of agricul-
ture with modern technology based on mechanization,
high fertilizer and energy inputs have also led to in-
creased agricultural contribution to carbon emissions.
Using IPCC methodology, the total CO2 emissions in 1990
from energy, industry, agriculture, forestry, waste and
land-use change in the Indo-Gangetic Plains was esti-
mated to be 585 Tg (Asian Development Bank et al. 1999).

4.4.5 Feedbacks, Surprises and Unresolved Issues

Is seems important to note that relatively small alterations
in the magnitude of greenhouse gases and aerosols in
response to climate forcing will influence climate in turn
through a number of important biogeochemical feed-
backs associated with land-use/cover change. This would
have immediate consequences for impacting upon life-
support functions in terms of sudden, unexpected and
very likely cascading effects (Steffen et al. 2004).

It was recognized, for example, since the mid 1970s
(Otterman 1974; Charney and Stone 1975; Sagan et al. 1979;
Lofgren 1995) that land-cover change modifies surface
albedo and thus surface-atmosphere energy exchanges
directly, with an impact on regional climate. Global dry-
lands show feedbacks such as droughts in the African
Sahel and their effects on vegetation, which are reinforced
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Biomass burning (Figs. 4.3, 4.4) has been shown to be a major
source of greenhouse gases at a global level, contributing possi-
bly as much as 40% to the global budget of major gases such as
carbon dioxide and is almost the sole source in tropical coun-
tries (Hao and Liu 1994).

Vegetation fires in the tropics contribute around 60% of the
global total of biomass burning sources. It is recognized, how-
ever, that there are major uncertainties in the magnitude of emis-
sions from certain sources both in the calculation of the areas
involved and in the emissions factors to be applied. Whilst un-
certainties in industrial processes are thought to be around 10%,

Fig. 4.3.
ASTER data over the Park W
in West Africa, showing large
burned (blue) areas. At the
top of the image (boxed and
inset) is a fire in progress.
Gallery forests (dark green)
and unburned savannahs
(green) dominate the region.
The extract is some 30 × 30 km

Fig. 4.4.
The characteristic advance
of the fire front is shown
below from the ground. The
provision of these data from
satellites to park managers
in real time can give a valu-
able input for ensuring an
effective burning campaign
and for helping in the battle
against illegal activities such
as poaching in protected
areas

Box 4.8. Global emissions from biomass burning: vegetation fires in the tropics

Hugh Eva  ·  Joint Research Center, Ispra, Italy

Watson et al. (1996) have estimated that the overall uncertainty
for carbon dioxide emissions due to land-use change and for-
estry is 60%, and 100% for methane and nitrous oxide from bio-
mass burning. By combining field data with satellite imagery
research teams can reduce two key elements in this uncertainty:
(a) the actual areas burnt in particular vegetation types and
(b) the burning efficiency.

Field validation of algorithms to detect and map the extent of
the burnt area is of utmost importance. Burning efficiency is a
new area of research, and field data is required to characterize
the intensity of burn (Eva et al. 2004).

4.4  ·  Atmospheric Chemistry, Climate Regulation, and Life Support Functions
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at the decadal timescale through a mechanism that in-
volved surface changes caused by the initial decrease in
rainfall (Zeng et al. 1999). Grazing and conversion of
semiarid grasslands to row-crop agriculture are the
source of another positive desertification feedback by
increasing heterogeneity of soil resources in space and
time (Schlesinger et al. 1990; Seixas 2000). And, the re-
duction of precipitation from clouds affected by desert
dust can cause drier soil, which in turn raises more dust,
thus providing a feedback loop to further decrease pre-
cipitation, with land-use change exposing the topsoil and
initiating such a desertification feedback. The latter
means an example of an indirect effect through the ra-
diative forcing potential of emitted trace gases, their tro-
pospheric chemistry and cloud-formation properties
(Andreae and Crutzen 1997; Monson and Holland 2001).

Likewise, and adding to the overall observation of
multiple and multi-directional impacts, are the relatively
slow changes in vegetation cover but also the sudden,
extreme and/or episodic events like fire (see Box 4.8 and
2.7 in Chap. 2). They set additional constraints in the sur-
face-atmosphere system, affecting vegetation patterns
and causing dynamic changes in ecosystem structure and
species composition. For example, atmosphere-vegeta-
tion interactions and greenhouse-gas induced climate
changes were seen to be a function of land cover in North
Africa (Claussen et al. 2002). It was further found that
the expansion of woody shrubs in the western United
States grasslands, following fire suppression and over-
grazing, may have contributed to a large carbon sink
(Houghton et al. 1999; Pacala et al. 2001). Time series of
remote sensing data revealed that there are short-term
land-cover changes, often caused by the interaction of
climatic and land-use factors, which show periods of
rapid and abrupt change followed either by quick recov-
ery of ecosystems or by a non-equilibrium trajectory (Tay-
lor et al. 2002b; Stolle and Lambin 2003). The interaction
of land use and climate in the West African Sahel, includ-
ing the social and biological responses, are a paramount
example of this (Xue et al. 2003; Henry et al. 2003, 2004).

Comparably, and as a result of interactive effects – i.e.,
between deforestation, abandonment of agricultural land
reverting to forests, fires, and interannual climatic vari-
ability – the role of the Amazonian forest as a carbon
sink and source varies from year to year. Likewise, peri-
odic El Niño-driven droughts trigger an increase in the
susceptibility of forests to fires (such as in Indonesia).
Thus, accidental fires are more likely and lead to the dev-
astation of large tracts of forests and to the release of
huge amounts of carbon from peatland fires (landhold-
ers also use drought conditions to burn large tracts of
forest to convert them to plantations). As a matter of fact,
forests affected by fragmentation, selective logging, or a
first fire subsequently become even more vulnerable to
fires as these factors interact synergistically with drought
(see Sect. 2.4.2.2).

Despite of the detailed understanding of some com-
plex impacts, a range of key processes in the land-atmo-
sphere system still needs to be better understood (Steffen
et al. 2004).

Increasing evidence, for example, suggests a tight cou-
pling of inert and reactive trace gas exchange, which
means the emission and deposition of gaseous substances
and particles that is directly or indirectly controlled by
feedback loops involving water and thus the surface en-
ergy balance. For example, the important contribution
of local evapotranspiration to the water cycle (precipita-
tion recycling) as a function of land cover highlighted
yet another considerable impact of land-use/cover
change on climate, at a local to regional scale in this case
(Eltahir and Bras 1996), with a strong role of surface veg-
etation in maintaining the regional West African mon-
soon circulation (Eltahir 1996). Also, modeling investi-
gations into the climate impacts of tropical deforesta-
tion in South America, Africa, and Southeast Asia identi-
fied the main impact of removing tropical forests on the
hydrological cycle through reduced transpiration. The
reduction in atmospheric moisture combined with the
increase in sensible heat flux, resulted in reduced cloud
formation and precipitation. The reduced cloud cover
significantly increased solar radiation flux which offset
the increased albedo associated with the deforestation,
to result in further increases in sensible heat flux and
further reduction in precipitation and cloud cover
(Polcher and Laval 1994; Zhang et al. 1995).

Second, aerosols represent the largest uncertainty in
climate forcing. Their so-called indirect effects, i.e.,
changes induced in clouds and on precipitation, repre-
sent a chief uncertainty in regional and global climate
issues. Organic aerosol particles are emitted by the ter-
restrial biota as well as by anthropogenic sources, and
they are effective cloud condensation nuclei. The forma-
tion of aerosol particles and their subsequent growth to
CCN size has been observed at remote continental sites,
and their connection to biospheric processes has been
noted. The exact aerosol formation processes assumedly
depend on the presence of organic vapors, and a feedback
loop linking the type of vegetation, its photosynthetic ac-
tivity and the capacity to emit volatile organic substances,
which contribute to aerosol growth, can be proposed
(Andreae and Crutzen 1997; O’Dowd et al. 2002).

To separate “natural noise” in the climate system from
human-driven changes remains a crucial issue. Remote
sensing data from wide-field-of-view satellite sensors, for
example, reveal patterns of seasonal and interannual
variations in land-surface attributes that are driven not
by land-use change but rather by climatic variability.
These variations include the impact on vegetation and
surface moisture of the El Niño Southern Oscillation
(ENSO) phenomena (Eastman and Fulk 1993; Behrenfeld
et al. 2001; Lambin and Ehrlich 1997a,b), natural disas-
ters such as floods and droughts (Lupo et al. 2001),
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changes in the length of the growing season in boreal
regions (Myneni et al. 1997), and changes in vegetation
productivity due to erratic rainfall fluctuations in the
African Sahel which lead to an expansion and contraction
of the Sahara (Tucker et al. 1991; Tucker and Nicholson
1999).  Despite of these uncertainties, natural environ-
mental change and variability mostly interact with hu-
man causes of land-use change. Highly variable ecosys-
tem conditions driven by climatic variations tend to am-
plify the pressures upon terrestrial ecosystem condition
and services which is especially true for global dryland
resources (Geist 2005).

Finally, some of the climatic impacts of land use are
mediated through, or actually caused by land-use driven
soil erosion. An ecological off-site impact of accelerated
erosion is the emission of erosion-induced GHGs into
the atmosphere. While some of the organic carbon trans-
ported to depositional sites and aquatic ecosystems is
buried and sequestered, a large fraction as high as
1 Pg C yr–1 is assumed to be emitted into the atmosphere
(Lal 2002a,b).

4.5 Agrodiversity and Biodiversity Loss

4.5.1 Overview

Agrodiversity, or the many ways in which farmers use
the natural diversity of the environment for production,
including crop choice (or the management of species in
land use), soil and water-management practices, and
marketing arrangements, can definitely have aggregated
impacts from the level of fields, farms, communities or
landscapes up to the global scale. These must not be nega-
tive impacts, necessarily, but the loss rather than the
provision of species habitat certainly are. In fact, the loss
of biological diversity is one of the only truly irrevers-
ible global environmental change at present (Dirzo and
Raven 2003).

Biodiversity is conventionally interpreted as diversity
in genetics, population, species and the ecosystem. Bio-
diversity, in fact a property of the natural ecosystem, is a
product of complex historical interactions among physi-
cal, biological and social systems over time (Pei and Sajise
1993; McNeely 1994). The functional roles of biodiversi-
ty have economic, cultural and ecological aspects. There-
fore it is also linked to local knowledge system and cul-
tural diversity. Increasingly, both scientists and devel-
opment planners are recognizing the importance of so-
cial factors in biological resource management and bio-
diversity maintenance, particularly in agro-ecosystems.
These social factors include institutional arrangements,
policy, knowledge and technology and marketing. Fire,
agriculture, technology and trade have been particularly
powerful human influence on biodiversity and land cover
(McNeely 1994). For instance, although swidden cultiva-

tion is often cited as a cause of deforestation, it is a cen-
tury-old agricultural practice in the tropics and may ac-
tually increase, rather than reduce, the diversity of habi-
tats and species in the landscape. It does this by creating
a swidden-fallow succession, transplanting both domes-
ticated and wild plant species, and attracting related in-
sect and animal species. This implies that biodiversity
conservation efforts may need to give greater attention
to ecosystem processes than to ecosystem products
(McNeely 1994). People have played important role in
maintaining biodiversity.

In managed ecosystems, biodiversity is one facet of
agrodiversity, which also includes biophysical diversity
(i.e., features of soils, hydrology and micro-climate which
control the intrinsic quality of the natural resource base
to be exploited by agricultural systems, including eco-
system resilience), management diversity (i.e., all biologi-
cal, chemical and physical methods of managing land,
water and biota for crop and livestock production and
the maintenance of soil fertility and structure, based on
the local knowledge of farmers), and, underpinning man-
agement diversity, organizational diversity (i.e., diversity
in the manner in which farms are owned and operated,
and in the use of resource endowments, such as labor,
gender, household features, and off-farm employment)
(Brookfield and Stocking 1999; Brookfield 2001). These
categories are closely interrelated, they are shaped by
mediating factors, and play out differently at various
time and spatial scales. For example, crop choice and
type of conservation practices often differ between poor
and rich farmers, thus affecting the pattern of manage-
ment diversity, and feeding back to enlarge differences
in natural land quality. There are several manifestations
of biological diversity, in particular, – such as the latitu-
dinal gradient, megadiversity countries, centers of en-
demism and hot spots – which point to the fact that glo-
bal biodiversity is highly concentrated in a few patches
of the Earth. In particular, tropical humid forest eco-
systems stand out as highly significant reservoirs of glo-
bal biodiversity.

The issue of biological diversity is probably best char-
acterized by the key elements given in the preamble of
the Convention on Biological Diversity (CBD) of the
United Nations Environmental Programme (UNEP 1992,
2004b). Thus, biodiversity is hypothesized to influence
in a positive way human well-being (i.e., welfare and de-
velopment), with both direct and indirect links to be con-
sidered. At first instance, people derive material or spiri-
tual enjoyment from having, or bequeathing, a biologi-
cally diverse planet. In the case of the indirect link, it is
argued that material well-being depends on the provi-
sion of ecological services such as climate regulation, nu-
trient cycling, maintenance of hydrological cycles, and so
forth. The ability of natural ecosystems to provide these
services, in turn, is assumed to have a positive relationship
with biodiversity. Economic activities fall into consump-

4.5  ·  Agrodiversity and Biodiversity Loss
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tion and production activities that generally increase
aspects of human well-being such as welfare and national
development. However, economic activities are also be-
lieved to have a negative influence on biodiversity via a
range of proximate causes, intermediate factors and fun-
damental or underlying driving forces (Cervigni 2001).

Among the various levels of organization surround-
ing biodiversity, ecosystem diversity is considered here
in more detail, but less so genetic and organism diver-
sity. This is due to biological communities which assure
the functioning of the ecosystems and provide a num-
ber of ecosystem services, thus presenting the joint an-
swer of species to various impacts. Herewith, ecosys-
tem functioning represents the assemblage of processes
such as primary production, decomposition, nutrient
cycling, and their interactions, and ecosystem services
are vital life support functions such as flood control, soil
protection, water quality, and pollination. Species per-
form diverse ecological functions differently. A species
may regulate biogeochemical cycles, modify disturbance
regimes or change the physical environment. Other spe-
cies regulate ecological processes indirectly, through
trophic interactions such as predation or parasitism, or
functional interactions such as seed dispersal and pol-
lination. To better assess the biodiversity-related im-
pacts of land use, cultivated systems can be classified
according to their diversity of species and the biophysi-
cal complexity of the production system (Swift et al.
1996; Freitas 2006).

4.5.2 Conservation and Loss of Biodiversity

Despite of claims to the contrary, biodiversity is more
rich and varied now than ever before. As a result of more
than 3.5 billion years of organic evolution, biodiversity
has clearly reached an unprecedented magnitude of di-
versity. Over the last 600 million years of life on Earth,
the diversity of families of multi-cellular marine organ-
isms increased steadily since the Permian (with the trend
in species number being even more extreme), and, like-
wise, terrestrial organisms increased rapidly in diversity
until present for each group, be they plants, fungi, verte-
brate animals or arthropods (Groombridge and Jenkins
2002). Fossil records of both marine and terrestrial organ-
isms indicate maximum diversity at the present time. The
current level of terrestrial diversity is estimated to be about
twice its historical average since organisms first invaded
the land surface about 440 million years ago. Despite five
major extinctions in palaeo-times, the reasons of which
had very likely been modifications of the physical envi-
ronment after impacts such as from meteorites or volca-
nic activity, the trend of biodiversity increases has been
continually upward, with an overall estimated half of the
global species richness resting in just 6 to 7% of the land
in the humid tropics (Dirzo and Raven 2003).

However, neither the total number of organisms nor
the total number of extinct species can be known, and
only very few groups of organisms are well enough
known to be assessed for extinction (Dirzo and Raven
2003). Complete catalogues of described, valid species
exist for only a few groups of organisms, so that the total
number of species of organisms can only be estimated,
based upon expert opinions, extrapolations from an ini-
tial estimated number, or a combination of these meth-
ods (Hammond 1995; Pimm et al. 1995; May 2000). The
most recent, comprehensive and careful effort reveals that
the best estimate for the total number of (eukayotic) or-
ganisms “possibly” lies in the 5 to 15 million range, with
a best guess of around 7 million species (May 2000).
However, it is still conceivable that this figure would be
greatly increased by new discoveries (Heywood 1995;
Pimm et al. 1995), even by as much as an order of magni-
tude (Dirzo and Raven 2003). There seems agreement,
though, that the average species has a life span of about
5 to 10 million years (May et al. 1995), and that the rate of
extinction is 1 to 0.1 species per million species per year
(Pimm et al. 1995). These species lifetimes may be over-
estimated, while the million-year life span of species
seems supported as a conservative estimate. It should
further be noted that for tropical moist forests some 19 of
each 20 species would be unknown to science at present
so that, for example, the continued effects of forest burn-
ing mean a considerable though difficult-to-measure
impact on biodiversity (Dirzo and Raven 2003).

The processes described above, which maintain eco-
system functioning, are adversely affected by the loss of
diversity, mainly as an irreversible result of land-use/
cover change activities which bear a truly global char-
acter (Wilson 1992; Magurran and May 1999; Cassman
et al. 2005).

In tropical (moist) forest ecosystems, evidence indi-
cates that the proximate causes of biodiversity losses are
identical with those of deforestation, linked to underly-
ing causal synergies among demographic, economic,
technological, institutional and socio-political or cul-
tural factors (Cervigni 2001; Dirzo 2001; Xu and Wilkes
2004; Van Laake and Sánchez-Azofeifa 2004). In many
more cases, human population dynamics in combina-
tion with economic growth are mentioned as the major
underlying drivers of the conversion and modification
of vast areas to settlement, agriculture, and forestry. This
leads to the assumption that mainly human population
dynamics over the near future is the crucial factor in
determining the loss of biodiversity, pushing animal and
plant populations past critical thresholds of tolerance
and renewal (Freitas 2006). Biodiversity hot spots clearly
show the trend. They are priority areas in conservation
efforts as they have high biological diversity, high levels
of endemism, and are currently threatened by anthro-
pogenic impacts such as habitat destruction and spe-
cies extinction.
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On the other hand, there is evidence from an array of
land-change studies that it is not the sheer size and dis-
tribution of population numbers but institutional and
policy factors which appear to be crucial in determin-
ing changing landscapes and the loss of biodiversity (Tri
Academy Panel 2001; Homewood et al. 2001). Rules used
for making policies are important to ensure that local
users are able to influence resource-management insti-
tutions, and very often a mismatch needs to be addressed
between environmental signals reaching local popula-
tions and the macrolevel institutions (Lambin et al. 2003;
Poteete and Ostrom 2004). Thus, trade-offs between lo-
cal livelihood security, biodiversity concerns, carbon se-
questration and (inter)national development or eco-
nomic growth render solutions difficult (see Box 4.9),
which is especially true for pastures in global drylands.

4.5.3 Habitat Destruction, Degradation

and Fragmentation

The combination of proximate causes and underlying
drivers triggers processes of habitat destruction (con-
version), degradation (modification) and fragmentation
which are the most important chains of events leading
to worldwide species decline and extinction (Heywood
1995; Magurran and May 1999; Van Laake and Sánchez-
Azofeifa 2004). For the past 300 years, in which most
rapid land-cover changes have been estimated to occur
with consequences for most of today’s landscape con-
figurations (see Chap. 2), recorded extinctions for a few
groups of organisms reveal rates at least several hundred
times the rate expected on the basis of geological record
(Pimm and Brooks 2000). Likewise, projected extinction

rates for animals, plants and birds over the next 50 years
are very likely some 1 000 times higher than the back-
ground rate of 1 species per million species per year, or
less. Human activities have greatly accelerated the his-
torical and recent rate of species extinction far beyond
the natural rate, and the background rate of 0.1 to 1.0 can
provide a yardstick for quantifying the current and pro-
jected impact of land-use/cover change in terms of ex-
pected rates of extinction (Dirzo and Raven 2003).

Extinction of species has occurred since the begin-
ning of life on Earth. In fact, most of the organisms that
have ever existed are now extinct, and the species cur-
rently living amount to 2 to 3% of those that have ever
lived, with all others have become extinct, typically within
about 10 million years of their first appearance (Dirzo
and Raven 2003). Five significant extinction events oc-
curred during palaeo times, but these events collectively
seem to have ended no more than 5 to 10% of the species
that ever lived. Most strikingly, however, the species at
risk now represent an unusually high proportion of all
those that ever lived (May et al. 1995). It appears that a
recent pulse of extinction started during the late Quater-
nary period. Evidence indicates that a massive (sixth) ex-
tinction event has been underway for some 40 000 years,
driven by human activities, and not ended yet. Human
activities have greatly accelerated the rate of species ex-
tinction far beyond the natural rate, and the occurrence
of species extinction is not random. Most have taken
place, and still takes place, on islands and in the tropics
(Hilton-Taylor 2000), but the percentage of threat in con-
tinental areas may be underestimated (Manne et al. 1999).
A large majority of the threatened mammal and bird spe-
cies, for example, occurs in tropical countries such as In-
donesia, Brazil, China, Mexico, and the Philippines, and –

� Together with the Venezuelan and Colombian Llanos, the Bra-
zilian Cerrado forms one of the principal pastoral lands of
Latin America which have the worldwide highest concentra-
tion of cattle in the tropics (sometimes >20 km2) and thus
highest methane emissions per person (4–8 tropical livestock
units per person) (Reid et al. 2004).

� The Cerrado is a tropical savanna covering 22% of Brazil’s ter-
ritory, with only around 5% of the area protected by conserva-
tion. The mosaic landscape of grassland, scrub and woodland
environments create complex habitats for fauna, and the re-
gion ranks twelfth as global biodiversity hot spot due to high
levels of plant endemism. The Cerrado claims an estimated
160 000 species of plants, fungi and fauna. While large areas
are insufficiently inventoried or underrepresented in data sets,
the best scientific measurements estimate that 44% of vascu-
lar plants, 9.3% of mammals, and 3.5% of avifauna are endemic
species (Silva and Bates 2002; Jepson 2006).

� Available biome-scale land-cover loss estimates vary between
40% and 80% of the original cover, but important trends ex-
ist also in vegetation regeneration and agricultural intensifi-
cation. Soybeans, cattle ranching and mechanized commer-
cial agriculture, including cotton, rice and maize, have ex-
panded rapidly during the past three decades. Especially soy-
bean-related land-use technology, state development policy

Box 4.9. Balancing biodiversity, carbon, beef and soybean in the Brazilan Cerrado?

and agricultural colonization projects (e.g., POLOCENTRO,
PRODECER) contribute to exceptionally high conversion and
modification since about 1970 in Rio Grande do Sul and
Paraná, and since 2003 in Mato Grosso. This stimulated the
further expansion beyond designated project areas of diverse
agricultural frontiers in the states of Minas Gerais, Goiás,
Bahia, Tocantins and Maranhão, with the consequence that
the Cerrado soybean boom pushed Brazil into its current po-
sition as the world’s second leading producer. Likewise, live-
stock remains an important economic activity as it supports
a large proportion of the national herd that sustains Brazil’s
beef exports. Over the past thirty years, Brazilian scientists
developed a suite of soil conservation and agronomic tech-
niques which partly address climate or biodiversity concerns,
but are designed for further stimulation of agricultural out-
put growth. Measures include, for example, crop-pasture ro-
tation, no-till agriculture, and the heavy application of lime
and fertilizers to encourage increased and intensified pro-
duction on the chronically nutrient deficient soils. Strate-
gies are discussed to integrate annual cultivation with live-
stock operations through pasture-crop rotation schemes, and
maize and soybeans varieties have been selected which tol-
erate the high aluminum toxicity and low pH of Cerrado soils
(Jepson 2006).

4.5  ·  Agrodiversity and Biodiversity Loss
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Tropical deforestation represents one of the biggest environmen-
tal threats of our time. This process will affect global climate
change; increase habitat degradation and fragmentation, and
cause a series of unprecedented species extinction. Massive de-
forestation in the Brazilian Amazon, the largest continuous re-
gion of tropical forest in the world, seriously influences the dis-
tribution of plant and animal species, soil and water resources,
and regional and global climate patterns.

There is no single reason for deforestation (see Chap. 3); it is
driven by a combination of factors like population growth, inap-
propriate colonization policies, absence of assistance and infra-
structure for the small producer. The Brazilian Amazon has re-
ceived over one million migrant farm households from other re-
gions of the country in the last 30 years; many of them are attracted

Fig. 4.5.
Land-use and cover evolu-
tion in the occidental Brazil-
ian Amazonian

Box 4.10. Tropical deforestation and land-use conversions in the occidental Brazilian Amazon:
the Pedro Peixoto colonization project

Rodrigo Lorena  ·  Catholic University of Louvain, Louvain-la-Neuve, Belgium

by the government-sponsored
frontier settlement programs
that offer free tropical forest-
land. As a result, pressures on
tropical forest have intensified
along several settlement corri-
dors throughout the region.

The colonization project
“Pedro Peixoto” (Fig. 4.5) in
the extreme east of the state of
the Acre, Brazilian Amazonian,

resulted in a strong reduction of the area of primary forest dur-
ing the 1990s. The deforestation rate increased from 86 km2 yr–1

until 1997 to 165 km2 yr–1 in the remaining period. The develop-
ment of the colonization project led to a fast increase of culti-
vated areas, which cover about 300 km2 today. The pastures rep-
resent currently about 1 000 km2 in the region of study, inserted
in all parcels. Similarly, the area of “secondary succession” also
increased in the last three years. This was either caused by a tem-
porary abandonment of the cultivated parcel, due to a lack of
financial returns to pursue investments or because of the low
productivity rates as the soil is often poor in nutrients. This situ-
ation of abandonment also reveals the absence of assistance and
attention of the state in relation to the small family producers in
the new agricultural border of the Brazilian Amazonian.
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though flawed with some statistical deficiencies – the tropi-
cal-insular predominance is also evident from the num-
bers of threatened plants in leading countries such as Ma-
laysia, Indonesia, Brazil and Sri Lanka (Hilton-Taylor 2000).

To explain the end-Pleistocene megafaunal extinction,
overhunting – rather than low temperatures or patho-
genic diseases – has been the most consistent explana-
tion for human impact over the past 40 000 years, until
historical times (Martin and Klein 1994; Alroy 2001). In
addition, so-called first contact extinctions of species are
numerous over the last 1 000 years on islands such as
Madagascar and New Zealand, i.e., extinction correlated
with the arrival of humans including the introduction of
alien invasive or exotic species. Differently, historical and
contemporary causes of threat to and, finally, extinction
of species are chiefly habitat loss and degradation related
to land-use/cover change, followed by direct exploitation
of ecosystems and the introduction of exotic species. This
was found in the 2000 report of the International Union
for Conservation of Nature and Natural Resources
(IUCN), addressing the causes of threat to 720 mamma-
lian threatened species, 1 173 threatened birds, and
2 274 plants (Hilton-Taylor 2000). The comprehensive list
of threatened species includes 11 167 species facing a high
risk of extinction in at least the near future from mainly
land-use activities. It might appear as a small number
relative to the total number of species (i.e., less than 1%),
but it includes 24% of all mammals and 12% of all birds,
respectively. For plants, the IUCN number represents only
2 to 3% of the known species, but this is probably due to
a serious underestimation (Dirzo and Raven 2003). In
contrast, local-to national scale studies demonstrate the
wider significance of the issue. For example, it is esti-
mated that in the United States about 33% of the plant
species native to the country is threatened with extinc-
tion, including 24% of the conifers (Master et al. 2000)
(see Box 4.11 on Austria).

Habitat loss and degradation is the most important
threat to the three groups, affecting, respectively, 89%,
83%, and 91% of the sampled threatened mammals, birds,
and plants. Proximate causes of land-use/cover change
are the leading causes of habitat losses, such as agricul-
tural activities (plantations, crop and livestock farming),
extraction activities (logging, harvesting, mining, fishing),
and the development of infrastructure (human settlements,
industry, roads, dams, power plants and lines) (Hilton-Tay-
lor 2000) (see Chap. 3).

Of these specific causes, agricultural activities af-
fect 70% of the threatened species of birds, 49% of the
plant species, and less so of the threatened species of
mammals (13%) (Hilton-Taylor 2000). Impact figures
with view upon birds and plants are considerable, while
the low impact numbers for mammals in the 2000 IUCN
report assumedly is due to the lack of information on
mammals (Dirzo and Raven 2003). In contrast, local-scale
studies indicate the relevance of land-use/cover change
for mammal extinction. In the tropical forest zone of
southeast Mexico, for example, forest fragmentation was
found to be the leading cause for the local extinction of
several mammal species with medium or large body size.
Fragmentation hereby means the reduction of the area
of the original habitat available to a particular species,
thus decreasing its potential for dispersal and coloniza-
tion. An empirical study of these predictions in fragments
in the forest zone of western Kenya revealed that the frag-
ments will lose half of all species in fifty years, and about
three quarters in a century (Brooks et al. 1999). Only re-
cently, fine resolution, spatially explicit data on landscape
fragmentation helped to better understand the impact
of land-use/cover change on habitat fragmentation as one
of the greatest threats to biodiversity (Marguels and
Pressey 2000; Liu et al. 2001; Van Laake and Sánchez-
Azofeifa 2004). In drylands, the coupled effects of rain-
fall variability, fire and land-use activities such as over-

Changes in land use and land cover have resulted in the endan-
germent of many valuable biotopes in Austria, where the Federal
Environment Agency is currently working on red lists of biotopes.
About 47% of Austria’s total area is covered by forests, so first
results which are only available for forest ecosystems, are signifi-
cant. According to this recently published assessment (Federal
Environment Agency 2004), there exist 93 different forest biotop
types in Austria of which 57% are endangered. Only 24% biotope
types were not classified as endangered, while 19% were found
to be different types of managed forests with little or no value
for nature conservation.

Biotope loss resulting from changes in land use and land cover
is also thought to be one of the most important drivers of species
loss and endangerment. Figures given in Austria’s red list (see Fed-
eral Environment Agency 2004) are alarming. For example, 44.6%
of all mammals and 57.4% of all bird species in Austria are en-
dangered. 4.0% of all mammals are already extinct, and another
4.0% are critically endangered. The situation is worse with birds,
of which 8.6% are extinct and 13.6% critically endangered.

Box 4.11. Land-use driven endangerment of species and habitats in Austria

Recent Austrian studies suggest that changes in the avail-
ability of trophic energy in ecosystems caused by land use may
be a critical driver of species loss. Such changes can be assessed
by calculating the “human appropriation of net primary pro-
duction” (HANPP) which is defined as the difference between
the NPP of potential vegetation and the proportion of the actu-
ally prevailing vegetation’s NPP remaining in ecosystems after
harvest (NPPt). A recent study on an East-Austrian transect con-
sisting of 38 plots sized 600 × 600 m (Haberl et al. 2004a) found
that the species diversity of seven groups – vascular plants, bryo-
phytes, orthopterans, gastropods, spiders, ants, and ground
beetles – was linearly and highly significantly related to NPPt.
HANPP, which reduces NPPt, was found to be strongly and nega-
tively correlated with species diversity of these seven groups.
Another study on bird species richness which covered Austria’s
total area on four spatial scales from 250 × 250 m to 16 × 16 km
confirmed that NPPt is a good predictor of bird species diver-
sity, also implying that HANPP should result in species loss
(Haberl et al. 2005).

4.5  ·  Agrodiversity and Biodiversity Loss
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grazing and the encroachment of grain cropping onto
extensive rangelands or wilderness zones – rather than
density dependence or competition between natural dry-
land ecosystems – are driving forces of habitat degrada-
tion and destruction, with immediate consequences for
threats to species (Serneels and Lambin 2001a; Homewood
et al. 2001; Geist 2005) – see Box 4.12. In coastal zones,
coral reefs are degraded through eutrophication as a con-
sequence of intensive agricultural uses and through sedi-

mentation, in addition to global warming (coral bleach-
ing), with declines in coral abundance leading to corre-
sponding declines in the abundance of coral-dwelling
fishes, etc. (Munday 2004) (see also Sect. 4.7.3).

Extraction acitivities such as logging, harvesting, min-
ing, and fishing have greatest impact on plants, affecting
34% of the species, but 53% of the bird species were also
affected (Hilton-Taylor 2000). In a study exploring causal
chains leading to biodiversity losses in northwest Yun-

Trends in biodiversity of large mammals and land cover in the
Serengeti-Mara ecosystem (SME) in East Africa over the period
1975–1995 show the relative importance of coupled biophysical,
socio-economic, demographic and policy factors in driving those
trends. The area comprises some 25000 km2 of rangelands, en-
compassing a network of conservation areas with extensive ad-
jacent buffer zones inhabited by (agro-)pastoralists. It constitutes
a natural experiment in which matched and contrasting policy
zones are replicated across an area where ecological, ethnic and
micro-economic continuities make rigorous control of confound-
ing factors possible. The system is divided by the Kenya/Tanza-
nia border which demarcates the contrasting macro-political and
-economic systems of the two countries. It is roughly defined by
the movements of the migratory wildebeest (Connochaetes tau-
rinus mearnsi Burchell). Migratory wildlife species such as wilde-
beest, zebra and Thomson’s gazelle show similar seasonal move-
ments between habitats, using the short grasslands in the south
of the Serengeti National Park in Tanzania during the wet season
(January to June), and using the tall grasslands in the north of
the Serengeti and in the Masai Mara National Reserve (Kenya)
during the dry season (August to November). Another, smaller,
wildebeest population is covering a smaller migration range in
the Kenyan part of the ecosystem. The Loita Plains in the north
make up the wet season range and the main calving area. When
the short grasslands are depleted, the herds migrate to the Masai
Mara National Reserve (MMNR), where they meet with the Tan-
zanian wildebeest population.

Whereas the wildebeest migration in the Tanzanian part of
the ecosystem is almost entirely confined to protected areas, the
wildebeest population in Kenya resides in unprotected land for
most of the year. The wildebeest population in the Kenyan part
of SME declined drastically over the past twenty years to about
31 000 animals, 25% of the population size at the end of the 1970s.
The Serengeti wildebeest population fluctuated around a mean
of 1.2 million animals since the late 1970s. The population is regu-
lated by green biomass availability in the dry season (Mduma
et al. 1999). There has been little evidence of changes in resident
wildlife densities over the past 20 years in Serengeti, except for
rhino, roan antelope and buffalo, whose numbers declined, mainly
due to poaching (Campbell and Borner 1995). Meanwhile, a de-
cline of 58% for all non-migratory species, with the exception of
elephant, ostrich and impala, was observed in the MMNR and
adjacent rangelands. There was no significant difference in the
rate of decline between the protected area and the unprotected
rangelands (Ottichilo et al. 2000).

The temporal changes in the wildebeest populations in the
Kenyan and Tanzanian parts of the ecosystem and their relation-
ship with possible driving forces of change were analyzed, such
as rainfall, normalized difference vegetation index (NDVI) (as a
proxy for green biomass), livestock numbers, human population
growth rates and land-use changes. Result show that land-use
changes were most important in the unprotected buffer zones in
the Kenyan part of the SME (Serneels and Lambin 2001a). By 1995,
more than 50 000 ha of land in the Loita Plains has been con-
verted to commercial cereal cultivation. Hence, about 20% of the

wet season range for wildebeest was lost (Serneels et al. 2001).
Land-use change in the Tanzanian buffer zones consisted of con-
version of rangeland to small patches of subsistence agriculture,
scattered in the landscape. Livestock populations in both Ken-
yan and Tanzanian parts fluctuated but did not show any trend
between 1975 and 1995. Human population growth rates as esti-
mated from demographic survey and uptake of subsistence cul-
tivation (measured by household survey) did not differ signifi-
cantly between Kenyan and Tanzanian buffer zones. Despite high
interannual variability, there are no significant differences in rain-
fall or NDVI time series for both parts of the ecosystem, nor was
any trend found in the data.

Among the possible driving forces behind the downward trend
in wildebeest numbers in the Kenyan part of the ecosystem, only
land-use change showed a clear and concomitant trend over time.
The first decline in wildebeest numbers in the Kenyan part of
the SME that occurred between 1980 and 1982 was most prob-
ably caused by high wildebeest mortality due to prevailing
drought conditions. Subsequent declines in the Kenyan wilde-
beest population are clearly attributable to changes in land-use,
as the decrease in wildebeest densities is limited to those parts
of their wet season range that were converted to mechanized ag-
riculture. The expansion of wheat farms forced wildebeest to ei-
ther use the dryer rangelands or to move to wetter areas where
competition with livestock and other wildlife was higher. It sug-
gests that, from the 1980s onward, competition for food in the
Kenyan rangelands has put a stress on the wildebeest popula-
tion throughout the year. Dry season food availability is prob-
ably responsible for the smaller inter-annual fluctuations in
wildebeest numbers, while the reduction of the wet season range
in the Loita Plains has caused wildebeest numbers to drop con-
siderably since the early 1980s. The shrinking wet season range
amplifies the impact of low rainfall and prevents the population
from recovering from drought impacts, due to limited per capita
availability of food.

Detailed cost benefit analyses showed that conversion to com-
mercial agriculture is being driven by relative returns to cultiva-
tion versus wildlife tourism versus livestock rearing, and more
importantly, by the selective capture of the returns to wildlife
enterprises by local and national elites, making wildlife based
activities an unattractive option for most of the rural population
(Thompson and Homewood 2002).

The Serengeti-Mara case provides compelling evidence that
external processes such as the expansion of mechanized agricul-
ture in response to market opportunities and/or policies (Home-
wood et al. 2001; Homewood 2004) may have a major impact on
the dynamics of ecosystems within protected areas. Over the last
decades, the decline in the Kenyan wildebeest population did not
seem to affect the much larger Serengeti wildebeest population.
However, ongoing land privatization in the Kenyan Group
Ranches adjacent to MMNR will open the way for individual land
owners to make land-use decisions over cultivation, livestock and/
or wildlife-based activities, land lease or sale on the basis of rela-
tive returns to them individually. This might lead to further habi-
tat loss and therefore in turn to wildlife loss across the SME.

Box 4.12. Impacts of land-cover change on East African wildebeest populations

Suzanne Serneels  ·  Catholic University of Louvain, Louvain-la-Neuve, Belgium
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nan of China, it was found that logging followed by mo-
nocultural forest plantation, cash crop plantation and live-
stock grazing have contributed significantly to past spe-
cies losses, while at present, triggered by national policy
changes, the market-driven demand for non-timber forest
products (NTFPs) such as wild fungi and medicinal plants
poses the largest threat to species (Xu and Wilkes 2004).

Activities related to the expansion of infrastructure such
as human settlements, industry, roads, dams, power plants
and lines affect 34% of the threatened plant and 32% of the
bird species, but only 8% of the threatened mammals.

Given a high concentration of threatened species in
tropical ecosystems and an unbroken trend of defores-
tation, degradation and fragmentation in this zone (see
Sect. 2.3.1), a tremendously high rate of extinction can
be expected in the humid tropics. Studies based on mod-
eling habitat loss as major process associated with spe-
cies extinction, for example, reveal nil extinctions of birds
in areas that have long been partly deforested such as
North America, or on the brink of extinction in the re-
gion (Pimm and Askins 1995), but medium-term extinc-
tions in areas of recent deforestation such as in insular
Southeast Asia (Brooks et al. 1997) and Brazil’s Atlantic
forest (Brooks and Balmford 1996). At the global scale, a
reasonable interim estimate would be that, at present, a
third of the plant species of the world are threatened. As
for birds and mammals, a global picture of extinction is
as follows: at least 500 (but probably closer to 600) out
of 1 192 threatened bird species and some 565 of the
1 137 threatened species of mammals will go extinct in
the next fifty years, due to habitat loss and fragmenta-
tion in the tropical forest zone mainly (Dirzo and Raven
2003). At any event, more than a third of the existing spe-
cies on Earth could disappear with the destruction of
tropical forests, only, and it is reasonable to envision the
loss of two thirds of the species on Earth by the end of
the 21st century (Dirzo and Raven 2003).

Direct exploitation is second in importance as con-
temporary driver of threats to species, and possibly ex-
tinction. The threats to 37%, 34%, and 8% of the sampled
bird, mammal, and plant species arise from hunting, trad-
ing, and collecting (Hilton-Taylor 2000). At a regional
scale, hunting is particularly critical for mammals, espe-
cially in the tropics (Dirzo and Raven 2003). It was esti-
mated, for example, that subsistence hunting alone may
be responsible for the killing of about 14 million animals
per year in the Brazilian Amazon (Redford 1992). And,
(subsistence) hunting is a driver of extinction in Africa
and Asia as well.

Third in importance in the IUCN study is the intro-
duction of alien invasiv species, which affects 30% of all
threatened birds and 15% of the plants, but only 10% of
the mammals. In particular the extinction of birds on
islands since about 1800 can be attributed to the activi-
ties of introduced exotic species. On Hawaii, virtually all
of the threatened species are in danger of extinction be-

cause of exotic species, and, for the mainland United
States, between 25 and 40% of the threats to extinction
for native plants stem from the activities of introduced
plants and animals (Hilton-Taylor 2000).

4.5.4 Pollination Losses and Other Impacts

In addition to habitat conversion (destruction) and modi-
fication (degradation, fragmentation), pollinator loss is
further mentioned as a pressure directly related to land-
use/cover change – apart from pollinator loss due to other
pressures such as climate change and global warming
(Root et al. 2003). For example, cotton growing is known
to bear many impacts associated with pesticide use, trig-
gering losses of plant pollinators, among others. Heavy
pesticide use has a negative impact on the majority of
plant pollinators, especially bees, which not only polli-
nate cotton but a number of important food crops in ad-
dition (Bingen 2004).

Finally, evidence is accumulating that the coupled
impacts of (anthropogenic) climate change and land-use/
cover change will lead to the differential loss of popula-
tions especially at the warmer margins of species’ ranges.
The problem is compounded by the effects of habitat frag-
mentation. Whereas in the past, individuals dispersing
from a marginal habitat in a warming (or cooling) world
may have found more suitable conditions close by, in the
21st century the likelihood is that they will be separated
from the nearest patch of a more appropriate habitat by
a considerable expansion of agricultural or other unsuit-
able habitats (Freitas 2006). Fragmentation thus greatly
reduces the probability of successful dispersal and es-
tablishment. Artificial and natural corridors between
remaining habitat patches may become increasingly im-
portant in favoring range shifts through highly frag-
mented landscapes, although it is suspected that large
protected areas, having a series of climatically discrete
habitats, may be of even greater value. In facing major
environmental changes, species that fail either to relo-
cate their ranges or to adapt accordingly elsewhere sim-
ply go extinct. Species restricted to isolated habitat frag-
ments and reserves must rely either on their limited
physiological tolerances, or on evolutionary adaptation
in situ, to survive quick global warming (Pimm et al. 1995;
Magurran and May 1999; Sala et al. 2000).

Some species and ecosystems might be more sensitive
to land-use change and land-management practices. Both
island and mountain flora is more vulnerable to invasion,
due to a high percentage of endemic species, coupled with
extreme vulnerability to habitat destruction. Many en-
demic species often depends on indigenous pollinators.
However both island and mountain pollinators are disap-
pearing due to heavy use of pesticides, habitat destruction,
land-use change and introduction of exotic species (Cox
and Elmqvist 2000; Joshi et al. 2004) – see Box 4.13.

4.5  ·  Agrodiversity and Biodiversity Loss
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A recent international assessment found many diverse
“ecoagriculture” systems around the world whereby lo-
cal people modified land-use patterns and resource man-
agement systems to raise both agricultural productivity
and biodiversity and ecosystem services (McNeely and
Scherr 2003). Shifting cultivation is often held to be the
principal driving force for deforestation in tropical world.
To view swiddens as just temporary fields surrounded
by abandoned land under wild regrowth, however, is
wrong. More than four decades ago, Harold Conklin
(1957) pointed out that “shifting cultivation may refer to
any one of an undetermined number of agricultural sys-
tems.” Spencer (1966) described 18 distinct types of shift-
ing agriculture within Southeast Asia alone. Brookfield and
Padoch (1994) argue that swidden agriculture is not one
but many hundreds or thousands of systems. Alcorn (1990)
calls swidden farming “managed deforestation,” a system
built around patchy, pulsed removal of trees but not of the
forest. Indigenous farmers work to manage deforestation
in sequential agroforestry systems that integrate second-
ary successional vegetation – everything from grass and
bushes, to young open-canopy tree communities, to ma-
ture closed-canopy tree communities. Studies in South-
east Asia (Fox et al. 1995; Xu et al. 1999) suggest that land-
use change has begun to occur in the region as farmers
switch from swidden cultivation to cash crops including
both paddy rice and plantation tree crops. These results
suggest that most upland areas of Asia will eventually see a
major change in land-use with the conversion from swid-
den agriculture to commercial crops and a change in land
cover from secondary vegetation to permanent mono-cul-
tural agriculture albeit tree crops in many cases (see
Chap. 3). Permanent agriculture could result in a tree-
dominated land cover (e.g., rubber, palm oil, cardamom,
or tea), or it could result in a land cover composed of an-
nuals (e.g., maize, cassava, and upland rice). In either case,
biodiversity, as measured by the number of species found
on the landscape, would probably decline (Nagata 1996).

4.6 Soil Quality and Land-Use/Cover Change

4.6.1 Overview

Soil quality is the ability of soils to function within natu-
ral and managed ecosystems (Karlen et al. 1997), and
depends on physical (e.g., bulk density, depth, texture),
chemical (e.g., organic C, extractable N, extractable P),
and biological (e.g., soil respiration, soil enzyme activi-
ties, microbial biomass) properties of the soil. Soil qual-
ity influences five functions of the soil, namely the abil-
ity to (a) accept, hold and release nutrients; (b) accept,
hold and release water both for plants, and for surface
and groundwater recharge; (c) promote and sustain root
growth; (d) maintain suitable biotic habitat; and (e) re-
spond to management and resist degradation (Larson
and Pierce 1991; Brejda et al. 2000). The notion of soil
quality is much broader, but includes soil fertility, which
is related to the nutrient supplying capacity of the soil.
The concept of soil quality was introduced more than
30 years ago, but has undergone its most rapid adop-
tion in the 1990s as a result of the effects of land-use
practices on soil quality (Karlen 2004).

Soils have both inherent and dynamic qualities. In-
herent soil quality is a soil’s natural ability to function,
and is determined by climate, parent material, topogra-
phy, time and vegetation under which it has formed.
Dynamic soil quality on the other hand is a measure of
how soils change in response to use or management.
Soil quality assessment focuses on dynamic qualities
to evaluate the sustainability of soil management prac-
tices. Most of these qualities cannot be measured di-
rectly, but are typically inferred from soil properties
that serve as indicators. Many of these indicators ex-
hibit high correlation, function together, and are mutu-
ally influenced by land use at various levels of manage-
ment such as the cropping system, the farming system,
and the catchment (Dumanski et al. 1998; Tan et al. 2003;
Braimoh et al. 2005).

Many authors – such as Larson and Pierce (1991) and
Doran and Parkin (1996) – have proposed several mini-
mum data sets for use as soil quality indicators. How-
ever, to date, there is no universally accepted standard
data set, nor are their universal critical values of soil qual-
ity parameters. This is because the magnitude and di-
rection of change in soil quality and the equilibrium con-
tents of parameters are dependent on climate, mineral-
ogy, soil conditions and land-use practices which vary
from region to region (Sanchez-Maranon et al. 2002;
Sparling et al. 2003). Nonetheless, the conservation of
organic matter in soil is supported by nearly all soil sci-
entists because it is a source of mineralizable nutrients,
acts as substrates for soil microbes, influences soil struc-
ture and aggregate stability, increases cation exchange
capacity and improves moisture retention (Craswell and

Box 4.13. Declining cliff bee (Apis laboriosa)
in the Himalayan mountain ecosystem

Apis laboriosa, the largest honey bee species of the world, lives
in the Himalayas on inaccessible cliff faces. It lives at high al-
titudes ranging from 1 200 m to 3 600 m, forages at up to
4 100 m, makes a seasonal migration depending upon the avail-
ability of the bee forage. It provides pollination for hundreds
of plant species along different altitudes in mountain ecosys-
tems. Traditional honey hunting is an important livelihood
for indigenous people such as Gurungs and Magars in Nepal.
However, the indigenous bee population of A. laboriosa has
been declining rapidly during recent decades  (number of cliffs
with bee colonies and number of nests per cliff, as well as nest
size). These include destructive honey hunting, loss of forage
and loss of nesting sites as a result of land-use change and
landslides, livestock overgrazing, destruction of forests, intro-
duction of modern technology, particularly improved crop va-
rieties with the attendant application of pesticides, as well as
diseases introduced by exotic bee species (Joshi et al. 2004).
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Lefroy 2001). It has been indicated, however, that low
soil C contents could sometimes be beneficial by re-
ducing pesticide application rates as a result of lower
absorption (Sojka and Upchurch 1999). The decline of
soil organic matter in the soil usually occurs in a curvi-
linear way, and related soil properties usually change
with it along a continuum of use and management
(Sparling et al. 2000).

Soil resilience is an important component of soil qual-
ity. It is the capacity of the soil to resist change or re-
cover its functional and structural integrity after a dis-
turbance (Lal 1997), with disturbance or perturbation
being any event (stress) that leads to a significant change
from the normal functioning of the soil ecosystem
(Forman and Godron 1986). Human activities such as
logging, urban and industrial development, and agri-
cultural practices such as tillage can be classified as dis-
turbance (Seybold et al. 1999). A soil’s capacity to re-
cover is measured by the rate of recovery and the de-
gree of recovery. The recovery rate (that is, elasticity)
measures the amount of time it takes the soil to stabi-
lize, whereas the degree of recovery is the magnitude of
restoration to some stabilized potential relative to the
pre-disturbance (antecedent) state (Seybold et al. 1999).
If a disturbance is too drastic (e.g., subsidence or ter-
rain deformation through gully erosion or mass move-
ment), or if the soil is inherently fragile (e.g., shallow
soils on steep slopes), the soil can undergo profound
degradation, leading to a long time for its capacity to
function to be restored or a high amount of monetary
investment to ensure restoration. The mechanisms that
affect the ability to recover and rate of recovery of soils
include the rate of new soil formation, aggregation, or-

ganic matter accumulation, nutrient recycling, leaching
of excess salts, and increases in biodiversity, including
species’ succession (Lal 1997).

The extent of soil-related inherent constraints to ag-
ricultural production across world regions is presented
in Table 4.2. Erosion hazard implies susceptibility to ero-
sion caused by very steep slopes (>30%) or moderately
high slopes (8–30%) accompanied by a sharp textural
contrast within the soil profile. It is the major inherent
soil constraint for the world, occurring in 16% of its to-
tal land area. Strong acidity (that is, aluminum toxicity)
occurring in 15% of the soils is the next dominant in-
herent soil constraint on a global basis, followed by shal-
lowness; the occurrence of rocks close to the soil sur-
face (14%), and poor soil drainage (13%). Erosion haz-
ard is a major challenge in all the regions, with frequency
ranging from 10% for soils in North Africa and Near
East to 20% for soils of Europe. Poor soil drainage is
also a widespread inherent constraint (16 to 27%) in
North America, Europe and North Asia east of Urals. The
occurrence of rocks in a sub-surface horizon is highest
for North Africa and Near East (23%) and lowest for
South and Central America (11%). Soil acidity is the
principal inherent constraint for soils of Sub Saharan
Africa (18%) and South and Central America (39%).
Low inherent fertility is the next principal constraint
for Sub Saharan Africa (16%), whereas high P fixation
resulting from a preponderance of ferric oxides in the
clay fraction constitutes the third dominant constraint
(15%) for soils of South and Central America. The pres-
ence of free soluble salts leading to salinity and sodicity
is highest for Asia and Pacific (11%) and North Asia east
of Urals (10%).

4.6  ·  Soil Quality and Land-Use/Cover Change
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4.6.2 Extent of Human-Induced Degradation

Soil degradation implies a loss in soil quality, that is,
the inability of the soil to perform any of the five func-
tions specified above. More specifically, soil degradation
is defined as an anthropogenic process that reduces the
capability of soils to support life on Earth (Oldeman et al.
1991). It is a biophysical process driven by socioeconomic
(land tenure, marketing, institutional support) and po-
litical (incentives, government stability) factors. A high
population density may not necessarily result in soil deg-
radation given proper resource management technolo-
gies, the right social and economic milieu and support-
ive environmental policies (Tiffen et al. 1994a). Soil
degradation is an additional challenge to the inherent
constraints to agricultural productivity. Of the estimated
total Earth’s land area of 134 million km2, over 14% are
estimated to have been degraded by anthropogenic ac-
tivities (UNEP 2002). Aggregated globally, the five ma-

jor human causative factors of soil degradation in order
of magnitude are estimated to be: overgrazing, defores-
tation, agricultural mismanagement, fuelwood consump-
tion, and urbanization – see Table 4.3 and Chap. 3.

Four major types of soil degradation can be distin-
guished, namely water erosion, wind erosion, chemical
degradation and physical degradation. The severity of these
types of degradation varies across world regions, with about
50% of the world soil resources being in the moderate to
extremely degraded class – see Table 4.4 and Chap. 2.

Water erosion is the most frequent type at the proxi-
mate level across world regions with deforestation as the
primary causal mechanism of soil degradation in almost
all the regions – see Table 4.5.

In Central and Eastern Europe, soil compaction which
occurs in about 11% of total land area in association
with crusting (about 5%) is the predominant type of
soil degradation, followed by erosion of top soil by wa-
ter in 8% of the land area – see Table 4.6. Compaction
and crusting are most likely due to the effects of me-



99

chanical land clearing and mechanized cultivation with
heavy agricultural machinery (van Lynden 2000). Wind
erosion is common in the southeast portion of the re-
gion which is notably drier. Most of the water and wind
erosion is caused by poor agricultural land practices.
Fertility decline is the most predominant form of chemi-
cal degradation occurring in about 6% of the land area.
Heavy metal and radioactive pollution both occur in
about 3% of the land area as a result of industrial activi-
ties, whereas acidification and salinization are attrib-
uted to agriculture.

Human-induced changes in nutrient cycling in ter-
restrial ecosystems significantly affect the sustainability
for food production, the state of the natural resource base,
and the health of the environment (Craswell et al. 2004).
It has been estimated that 230 Tg (1 Tg = 1 million t) of
plant nutrients are removed yearly from agricultural soils,
whereas global fertilizer consumption of N, P2O5 and K2O
is 130 Tg (Vlek et al. 1997). The principal mechanisms
contributing to nutrient depletion include runoff and ero-
sion, leaching, crop residue removal and harvested prod-
ucts (Smaling et al. 1997).

4.6  ·  Soil Quality and Land-Use/Cover Change
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Nutrient imbalance and depletion is a major cause of
declining crop yields in developing countries of Africa,
Latin America and the Caribbean. In Latin America
where erosion hazard resulting from steep slope is al-
ready a major problem for sustaining agricultural pro-
duction, estimates of nutrient balance in arable soils show
negative balances of N, P2O5 and K2O ranging from –
156 kg ha–1 for Guyana to –15 kg ha–1 for Mexico in the
1996 to 1999 period – see Table 4.7.

Erosion resulting from continuous cropping and crop
residual removal constitute about 70% of all N losses,
nearly 80% of all K losses and 95% of all P losses
(Craswell et al. 2004). Gains in nutrients through min-
eral fertilizer application, nutrient deposition and nitro-
gen fixation, however, occurred for Chile, Costa Rica,
Uruguay and Venezuela. In Sub-Saharan Africa with
highly eroded, intensely leached soils with low inherent
fertility, the average application rate for mineral fertil-
izer is below 10 kg ha–1, and few countries – Nigeria, Zim-
babwe, Kenya, Sudan and Ethiopia – account for about
75% of total fertilizer consumption (Craswell et al. 2004).
Fertilizers are mostly applied on export crops such as
cocoa, cotton, coffee, groundnuts and oil palm.

The negative nutrient balances due to insufficient ex-
ternal inputs, and the inequitable distribution of nutri-
ents between and within countries are further exacer-
bated by the transport of nutrients in traded agricultural
products. Population (growth), rapid urbanization and
change in consumption patterns are driving the global
structure of food demand (see Chap. 3), and hence the
flow of nutrients across countries (Rosegrant et al. 2001).

China uses large amount of fertilizer to produce food for
its teeming population – see Table 4.8. The NPK in its
net export in 1997 is only 2% of the domestic fertilizer it
consumed in the same year. Japan’s net import of NPK
in 1997 was 87% of its domestic fertilizer consumption.
The proportion of imported NPK is expected to increase
to 101% of its fertilizer consumption by 2020. This re-
flects the overdependence on agricultural imports to feed
the growing population on the one hand, and the expan-
sion of urban areas at the expense of cropland, on the other.
Settled areas increased from 1.1% in 1900 to 5.5% of Japan’s
land area in 1998, and are estimated to increase to 7.8% by
2020 (Himiyama 1998). The U.S. export of nutrients is ex-
pected to increase from 18% of its domestic fertilizer con-
sumption in 1997 to 28% in 2020. This largely reflects gov-
ernment subsidy policies that encourage agricultural ex-
ports by American farmers. Whereas Sub-Saharan Africa
is a net importer of nutrients in food, wastages resulting
from food consumption are hardly used to ameliorate
deficiencies in rural soils. Rather they constitute waste
disposal problems in cities that consume a large propor-
tion of the food imports. This is a significantly high po-
tential for nutrient cycling in urban and peri-urban ag-
riculture that is yet to be explored in Sub-Saharan Africa
(Craswell et al. 2004).

Recent studies indicate that soil erosion and organic
matter mineralization are the two major processes of soil
degradation in grasslands in Northern China (Wu and
Tiessen 2002). The intensification of grazing in grass-
lands led to topsoil loss of 0.3 kg m–2 yr–1 on lands with
80% vegetation cover and 1.3 kg m–2 yr–1 on those with
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less than 60% cover. Soil losses on croplands were con-
siderably higher: 9.5 kg m–2 yr–1 on soils cultivated for
8 years, 6.5 kg m–2 yr–1 on those cultivated for 16 years,
and 3.1 kg m–2 yr–1 for those cultivated for 41 years. Fur-
thermore, the degradation of pasture due to intense graz-
ing led to decline in organic C (by 33%), total N (by 28%)
and cation exchange capacity (by 18%). Similarly, the con-
version of native pasture to cropland led to organic C
decline by 22%, 37% and 55% after 8, 16 and 41 years of
cultivation, respectively, as a result of erosion and min-
eralization. The effective cation exchange capacity
(ECEC) and total N also decreased significantly on steep
slopes as pastures were converted to cropland, whereas
about half of the organic C and organic P losses in a site
cultivated for 16 years were due to erosional topsoil loss
and the remaining due to mineralization and reduced
organic matter inputs under cultivation.

The interactive effects of tillage and soil quality are a
concern for sustainable land management owing to the
effects of tillage on soil stability, soil resilience, and soil
quality. Global analysis of organic C loss following con-
version of forests or grasslands to agriculture indicated
a 30% loss in organic C from the entire soil profile within
20 years following cultivation, with a higher proportion
of the losses occurring within the first 5 years. The ef-
fects of tillage on soil properties manifest by affecting
processes like infiltration, runoff and sediment loss
(Moorman et al. 2004).

In soils of the Northern Great Plains of North Dakota
noted for their high fertility, it has been observed that
conventional tillage involving the use of disk and chisel
plough for seed bed preparation led to reduction in soil
organic C (by 7.28 Mg ha–1), particulate organic matter C
(by 4.98 Mg ha–1), potentially mineralizable N (by
32.4 kg ha–1), microbial biomass (by 586 kg ha–1), aggre-
gate stability (by 33.4%) and infiltration rates (by
55.6 cm h–1) over a 20-year period compared to no-till-
age plots in which soil surfaces were not disturbed ex-
cept at planting (Liebig et al. 2004). Also, it has been ob-
served that continuous cropping (that is, consecutive

4.6  ·  Soil Quality and Land-Use/Cover Change
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maize monoculture over an 8-year period) decreased soil
chemical quality, and the rate of decrease was more with
plough-based than no-till methods (Lal 1997). Further, sig-
nificantly lower contents (p < 0.05) of clay (by 31%), silt
(by 15%), total N (by 33%), available P (by 28%), ECEC
(by 32%) and organic C (by 21%) were found in soils con-
tinuously cultivated for 15 years compared to those under
natural vegetation in Ghana (Braimoh et al. 2004). In a
study to examine the effects of tillage on soil quality and
cereal yields in Switzerland, it has been noted that reduced
soil tillage increased earthworm populations, reduced
Pseudocercosporella herpotrichoides infection in wheat and
increased colonization by symbiotic arbuscular mycor-
rhizal fungi. It had been observed that except for direct
drilling of maize, where maize yields decreased by more
than 10% over a 14-year period, maize yields obtained from
no tillage and other ploughless cultivation techniques were
not significantly different. The no-tillage technique did not
differ from conventional tillage methods in terms of bulk
density, leading to the conclusion that reducing soil tillage
intensity generally leads to an improvement in soil quality
without substantial reductions in yield (Anken et al. 2004).

4.6.3 Impacts of Soil Degradation

Soil quality is not often considered a policy objective by
policy makers unless soil degradation threatens other
objectives. Two reasons possibly account for this. Rea-
son one is the absence of comprehensive data linking soil
quality to agricultural productivity (Lal 2000), with the
implication that past rates of soil degradation are merely
inferred from historical yield trends. The second reason
is that soil degradation processes often occur so creepingly
to the extent that land managers hardly contemplate initi-
ating timely ameliorative or counterbalance measures
(Glantz 1998). However, the decline in long-term produc-
tivity potential currently constitutes a threat to food se-
curity in many developing countries (Vlek et al. 1997),
necessitating more than ever the development of indica-
tors for soil quality management on the one hand, and
the development of intervention programs to specific soil
degradation issues, on the other (see Chap. 7).

There are at least three circumstances in which the im-
pacts of soil degradation should be of interest to policy
makers. The first is when lands with degrading soils are a
critical source of food security for subsistence households
with very few alternative livelihood options. The least cost
response to declining soil fertility from the farmers’ per-
spective is agricultural extensification, especially when the
soil quality is suitable and the land accessible. However,
the cultivation of marginal lands is increasingly inevitable
in areas where population density is high. Soil degrada-
tion has been observed to have the highest impact on poor
areas in Asia and Africa. For instance, Barbier (1996) indi-
cate that the cost of soil degradation to farmers in Burkina

Faso in the Sahelian zone of West Africa by 2020 will be
about 20% of village income as a result of declining soil
productivity. Apart from extensification, rural household
options are the diversification of livelihood activities to
widen income earning portfolio or seasonal or permanent
migration to seek economic opportunities elsewhere.

The second situation is when degrading soils are a sig-
nificant source of supply for national consumers or ex-
port markets, and alternative sources of supply are ei-
ther not viable or totally unavailable. A study to project
food demands in the 21st century (Crosson 1995) esti-
mated an aggregate global loss of 12% to 13% of agricul-
tural supply, assuming a 15%, 35% and 75% yield decline,
respectively, for light, moderate and strongly degraded
cropland soils, and 5%, 18% and 50% decline in yield for
pasture soils. A global reduction in yield has been esti-
mated as a result of erosion at 10% in cereals, 5% in soy-
bean and pulses and 12% in root and tubers (Lal 1997).
Regional estimates indicate that since World War II, soil
degradation has led to a loss of productivity in Asia by
13% in cropland, and 4% in pastures; in Africa by 25% in
cropland and 7% in pasture; in South America by 14% in
cropland and over 2% in pasture; in Europe by 8% in
cropland and 6% in pastures; and in Central America
37% for cropland and over 3% for pasture (Oldeman
1998). Considerable decline in productivity under agri-
cultural intensification are being experienced in several
parts of Africa. As formerly fertile lands are continuously
cultivated without sufficient fertilizers, yields of cereals have
declined from 2 to 4 t ha–1 to under 1 t ha–1 (Sanchez et al.
1997). A recent study to establish a relationship between
maize yield and soil quality index, comprising organic C,
ECEC, soil drainage, pH and sand and clay contents in
Ghana showed that maize yield declined at the rate of
32 kg ha–1 for every 1% decrease in soil quality index
(Braimoh et al. 2004) – see Fig. 4.6. Organic C, clay and
ECEC were identified to be the most limiting soil proper-
ties to maize yield.

Fig. 4.6. Relationship between soil quality index and maize yield
in Northern Ghana. Source: Redrawn from Braimoh et al. (2004)
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The last situation is when soil degradation significantly
reduces agricultural income as a result of lower agricul-
tural production or higher costs, and alternative sources
of income are expensive to develop. The estimated annual
cost of different types of degradation in South Asia were
water erosion $5.4 billion, wind erosion $1.8 billion, soil
fertility decline $0.6–1.2 billion, water logging $0.5 billion
and salinization $1.5 billion. the total annual cost $9 bil-
lion to $11 billion is equivalent to 7% of agricultural GDP
(Young 1994). In South Asia, the annual nutrient loss due
to erosion was estimated at $600 million, whereas the loss
due to soil fertility depletion was $1 200 (UNEP 1994).

4.6.4 Preventing Soil Degradation, Improving

Soil Quality

Soil degradation is not a sudden event; it is a gradual pro-
cess. The cost of preventing degradation is not high if the
degradation process is recognized early and appropriate
actions promptly taken. Once degradation reaches a point
where reclamation is economically prohibitive, the land will
be abandoned (Vlek 2005). As late diagnosis adds to the

cost of reclamation, it is important to develop quantitative
indicators with threshold limits to predict the onset of soil
degradation. Such indicators should be sensitive to give
early warning signals of change, be able to assess present
status and trend, be able to distinguish changes due to natu-
ral cycles as opposed to anthropogenic perturbations, and
be relevant to ecologically significant phenomena (Rubio
and Bochet 1998). Indicators for monitoring soil degrada-
tion should also arouse measures to amend the on-going
unsustainable land-use practices to prevent further soil
degradation (see Box 4.14).

The identification of soil-specific properties that af-
fect resilience is important in improving soil quality.
Appropriate soil management will facilitate recovery but
may not totally alleviate all constraints to productivity.
Changes in agricultural practices intended to increase
soil organic C must either decrease the mineralization
of organic matter or increase organic matter inputs to
the soil, or achieve both. Conservation tillage and chang-
ing from monocropping to crop rotation are a promis-
ing approach to improve soil quality. No-tillage has been
shown to also enhance water-use efficiency in dryland
cropping systems (Farahani et al. 1998).

Numerous villages of the European loam belt are confronted with
muddy floods originating directly from cultivated areas. Cen-
tral Belgium is particularly confronted with this phenomenon.
80% of the municipalities experienced at least one muddy flood
during the last decade.

Land cover in 1957 (Fig. 4.7a) has been mapped from aerial
photographs and compared with field observations in 2003
(Fig. 4.7b). After the 1957 consolidation, the mean size of the fields
in the study area increased about four-fold from 1.02 ha in 1957
to 4.34 ha in 2003. The construction of a new road in the thalweg
leads to runoff concentration in case of heavy rainfall. A simula-
tion with a hydrological model shows that runoff volume and

Fig. 4.7.
Impact of land consolidation
on land cover in a catchment
of the Belgian loess belt

Box 4.14. Impact of land consolidation on erosion and generation of muddy floods in the Belgian loam belt

Olivier Evrard  ·  Catholic University of Louvain, Louvain-la-Neuve, Belgium

peak discharge at the outlet increase by 20% and 33%, respec-
tively, following the land consolidation operation (Evrard et al.
2006). Runoff concentration on the road leads to the sudden ar-
rival of silt-laden water in the village located downstream, caus-
ing damage to public infrastructure and housing property.

A grassed waterway has been installed in the catchment thal-
weg to mitigate the floods (Fig. 4.7b). This measure leads to a
slowing down of runoff. The spread of runoff over a longer time
period decreases the flood risk for the village located 500 m
downstream. However, implementation of additional conserva-
tion measures is needed to limit runoff generation within the
catchment.

4.6  ·  Soil Quality and Land-Use/Cover Change



CHAPTER 4  ·  Multiple Impacts of Land-Use/Cover Change104

Using a global database of 67 long-term experiments,
is has been demonstrated that no-tillage, because of its
ability to sequester C, can reverse the loss of organic C
that may have occurred during intensive cultivation. On
average, a change from conventional tillage to no-tillage
can sequester 57 ±14 g C m–2 yr–1. Increasing crop rota-
tion complexity (that is, changing from monoculture to
continuous cropping, changing from crop-fallow to con-
tinuous monoculture or rotation cropping, or increasing
the number of crops in a crop rotation system) can se-
quester less, an average 20 ±12 g C m–2 yr–1 (West and
Post 2002). With a change from conventional tillage to
no-tillage, carbon sequestration rates can be expected to
peak in 5 to 10 years, with soil organic C reaching a new
equilibrium in 15 to 20 years. However, increasing the com-
plexity of crop rotation results in a longer time (approxi-
mately 40–60 years) for C to reach a new equilibrium. A
major inference from this study (West and Post 2002) is
that if a decrease in tillage and enhancement in crop rota-
tion complexity are simultaneously implemented, the short
term (approximately 15 to 20 years) increase in organic C
will be primarily caused by change in tillage, whereas the
long term (approximately 40 to 60 years) increase in
organic C will be due to rotation enhancement.

4.7 Freshwater Hydrology, Agricultural Water Use,

and Coastal Zones

4.7.1 Overview

On its transit overland, water is exposed to the proper-
ties of the terrestrial surface which, in conjunction with
land-use/cover change, are important determinants for
both water quantity (i.e., sufficient supply of freshwater
to support human and natural systems) and water qual-
ity (i.e., suitability of supply for an intended use). It is
well recognized that direct land changes such as foresta-
tion, cropland change, mineral extraction and urbaniza-
tion – but also indirect effects – hold considerable po-
tential to significantly modify or even disrupt hydrologi-
cal cycles (DeFries and Eshleman 2004; Eshleman 2004;
Mustard and Fisher 2004).

The recent intensification of agriculture, in particu-
lar, has largest impacts on both freshwater and marine
ecosystems, which are and continue to be greatly eutro-
phied by high rates of nitrogen and phosphorus release
from agricultural fields. Aquatic nutrient eutrophication
triggers the growth of blue-green algae that renders wa-
ter unpalatable and increases the growth of weed. It in-
creases the turbidity of water and links to several other
impact types (Steffen et al. 2004): it can lead to shifts in
the structure of food chains, including fish killings (see
Sect. 4.2), outbreaks of nuisance species (see Sect. 4.3),
and loss of biodiversity (see Sect. 4.5). Water shortages
already exist in many regions of the world (with more

than one billion people without adequate drinking wa-
ter), and 90% of the infectious diseases in developing
countries are transmitted from polluted water (Tilman
1999; Pimentel et al. 2004).

It has early been estimated that withdrawals (i.e., water
removed from a source and use for human needs) from
streams, rivers, and aquifers, combined with instream flow
requirements (all together totaling 6 780 km2 yr–1), already
account for more than 50% of total accessible runoff
(Postel et al. 1996). Claims have arisen that the human
impact on the terrestrial water cycle during the last
50 years (actually dating back to about 4 000 years with
water engineering in association with cropland expan-
sion; see Chap. 2) has likely exceeded natural forcings of
continental aquatic systems in many parts of the world
(Meybeck and Vörösmarty 2004).

Several interconnected properties intervene into the
relationships shaping the impact of land-use/cover
change upon freshwater hydrology. First, the life history
of water on a landscape encompasses its appearance al-
ready in precipitation until its exit to the ocean. Indeed,
any land-use decision very often turns out to be a water
decision (Falkenmark 1999), be it the conversion of
coastal marshes into agriculture, settlements or indus-
trial zones, or the modification of farmland through the
development of freshwater resources for irrigation. In a
broader Earth System perspective, responses to these
influences are already discernible to reverberate through
the hydrological cycle which go well beyond the direct
human appropriation of freshwater and coastal zones for
drinking, agriculture, and industry (Kabat et al. 2004;
Steffen et al. 2004).

Various trade-offs need to be addressed between the
potential benefits of land-use/cover change and poten-
tially negative consequences upon the hydrological cycle
(DeFries et al. 2004a). Clearly, agricultural ecosystems
have become incredibly good at producing food, and it
has been the irrigation of croplands which contributed
enormously to food security, with irrigated lands being
three times as productive as non-irrigated cropland, also
providing for greater economic value than non-irrigated
cropland or rangeland (Mustard and Fisher 2004). Cur-
rently, around 40% of all agricultural production comes
from irrigated areas, and global food production fore-
seeably becomes largely dependent on artificial irriga-
tion systems (Gleick 2003). On the other hand, current
agricultural practices involve deliberately maintaining
ecosystems in a highly simplified, disturbed and nutri-
ent-rich state – with threats to biodiversity and the sup-
ply of water for food production (Matson et al. 1997;
Tilman 1999; Pimentel et al. 2004). Especially in irrigated
dryland zones of the world, the negative hydrological
consequences of land-use/cover change are most press-
ing. They illustrate modern or industrial society’s capac-
ity to transform large coupled human-environment sys-
tems rapidly such as in the case of the Aral Sea Basin
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(Turner and McCandless, forthcoming), or the collapse
even of ancient societies (Diamond 2005). In any case,
and not only in drylands, the increased yields of food
production have environmental costs that cannot be ig-
nored, especially if the rates of nitrogen and phosphorus
triple, and the amount of irrigated land doubles in the
coming decades (Tilman 1999). Not included in trade-
off considerations so far are the large social costs associ-
ated with social disruptions due to dam construction
(and population displacement) and other large-scale wa-
ter infrastructure constructions particularly along tran-
snational rivers in dryland zones of the world (Gleick
2003; Pimentel et al. 2004).

4.7.2 Hydrological Consequences

of Land-Use/Cover Change

Many insights into the hydrological consequences of
land-use/cover change stem from the experimental ma-
nipulation of land cover at rather small spatial, observ-
able scales such as research plots, hill slopes, and small
catchment areas (e.g., 100 to 1 000 ha) – see Table 4.9.
These manipulations prove that human activities can
modify or disrupt interception losses by different plant
species, soil infiltration, storm runoff, water yields, flood
peaks, evapotranspiration rates, concentration of water
quality constituents, snow accumulation and snow melt-
ing. However, extrapolating from such studies to larger
systems such as river basins is confounded by the diversity
of land-use as well as hydrological systems (Newson and
Calder 1989; Eshleman 2004; Mustard and Fisher 2004).

There is an unequal distribution of water resources
or hydrological systems, for which the demand likewise
varies greatly. Regions in which water quantity is par-
ticularly stressed by human demands are western North
America, areas bordering the Sahara, the Arabian Pen-

insula, and several densely populated zones in Asia,
namely India, Pakistan, and northeastern China (Vörös-
marty and Sahagian 2000).

The dominance of different processes changes at dif-
ferent scales. For example, land-use/cover changes in the
upstream of a catchment may have a different impact on
hydrology than changes downstream, and processes of
interception, infiltration and storage dominate at the plot
scale, while channel processes assume a greater role with
increasing catchment size (Archer 2003). Only few ex-
amples exist for controlled long-term studies of the im-
pacts of permanent land conversions at multiple scales
such as forest to agriculture or agriculture to urban cover
(DeFries and Eshleman 2004).

The impact of land-use/cover change also varies in
terms of time scale. On the scale of catchments, changes
usually occur at irregular time intervals, while crop plant-
ing, drainage of afforestation and other changes at the
plot scale occur fairly regularly (Archer 2003). Further-
more, river and lake quality can be restored in quite a
short time, while destroyed biodiversity can take several
thousands of years to recover to the original condition.
And, especially in the case of sediments, even after a “ben-
eficial” land-use change there will be still enough sedi-
ment in the system from prior human-induced or natu-
ral erosion that would lead to increased sediment loads
in the rivers. In most of the cases, the time taken to con-
taminate a system is only a fraction of the time that is
required to later clean up the same system. Remedies
against high loadings of pathogens as a result of large
population centers, for example, can be effective within
less than one year, while eutrophication and micro-pol-
lutants may contaminate the system for up to 100 years.
Agrochemicals, in particular, may have a large impact
over a long period of time. Also mining and other sources
of suspended load may have an impact on the ecosystem
over many years (Peters and Meybeck 2000) – see Fig. 4.8.
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Identifying a linkage between land-use and hydrologi-
cal change often implies to isolate the impact of biophysi-
cal forces and climatic variability, in particular. There is
some reason to assume that climate change and long-
term climatic fluctuations are particularly inherent to
extreme weather events such as flooding and droughts
(Clark et al. 2001). Likewise, human interventions at the
micro-scale appear easily possible and are well docu-
mented, but the change in flood peaks, sediment load and
base flow at the large scale becomes much stronger domi-
nated by natural processes (Ives 1989). Also, distinguish-
ing the impact of land-use/cover change on hydrology
from the impact of climatic variability is more difficult
at the catchment scale than at the plot level (Archer 2003).

In forest zones, land clearance through deforestation
– with the subsequent loss of the surface organic layer
and decline in soil organic matter – increases overland
stream flow through decreased evapotranspiration as
well as raindrop detachment of soil particles, sheet ero-
sion, rill erosion, gullying, and downstream sedimenta-
tion, though the latter processes are often episodic (Bosch
and Hewlett 1982; Eshleman 2004; FAO 2004b; Mustard
and Fisher 2004). The hydrological consequences follow-
ing deforestation, however, are highly variable, and de-
pend upon a wide array of host factors. At the watershed
scale, forest clearing generally results in a significant in-
crease in annual water yield, but generalization across
different streamflow response measures remains diffi-
cult. On deforested slopes in particularly steep terrain,
rates of erosion are maximized if the terrain is subse-
quently subjected to intensive cropping, fire, or both.
Barren wastelands, unable to support any vegetation, can
be the end result of this process, and the foothills north
of Mexico City are an example of this. In forest zones
where either revegetation occurs rapidly or secondary
regrowth is part of the land-use cycle, the effects of for-
est clearing on hydrological cycles are transient and less

extreme (Eshleman 2004). It has been noted though that
geological conditions can often override the effects of
land-use/cover change.

Reforestation (or afforestation) is seen to contribute
to a reversal of the hydrological responses to deforesta-
tion. Complete reversal of trends, however, depends upon
the restoration of both vegetation and soil properties that
had been characteristic of native forests within a par-
ticular climate on a particular parent material. In tem-
perate climates, for example, hydrological processes are
restored quite gradually, given the slow speed of soil de-
velopment there (Eshleman 2004). It is estimated that
old-growth forests help to completely recover water flows
to original levels only after about 150 years past distur-
bance (Falkenmark 1999; Giambelluca 2002). There ap-
pears to be a clear link between forests and the quality of
water, a much more sporadic link between forests and
the availability of water quantity, and a variable link only
between forests and the constancy of flow at the catch-
ment level (Chomitz and Kumari 1996; Dudley and
Stolton 2003; Mustard and Fisher 2004).

At the scale of river basins, modeling studies for the
Amazon Basin suggest that complete conversion of the
rainforest to degraded pasture would cause annually a
decrease of 26% in mean precipitation, 30% in evapo-
transpiration, and 18% in runoff (Shukla et al. 1990), while
other studies have produced similar, if less dramatic re-
sponses to deforestation (Werth and Avissar 2002). It has
been shown that changes in riparian forest and vegeta-
tion have a major impact on the instream biota as well as
on the pollutants entering the stream or river stretch
(Sweeney et al. 2004).

There is little scientific evidence for the largest, most
damaging flood events being caused by deforestation at
the global scale (Eshleman 2004). Likewise, studies in
South America, South Africa and in the Asian Himalayas
indicate that the increase in infiltration capacity of for-

Fig. 4.8.
Logarithmic diagram showing
the time scale of impacts
on hydrology after land-use
changes. Source: Batchelor
and Sundblad (1999)
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ested lands over non-forested lands is insufficient to in-
fluence major downstream flooding events (Hewlett and
Helvey 1970; Hewlett and Bosch 1984; Gilmour et al. 1987;
Hamilton 1987). Rather, the intensity, amount and spa-
tial distribution of rainfall appear to be the key elements
determining the extent and magnitude of damage caused
by such disasters, with local geology, land use, and to-
pography being important, concomitant factors (Xu and
Rana 2005).

Agriculture is the largest consumer of water by hu-
mans worldwide (nearly 85% of total human consump-
tive use), and land-use practices associated with agricul-
tural intensification have been identified to exert an im-
pact on hydrological cycles, especially where improper
cultivation techniques were applied in environments with
high natural variability (Tilman 1999; Gleick 2003; Pimentel
et al. 2004) – see Box 4.16. In the United States – where per
capita withdrawals were about 1 700 m2 in 1995 – crop irri-
gation accounts for more than 40% of the withdrawn fresh-
water on average, but the figure is as high as 85% in Cali-
fornia where agriculture accounts for only 3% of the state’s
economic production (Myers and Kent 2001; Gleick 2003).
In Africa – where reported water uses range from approxi-
mately 600 to 800 m3 pers–1 yr–1 in Egypt, Libya, the Sudan
and some other countries to under 20 m3 pers–1 yr–1 in the
poorest countries of the continent – as much as 90% (or
more) of reported water uses go to agricultural uses. As
a matter of fact, large countries which produce grain in
monoculture – such as Canada, United States, Argentina,
and Australia – all have significantly higher per capita
water uses than average (Gleick 2003), and in another
group of large countries with extensive irrigation – such
as India and China – agricultural water use numbers ap-
proximately 90% (Steffen et al. 2004).

The central argument here are as follows: first, those
agricultural practices that can retard soil erosion (see
Sect. 4.6.4) are practices that will also increase infiltra-
tion, thus reducing and delaying surface runoff (eroded
soils absorb 87% less water through infiltration than un-
eroded soils), and most problems such as salinization are
no problems at all with rainfed crops, because the soils
are naturally flashed away, for instance (Eshleman 2004;
Pimentel et al. 2004). In the U.S. Southern Great Plains,
for example, the paucity of farm-level conservation strat-
egies – combined with a period of extreme drought and
the Great Depression – caused the Dust Bowl of the 1930s,
during which 2 to 12 inches of topsoil were removed by
wind and water erosion and hundreds of thousands of
farming households were deprived of their economic live-
lihood (Worster 1979; Puigdefábregas 1995). Most of the
region eventually recovered from the Dust Bowl episode.
For example, changes in streamflows and sediment yields
were observed and simulated for several watersheds in
Texas, and both observational data and modeling results
indicated a significant decline in erosion and reservoir
sedimentation during the period 1910 to 1984 – attribut-

able to the combined effects of conversion from rural to
urban land, changes in agricultural crops (i.e., replace-
ment of cotton by wheat and sorghum), and the imple-
mentation of soil and water-conservation measures be-
ginning in the 1940s (i.e., terracing, contour plowing, strip
cropping, and no-till cropping) (Arnold et al. 1995).

In the high-intensity agricultural production zones
across the world, the use of commercial fertilizers – con-
taining primarily nitrogen (N), phosphorus (P) and
potassium (K) – bear several effects on water quality,
extending into stream chemistry across both watershed
zones and coastal systems (Vashishta et al. 2001; Merz
et al. 2004; Mustard and Fisher 2004). Indeed, there is a
direct and quantitative link between the amounts of ni-
trogen in the major rivers of the world and the magni-
tude of agricultural nitrogen inputs to their watersheds
(Tilman 1999). In particular, small but severely disturbed
agricultural areas such as animal feedlots export
ca. 100 times more N and P than other types of agricul-
tural land use. One of the major (unintended) conse-
quences of land-use intensification has been the contami-
nation of shallow groundwater with nitrate, especially due
to an explosive growth in fertilizer application following
the end of World War II. Nitrate concentrations of 10 to
20 mg NO3-N l–1 are frequently observed in most shal-
low aquifers of agricultural areas in North America, for
example. Due to the tendency of nitrate concentrations
>10 mg to cause methemoglobinemia in infants and to
form carcinogenic nitrosamines in the human intestine,
these waters are undrinkable (Merz et al. 2004; Mustard
and Fisher 2004). In the United States, about 40% of water
is deemed unfit for drinking or recreational use due to
contamination by microorganisms, pesticides and fertil-
izers, and more than 76 million Americans are infected
(and 5 000 die per year) as a result of pathogenic Escheri-
chia coli and related foodborn pathogens (Pimentel et al.
2004). In recent decades, more U.S. livestock production
systems have moved closer to urban areas, contaminat-
ing water and food with manure there (Board on Agri-
culture and Natural Resources 2003).

It has been noted that the effect of decreasing forest
cover and increasing agriculture is not linear. As agri-
culture expands to >70% of land cover, the transforma-
tion of last remaining normal landscape traps for NO3
to agriculture – such as wetlands or riparian forests –
makes NO3 concentrations in streams rise exponentially
(Mustard and Fisher 2004). For example, in an estima-
tion of the biogeochemical effects of land-use change in
the Choptank Basin of Chesapeake Bay area in the east-
ern U.S. over the last 150 years, it was found that conver-
sion of forest to agriculture in the 18th and 19th centuries
increased N and P by a factor of 2, but application of fer-
tilizers in the 20th century resulted in a factor of ca. 5 in-
crease in N (Benitez and Fisher 2004). Modeling results
suggest that not all NO3 in the groundwater may appear
in the base flow, with hydric watershed soils driving deni-
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trification by as much as 80% below the expected con-
centrations based on land use (Mustard and Fisher 2004).

Irrigation farming, or the consumptive and nonrecov-
erable use of water by irrigated crops, is a major compo-
nent of the water balance at many scales, and the avail-
ability of freshwater is a key factor for intensification and
expansion of agriculture (Falkenmark 1999; Mustard and
Fisher 2004). The hydraulic control on previously natu-
ral river systems – with damming, water extraction, and
redirection of flows as most important engineering works
– alters the behavior of rivers immediately and exerts an
array of impacts reverberating through the coupled land-
water system (Steffen et al. 2004).

Soil salinization is one of the problems associated with
irrigation farming. It has been estimated that about half
of all existing irrigated soils worldwide are adversely af-
fected by salinization and that the amount of world agri-
cultural land destroyed by salinized soils is 10 million ha
(Pimentel et al. 2004). Another problem associated with
crop irrigation is waterlogging, which means that – in
the absence of adequate drainage – water levels rise in
the upper soil levels, including the plant root zone, and
crop growth is impaired. Such irrigated fields are some-
times referred to as “wet deserts” because they are ren-
dered unproductive. In India, for example, waterlogging
adversely affects 8.5 million ha of cropland and results
in the loss of as much as 2 million to grain every year
(Pimentel et al. 2004).

In most developed countries, the total area of irrigated
land has been relatively stable over the last decade, but
irrigation has remained a major off-stream use of both
surface and groundwater resources. In the western U.S.,
for example, groundwater withdrawals for irrigation have
been among the most significant impacts of agricultural
activities, contributing to dramatic increases in evapo-
transpiration, excessive declines in water tables, surface
subsidence, and soil salinization (Eshleman 2004). Fol-
lowing recoverage from the Dust Bowl episode, chang-
ing regional and national economies have promoted sub-
stantial pumping of groundwater for crop irrigation.
Groundwater aquifers provide worldwide an estimated
23% of water per year available for sustainable use – with
approximately 60% of the water intended for crop irri-
gation never reaching the crop due to water losses dur-
ing pumping and transport (Wallace 2000) –, while the
United States relies disproportionately on water pumped
from aquifers, i.e., 65% (Pimentel et al. 2004). The ca-
pacity of the large Ogalla aquifer, for example, which
underlies parts of Nebraska, South Dakota, Colorado,
Kansas, Oklahoma, New Mexico, and Texas, has decreased
33% since about 1950, and water withdrawal is three times
faster than its recharge rate. This continues to trigger
decreasing water levels and subsequent abandonment of
agricultural land, thus, raising new concerns about the
long-term sustainablity of cultivation in the wider region
(Brooks and Emel 1995; Pimentel et al. 2004).

The abandonment of irrigated agricultural land – due
to soil and water degradation (but also as a consequence
of shifting priorities in water allocation) – has been iden-
tified as a common feature of land use irrigation zones
of arid and semiarid regions across the world (Steffen
et al. 2004; Geist 2005). In the United States, about
150 000 ha of agricultural land have already been aban-
doned – because of high pumping costs only (Pimentel
et al. 2004). Despite of land stability in irrigation farm-
ing, depleted freshwater resources and land-use legacies
have been playing together in the western United States
at some locations in producing an abundance of oppor-
tunistic shrubs and non-native annual plants as well as
lower species diversity than lands that were never culti-
vated (Okin et al. 2001; Eshleman 2004).

In contrast, developing countries which hold large
dryland zones – such as Central Asia or Middle Eastern
countries along the Euphrates River – have been experi-
encing an explosive growth in irrigation over the last de-
cade, often driven by huge government-funded water en-
gineering projects (see Sect. 3.3.2). As in developed coun-
tries, groundwater withdrawal, declining water tables and
subsequent land abandonment are common. In the agri-
culturally productive Chenaran Plain in northeastern Iran,
for example, the water table has been declining by 2.8 m
annually since the late 1990s, likewise in Guanajuato in
Mexico by as much as 3.3 m yr–1 (Pimentel et al. 2004).
In countries like Turkey and Syria, a pattern of realloca-
tion of land and water use has been typical, i.e., irrigated
lands along river bottoms and floodplains got abandoned
for upland sites, due to a myriad of factors including
ground water depletion, reallocation for surface water,
salinization and waterlogging (Mustard and Fisher 2004).
In Central Asia, the impacts of land-use/cover change
upon the hydrological cycle in low-lying ecosystems over
the last 300 years, or so, are linked to a typical pathway
of land- and water-use transition. The transition more
or less paraphrases those impacts which are typical for
the transformation from a predominantly rural mode to
a largely industrialized mode of farming and society
(Mustard et al. 2004) – see Sect. 3.5.3 and Box 4.15.

Large hydraulic structures for river regulation are of-
ten designed to support the extension of irrigation farm-
ing – besides their many other purposes, e.g., for elec-
tricity generation, domestic water supply, and flood con-
trol. Examples are dams, reservoirs, diversions, levees,
artificial channels, and detention ponds. Only 23% of the
flow in 139 of the largest rivers in the Northern Hemi-
sphere remains unaffected by reservoirs, and the equiva-
lent of 40% of the total global runoff to the oceans is
intercepted by large dams (Steffen et al. 2004). There is
growing evidence that land-use changes associated with
the introduction of hydraulic control of especially large
river systems in drylands contribute to rapid water deg-
radation, disruption of hydrological cycles, and the partly
irreversible collapse even of regional human-environ-



109

ment systems such as the Aral Sea Basin (Niasse 2002;
Eshleman 2004; Mustard and Fisher 2004; Geist 2005;
Turner and McCandless, forthcoming). There is further
evidence that some of the responses reverberate through
the coupled land-water cycle, strongly impacting on hy-
drological conditions through changes in the partition-
ing of incoming solar radiation between evapotranspi-
ration and sensible heat, which in turn affect the amount
of water that runs off into riverine systems or infiltrates
into soil (Kabat et al. 2004).

In the Lake Chad Basin of northern Africa, for ex-
ample, long-term decreases in lake area, lake level, and
river discharges were primarily attributed to climatic
variations (rainfall has been declining since the 1960s),
but increases in water losses from rapidly growing irri-
gation explained a large proportion of the variation (Coe
and Foley 2001). Likewise, a decline in potential evapo-
transpiration in a regional-scale water development
project of arid, southeastern Turkey could be attributed
to increasing irrigated land area, playing together with
decreasing wind speed and increasing atmospheric hu-
midity (Ozdogan and Salvucci 2004). For both regions,
palaeo records prove that pumping for crop irrigation
would mean the mining of fossil water, because ground-
water reservoirs have not been fully recharged for thou-
sands of years (Steffen et al. 2004). Worldwide, the Nile
and Syr-Darya Rivers are among the most heavily regu-
lated rivers, partly demonstrating drastic changes in
coupled land-water cycles. The Nile, after the erection of
the Aswan high dam in 1968, shows reduced overall dis-
charge, truncated peak flows, higher lower flows, and a
seasonal shift in the timing of the natural hydrograph.
In the case of the Syr-Darya River, the progressive losses
of discharge are associated with expanded water use for
irrigation and the contraction of the Aral Sea (Meybeck
and Vörösmarty 2004). In the Aral Sea Basin, water from
the actually two rivers entering the inland sea was di-
verted from the 1960s onwards, and led to an enormous
decrease in the area and volume of the sea over the next

35 years, i.e., from 6.7 × 104 km2 to 3.2 × 104 km2 and
1 064 km2 to 310 km2, respectively. Most studies antici-
pate its complete disappearance within the next 25 years.
Associated with the hydrological consequences of land-
use/cover change in the sea basin have been an array of
ecological influences reverberating in the coupled land-
water-atmosphere complex (e.g., surface temperature and
local climate changes) as well as an array of social influ-
ences on economic livelihoods (e.g., decline in agricul-
tural productivity due to salinization and water logging)
and human health (Glazovsky 1995; Saiko and Zonn 2000;
Mustard and Fisher 2004; Geist 2005).

Owing to impoundments, still waters (i.e., the stand-
ing stock of river channel water) have worldwide in-
creased by more than 700% relative to the natural state
(Dynesius and Nilsson 1994; Vörösmarty and Sahagian
2000). The consequences of such water aging for associ-
ated material transport are to trap a substantial propor-
tion of the incoming suspended sediments and to modify
the concentration of dissolved components of N, P, and
silicon. It has been estimated that the current registered
45 000 largest reservoirs (i.e., >0.5 km3 storage capacity)
trap nearly 30% of global sediment flux destined for the
ocean, and that this estimate of sediment retention rises
further with inclusion of about 800 000 smaller im-
poundments – and, of course, with continued dam con-
struction (McCully 1996; Meybeck and Vörösmarty 2004).

Unlike agriculture, mineral extraction accounts for
less than 1% of the terrestrial surface, although the de-
gree of land and related water transformation is often
extreme. It is an inherently dynamic form of land use,
the “boom and bust” histories of which translate into rela-
tively localized, yet intense forms of land-use change.
Minerals wrested from the Earth – such as aluminum,
nickel, oil, and natural gas – had no significant commer-
cial applications 150 years ago, but account for a signifi-
cant portion of the flow of minerals into the economy
today. Despite an increase in recycling, resource extrac-
tion remains the primary means for meeting new metal

In dry and hot lowland plains, depressions or basins of Central
Asia, which carry river, delta or lake ecosystems under (sub)desert
conditions, long-settled traditional land uses based on irrigation
were supported for centuries, if not millennia due to rich ground-
water resources and constant river flows. These dryland sites
entered a pathway of contemporary desertification during the
20th century, partly starting in late 19th century, the features of
which are water degradation such as salinization leading to veg-
etation degradation and sandification, at the utmost. A key fac-
tor is the transition from small-scale irrigation farming to large-
scale irrigation schemes. The latter expand even onto hitherto
marginal or completely unsuitable sites for irrigation farming.
Examples are widespread across the Central Asian desert and
steppe region, i.e., northern China, Turkmenia Plain, Caspian and
Aral Sea Basin regions.

Advances in water technology, mainly large-scale hydro-tech-
nical installations, and strong directional policies, motivated out

Box 4.15. Land- and water-use transition at lowland sites in Central Asia

of economic and demographic reasons, led to the expansion and
simultaneous intensification of irrigated farming land. Intensifi-
cation meant also changes in the composition of crops, in particu-
lar, a shift towards water-demanding crops which did not appear
in drylands prior to the availability of inexpensive energy and ir-
rigation water: cotton monocultures, high intensity grain and rice
productions, occasionally aside with vegetables, fruits, and grape-
vines. Pressures on water resources were amplified by the influx
of booming industries (such as oil/gas, but also mining) and re-
lated infrastructures (such as power plants and factories) as well
as by expanding settlements. Thus, original sites of traditional
oasis agriculture, where formerly productive land had mainly
been used for small-scale food production, often became the pri-
mary sites of contemporary desertification in river and delta eco-
systems. These sites got desertified due to the decay or destruc-
tion of traditional irrigation systems, due to soil salinization and
the advancement of surrounding desert sands (Geist 2005).
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Having an insulation between 2 800 and 3 000 h yr–1, the stony
semi-desert of the Campo de Dalías (Fig. 4.9) has become one of
the most important horticultural centers of Europe generating
more than U.S.$1.5 billion per year after important aquifers were
discovered in the 1950s (Pulido-Bosch et al. 2000b).

This development has been achieved at high environ-
mental costs. Each year 130 × 106 m³ are pumped in the aqui-
fers to supply greenhouses with water (Orgaz et al. 2005),
whereas the total recharge is estimated at only 65 × 106 m3 yr–1

(Dominguez and González-Ascensio 1995). This has led to an

Fig. 4.9. Evolution of greenhouses in the Campo de Dalías (Almería province, Spain) between 1987 and 2000, colored compositions
(band 1, 2 and 3) of Landsat 5 TM and Landsat 7 ETM+ scenes. The progression and densification of greenhouses in the endoreic
basin (central part of the Campo) is clearly visible between the two dates

Box 4.16. Agricultural intensification in Almería province, Spain

David Dabin  ·  Catholic University of Louvain, Louvain-la-Neuve, Belgium

overexploitation of the water resources. By places, the piezo-
metric level has decreased up to 20 m under sea level (Pulido-
Bosch et al. 2000a). Associated with this fall of the piezometric
level, marine intrusion and salinization have been noticed,
making some wells unusable (Vallejos et al. 2003; Pulido-Bosch
et al. 2000b). Pollution of the aquifers by fertilizers, pesticides
and nitrate is also detected where agriculture is most inten-
sive. All those elements lead to water scarcity in the Campo de
Dalías. A well-thought water management is thus urgently
needed.
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demand, the vast majority of construction minerals, and
the sole means of supplying demand for fuels and in-
dustrial minerals. Access to low-entropy forms of energy
at low cost has underpinned the scaling up of “earth
moving” capacities during the 20th century such as the
introduction of open pit mining for metals, or the shift
from underground methods to “mountain-top removal”
in coal mining. Surface mining for coals and other min-
erals (and the subsequent reclamation of the altered land
surface) represent significant land-use/cover changes
with the potential to alter hydrological processes in wa-
tersheds (acid mine drainage is a common problem as-
sociated mostly with underground mining). Major ac-
tivities are the excavation of previously consolidated geo-
logical strata which is followed by replacement of un-
consolidated fill materials and approximate restoration
of original slopes. Recent shifts in the location of min-
ing investment in developing countries have intensified
long-standing concerns about the impact of mining on
critical ecosystem services such as water provision (as
well as on global biodiversity). It has been estimated that
75% of active mines and exploration areas overlap with
areas of high conservation value and areas of watershed
stress, and that nearly one third of all active mines and
exploration sites are located within intact ecosystems of
high conservation value (Eshleman 2004; Bridge 2006).

Soil compaction by heavy machinery during the rec-
lamation process has been shown to reduce soil bulk
density, porosity, and infiltration capacities (Chong et al.
1986), but measures exist to promote infiltration techni-
cally. Usually, infiltration-excess overland flow is consid-
ered to be the dominant flow pathway in mined and/or
reclaimed watersheds. At three watersheds in eastern Ohio,
for example, peak flow rates were shown to have increased
during the coal mining and reclamation phases relative to
the pre-mining period (Bonta et al. 1997). In situations of
infiltration-excess overland flow the restoration of normal
hydrological functioning takes considerably longer than
the normal five-year period associated with active recla-
mation and land management (Eshleman 2004).

The ramifications of land transformation towards
urban cover have been qualitatively described for vari-
ous stages of urbanization. They include decreases in
transpiration from loss of vegetation, decreases in infil-
tration due to decreased perviousness associated with
urban development (streets, roofs, sidewalks, parking
lots, etc.), increases in stream runoff volumes, increases
in flood peaks, declines in water quality from discharges
of sanitary wastes to local streams and rivers, and reduc-
tions in baseflow (Eshleman 2004).

Both empirical analyses and modeling results suggest
that urbanization and suburbanization increase stream
flow through increased runoff (and thus flood potential),
but also decrease water quality when the amount of im-
pervious surface in a watershed exceeds 10 to 15% of the
total land cover (Schueler 1994; Falkenmark 1999; Mus-

tard and Fisher 2004). In catchments, the degree of im-
pervious areas in catchments is often directly related to
the size of floods (Wissmar et al. 2004). Several studies
point to the fact that increased nitrate-nitrogen exports
across river basins (such as that of the Mississippi River)
can be associated with the percentage of developed land
there. Together with agricultural intensification, the dis-
posal of human waste in septic systems are clearly the prin-
cipal causes of elevated NO3 in groundwater, and contrib-
ute to the eutrophication of aquatic ecosystems (Eshleman
2004; Mustard and Fisher 2004).

4.7.3 Land-Ocean Interactions in the Coastal Zone

The interactions between natural processes and human
activity are most active in the coastal zone which is the
transitional area where land and ocean meet, stretching
from the coastal plains to the outer edges of the conti-
nental shelves. More than 50% of the word population
lives within 100 km of a coast, and eight of the top-ten
largest cities in the world are located by the coast, with
coastal cities having the highest rates of growth than any
other areas (Steffen et al. 2004; Hwang 2006).

At the underlying level, there are coupled effects of
considerable human population concentrations and
multiple economic activities, including increasing coastal
tourism which is one of the largest and fastest growing
sectors of the global economy, all together adding to the
pressure on coastal ecosystems (Hwang 2006; Crossland
et al. 2005a). There are trends counterbalancing processes
of conversion and modification in the coastal zone, but
these are limited to cases from developed countries only.
For example, some river and harbor areas of major west-
ern coastal cities have been significantly cleaned of pol-
lutants (e.g., the Thames in London and many cities along
the Rhine). Likewise, the transport of excess nutrients
and other pollutants through the coastal zone has been
diminished in many cases (Lomborg 2001). In a broader
Earth System perspective, however, virtually no large
stretches of coastal areas – outside of Greenland, north-
ern Canada and Siberia, and remote areas of South
America and Australia – are now without significant
human influence (Goldberg 1994; Steffen et al. 2004;
Burbridge et al. 2005).

At the proximate level, the geomorphology of the
coastal zone is altered – e.g., through the construction of
shoreline engineering works, port and harbor develop-
ment, and extension of urban, industrial and infrastruc-
ture covers –, and coastal wetlands are drained, reclaimed,
and converted to agricultural and other uses (Walker
1990; Goldberg 1994; Vernberg and Vernberg 2001; Solecki
and Walker 2001; Hwang 2006). It is estimated that glo-
bally about one third of the coastal land – excluding Ant-
arctica – has been altered or semi-altered in some way
(Steffen et al. 2004; Burbridge et al. 2005).
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Drainage of wetlands has occurred extensively in coastal
areas worldwide since ancient times. It has been mainly
done for the provision of aerated agricultural soils, most
efficiently through the use of clay tiles or plastic drainage
pipes that promote saturated groundwater flows through
the peat to open ditches. For example, in the United States
of America more than 400 000 km2 of the national terri-
tory had been subjected to drainage development by 1950,
which is an area roughly the size of the state of California
(Eshleman 2004). It appears as if the key hydrological prob-
lems associated with wetland drainage – especially the
problems associated with peat shrinkage – had not changed
since they were encountered in drainage of the Fens in
England which started under the Roman rule and peaked
in the middle of the 17th century under the Stuart kings
(Purseglove 1988): dewatering of peatlands promotes peat
aeration and increased rates of peat decomposition, with
the consequence that excessive peat decomposition in
coastal systems can cause a lowering of the land surface,
relative to river and sea levels which in turn increases the
susceptibility of the land to both inland flooding and coastal
inundation (Eshleman 2004). In the case of the Fens, rec-
lamation of the marshes caused a gradual reduction in
the river gradient, leading to a reduction in scouring, silt-
ation of the river outfall to the estuary, and an increase
in inland flooding. In addition to land level declines rela-
tive to sea levels, coastal inundation of the Fens in 1673
and again in 1713 provided some extreme examples of
the consequences of wetland drainage (Purseglove 1988).

Another paramount example is the conversion of
mangrove forests to prawn farms. Mangroves cover about
one-quarter of tropical coastlines, and some 112 coun-
tries and territories have mangroves. It has been esti-
mated that anywhere from 5 to 85% of original mangrove
area in various countries have been lost, with extensive
losses occurring in the past 50 years. Many coastal coun-
tries in Southeast Asia have lost half or even more of their
mangrove forest since the mid-1960s because of indus-
trial timber logging, fuelwood harvesting, conversion to
rice fields, urban encroachment and other uses such as
fishponds and prawn farms (Walker 1990; Naylor et al.
1998; Vernberg and Vernberg 2001). Globally, approxi-
mately 50% of mangrove systems have been converted
to other uses since 1900 (Steffen et al. 2004; Hwang 2006).

As for the encroachment of urban-industrial uses, the
coastal lowlands of western Korea, southern Japan, and
southern China are prime examples of high-density
populations coupled with rapid economic development,
resulting in huge demands of land for urban-industrial
uses; many of the coastal mudflats have been reclaimed
for industrial, infrastructural and urban development,
and agriculture alike; and even large-scale modern air-
ports (in Korea and Japan) have become located on re-
claimed wetlands, with sea walls drying out the tidal flats
(Vernberg and Vernberg 2001; Seto et al. 2004; Hwang
2006; Tan et al. 2006).

Adding to these pressures are the amount, quality and
timing of the through-flow of water and suspended and
dissolved materials from upstream areas through the
coastal zone to the continental shelves which has been
significantly affected (Salomons et al. 2005). As could be
seen from the amount of sediments delivered to the
coastal zone, impacts can work in two opposing direc-
tions: there have been regional increases in some areas
in the delivery of sediments through increased soil ero-
sion upstream, while in other areas the delivery decreased
through sediment trapping within reservoirs and other
impoundments upstream (Steffen et al. 2004).

Coastal ecosystems provide the important service of
maintaining water quality by filtering or degrading toxic
pollutants, and absorbing nutrient inputs. This capacity is
easily exceeded by direct human injection with the coastal
zone itself, i.e., chemical pollutant discharges from agri-
culture and industry, oil spills in the ocean, oil discharges
from land-based sources, excessive nutrient inputs from
urban runoff, and sewage effluent, with additional nutri-
ent loadings, for example, coming from upstream agricul-
ture (Smith et al. 2005). It has been estimated that the in-
crease of nitrogen delivery entering the North Atlantic, for
example, has increased by a factor of between 3 and 20
(Steffen et al. 2004). In addition to nutrients, contaminants
such as heavy metals, persistent organic pollutants, vari-
ous other synthetic chemicals, radioactive materials, bac-
teria, and slowly degrading solid waste like plastics are
transported from land to the coastal regions (Hwang 2006;
Salomons et al. 2005). Coastal ecosystems are losing much
of their capacity to produce fish because of overfishing in
the shelf zone and destruction of nursery habitats there.
Likewise, as the extent of mangroves, coastal wetlands and
sea grasses declines, coastal habitats are losing their pol-
lutant-filtering capacity (Burbridge et al. 2005).

With a coast line as long as about 7 500 km, India
constitutes a paramount example of land-ocean interac-
tions worldwide, where both human induced distur-
bances – such as pollution, sand mining, tourism, and
shipping – and natural disturbance – such as storm, sedi-
mentation and tsunamis – interact and play out differ-
ently in terms of extension, severity, and frequency. There
are sixty coastal districts and richly diverse coastal zone
areas in India which have highly productive ecosystems
as diverse as coral reefs, mangroves, mud flats, lagoons,
estuaries, beaches, and dunes (island territories such as
Lakshdweep, Andaman and Nicobars constitute 22% of
the coastline). Most of India’s coastline is densely popu-
lated with the consequence that natural ecosystems have
been largely converted to various types of land uses: in
particular, wetlands are reclaimed for agriculture, settle-
ments, and aquaculture, and, as a consequence, natural
lagoon ecosystems have shrunk. Among today’s most
pressing issues along the Indian coastal zone are rapidly
growing populations and economic activities, deterio-
rating environmental quality, loss of critical habitats, di-
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minishing levels of fish and shellfish populations, reduced
biodiversity and increased risk from natural hazards.
Significant changes in habitat and diversity due to in-
tense anthropogenic pressures were observed, for ex-
ample, in Mumbai and the Gulf of Kachchh areas. The
latter area holds India’s most degraded coral reefs due to
destructive fishing, mining, sedimentation, and invasion
by alien species. Almost the entire Mumbai Coast, previ-
ously rich in biodiversity and some rare species, is char-
acterized by the current distribution of mono-species
mangrove (Avicenia). About 75% of mangrove ecosys-
tems in India are in good condition, in total occupying
an area of about 4 460 km2. In the Godavari-Krishna
deltaic regions (Tamil Nadu), they have been degraded
and destroyed due to their use as fuel, fodder and con-
version of these areas for agriculture, aquaculture and
industrial purposes. Likewise, mangrove habitat located
in the inter-tidal zone along the Mahul Creek in the Mum-
bai region coast has been severely degraded, mainly as a
result of land reclamation in the 1996–2000 period. The
mangrove ecosystem of the Sunderbans Delta, actually the
largest single block of mangroves in the world, is rapidly
depleted. Along the Gujarat Coast, both degradation and
loss of ecosystems continued up to 1985 due to the mining
of coralline sand and use of mangroves as fuel and fod-
der, until the Jamnagar area was declared a marine park
in 1983. Currently, about 0.5 million ha have been de-
clared marine and coastal protected areas, i.e., 3 national
parks and 13 wildlife sanctuaries (Nayak et al. 1997;
Rajasuriya et al. 2000; Nayak and Bahuguna 2001; Selvam
2003). Land-use driven changes of inland freshwater cycles
do also easily extend into the coastal zone. An example is
the deforestation of the Andaman and Nicobars Islands
in India which has resulted in an increased flow of fresh-
water and sediment that have affected the corals along
the coast (Nayak et al. 1997; Nayak and Bahuguna 2001).

4.8 Conclusions

Estimates or generalizations exist about some (isolated)
impacts, human “imprints” or ecological “footprints”, but
no globally valid statement is possible yet about an ag-
gregated, overall or generalized impact of land-use/cover
change upon ecosystems and people in a coupled man-
ner. This is due to the multiplicity of impacts in terms of
various types, time scales, hierarchical scales, feedbacks
or repercussions as well as actors and causes involved.
Nonetheless, it can be stated in normative and descrip-
tive terms that human well-being – as a context- and situ-
ation-dependent state, comprising basic material for a
good life, freedom and choice, health, good social rela-
tions, and security (Millennium Assessment 2003) – de-
pends on a sufficient and safe supply of food, but also on
the provision of timber, clean air and water, stable cli-
mate, freedom from floods, landslides and droughts, rec-

reational opportunities, and a full range of cultural and
aesthetic pleasures. These are just some of the services
provided by ecosystems, and most often, but not necessar-
ily, their supply is more abundant in the absence of land
cultivation (DeFries et al. 2004b; Cassman et al. 2005).

From a wide array of case studies it can be put for-
ward – as a hypothesis, at least – that with the major forms
of current land use (i.e., agriculture, forestry, mineral ex-
traction, pastoral systems, and urbanization), “there is
often a decreasing capacity of ecosystems to provide ‘na-
tive’ resources” (Asner et al. 2004). However, we are only
now beginning to gain a rudimentary understanding of
ecosystem interactions with land use and the implica-
tions for society, not to mention the absence of a full un-
derstanding of land-use interactions with societies and
ecosystems in a coupled manner for large civilizations –
maybe, apart from some isolated cases of small societies
in the ancient past (Redman 1999; Diamond 2005; Turner
and McCandless, forthcoming).

As for ecosystem types and impacts, there are few if
any universal patterns among the myriad combinations
of land use and ecosystems, but there are some repeat-
ing patterns regarding trade-offs in ecosystem goods and
services following land-use/cover change. Land-use de-
cisions often involve trade-offs between intentional ap-
propriation of ecosystem goods for human use or con-
sumption such as food, feed, fiber and timer, and unin-
tended ecosystem responses such as flooding, habitat
loss, and nutrient runoff (DeFries et al. 2004b). Balanc-
ing the trade-offs, if known (or not), clearly depends on
societal values, and any quantification of the biological
responses to land-use/cover change would help (DeFries
et al. 2005). Often, there are obvious trade-offs between
the types of services that an ecosystem can provide to
humans, but just as often there are hidden (or indirect)
trade-offs that go unaccounted for by society (Asner et al.
2004). As demonstrated in the case of global forest tran-
sitions, it is most revealing to relate classes or types of
impacts to the various stages of land-use transition
worldwide (see Chap. 3).

One such pattern relates to the mobilization and al-
teration of fluxes of materials, energy and species in eco-
systems, always taking place initially after land-use
change, and often evolving and persisting over some ex-
tended period of time (Asner et al. 2004). The pattern
mainly relates to the human appropriation of net pri-
mary productivity (Haberl et al. 2001, 2004a). These are
direct effects squarely linked to the intended responses of
ecosystems to land-use/cover change, while the unintended
and indirect effects on the mobilization of ecosystem re-
sources are often substantial and of a magnitude that ex-
ceeds the direct impacts. It has to be noted though that the
cascading indirect effects – such as nutrient and soil car-
bon losses – always remain related to the direct impacts
on the mobility or flux of key ecosystem resources at
multiple temporal and spatial scales (Asner et al. 2004).

4.8  ·  Conclusions
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A second emergent pattern is that there are clear biocli-
matic and edaphic controls over the vulnerability of eco-
systems to degradation during land use. It has been sug-
gested that there is a limited geographic area of the Earth
that can endure land-use extensification and intensifica-
tion without enormous negative ecosystem responses, i.e.,
the mesic regions of the world – often referred to as “tem-
perate zones” and “breadbaskets” – that have the soil sub-
strates and climatic conditions conducive to major agri-
cultural, pastoral, and timber harvesting activities, with ex-
amples stemming from India, East Asia, central Europe, and
the central United States of America (Foley et al. 2004; Klein
Goldewijk 2004; Ojima et al. 2004). The social controls over
the vulnerability of coupled socio-ecological systems seem
less clear. Mainstream thinking points to unchecked hu-
man population dynamics, especially fertility transition.
Others relate magnitude and severity of the land-change
impact over the past 300 years, or so, to the unchecked
spread of European colonization (and related land-man-
agement techniques) across the ecosystems and cultural
systems of the world (Richards 1990; Klein Goldewijk 2004).
Further, we are about to gain a basic understanding of the
general conditions that have controlled a transition towards
sustainable land use, again with most evidence originat-
ing from the global forest transition (Rudel et al. 2005).

A third repeating pattern is that indirect, unintended
responses are ubiquitous and represent additional trade-
offs in ecosystem services that go well beyond the direct
impacts of land-use/cover change (Asner et al. 2004). A
paramount example is the agricultural use of freshwater
– currently determined by complex interactions among
market forces, cultural preferences, institutional dynam-
ics, and regional and international politics – when put
into the context of coupled atmosphere-land-water in-
terlinkages, with systemic changes to the environment
occurring along the catchment-coastal zone continuum
(Salomons et al. 2005). Many of these changes in the hy-
drological cycle, reverberating to the larger Earth Sys-
tem, are already discernible now (Steffen et al. 2004):

� Precipitation appears to be increasing over land in
most of the mid- to high-latitudes in the Northern Hemi-
sphere (0.5 to 1.0% per decade) over the 20th century
(Folland et al. 2001); the trends are less pronounced
for other parts of the Earth, but there appears to be
decreasing precipitation in the northern sub-tropics
and small increases over tropical lands and tropical
oceans (McCarthy et al. 2001).

� In those regions where total precipitation has in-
creased, extreme precipitation events are increasing,
perhaps by 2 to 4% over the last half of the 20th century
(Folland et al. 2001); by the same token, regions expe-
riencing diminishing total precipitation appear to be
experiencing more severe and extended droughts.

� Increased aerosol particle loading in the atmosphere
is likely affecting the water cycle through changes in

precipitation caused (a) by the number and size of cloud
condensation nuclei in the atmosphere and hence the
efficiency of rain droplet formation and (b) diminished
evapotranspiration, and hence ultimately diminished
precipitation, through decreases in incident solar radia-
tion at the Earth’s surface (Folland et al. 2001).

� Land-cover change is strongly impacting on the wa-
ter cycle through changes in the partitioning of in-
coming solar radiation between evapotranspiration
and sensible heat, which in turn affect the amount of
water that runs off into riverine systems or infiltrates
into soils (Kabat et al. 2004).

� Subtle indirect effects are occurring through the ef-
fects of increasing atmospheric CO2 concentration on
the water-use efficiency of terrestrial ecosystems, which
ultimately influences the balance between evapotrans-
piration and soil moistures (Mooney et al. 1999).

The case of freshwater demonstrates that any future
research of the coupled atmosphere-land-water system
very likely needs to address the potential effects of cli-
mate change (e.g., on water quantity and water quality)
– see Box 4.17. Further, a coupled socio-ecological vul-

Box 4.17. Indirect and unintended effects of agricultural
freshwater use

As for water quantity, there is some evidence that human driven
climate change in terms of extreme weather events has already
changed the number of severe floods around the world. For
example, 16 out of 21 extreme floods were found to have oc-
curred after 1953, and the sharp increase in floods went con-
sistent with the projections of climate models suggesting that
the increase in frequency of extreme floods will continue into
the future (Milly et al. 2002). These changes will have serious
implications for water resource infrastructure (such as dams
and reservoirs) which controls much of river regulation and
thus the provision of water for irrigation, but also for human
domestic use and industry (Steffen et al. 2004).

As for water quality, human impacts in terms of river engi-
neering and waste disposal have by now exceeded the influ-
ence of natural variability in water quality in many parts of
the world (Vörösmarty and Meybeck 2004). Agricultural run-
off remains to be the major issue, and high fluxes of nitrate as
well as contamination by pesticides remain important water-
quality issues in industrialized countries, while urban and in-
dustrial pollution loading are likely to increase in developing
countries (Steffen et al. 2004). The impacts on the current level
of water quality – and that projected for the near future – are
clearly dominated by land-use/cover change and increasingly
intersect with systemic changes in the hydrological cycle due
to climate change. For example, any increases in extreme rain-
fall events and hence soil erosion will be especially important
for loadings of phosphorus and pesticides (Steffen et al. 2004).
Indeed, marked improvements have occurred such as reduc-
tions in the contamination of major European rivers, reduc-
tions in effluent discharges from the surrounding countries
of the Baltic Sea, afforestation and reduced usage of pesticides
and fertilizers, maintenance and restoration of wetlands (Lom-
borg 2001; Steffen et al. 2004). As for most parts of the develop-
ing world, needs to mitigate or reverse negative impacts of
land-use/cover change upon the hydrological cycle are still
pressing, though. Adding to this pressure is the notion that
for Africa and South America climate change is predicted to
exacerbate water stress significantly (Steffen et al. 2004).
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nerability analysis (e.g., of global water resources) –
rather than an isolated assessment of ecosystem impacts
– as a most critical aspect is needed, also drawing from
the conditions for successful improvement already
achieved (Lomborg 2001). The assessment (e.g., of the
impacts of land-use/cover change on the hydrological
cycle) needs to synthesize the effects of systemic changes
in the Earth System (Steffen et al. 2004; Pimentel et al.
2004), and it needs to explore the prospects for (e.g., im-
proved water-use) efficiency and/or (e.g., water) produc-
tivity as well (Gleick 2003; Pimentel et al. 2004).

It has further been proposed to describe both the in-
tended (direct) and unintentional (indirect) trade-offs
using “spider diagrams” (which show the relative impacts
of land-use and land-use/cover change on key ecosys-
tem goods and services), and to address the challenge of
quantifying these trade-offs in units meaningful to sci-
entists, decision-makers and lay people alike (DeFries
et al. 2004a,b). In a step further, it has been suggested to
link impacts to typical trajectories of land change (i.e.,
including the feedback structure and causative mecha-
nisms) and (arche)typical situations in the land-use tran-
sition (e.g., frontier situation, agricultural cropland con-
solidation, industrialization/urbanization, post-indus-
trial economy) (Lambin et al. 2003; Mustard et al. 2004).

Addressing the need to quantify trade-offs (and draw-
ing from a wide array of local case studies), intervention
points along pathways of land change have been explored
to mitigate impacts in contemporary agricultural fron-
tier situations of dryland as well as humid forest ecosys-
tems. In a comparative perspective, most important caus-
ative interactions (i.e., to be directly influenced) and most
important feedbacks (i.e., to be enforced or turned
around) have been identified, as well as the global-local
interplays of causative factors for tropical deforestation
(while national-local interplays have been found to be
characteristic for dryland situations). This leaves some
opportunities for interventions at multiple scales (see
Chap. 7), given that no universal pattern among the
myriad combinations of land use, ecosystem and society
types appears, and hence no universal applications or
mitigating policies work out (Geist et al. 2006).

An underlying assumption of the study was that a
careful identification of the factors at work in a given
location will be a prerequisite for getting the mix of miti-
gation measures right while minimizing the cost to local
peoples’ livelihood opportunities and other legitimate
development objectives. Accurate, objective information
is needed regarding the private and social costs and ben-
efits of alternative land-use systems on which to base
inevitably controversial decisions, and to help weigh up
the difficult choices, a tool such as the matrix of the Alter-
natives to Slash-and-Burn (ASB) Programme is useful (see
Sect. 7.2, message 8). In the ASB matrix, natural forest and
the land-use systems that replace it are scored against dif-
ferent environmental, socio-economic and institutional

criteria reflecting the objectives of different interest
groups. To enable results to be compared across sites,
the systems specific to each site are grouped according
to broad categories, ranging from forests and agro-
forests to grasslands and pastures. The criteria may
be adjusted to specific locations, but the matrix always
comprises indicators for (a) two major global environ-
mental concerns: carbon storage and biodiversity,
(b) agronomic sustainability, assessed according to a
range of soil, nutrient, and pest trends, (c) policy objec-
tives: employment opportunities and economic growth,
with the latter expressed in social prices (i.e., adjusted
for trade policy distortions and capital market failures,
but not for environmental externalities such as carbon se-
questration), (d) smallholders’ concerns: returns to their
labor and land, their workload, food security for their
family, and start-up costs of new systems or techniques,
and (e) policy and institutional barriers to adoption by
smallholders, including the availability of credit, and im-
proved technology, and access to and the performance
of input and product markets (Tomich et al. 1998, 2005).

Over the past ten years, or so, ASB researchers filled
in this matrix for representative benchmark sites across
the humid tropics. The social, political and economic
factors at work at these sites vary greatly, as also does
their current resource endowment. The sites range from
the densely populated lowlands of the Indonesian island
of Sumatra, through a region of varying population den-
sity and access to markets south of Yaoundé in Cameroon,
to the remote forests of Acre State in the far west of the
Brazilian Amazon, where settlement by small-scale farm-
ers is relatively recent and forest is still plentiful. At each
site, ASB researchers have evaluated land-use systems
both as they are currently practized and in the alterna-
tive forms that could be possible through policy, institu-
tional and technological innovations. A key question
addressed was whether the intensification of land use
through technological innovation could reduce both pov-
erty and deforestation (Tomich et al. 1998, 2005).

The matrix allows researchers, policy makers, envi-
ronmentalists and others to identify and discuss trade-
offs among the various objectives of different interest
groups, and/or to discuss ways of promoting land-use
systems that could provide a better balance among trade-
offs without making any group worse off, but that still
were not broadly adopted. The studies in Indonesia and
Cameroon reveal the feasibility of a “middle path” of de-
velopment involving smallholder agroforests and com-
munity forest management for timber and other products.
In Brazil, small-scale managed forestry poses the same po-
tential benefits. Such a path could deliver an attractive bal-
ance between environmental benefits and equitable eco-
nomic growth. “Could” is the operative word, however, since
whether or not this balance is struck in practice will de-
pend on the ability of these countries to deliver the neces-
sary policy and institutional innovations (Vosti et al. 2003).

4.8  ·  Conclusions
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An area that deserves more attention concerns how
positive or negative impacts of land-use change are dis-
tributed among stakeholders: who is impacted by land-
use change versus who makes land-use decisions? In that
respect, agents of change may not necessarily be the same
as the stakeholders most affected by change. This is es-
pecially the case under economic globalization where

demand is geographically separated from supply of land
resources. An urban consumer of tropical wood will be
much less impacted by tropical deforestation than a slash-
and-burn farmer earning a living from forest products.
Distributional effects are therefore essential to under-
stand interactions between land-use change and human
development.



Chapter 5

5.1 Introduction

The decade since the initiation of the Land-Use/Cover
Change (LUCC) project in 1995 (see Chap. 1) has wit-
nessed considerable advances in the field of modeling
of land-use/cover change. The science plan of the
project indicated that the major task would be the de-
velopment of a new generation of land-use/cover
change models capable of simulating the major socio-
economic and biophysical driving forces of land-use
and land-cover change. In addition, these models were
supposed to be able to handle interactions at several
spatial and temporal scales. Recent publications in-
dicate that the LUCC science community has suc-
cessfully met this challenge and a wide range of ad-
vanced models, aiming at different scales and research
questions, is now available (Briassoulis 2000; Agarwal
et al. 2001; Veldkamp and Lambin 2001; Parker et al.
2003; Nagendra et al. 2004; Veldkamp and Verburg
2004; Verburg et al. 2004b; Verburg and Veldkamp 2005).
One of the most important observations that can be
made examining the range of available land-use/
cover change models is the wide variety of approaches
and concepts underlying the models. This chapter in-
tends to describe the variety of modeling approaches,
discuss the strengths and weaknesses of current ap-
proaches and indicate the remaining challenges for
the land-use science community. Not being able to
discuss all individual models and approaches, we
will focus on broad distinctions between approaches
and discuss how modelers have dealt with a number
of important aspects of the functioning of the land-
use system. A land-use system is understood here as
a type of land use with interrelated determining fac-
tors with strong functional relations with each other
(see Fig. 1.2). These factors include a wide range of
land-use influencing factors than can be biophysical,
economic, social, cultural, political, or institutional.
The discussion of modeling approaches in this chapter
is illustrated with examples of models and results from
selected research projects.

5.2 The Role of Models in Land-Use/Cover Change

Research

Modeling involves the use of artificial representations of
the interactions within the land-use system to explore
its dynamics and possible future development. Model-
ing is one of the methods in the portfolio of techniques
and approaches available to unravel the dynamics of the
land-use system. Whereas descriptive and narrative ap-
proaches focus on mostly qualitative descriptions of the
land-use system (see Chap. 3), models require a struc-
tural, mostly quantitative analysis. Gaps in knowledge
become obvious during the model-building process and
the sensitivity of land-use patterns to changes in key vari-
ables as well as to other variables can be tested. Sensitivity
analysis can help to identify the most important mecha-
nisms of change in a certain area that could not be identi-
fied from field observation. Such results may lead to new
insights or guide further analysis of the land-use change
processes. In this perspective, models are used as a learn-
ing tool to formalize knowledge. Since real-life experi-
ments in land-use systems are difficult, computer mod-
els can be used as a computational laboratory in which
the hypotheses about the processes of land-use change
are tested. Finally, models can play a role in communica-
tion between researchers. One of the major difficulties
in pluri-disciplinary research is to find ways to express
oneself that are acceptable to all the disciplines involved,
and that are free from the connotation of any or all of them.
It is thus a major potential asset of models that they can be
used to express phenomena and ideas in ways that can
be understood in the same rigorous manner by practi-
tioners of different disciplines (van der Leeuw 2004).

Apart from being a learning tool in unraveling the
driving factors and system dynamics, land-use change
models play an important role in exploring possible fu-
ture developments in the land-use system. With a model
the functioning of the system can be explored through
“what-if” scenarios and the visualization of alternative
land-use configurations that may be the result of policy
decisions or developments in society as described in sce-
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narios (see Chap. 6). These exploratory and projective
capacities allow models to be used as a communication
and learning environment for stakeholders involved in
land-use decision making. Projections can be used as an
early warning system for the effects of future land-use
changes and pin-point hot-spots that are priority areas
for in-depth analysis or policy intervention (see Chap. 7).

5.3 The Diversity of Modeling Approaches

The large diversity of modeling approaches that have
evolved over the past years has challenged different au-
thors to review and classify the different approaches. Such
classification systems are mostly based on the dominant
land-use change processes addressed by the model, the
simulation technique used in the model or the underlying
theory. For deforestation models, a general overview of
models is provided by Lambin (1997), while Kaimowitz and
Angelsen (1998) focus on deforestation models based on
economic theory. Miller et al. (1999) and U.S. EPA (2000)
present a review of integrated urban models, while Parker
et al. (2003) and Bousquet and Le Page (2004) provide over-
views of multi-agent modeling approaches. Lambin et al.
(2000) review models for agricultural intensification, and
Bockstael and Irwin (2000) review a number of land-use
models in terms of economic theory foundations. Agarwal
et al. (2001) review 19 models based on their spatial, tem-
poral and human-choice complexity, while Briassoulis
(2000) and Verburg et al. (2004b) give broad overviews
of land-use models. More recent developments and new
approaches are included in the special issues edited by the
LUCC Focus 3 office (Veldkamp and Lambin 2001; Veld-
kamp and Verburg 2004; Verburg and Veldkamp 2005). The
diversity of approaches can be explained by the wide range
of research questions in which models are used as a tool,
the different scales of application, ranging from the very
local to the global extent, and the absence of an all-com-
passing theory of land-use change (see Chap. 1). In this
chapter we do not aim at a classification of models or ap-
proaches. Instead, we will discuss a number of character-
istics that can be used to make broad distinctions between
the different approaches.

5.3.1 Spatial Versus Non-Spatial

An important first distinction between different model
types is the distinction between spatial and non-spatial
models. This distinction is of major importance when
selecting a model type for a specific application since it
largely determines the type of research questions the
model may answer for that application. Spatial models
aim at spatially explicit representations of land-use
change at some level of spatial detail, in which land-use
change is indicated for individual pixels in a raster or

other spatial entities such as administrative units. This
group of models is, therefore, able to explore spatial varia-
tion in land-use change and account for variation in the
social and biophysical environment. A few examples of
spatial models are well-known models such as the Con-
version of Land Use and its Effects (CLUE) model, the
SLEUTH model and GEOMOD (Pontius et al. 2001; Ver-
burg et al. 2002; Goldstein et al. 2004).

The group of non-spatial models focuses on model-
ing the rate and magnitude of land-use change without
specific attention for its spatial distribution. An example
of such a model for the Sahel region (SALU) is presented
by Stéphenne and Lambin (2001), while Evans et al. (2001)
present a non-spatial model for deforestation in Altamira,
part of the Amazon region. This parcel-level model cal-
culates the utility of specific land-use activities to iden-
tify those land-uses that are most optimal at each time
point, and labor is allocated to these activities based on
the availability of household and wage labor. The model
reports the proportion of the parcel in the following land-
cover classes at each time point using a 1-year interval:
mature forest, secondary successional forest, perennial
crops, annual crops and pasture.

In spite of the large variety of modeling approaches it
is possible to identify a common structure valid for a large
number of spatially explicit land-use change models (ex-
cept multi-agent models). In the model structure, a dis-
tinction is made between the calculation of the magni-
tude of change and the allocation of change (see Fig. 5.1).
Both calculations are based on a set of driving factors,
some steering the magnitude of change, while others only
steer the location of change. Sometimes the same driv-
ing factor can influence both quantity and location of
change. Based on the interpretation of one or more driv-
ing factors that are supposed to be determinants of the
location of land-use change, a so-called suitability or pref-
erence map is created that indicates the suitability of a
location for a specific land-use type relative to the suit-
ability of other locations. The selection of the driving
factors used in the model and its translation to a suit-
ability map is one of the main components of a land-use
model. A wide variety of approaches exist including:
(a) rule-based systems based on either theory or expert
knowledge; (b) suitability maps based on empirical analy-
sis; and (c) transition rules dependent on the land uses
in the neighborhood (e.g., cellular automata).

Besides the suitability map, the pattern of land-use
change is also determined by the requirements for the
different land-use types and competition among land
uses. Therefore, in most models, a rule-based system is
used to allocate the actual land-use changes based on
the suitability map. These rules vary between using a
simple cut-off value to select the locations with the high-
est suitability from the suitability map to dynamic mod-
eling of competition between land uses based on land-
use type specific characteristics.
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A wide variety of approaches is used to calculate the
claims of different land uses for space. In a number of
models a bottom-up approach is chosen in which the
spatial dynamics and allocation rules determine the ag-
gregated quantity of land-use/cover change. However, of-
ten a top-down approach is chosen in which the quan-
tity of change is based on a set of driving factors. This
quantity is used as a constraint in the actual allocation
procedure. Alternatively, a hybrid approach is used in
which the land-use requirements are influenced by a feed-
back from the allocation module to account for, e.g., land
availability and changing land values.

5.3.2 Dynamic Versus Static

Apart from distinguishing models by their spatial repre-
sentation, it is also possible to make a distinction between
broad groups of models based on their temporal charac-
teristics. The calculation of the coefficients of a regres-
sion model explaining the spatial distribution of land-
use changes as a function of a number of hypothesized
driving factors can be seen as a static model of land-use/
cover change and is widely applied (Nelson and Hellerstein
1997; Chomitz and Thomas 2003; Overmars and Verburg
2005a). Although such regression models can be used to
predict future land-use/cover change they often do not
account for feedbacks and pathdependencies. Dynamic
models give specific attention to the temporal dynamics
of land-use systems, represented by the competition be-
tween land-uses, irreversibility of past changes leading
to pathdependence in system evolution and fixed land-
use change trajectories. Static models can be used to test
our knowledge of the driving factors of land-use change,
while dynamic models are used for projections of future
land-use change or when trajectories of land-use change
are studied. Examples of dynamic models include most
multi-agent models and many spatially explicit models
such as GEOMOD, CLUE and SLEUTH.

5.3.3 Descriptive Versus Prescriptive

Descriptive models aim at simulating the functioning
of the land-use system and the explorative simulation
of near future land-use patterns. Prescriptive models,
in contrast, aim at the calculation of optimized land-
use configurations that best match a set of goals and
objectives. Descriptive models are based on the actual
land-use system and dominant processes that lead to
changes in this system. The model output provides in-
sights in the functioning of the land-use system through
testing hypothesis and the analysis of interactions be-
tween entities at a lower level that result in patterns at
a higher level. Furthermore, this type of models is
suitable to calculate projections of land-use/cover
change for scenario conditions. Prescriptive models
mostly include the actual land-use system as a constraint
for more optimal land-use configurations (Lambin et al.
2000). The basic objective of most prescriptive or opti-
mization models is that any parcel of land, given its at-
tributes and its location, is modeled as being used in
the way that best matches a series of defined objectives.
Prescriptive models are especially useful for policy
analysis as a spatial visualization of the land-use pat-
tern that is the optimal solution based on preferred con-
straints and objectives (van Ittersum et al. 2004). How-
ever, prescriptive models do not provide insights in the
actual land-use change trajectories and the intermedi-
ate conditions that might be needed to reach the opti-
mized situation. Besides, many prescriptive models as-
sume optimal economic behavior by the actors, and it is
difficult to include non-optimal behavior of people, e.g.,
as result of differences in values, attitudes and cultures
(Rabin 1998). While, at an aggregate level, these limita-
tions are likely to be non-significant, they are more im-
portant as one looks at fine-scale land-use change pro-
cesses and is interested in the diversity between actors
(Lambin et al. 2000).

Fig. 5.1.
Generalized model structure
of spatially explicit land-use
change models

5.3  ·  The Diversity of Modeling Approaches
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5.3.4 Deductive Versus Inductive

Another major difference between broad groups of land-
use models is the role of theory. Most land-use change
models rely on the inductive approach in which the model
specification is based on statistical correlations between
land change and a suite of explanatory variables that pro-
vide insight into this change. Multivariate statistics, tran-
sition probabilities and calibration runs are used to iden-
tify the variables and relationships in practice. The in-
ductive approach has become extremely popular because
of the absence of a strong, all-encompassing theory to
explain land-use change to guide research. Theoretical
developments in this field are hampered by the complex
interplay of underlying causal factors that vary across
temporal and spatial scales and organizational levels that
may work directly or through longer causal routes and
that may be associated with very different scientific
realms, such as ecology, economy, sociology, or geogra-
phy. Meta-analysis of case studies have indicated that the
actual processes at work in a certain area are very much
dependent on the context and specific conditions of an
area or a site, also varying over time (see Chap. 3). The
(inductive) interpretation of dominant land-use pro-
cesses from a careful analysis of spatio-temporal patterns
in collected data on land-use change is therefore often
seen as the most straightforward technique to deal with
this complexity. Different types of inductive models ex-
ist, ranging from models in which decision making by
actors is specified as a set of decision rules and interac-
tions based on observations (e.g., Parker et al. 2003) to
models in which the relation between land-use pattern
and the spatial variability in the socio-economic and
biophysical environment is captured by statistical tech-
niques, often regression (Verburg and Chen 2000; Geoghe-
gan et al. 2001; Nelson et al. 2001), but also other empirical
techniques such as neural networks (Pijanowski et al.
2002a, 2005). It should be noted that most studies are
not purely inductive: theory and prior understanding of
the decision-making process is used to select factors for
inclusion and possibly suggest the functional form. How-
ever, the quantification of the relations is based on in-
ductive methods.

The counterpoints to these studies are deductive land-
use models based on theory that predicts pattern from
process. Such process-led studies use theory to guide the
characterization of land-use pattern relationships ex-
plored in the land-change model. The deductive ap-
proach is important to explore for several reasons. It
structures the model around the critical human-environ-
ment relationships identified within the theory, and fo-
cuses attention on the data required to explore those re-
lationships. In contrast, an inductive approach too fre-
quently draws on readily available data (often proxy vari-
ables) that may not fully represent the processes at work,

forcing the analysis to sidestep the role of these processes.
Pattern-led studies also tend to explore only those pro-
cesses and concepts that are likely to explain the observed
land-use pattern (Laney 2004). The classical example of
a deductive land-use change model based on economic
theory is the Von Thünen model (see Box 5.1). More re-
cent deductive models of land-use change are presented
by Angelsen (1999), who compares four different model
specifications based on economic theory for agricultural
expansion, and Walker and Solecki (2004) and Walker
(2004) who develop theoretical models for deforestation
and wetland conversion.

5.3.5 Agent-Based Versus Pixel-Based

Representations

A final distinction between model types can be made
based on the simulated objects. In many spatially explicit
models, the unit of analysis is based on an area of land,
either a polygon representing a field, plot or census track,
or a pixel as part of a raster-based representation. Land-

Box 5.1. The Von Thünen model as a framework
for understanding deforestation

Arild Angelsen  ·  Norwegian University of Life Sciences, Ås,
Norway

Johann Heinrich von Thünen (1783–1850) published in 1826
one of the first spatially explicit land-use models (Von Thünen
1966). In essence, von Thünen’s The Isolated State is about how
land rent – determined by distance from a centre – and per-
ishability of agricultural produce shape the land uses.

Consider a simple model where land only has two uses: ag-
riculture and forest. Agricultural production per hectare (ha)
of the homogenous land is given (y), and the produce sold in a
central market at a given price (p). The labor and capital re-
quired per ha are l and k, with inputs prices w (wage) and q
(annual costs of capital). Finally, transport costs per km are
denoted v and the distance from the centre d. This defines the
land rent or profit of agriculture (per ha): r = py – wl – qk – vd.
The rent declines with distance, and the agricultural frontier
is where agricultural expansion is not profitable anymore, i.e.,
r = 0. Thus the frontier is at d = (py – wl – qk) / v.

This model yields several critical insights on the immedi-
ate causes of deforestation. Higher output prices (p) and tech-
nologies that increase yield (y) or reduce input costs (l, k)
make expansion more attractive. Lower costs of capital (q)
in the form of better access to credit and lower interest rates
pull in the same direction. Reduced access costs (v) – new or
better roads – also provide a great stimulus for deforesta-
tion. Higher wages (w) work in the opposite direction.

This simple framework has served as basis for a number of
empirical investigations. A survey of more than 140 economic
models of deforestation (Angelsen and Kaimowitz 1999) finds
a broad consensus on three immediate causes of deforesta-
tion: higher agricultural prices, more/better roads, and low
wages and shortage of off-farm employment (see Sect. 3.3.2).
Although several extensions of this model are possible and
provide more realistic descriptions, the key lesson from the
von Thünen model remains that in many cases farmers or com-
panies deforest because it is the most profitable alternative
and they have the necessary means to do so.
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use changes are calculated for these spatial objects, di-
rectly resulting in maps that show the changes in land-
use pattern. At the most local level, with the unit of analy-
sis being a plot, field, or farm, the match with agents of
land-use change, e.g., a farmer, is very good. Here the
unit of analysis coincides with the level of decision-mak-
ing. At higher organizational level, individual farmers or
plot owners can no longer be represented explicitly and
the simulations usually do not match with the units of
decision making.

Another group of models use individual agents as
units of simulation. Several characteristics define agents:
they are autonomous, they share an environment through
agent communication and interaction, and they make
decisions that tie behavior to the environment. Such
multi-agent systems give emphasis to the decision-mak-
ing process of the agents and to the social organization
and landscape in which these individuals are embedded.
An agent is not necessarily an individual: an agent can
represent any level of organization (a herd, a cohort, a
village, etc.) (Parker et al. 2003; Bousquet and Le Page
2004). Disadvantages of using the agent as the basic unit
of simulation is the difficulty to link agent behavior to
the actual land areas (Rindfuss et al. 2002, 2004b) and to
adequately represent spatial behavior. Therefore, both
approaches of modeling have (dis)advantages, and the
appropriate approach depends on the research questions
and temporal and spatial extent of the model.

5.3.6 Global Versus Regional Models

Regional applications of land-use models vary in extent
between local case studies of a few square kilometers to
the country or continental level with resolutions vary-
ing between 50 m2 to 1 000 km2. Numerous different
models have been developed for these scales, and ex-
amples are given throughout this chapter. The situation
is different for land-use/cover models that operate at the
continental or global scale. Only few global models of
land-use/cover change have been developed and those
global model analyses are not typically aimed at investi-
gating land-use/cover change issues per se, but, land-use/
cover change can play an important role in analyses of
climate change, biodiversity loss, agricultural production
or world markets. Global models have thus addressed a
range of land use-related questions. Early, well-known
attempts at global modeling – most prominently the
World3 model from the Limits to Growth study (Mead-
ows et al. 1972) – were heavily criticized for being too
aggregated to be meaningful and thin on empirical or
theoretical support for presumed quantitative relation-
ships among variables. A new generation of global Inte-
grated Assessment Models (IAMs) was developed in the
late 1980s and early 1990s primarily to assess the climate
change issue and future scenarios for food and agricul-

ture (see Box 5.2). These models typically consist of
linked sub-components representing population, eco-
nomic activity leading to demand for agricultural prod-
ucts, technological and other factors that determine how
these products are supplied; emissions of radiatively ac-
tive gases associated with this production, resulting
change in atmospheric composition and climate, and
impacts of climate change on ecosystems and society
(Steffen et al. 2004). IAMs rest on a much more rigorous
framework than the earlier work. They have played
prominent roles in recent assessments by the Intergov-
ernmental Panel on Climate Change (e.g., IPCC 2000a),
the Global Environment Outlook (UNEP 2002), and sce-
narios for future ecological changes being produced for
the Millennium Ecosystem Assessment (see Chap. 6).
They have also figured prominently in prospective agri-
cultural studies, including those carried out for the In-
ternational Food Policy Research Institute (Rosegrant
et al. 2002) and the United Nations (Fischer et al. 2002).
Another group of global models that address land-use
dynamics are global economy models. Most of these
models are equilibrium models, aiming to explain land
allocation by demand-supply structures of the land-in-
tensive sectors. Examples of such models are IMPACT
(Rosegrant et al. 2002) and GTAP (Hsin et al. 2004). In
these macro-economic models, land is usually allocated
according to its relative economic return under different
uses commonly achieved via a competitive market of
land-intensive products. However, the geographic rep-
resentation of the heterogeneity of production processes
and land-use patterns is commonly not represented in
these models. An exception to this is the IIASA-LUC
model for China (Fischer and Sun 2001).

Overall, the land-use/cover modules of most global
scale models have seen little development over the
last decade. Although global land-cover change models
still serve an important role as component of IAMs,
e.g., in climate change assessments, only a few new
models have been developed. Moreover, the central is-
sue of global (climate) change that has guided model
development over the past decade has lead to a focus on
other elements of global models than on land-use/cover
change. However, the recently completed Millennium
Ecosystem Assessment (2005) has shown the grown in-
terest of global modelers in land-use related processes
and might well trigger a stronger effort in development
of land-use/cover modules (see Chap. 7). The inherent
coarse spatial resolution of global scale modeling
poses many constraints to adequately capture the di-
versity in regional conditions of land-use/cover change
and link transition rules to actual decision making. The
most promising avenue for bridging the gap between
these highly aggregated global models and the local
case study literature appears to be in spatially explicit
models of large world regions such as EURURALIS
(Klijn et al. 2005).

5.3  ·  The Diversity of Modeling Approaches
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5.3.7 What’s the Best Model?

There is no single approach that is clearly superior to model
land-use/cover change. The choice of model is largely de-
pendent on the research or policy questions that need to
be answered, while issues of data availability might also
play a role. No modeling approach is capable to answer all
questions. Furthermore, the research questions may pose
restrictions on the applicability and suitability of a par-
ticular model by its spatial and temporal scale and domi-
nant land-use change process. For example, a spatially ex-
plicit cellular automata (CA) model may be well suited to
explore urban growth dynamics, but is incapable of fully
exploring the driving factors of agricultural transitions.

The wide selection of models and modeling ap-
proaches that has become available provides the re-

searcher with the opportunity to select the modeling
approach that best fits the research questions and
characteristics of the study area. In many cases, it may
even be most appropriate to use a range of modeling
approaches to study different aspects of the system
under study. Box 5.3 provides an example of the appli-
cation of different approaches in one study area. When
models are used to improve and test our understanding
of the driving factors of land-use change, the combined
use of inductive and deductive modeling approaches
may lead to complementary insights. Inductive tech-
niques can be used to explore data sets and suggest
possible driving factors that can be tested on causal-
ity in deductive modeling approaches. Such a combina-
tion leads to a more direct linkage between land-use
change processes and observed patterns of change
(Geoghegan et al. 1998).

IMAGE-2 (Integrated Model to Assess the Global Environment)
is an integrated assessment model that simulates the environ-
mental consequences of human activities worldwide (Alcamo
et al. 1998; Eickhout et al. 2004). IMAGE-2 represents interactions
between society, the biosphere and the climate system to assess
environmental issues like climate change, biodiversity and human
well being. The objective of the IMAGE-2 model is to explore the
long-term dynamics of global environmental change, which re-
quires a representation of how the world system could evolve. Fu-
ture land-use, for example, is the result of interacting demographic,
technological, economical, social, cultural and political forces. The
model is designed to compare business-as-usual scenarios with
specific mitigation and adaptation scenarios. The socio-economic
and energy-use calculations are performed for 17 world regions.
The atmospheric and ocean components are based on globally
aggregated approaches. The land use and terrestrial-carbon cal-

Fig. 5.2. Change in pressures on ecosystems between 2000 and 2030 for a full liberalization scenario. Dark red visualizes areas that
will become agricultural land and dark green areas that will be abandoned from agricultural use. The yellow-orange colors visualize
the increasing pressure on ecosystems through population density, economic activities and climate change

Box 5.2. Global land-use modeling within an integrated assessment model

Bas Eickhout and Tom Kram  ·  Netherlands Environmental Assessment Agency (MNP), Bilthoven, The Netherlands

culations are performed on a grid of 0.5 × 0.5 degrees, to mimic
the detailed processes that occur and give insight in the conse-
quences for ecosystems and agricultural activities.

IMAGE has been used in many studies to quantify different
storylines and consequently played an important role in global
assessments like the emission scenarios of the Intergovernmen-
tal Panel on Climate Change, the Global Environment Outlook
of UNEP and the Millennium Ecosystem Assessment. In a recent
application, the IMAGE model provides insight in economic and
environmental consequences of four different trade liberaliza-
tion scenarios. The main conclusion of this analysis is that liber-
alization can be helpful in gaining welfare; however, uncoordi-
nated liberalization can lead to severe pressures on the environ-
ment. This conclusion is visualized in Fig. 5.2, in which the pres-
sures on ecosystems by a scenario with full focus on liberaliza-
tion are calculated (see Chap. 6).
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5.4 Spatial and Temporal Dimensions

of Land-Use/Cover Change Modeling

In this section, we discuss the current capacities of
land-use/cover change models to deal with the spatial
and temporal dimensions of land-use systems. Issues
related to the spatial and temporal dimensions have
frequently been mentioned as a priority for land-use/
cover change research and modeling, i.e., spatial scales,
spatial interaction and autocorrelation, and temporal
dynamics and feedbacks (Turner II et al. 1995; Lambin
et al. 1999; McConnell and Moran 2001; van der Veen and
Rotmans 2001; Veldkamp and Lambin 2001).

5.4.1 Spatial Scales and Level of Analysis

Scale is the spatial, temporal, quantitative, or analytic
dimension used by scientists to measure and study ob-
jects and processes (Gibson et al. 2000). All scales have
extent and resolution. For each process important to
land-use and land-cover change, a range of spatial scales
may be defined which has a significant influence on the
land-use pattern (Meentemeyer 1989; Dovers 1995). Of-
ten, the range of spatial scales over which the driving
forces and associated land-use change processes act cor-
respond with levels of organization. Level refers to level
of organization in a hierarchically organized system
(e.g., individual, ecosystem, landscape or institution) and
is characterized by its rank ordering in the hierarchical
system. Many interactions and feedbacks between these
processes occur at different levels of organization. A

clear understanding and representation of the function-
ing of the land-use system at different scales is there-
fore of prime importance for land-use/cover change
modeling.

Differences in scientific discipline, tradition and re-
search question have resulted in differences in the scales
and levels that are addressed by the different land-use
models. Coleman (1990) developed a framework that
describes the interaction between the micro and macro
level for social systems, which can be applied to land-
use systems as well. Land-use change models are often
based on remote sensing and GIS data at the regional
(macro) level, while at the same time it is tried to ex-
plain these macro-level developments by specifying a
micro-level mechanism. Figure 5.3, based on the work
of Coleman (1990), depicts the relations between the
macro and micro level. Macro-level analyses (pathway
A) of land use are often based on empirical techniques,
e.g., modeling of the spatial pattern of land cover de-
rived from remote sensing. Pathway B explains the un-
derlying process that lead to the different land-use pat-
terns, e.g., the individual decisions in response to land-
use policies. Together, these individual decisions lead
to the changes in land-use pattern that cannot be pre-
dicted from a simple, linear combination of the indi-
vidual behaviors. Therefore, explicit attention should be
given to the interactions between agents and feedbacks
in the decision-making process. Following this trajec-
tory one can explain why differences in both micro and
macro conditions lead to different land-use patterns.
Linking macro-level analysis with micro-level dynam-
ics could account for the differences in the modeling
approach and/or method of analysis used.

The land-change science community has been active in model-
ing land-use and land-cover dynamics through a variety of ap-
proaches that integrate endogenous and exogenous factors, space
and time scales, and feedbacks among people, place, and envi-
ronment (Walsh and Crews-Meyer 2002). For instance, multi-level
models or generalized linear mixed models are used to estimate
the effects of farm-level variables on land-use/cover change pat-
terns taking into account the contextual influences of commu-
nity for each farm (Pan et al. 2004). Another modeling approach,
based within complexity theory, uses cellular automata (CA) ap-
proaches by taking into account initial conditions, growth or tran-
sition rules, and neighborhood effects. Finally, agent-based mod-
els, also cast within the context of complexity theory and non-
linear systems, consist of autonomous decision-making entities
(agents), an environment through which agents interact, and rules
that define the relationships between agents and their environ-
ment, as well as the sequence of actions in the model. Complex-
ity theory conceives the world as consisting of self-organized sys-
tems, either reproducing their state (or stable state) through nega-
tive feedbacks with their environment, or moving along trajec-
tories from one state to another as a result of positive feedbacks
(Messina and Walsh 2001).

Box 5.3. Land-use/cover change models in interdisciplinary research

Stephen J.  Walsh  ·  University of North Carolina, Chapel Hill, USA

In the Northern Ecuadorian Amazon, for example, the great-
est changes on the land are those created by agricultural colo-
nists following in the wake of oil exploration who gained access
on roads that made isolated areas accessible for development (see
Sect. 3.3.3). Modeling approaches are needed that characterize
dynamic and complex land-use/cover change patterns.

Among the more important findings from the use of the above
models for assessing land-use/cover change in the frontier of the
northern Ecuadorian Amazon are insights as follows: (a) rapid
population growth caused substantial subdivision of plots, which
in turn created a more complex and fragmented landscape; (b) key
factors predicting landscape complexity are population size and
composition, plot fragmentation, location of the plot relative to
roads and towns, age of plot, soil quality, and topography; (c) family
size and the number of males have direct effects on land clearing
and use; (d) land use evolves over time with the family life-cycle
and the duration on the plot; (e) technical assistance programs lead
to more land in crops, less in pasture, and less total land cleared;
(f) education level is important in determining the area in agri-
culture; (g) a direct correlation exists between distance to roads
and towns and deforestation patterns; and (h) human settlement
is affected by pattern-process feedbacks of land-use/cover change.

5.4  ·  Spatial and Temporal Dimensions of Land-Use/Cover Change Modeling
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Most current models of land-use/cover change, how-
ever, follow trajectory A in Fig. 5.3, using relations be-
tween macro-scale variables to simulate land-use
change. Many of these macro-level approaches are based
on an analysis of the spatial structure of land use or
the interactions between sectors of the economy. Ex-
amples of such models are the CLUE model (Verburg
et al. 1999; Verburg and Veldkamp 2004), GEOMOD
(Pontius et al. 2001), LOV (White and Engelen 2000) and
LTM (Pijanowski et al. 2002a).

Micro-level modeling approaches based on micro-
economic theory applied to simulate land-use changes
have a long history. Most of these models start from the
viewpoint of individual landowners who make land-use
decisions with the objective to maximize expected re-
turns or utility, and use economic theory to guide model
development, including choice of functional form and
explanatory variables (Ruben et al. 1998). The assump-
tions of behavior are valid for the micro level. This lim-
its these models to applications that are able to discern
all individuals. Difficulties arise from scaling these mod-
els, as they have primary been designed to work at the
micro level. Jansen and Stoorvogel (1998) and Hijmans
and Van Ittersum (1996) have shown the problems of scale
that arise when this type of models are used at higher
aggregation levels.

More recently, micro-level models have been devel-
oped that better address the scaling issues involved by
explicitly following pathway B indicated in Fig. 5.3. These
models are based on multi-agent systems. Multi-agent
models simulate decision making by individual agents
of land-use change, explicitly addressing interactions
among individuals. The explicit attention for interactions
between agents makes it possible for this type of models
to simulate the emergent properties of systems. These

are properties at the macro scale that are not predictable
from observing the micro units in isolation. If the deci-
sion rules of the agents are set such that they sufficiently
look like human decision making, they can simulate be-
havior at the meso level of social organization, i.e., the
behavior of heterogeneous groups of actors. Multi-agent
based models of land-use/cover change are particularly
well suited for representing complex spatial interactions
under heterogeneous conditions and for modeling de-
centralized, autonomous decision making (Parker et al.
2003; Bousquet and Le Page 2004). Multi-agent systems
are able to formalize decision-forming behavior of in-
dividual stakeholders, based on a theoretical argumen-
tation. Most multi-agent models focus on either hypo-
thetical or simplified situations to explore interactions
between agents and between agents and the environ-
ment, rather than simulating landscape change at the
regional level. An example of a multi-agent model appli-
cation is given in Box 5.4. Other examples in land-use/
cover change science include Huigen (2004), Deadman
et al. (2004), Berger (2001), Castella et al. (2005), and the
models reviewed by Parker et al. (2003) and Bousquet
and Le Page (2004).

Often, the choice for a certain scale in land-use mod-
els is based on arbitrary, subjective reasons or scientific
tradition (i.e., a micro- or macro-level perspective) and
not reported explicitly (Watson 1978; Gibson et al. 2000).
Models that rely on geographic data often use a regular
grid to represent all data and processes. The resolution
of analysis is determined by the measurement technique
or data quality instead of the processes specified. Other
approaches chose a specific level of analysis, e.g., the
household level, which can be the level of the processes
studied in the particular case study. For specific data sets
optimal levels of analysis may exist where predictability is

Fig. 5.3.
Representation of the linkage
between micro-level and
macro-level research in
land-use change
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highest (Veldkamp and Fresco 1997; Goodwin and Fahrig
1998; Verburg et al. 2003), but unfortunately there is no
consistency on which level is optimal across land-use
types or across spatial and temporal scales. Therefore, it
is better not to use a priori levels of observation, but rather
extract the appropriate levels for observation and mod-
eling from a careful analysis of the land-use system and
available data (Gardner 1998; O’Neill and King 1998).

Due to our limited capacities for the observation of
land use, the extent and resolution chosen in land-use
modeling are mostly linked. Studies at large spatial ex-
tent invariably have a relatively coarse resolution, due to
our methods for observation, data analysis capacity and
costs (see Sect. 2.5.2). This implies that features that can
be observed in small regional case studies are generally
not observable in studies for larger regions. On the other
hand, due to their small extent, local studies often lack
information about the context of the case study area that
can be derived from the coarser scale data.

The importance of scale issues for land-use/cover
change modelers can be summarized as follows:

� Land use is the result of multiple processes that act
over different scales. At each scale different pro-
cesses have a dominant influence on land use (Turner
II et al. 1995).

� Aggregation of detailed scale processes does not
straightforwardly lead to a proper representation of
the higher-level process. Non-linearity, emergence and
collective behavior cause scale dependency (Easterling
1997; Gibson et al. 2000).

� Our observations are bound by the extent and resolu-
tion of measurement that usually do not correspond
to the level at which the processes operate. This causes
observations to provide only a partial description of
the whole multi-scale land-use system.

Although the importance of explicitly dealing with
scale issues in land-use models is generally recognized,
most existing models are only capable of performing an
analysis at a single scale. Many models based on micro-
economic assumptions tend to aggregate individual ac-
tion but neglect the emergent properties of collective

Rates of urban expansion in the U.S. are increasing, with urban
areas characterized by decreasing density and perceived increas-
ing rates of land-use fragmentation. Such patterns are often char-
acterized as “urban sprawl” and are hypothesized to have broad
negative impacts on humans and the environment. The Simu-
lated Land Use Dependent on Edge-Effect Externalities (SLUDGE)
model is a local-scale, spatially explicit agent-based model (ABM),
designed to explore the hypothesis that “edge-effect externali-
ties” – i.e., spatial conflicts which reduce the value of a given land
use when a border is shared with a conflicting land use – con-
tribute to fragmented patterns of land use at the urban-rural in-
terface, and investigate the corollary implication that these re-
sulting patterns are socially and economically inefficient (Parker
and Meretsky 2004). An ABM was determined to be the best
modeling technique to meet this goal, due to ABM’s ability to
model interdependencies between agent choices, impacts of het-
erogeneous land values, and feedbacks between macro-scale land-
use and land-rent patterns and micro-scale drivers of agent land-
use decisions.

Fig. 5.4. Illustration of a declining, concentric rent gradient, and an upward-sloping supply curve depending on the distance from
the central market (white “location” cells are urban; black are agriculture)

Box 5.4. SLUDGE: an agent-based model to explore “edge-effect externalities”

Dawn Parker  ·  George Mason University, Fairfax, USA

SLUDGE is a hybrid ABM-Cellular Automata model that oper-
ates over an abstract cellular landscape and allocates each cell to
the highest valued of two possible land uses: urban (white) and
agricultural (black) – see Fig. 5.4 and Box 5.5. Payoffs for each land
use depend on fixed returns to agriculture, transportation costs,
externalities generated by nearest neighbors, and an endogenously
determined rent for urban land. Land-use quantity, location, and
pattern are iteratively and jointly determined through feedback
from changing land values and surrounding land uses. The model
has been used to demonstrate a series of “existence proofs”: (a) that
market equilibrium patterns of land use may be sub-optimally frag-
mented; (b) that possible Pareto improving rearrangement of land
use may require coordination or bargaining between agents; (c)
that conflicts between urban and residential land users lead to a
more compact urban form; (d) that negative externalities from ur-
ban residents to agricultural producers lead to a socially ineffi-
cient expansion of urban land; and (e) that conflicts between ur-
ban land users can lead to fragmented patterns of urban develop-
ment consistent with existing definitions of urban sprawl.

5.4  ·  Spatial and Temporal Dimensions of Land-Use/Cover Change Modeling
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values and actions (Riebsame and Parton 1994). Ap-
proaches that implement multiple scales can be distin-
guished by the implementation of a multi-scale proce-
dure in either the structure of the model or in the quan-
tification of the driving factors. The latter approach ac-
knowledges that different driving forces are important
at different scales and it takes explicit account of the scale
dependency of the quantitative relation between land use
and its driving forces (see Chap. 3). Two approaches of
quantifying the multi-scale relations between land use
and driving forces are known. The first is based on data
that are artificially gridded at multiple resolutions; at each
individual resolution, the relations between land use and
driving forces are statistically determined (Veldkamp and
Fresco 1997; de Koning et al. 1998; Walsh et al. 1999; Ver-
burg and Chen 2000; Walsh et al. 2001; Braimoh and Vlek
2004). The second approach uses multi-level statistics
(Goldstein 1995) to explore the driving factors of land-use/
cover change over a range of scales. The first applications
of multi-level statistics were used in the analysis of social
science data of educational performances in schools (Aitkin
et al. 1981). More recently, it was found that this technique
is also useful for the analysis of land use, taking the hierar-
chical structure of land use into account. The land-use
structure in Japan was analyzed taking different factors at
different administrative levels into account using data for
municipalities nested within prefectures (Hoshino 2001).
A similar approach was followed by Colin Polsky (Polsky
and Easterling III 2001; Polsky 2004) for the analysis of the
land-use structure in the Great Plains of the United States
of America. Also, in this study administrative units at dif-
ferent hierarchical levels were used. Others have used the
micro-level organization of households nested within com-
munities as a basis for a multi-level statistical analysis
(Overmars and Verburg 2006; Pan and Bilsborrow 2005).

Besides accounting for the hierarchical structure in driv-
ing factors in empirical models, many dynamic models
implement different scales within the structure of the
model. In its simplest form the micro-level dynamics simu-
lated by the model are constrained by conditions at a higher
level. Other approaches allow interactions between levels
or even use different, interacting models at different levels.
Recently, the multi-scale, multi-model approach has been
adopted as pivotal method in a number of larger-scale
projects. Examples of multi-scale frameworks are ATEAM
(Rounsevell et al. 2005) and EURURALIS (Klijn et al. 2005;
Verburg et al. 2006). Within EURURALIS, global interac-
tions determining the production and consumption char-
acteristics of different regions are modeled by economic
models at the global scale in connection with integrated
assessment models to account for feedback of changes in
climate. Land allocation at more detailed scales within the
countries of the European Union is done by a spatially ex-
plicit land allocation model that accounts for variations in
socio-economic, policy and biophysical location charac-
teristics. This procedure was chosen since no single land-

use change model is able to account for both the local varia-
tion in driving factors as well as for the driving factors that
operate at the global scale.

5.4.2 Spatial Autocorrelation and Spatial Interaction

Land-use patterns nearly always exhibit spatial autocor-
relation. The explanation for this autocorrelation can be
found, for a large part, in the clustered distribution of
landscape features and gradients in environmental con-
ditions that are important determinants of the land-use
pattern. Another reason for spatially autocorrelated land-
use patterns are the spatial interactions between land-
use types themselves. Especially in the context of urban
growth, neighborhood interactions are often addressed
based on the notion that urban development can be con-
ceived as a self-organizing system in which natural con-
straints and institutional controls (e.g., land-use policies)
temper the way in which local decision-making processes
produce macroscopic urban form. The importance of
structural spatial dependencies is increasingly recog-
nized by geographers and economists.

Different processes can explain the importance of
neighborhood interactions. Simple mechanisms for eco-
nomic interaction between locations are provided by the
central place theory (Christaller 1933) that describes the
uniform pattern of towns and cities in space as a func-
tion of the distance that consumers in the surrounding
region travel to the nearest facilities. Spatial interaction
among the location of facilities, residential areas and in-
dustries has been given more attention in the work of
Krugman (Fujita et al. 1999; Krugman 1999). The spatial
interactions are explained by a number of factors that
either cause concentration of urban functions (centrip-
etal forces: economies of scale, localized knowledge spill-
overs, thick labor markets) and others that lead to a spa-
tial spread of urban functions (centrifugal forces: con-
gestion, land rents, factor immobility etc.). Also, in agri-
cultural landscapes spatial interaction may be an impor-
tant determinant of land-use pattern, e.g., the adoption
of particular farming technologies or cultivation patterns
may be related to development in neighboring locations
(Perz and Skole 2003; Polsky 2004).

Different approaches have been developed to address
spatial autocorrelation in land-use patterns. In this chap-
ter, we discuss how spatial autocorrelation is dealt with
in statistical models and in cellular automata models.

Spatial autocorrelation in the residuals of a statistical
model that relates land use to a set of supposed explana-
tory factors can be a problem for model estimation and
interpretation (Anselin 1988; Overmars et al. 2003). Spa-
tial statistical techniques have been developed to detect,
correct and, empirically, quantify spatial dependencies
(Bell and Bockstael 2000; Anselin 2002; Munroe et al.
2002). These advances in statistical techniques have al-
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lowed an increased incorporation of corrections for spa-
tial autocorrelation in the residuals of regression equa-
tions in econometric models of land-use change. Imple-
mentation can be done through advanced measures of
autocorrelation (Bell and Bockstael 2000; Walker et al.
2000; Brown et al. 2002; Munroe et al. 2002; Perz and
Skole 2003). More often, simple measures of neighbor-
hood composition, e.g., the area of the same land-use type
in the neighborhood, are included as explanatory fac-
tors in regression models explaining land-use change
(Geoghegan et al. 1997; Nelson and Hellerstein 1997;
Munroe et al. 2002; Nelson et al. 2002; Verburg et al.
2004a). It should be noted that spatial autocorrelation
in land-use patterns is scale dependent (Overmars et al.
2003). At an aggregate level residential areas are clus-
tered, having a positive spatial autocorrelation. However,
Irwin and Geoghegan (2001) found that, at the scale of
individual parcels in the Patuxent watershed, there was
evidence of a negative spatial interaction among devel-
oped parcels, implying that a developed land parcel “re-
pels” neighboring development due to negative spatial
externalities that are generated from development, e.g.,
congestion effects (Irwin and Bockstael 2002). The pres-
ence of such an effect implies that, ceteris paribus, a
parcel’s probability of development decreases as the
amount of existing neighboring development increases.
The existence of different causal processes at different
scales means that spatial interactions should again be
studied at multiple scales while relations found at a par-
ticular scale can only be used at that scale.

The most popular method to implement neighbor-
hood interactions in dynamic land-use change models are
cellular automata – see Box 5.5. Cellular automata (CA)
were originally conceived by Ulam and Von Neumann in
the 1940s to provide a formal framework for investigat-

ing the behavior of complex, extended systems (von Neu-
mann 1966). In land-use models, cellular automata typi-
cally model the transition of a cell from one land use to
another depending on the land use within the neigh-
borhood of the cell. Cellular automata are used in al-
most all land-use change models for urban environ-
ments (White et al. 1997; Clarke and Gaydos 1998; Wu
1999; Ward et al. 2000; Jenerette and Wu 2001; Sui and
Zeng 2001; Torrens and O’Sullivan 2001; Silva and Clarke
2002; Herold et al. 2003). Besides urbanization, CA-
based models now also simulate other processes of land-
use change, e.g., Messina and Walsh (2001) study land-
use and land-cover dynamics in the Ecuadorian Ama-
zon, an area where tropical forest is converted into agri-
cultural land (see Box 5.3).

The definition of the transition rules of a CA model is
the most essential part to obtain realistic simulations of
land-use and land-cover change. Land-use change is the
result of a complicated decision-making process; how-
ever, the transition rules of CA models are often defined
on an ad hoc basis. Standardized methods to derive the
transition rules are lacking. In an editorial on research
priorities for CA and urban simulation, Torrens and
O’Sullivan (2001) argue that urban CA models are now
mostly technology, driven instead of really informing
theories through the exploration of hypothetical ideas
about urban dynamics.

Recently, different approaches have evolved to better
match the transition rule set with reality. Sui and Zeng
(2001) use historic conversions of land use to derive em-
pirical evidence for the importance of the different fac-
tors and use multiple regression techniques to quantify
the weights of the different factors within the transition
rules. Other authors use advanced calibration methods
for the model as a whole to fine-tune the coefficients of
the transition rules based on a number of pattern and
quantity measures (Clarke et al. 1996; Messina and Walsh
2001; Straatman et al. 2004). The main drawback of cali-
bration techniques is formed by the huge set of param-
eters to be calibrated and consequently, the large amount
of computing time. A good initial set of transition rules
would be of great help to get these procedures on their
way. Calibration of CA transition rules is complex due to
the many interacting coefficients that do not necessarily
yield unique solutions: different processes (rule sets) may
lead to identical patterns. Calibration, therefore, does not
always lead to new understandings of the relative im-
portance of the different coefficients and is inappropri-
ate for testing hypothesis concerning the underlying fac-
tors of urban development. The same argument holds
for other methods that calibrate the transition rule set
without explicating the relations used. Li and Yeh (2001,
2002) propose a method that overcomes the definition
problem of the transition rules of a CA model by train-
ing artificial neural networks. However, neural networks
do not give insight in the relations actually used in mod-

Box 5.5. Cellular Automata as a tool to incorporate
positive spatial autocorrelation

Keith Clarke  ·  University of California, Santa Barbara, USA

Cellular automata (CA) are simple models that can simulate
both simple and complex behavior. They are defined by (a) a
spatial grid or tessellation of cells; (b) a set of states which each
grid cell can assume; (c) an initial state configuration of the
whole grid; and (d) rules that define transitions between cell
states based on neighboring states. With a long and detailed
heritage in computer science, CA have been devised that can
mimic almost any spatial or temporal configuration. The
SLEUTH model is one of several proposed for modeling ur-
ban growth and land-use change (Clarke and Gaydos 1998).
SLEUTH reads in the status of urban map layers at different
time periods in the past, and uses them to “train” a complex
CA. The model allows self modification that is changes are
made to the behavior rules based on how fast or slow the sys-
tem as a whole is growing. Over 35 SLEUTH applications to
cities worldwide have been conducted, in a large variety of
planning contexts such as to the growth of informal settle-
ments in Africa and to urban encroachment on waste disposal
sites in Brazil.

5.4  ·  Spatial and Temporal Dimensions of Land-Use/Cover Change Modeling
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eling, leaving the user uninformed about the possible lack
of causality in the relations that are used in the model.
Also the method of Yang and Billings (2000a,b), that
solves this inverse problem of cellular automata based
on genetic algorithms has a number of drawbacks. This
method is, at present, only operational for simple, binary
patterns. Land-use patterns with multiple different land-
use types are much more difficult to unravel.

The different possible specifications of transition rules
and neighborhood lead to large uncertainties and po-
tentials for error propagation in model simulations (Yeh
and Li 2006). Novel methods to specify the transition
rules in CA models, either based on theory or careful data
analysis, are therefore urgently needed. A number of re-
cent efforts may guide the way into this direction (Li and
Yeh 2004; Verburg et al. 2004a; Caruso et al. 2005).

Besides the frequently addressed interaction between
neighboring spatial entities, spatial interactions can also
act over larger distances. A change in land use in the
upstream part of a river may affect land use in the down-
stream part through sedimentation of eroded materials
leading to a functional connectivity between the two ar-
eas. Another example of spatial connectivity is the mi-
gration of companies from one part of the country to
another part when all available land area is occupied at
the first location. Analysis of these interactions is essen-
tial to understand the spatial structure of land use. Glo-
balization of the economy will cause these interactions
to have a large spatial extent, leading to connectivity in
land use between continents (see Sect. 4.3.3). One of the
methods for implementing spatial interaction over
larger distances is the use of network analysis. In many
models, driving forces have been included that indicate
travel times, distances or barriers to access markets,
ports and other facilities. Often, models that are based
on economic theory take travel costs to a market into
account (Jones 1983; Chomitz and Gray 1996; Nelson et al.
2002). Most often, simple distance measures are used.
However, it is also possible to use sophisticated tech-
niques to calculate travel times/costs and use the results
to explain the land-use structure. This type of calcula-
tions are included in combined urban-transportation
models (Miller et al. 1999).

5.4.3 Temporal Dynamics:

Trajectories of Change and Feedbacks

Changes in land use and land cover are often non-linear,
feedbacks and thresholds often play an important role
(Turner II 1997; Turner II et al. 2003a; Steffen et al. 2004).
In this case, dynamic modeling and the subdivision of the
simulation period into time steps becomes essential. Only
then, land-use change analysis can account for the path
dependency of system evolution, the possibility of multi-
ple stable states, and multiple trajectories. Land-use change

cannot be simply explained as the equilibrium result of
the present set of driving forces. In other words, land-use
change may be dependent on initial conditions, and small,
essentially random events may lead to very different out-
comes, making prediction problematic (see Sect. 4.3.2). Ex-
emplary is the effect of transportation infrastructure on
the pattern of development. Road expansion and improve-
ment not only lead to more development but may also lead
to a different pattern through a reorganization of the mar-
ket structure, which feeds back on infrastructure develop-
ment (see Box 3.5). Thus, certain trajectories of land-use
change may be the result of “lock in” that comes from sys-
tems that exhibit autocatalytic behavior.

In most deforestation and urbanization models, a one-
way conversion from one land-use category to another
category is assumed because of the focus on a single land-
use conversion (Clarke and Gaydos 1998; Pontius and
Pacheco 2004). However, in agricultural and semi-natu-
ral landscapes changes in land use are often reversible
or cyclic and can be determined by the land-use history
of a location leading to path dependence of the land-use
change processes (see Box 5.6). Recent studies that have
analyzed land-use change trajectories in more detail (Fox
et al. 2000; Mertens and Lambin 2000; Nagendra et al.
2003; Geist and Lambin 2004) have confirmed that land-
use and land-cover changes often exhibit high degrees
of spatial and temporal complexity. This complexity
arises from particular chains of events and sequences of
causes and effects that lead to specific land-use changes
(“pathways of land change”; see Sect. 3.5).

In a number of models, temporal dynamics are taken
into account using initial land use as a criterion for the
allowed changes. Cellular automata do this explicitly in
the decision rules that determine the conversion prob-
ability. In the CLUE-S model (Verburg and Veldkamp
2004), a specific land-use conversion elasticity is given
to each land-use type. This elasticity will cause some
land-use types to be more reluctant to change (e.g., plan-
tations of permanent crops) whereas others easily shift
location (e.g., shifting cultivation). In the SLEUTH ur-
ban growth model (Clarke and Gaydos 1998) even more
explicit functions to enforce temporal autocorrelation are
implemented that also take the “age” of a new urban de-
velopment centre into account. In the economic land-
allocation model of the Patuxent Landscape Model (Irwin
and Geoghegan 2001), the land-use conversion decision
is posed as an optimal timing decision in which the land-
owner maximizes expected profits by choosing the opti-
mal conversion time. That time is chosen so that the
present discounted value of expected returns from con-
verting the parcel to residential use is maximized.

Another source of temporal complexity in land-use
modeling is the influence of feedbacks between land-use
decisions and land-use change impacts. For a proper
description of certain land-use types, e.g., long fallow
systems, feedback processes such as nutrient depletion



129

upon prolonged use of agricultural land, should be imple-
mented (van Noordwijk 2002; Verburg et al. 2004c).
Other examples of feedback mechanisms influencing
land use are climate change (Carvalho et al. 2004), hy-
drological change (Ducrot et al. 2004) and the interac-
tion between urbanization and transportation structures
(Miller et al. 2004).

The combination of temporal and spatial dynamics
often causes complex, non-linear behavior. However,
many land-use models are based on an extrapolation of
the trend in land-use change through the use of a re-
gression on this change (Mertens and Lambin 2000;
Geoghegan et al. 2001; Schneider and Pontius 2001; Sern-

eels and Lambin 2001b). This type of models is therefore
less suitable for longer-term scenario analysis, as they
are only valid within the range of the land-use changes
on which they are based, which is usually in the order of
one or two decades. The validity of the relations is also
violated upon a change in competitive conditions be-
tween the land-use types, e.g., caused by a change in de-
mand. This critique does not apply to all models based
on statistical quantification. When these models are
based on the analysis of the structure (pattern) of land
use instead of the change in land use and are combined
with dynamic modeling of competition between land-
use types, they have a much wider range of applications.

Non-linear changes in demand for arable land can have severe
impacts on the landscape for a case study of the Czech Republic.
The EURURALIS scenario study projected for one of the sce-
narios non-linear changes in the arable land area for most acces-
sion countries of the EU (Klijn et al. 2005). The CLUE-S land-use
change model (Verburg et al. 2006) was used to allocate these
changes spatially. The increase in the area of arable land during
the 2000–2010 period comes at the cost of a decrease in natural
area. After 2010, abandonment of arable land is expected. Part of

Fig. 5.5. Aggregate changes in arable land area (d) and resulting land-use patterns for 2000 (a), 2010 (b) and 2030 (c) in the Czech
Republic for the “B1” or “Global Co-operation” scenario

Box 5.6. The impact of path dependence on landscape pattern

the abandoned area will change into new natural areas. How-
ever, as can be seen in Fig. 5.5, nature does not return at the loca-
tions where it is lost during the first decade. During the first ten
years, it is mainly the small patches of nature in the main agri-
cultural area that are lost (see arrow in map b), while new nature
develops on abandoned marginal lands, mostly adjacent to ex-
isting nature areas (arrow on map c). This pathway of change
has important, irreversible consequences for the rural area and
landscape diversity in different parts of the country (see Sect. 4.5).

5.4  ·  Spatial and Temporal Dimensions of Land-Use/Cover Change Modeling
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Land-use change decisions are made at different
time scales, some decisions are based on short term dy-
namics (such as daily weather fluctuations), others are
based on long-term dynamics (e.g., climate change).
Most land-use models use annual time steps in the
calculations. This means that short-term dynamics
are often ignored or, when they can have an additive
effect, are aggregated to yearly changes. However, this
aggregation can hamper the linkage with the actual de-
cision making shorter time scales (Laney 2004). The
need for multi-scale temporal models was acknowledged
in transportation modeling, where short-term decisions
depend on the daily activity schedules and unexpected
events (Arentze and Timmermans 2000; Arentze et al.
2001). The link between this type of transportation
models and land use is straightforward. If changes in
the daily activity schedule are required on a regular
basis, individuals will need to adjust their activity
agenda or the factors affecting the agenda, for example,
by relocation. Such a decision is a typical long-term de-
cision, evolving from regular changes in short-term de-
cisions.

Temporal complexity and feedback mechanisms still
pose a major challenge to land-use/cover change mod-
elers. These challenges not only include the development
of well balanced approaches for adequately dealing with
this complexity, also appropriate tools to validate pre-
dictions of path-dependent systems are needed. Box 5.7
discusses a recent development of such approaches.

5.5 Calibration and Validation

of Land-Use/Cover Change Models

Rykiel (1996) defines validation as “a demonstration that
a model within its domain of applicability possesses a
satisfactory range of accuracy consistent with the in-
tended application of the model”. Model validation is
therefore the process of measuring the agreement be-
tween the model prediction and independent data. If
there is a good match, then the method used to make the
prediction is said to be valid. It is crucial to distinguish
between model calibration and model validation. Calibra-
tion refers to the process of creating a model such that it
is consistent with the data used to create the model. It is
essential that the available data set be split into two sepa-
rate subsets, called calibration data and validation data.

Calibration and validation of land-use/cover change
models has mostly not been given a lot of attention. This
can be attributed to the difficulty of obtaining appropri-
ate data for calibration and validation as well as to the
lack of specific methods for calibration and validation
of land-use/cover change models (Veldkamp and Lambin
2001; Walker 2003). In recent years, more methods have
become available, either developed in other disciplines
(e.g., Costanza 1989; Manel et al. 2001) or specifically for
land-use/cover models (Pontius et al. 2004; Visser 2004).

Confusion about the validation of land-use/cover
models can originate from lack of distinction between
goodness-of-fit of calibration versus goodness-of-fit of
validation. The goodness-of-fit of an empirical model,
e.g., a regression model that relates supposed driving fac-
tors to observed land-use patterns, only measures the
goodness of calibration, whereas the performance of the
same regression model to predict land-use pattern from
driving factors for another location or time period could
be considered a validation. If there is a good fit between
the model prediction and the validation data, then the
model might be able to make accurate extrapolations to
other spatial and temporal extents. If the characteristics
and mechanisms of the other spatial and temporal ex-
tents are similar to the characteristics and mechanisms
that existed during the calibration and validation phases,
then the model should be able to extrapolate to other
extents with a level of accuracy similar to the perfor-
mance in the validation. If the model fails to attain a good
fit in the validation, then one should have little confi-
dence in the model’s ability to extrapolate accurately to
other extents. Obviously, we will not know a priori
whether the mechanisms during the calibration and vali-
dation phases will continue into the extrapolation, be-
cause we can never know something until we have em-
pirical data (Oreskes et al. 1994).

There are no agreed criteria among scientists con-
cerning either the method or the level of what is con-
sidered a “good match” between validation data and a

Box 5.7. Path dependence and the validation
of agent-based spatial models of land use

Dan Brown  ·  University of Michigan, Ann Arbor, USA

Our contemporary understanding of land-change processes
as complex adaptive systems requires (Lambin et al. 2003) vali-
dation methods that acknowledge unpredictability as a pos-
sible outcome. The methods of map comparison outlined in
this chapter evaluate a model’s predictive accuracy, i.e., its abil-
ity to produce land-use patterns that are highly correlated with
the actual land-use pattern. However, in using a model for
policy evaluation and scenario development, we are also con-
cerned with its process accuracy. Importantly, the predictabil-
ity of a real-world system that includes feedbacks and exhib-
its path-dependent behavior is necessarily limited. Yet, because
we have only one real-world outcome to evaluate, there is a
tendency to seek a model that matches that one outcome (i.e.,
map) very well. The possibility exists, therefore, for a model
that matches the real-world processes well to fit the observed
patterns less well than another model with less realistic pro-
cesses. To balance these two potentially conflicting motiva-
tions, Brown et al. (2005) suggest an approach to validating
stochastic models that recognizes the concept of the invariant
region, i.e., the locations where land-use type is almost cer-
tain, and thus path independent; and the variant region, i.e.,
the area where land use depends on a particular series of
events, and is thus path dependent. Researchers can use this
approach to improve their ability to communicate how well
their model performs against real-world patterns, including
the cases in which it is relatively unlikely to predict well be-
cause of either path dependence or stochastic uncertainty.
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model prediction. Pontius has suggested that a reason-
able minimum criterion would be that the agreement
between the validation data and the prediction from a
scientist’s model should be better than the agreement
between the validation data and the prediction from a
null model (Pontius et al. 2004; Pontius and Malanson
2005). The prediction from a null model is the naïve
prediction that one would make if one were not to cre-
ate any model.

There are numerous mathematical methods to com-
pare the patterns in maps. A common first step in com-
puting the agreement between a validation map and a
prediction map is to calculate the percent of pixels clas-
sified correctly. This statistic should be compared to the
percent correct in the comparison between the valida-
tion data and the prediction from the null model. The
percent correct is the most common statistic reported
because it is simple to compute and is relatively intuitive
to interpret. The disadvantage of the percent correct sta-
tistic is that it fails to capture patterns that are immedi-
ately obvious to the human eye (Hagen 2002). There are
many other statistics available that compute pattern
metrics to compare the patterns in two maps (Ritters et al.
1995). Whatever statistic is chosen, the scientist should
be cognizant of two important components in the com-
parison of the pattern between two maps of a common
categorical variable. These components are comparison
in terms of quantity of each category and comparison in
terms of location of each category. Comparison in terms
of quantity considers whether the proportion of each
category on one map is similar to the proportion of the
corresponding category on the other map. Comparison
in terms of location considers whether the position of
each category on one map is similar to the position of
the corresponding category on the other map. Pontius
(2000) describes how to budget the agreement and dis-
agreement for these two components.

None of the statistical measurements above match
perfectly the human eye’s ability to recognize patterns.
Therefore, all of the methods of statistical map compari-
son should be complimented by a visual assessment, to
see whether the selected statistic is measuring the char-
acteristic that the scientist thinks is important. However,
visual assessment can be influenced dramatically by sub-
jective aspects of map production, such as selection of
the color palette. Therefore, objective statistical measure-
ment is essential to maintain scientific rigor.

Any measurement to compare two maps can be ex-
tremely sensitive to the scale of the analysis. Therefore,
it is advisable to compute the measurement at various
scales to examine the degree to which the results are
sensitive to changes in scale (Costanza 1989). Increas-
ingly, scientists are creating methods to examine how
results are sensitive to scale. Pontius (2002) shows how
to compute the components of agreement and disagree-
ment in terms of quantity and location at multiple reso-

lutions. Multiple scale analysis allows the statistics to
conform more closely to the patterns and clusters that
the human eye sees. Multiple-scale validation is also
important because it allows the scientist to see whether
the model makes predictions at scales that are relevant
to the purpose of the model. Many models are calibrated
and make predictions at fine resolutions that match the
available data. For example, satellite data are commonly
available in the form of 30-meter pixels. However, the
relevant questions concerning land change may occur
at coarser resolutions (see Sect. 2.4 and 2.5). For example,
many global climate models operate at scales of 1 de-
gree longitude by 1 degree latitude. Scientists are some-
times reluctant to change the scale of the raw data be-
cause any adjustments introduce additional artifacts into
the data. Multiple resolution validation allows a scien-
tist to see whether the 30-m resolution model performs
sufficiently accurately at a resolution that is relevant to
the purpose of the model.

When there is lack of fit between the data and the pre-
diction, then the quality of both the model and the data
should be examined and improvements should be made
to which ever is found to be worse. If the data quality is
high, then focus should be on improving the quality of
the model and to make it consistent with the data. If the
data quality is low, then the focus should be on getting
better data, as working with inaccurate data might lead
to the development of an inaccurate model.

It is not particularly useful to attempt to crown a model
as valid, or to condemn a model as invalid based on the
validation results. It is more useful to state carefully the
degree to which a model is valid. Validation should mea-
sure the performance of a model in a manner that enables
the scientist to know the level of trust that one should put
in the model. Useful validation should also give the mod-
eler information necessary to improve the model.

In many of the earlier land-use change model appli-
cations validation was lacking, mainly due to a lack of
good data sets and appropriate validation techniques. The
recent literature on validation of land-use/cover change
and ecological models has provided an incentive to make
validation part of the standard modeling procedure (Kok
et al. 2001; Walker 2003; Pontius et al. 2004; Visser 2004;
Brown et al. 2005; Pijanowski et al. 2005).

5.6 Conclusions

Over the past decade much progress has been made in
the development of land-use/cover change modeling
approaches. This is reflected in the large number of dif-
ferent models that have been developed for the local and
regional scales. Besides offering a range of different tech-
niques applicable to different scales and contexts, large
progress has been made in linking different disciplinary
perspectives.

5.6  ·  Conclusions
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Global-scale land-use/cover change models have seen
less development recently. Although global land-cover
change models still serve an important role as components
of integrated assessment models, only few new models have
been developed. It is urgently needed that different ap-
proaches for modeling land use/cover at the global scale
are tested and validated to better equip the many environ-
mental and social assessments at the global scale.

Substantial progress has been made on different as-
pects that are part of the modeling cycle – see Fig. 5.7.
These include (a) areas of model validation, (b) partici-
patory approaches to develop storylines of scenarios,

(c) incorporation of biophysical and social impacts, and
(d) the linkage between process-based and pattern, based
descriptions of the driving forces.

In general, it can be concluded that the land change
modeling community rapidly becomes more integrated,
benefiting from the integration of different disciplines
and system-based approaches. Examples include the use
of techniques and methods developed in other disciplines
that help to better develop simulation algorithms. Multi-
level statistics, originating from educational research
have already proven to be useful in the analysis of the
hierarchical structure of land use. Hydraulic models may

Different disciplines within land-use/cover change have differ-
ent foci in their research and try to explain land-use changes
from their own perspective and at different scales and levels.
In this box, an example of research is given where process-
oriented research methodology from the social sciences (Ac-
tion-in-Context) is combined with system-based, pattern-
oriented research originating from geography (CLUE ap-
proach). Action-in-Context is a conceptual approach for actor-
oriented research, which investigates causal relations and op-
tions and motivations of farmers (de Groot 1992; Verburg et al.
2003). CLUE is a spatially explicit land-use change model based
on a top-down approach of spatial analysis of land-use pat-
terns (Verburg et al. 2002). The integration leads to the devel-
opment of two different modeling approaches that help to ex-
plore scenarios of future land-use change: a multi-agent model
that captures human-environment interactions at the commu-
nity level (Huigen 2004), and a spatial model that combines the
strengths of actor-oriented and geographical approaches at the
watershed level.

Within the first modeling approach, a modeling toolbox is
built that incorporates multi-agent techniques that can be used

Box 5.8. Integrating spatial and actor-based land-use/cover change research in the Philippines

Koen P.  Overmars  ·  Wageningen University and University of Leiden, The Netherlands

to explore the dynamics of land-use change in the area. The
Action-in-Context methodology is used as a framework to study
options and motivations of the actor, actor environment rela-
tions and the interactions and relations between actors. The
result is a spatially explicit model that can deal with dynamic
processes like migration, expansion of agricultural area and
actor behavior.

In the second model, the actor-oriented research from project
one, which provides information about causality and land-use
change processes, is combined with empirical findings (multi-
variate statistics) to describe relations between land use and its
explanatory factors at the watershed level (Overmars and Ver-
burg 2005a). This information is incorporated in a CLUE model
at the watershed level. The actor-oriented research provides the
strong causal relations that explain the empirical findings. The
resulting model simulates future scenarios in a spatially explicit
manner – see Fig. 5.6.

Although both approaches and models have similar objectives,
they provide insights at different levels and provide different and
complementary types of information to better target interven-
tions for sustainable development (see Sect. 7.4).

Fig. 5.6. Observed land-use map of 2001 and a simulated land-use map (CLUE model) of 2016
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help to understand traffic congestion in linked urban-
transportation models, while ecological models can give
hints of dealing with the hierarchical organization of land
use (Dale and Pearson 1999). This type of integration
requires land-use researchers to move beyond their dis-
ciplinary traditions and attempt to develop overarching
interdisciplinary theoretical frameworks that encompass
integrated processes. A couple of research projects in
land-use analysis has already shown that such approaches
can result in innovative results, e.g., recent attempts to
link social science research with geographical data
(Geoghegan et al. 1998; Walsh et al. 1999; Mertens et al.
2000; Walker et al. 2000; Walsh and Crews-Meyer 2002;
Overmars and Verburg 2005a). Such integration can
strengthen both the modeling and narrative approaches
– see Box 5.8.

In spite of the successes and progress in land-use/
cover change modeling, challenges for further improve-
ment remain. In the discussions among the approxi-
mately 100 participants of the LUCC Focus 3 workshop
Integrated assessment of the land system: the future of
land use, held in Amsterdam from 28 to 30 October 2004,
several challenges were identified. Important for progress
in the field of land-use/cover change modeling is the in-
tegration of the different components that are part of
the actual modeling cycle, indicated by the arrows in
Fig. 5.7. Solid lines indicate interactions that are ac-
counted for in at least some of the approaches. Dashed
lines indicate research frontiers that are currently given
limited attention (see Chap. 8).

The research frontier for land-use/cover change mod-
eling is two-fold. First, a number of methodological is-
sues are not yet fully developed and need further atten-
tion. To name a few of the most pressing:

� Validation. Whereas progress has been made in the
validation of spatially explicit land-use/cover change
models, validation of multi-agent models needs spe-
cific attention, since no adequate measures are avail-
able yet (Brown et al. 2005). Furthermore, besides vali-
dation it is important to better develop methods to
partition the error in model outcomes in different
components (e.g., input data, model specification,
quantity, location etc.). Such uncertainty analysis will
guide further improvements to the most uncertain
components of the model (Yeh and Li 2006).

� Linking process-, and pattern-based approaches to
quantify land-use dynamics. Modelers still have dif-
ficulty to take stock of the information contained in
qualitative land-use studies due to the difficulty to match
organizational levels with spatial entities. Strong in-
teraction of inductive and deductive approaches can cer-
tainly benefit the quantification of land-use change pro-
cesses important to land-use/cover change models.

� Scaling issues. The multi-scale structure of the land-
use system has always been an important item on the
research agenda of the LUCC project. All land-use/cover
change modelers have to deal with scale in some way:
either through linking individual actors with institu-
tions and spatial patterns within model building, or
through the communication of model results across dif-
ferent scales to the stakeholders. Awareness of the pit-
falls and challenges of these issues has increased dur-
ing the last decade. However, in spite of the progress
there is still a need for approaches and techniques that
can deal more adequately with scaling issues. There-
fore, understanding the interactions between and across
scales will most likely remain at the research frontier of
land-use/cover change modelers for the next decade.

Fig. 5.7.
Overview of the potential use
of land-use/cover change mod-
els to support policy. Source:
Kok et al. (2004)

5.6  ·  Conclusions
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� Translation of qualitative storylines to quantitative
input in land-use/cover change models. Although
land-use/cover change models are frequently used for
scenario simulations (see Chap. 6), the translation of
qualitative storylines into quantitative model condi-
tions is often done on an ad-hoc basis. Further devel-
opment of tools and techniques will facilitate the use
of models within scenario studies.

� Incorporation of human and environmental feedbacks
in land-use/cover change models. System-based ap-
proaches focusing on the feedbacks between differ-
ent components of the land-use system are needed to
enhance our understanding of the role of land use in
vulnerability and resilience of the human-environ-
ment system.

� Addressing urban-rural interactions. Few models ex-
plicitly address the interaction between urban and
rural areas. The research communities focusing on
urban dynamics and those focusing on agricultural
or forest changes have developed separately, each us-
ing different techniques and model approaches. More
recently these communities are better integrated and
experiences with different modeling techniques are
exchanged (Verburg and Veldkamp 2005). However,
the challenges of addressing the spatial interactions
between urban and rural areas remain (Irwin and
Bockstael 2004). Large impacts are to be expected of
these interactions both in developed countries
through the emergence of multi-functional land uses
in the rural hinterlands of cities, and in developing
countries where unequal development between cities
and rural areas is an important issue. The emergence
of multi-functional land use requires a step beyond
the common modeling approaches that represent land
use by a single, not-overlapping, land-cover type in
each spatial entity. Land-use change models for such
regions should focus on the functionalities of land use
and allow overlapping functions. This requires con-
ceptual as well as practical innovations.

As indicated in Fig. 5.7, there are a couple of key feed-
backs that have hardly been touched upon. These feed-
backs are related to the use of models as policy support
tool and relate to the communication of results of land-
use/cover change modeling to the decision makers and
other stakeholders (see Chap. 7). The use of land-use mod-
els in policy support is limited. This is partly due to the
relatively recent development of full-fledged modeling ap-
proaches and the explorative phase of many models. The
methodological challenges have been so overwhelming that
the production of stakeholder, relevant outputs was not
always given explicit attention. Furthermore, most valida-
tion exercises have indicated that uncertainty in land-use
simulations is high. Such limitations are common for mod-
els of complex integrated systems and, although progress
is made, some of these constraints are inherent to the study

of complex systems. Therefore, visualization issues and
adequate presentation and communication of the results
and associated validity are important issues that need to
be given attention. Communicating the results of land-
change models to the different stakeholders involves the
use of the appropriate visualization techniques so that these
will be better understood and better appreciated. This may
also include the use of models in role-playing games
(RPGs). Moreover, the feedbacks requires that the views of
stakeholders (e.g., policy on land use) be translated to de-
velopment scenarios that may be evaluated or considered
in the land-use/cover change models, taking into account
the scale and the decision variables involved. The model
scenario simulations can be used as part of the decision-
or discussion-support for stakeholders toward sustainable
management and development.

One of the major constraints in using information
from complex system analysis in policy is that not al-
ways the policy-relevant questions are addressed. Insuf-
ficient attention is given to an inventory of the questions
of the policy makers due to the sometimes inward-look-
ing attitude of scientists. Furthermore, frequently, a mis-
match appears between the scale at which the stakehold-
ers have an influence and the range of scales addressed
by the models (Tomich et al. 2004a,b). In a study that
analyzed the use of decision support systems by policy
makers, Uran and Janssen (2003) found that decision sup-
port systems are not adequately used by the stakehold-
ers they were developed for. Among the identified rea-
sons, the lack of communication and feedback between
developers and stakeholders is ranked as the main chal-
lenge to improve the use of such systems. Geertman and
Stillwell (2004) reach similar recommendations after an
inventory of planning support systems: the development
of planning support systems should be an integral part
of the planning procedure and context. The communi-
cation of model results should no longer be the final stage
of a research project. Decision makers should become
part of the process, instead of merely the end users. Fur-
thermore, the authors stress the importance to present
results to stakeholders such that these are tuned to the
knowledge and skills of the stakeholders; the scientists
should take seriously its users and leave them with the
feeling that they have been taken seriously. Finally, it is
indicated that the scientists should be aware of the fact
that many stakeholders address issues from an interdis-
ciplinary perspective. As a consequence, a presentation
of research findings that intends to connect to people’s
way of thinking should address issues in an interdisci-
plinary manner, linking the spatial to the social, the en-
vironmental to the economic, and so forth. This provides
another incentive to scientists in this field to adapt an
interdisciplinary way of thinking.

Finally, it is important to make a distinction between
actual decision support and discussion support. Present-
ing clear-cut solutions for land-use decisions to policy
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makers often disregards the different opinions among
stakeholders and the policy-making context. Projects
that used land-use models as a tool to provoke and in-
form discussions among different stakeholders and
policy makers have the potential to be more successful,
as indicated by successful projects at the European level
(Klijn et al. 2005; Verburg et al. 2006b; Rounsevell et al.
2005) and a number of local to regional projects based
on the CORMAS model – see Box 5.9.

This chapter has shown that a large variety of con-
cepts, approaches and techniques for land-use/cover
change modeling are already available: combining the
strengths of these concepts, approaches and techniques
is the best concept for further progress in this field. Bun-
dling of strengths of the multi-disciplinary land-use re-
search community will help to better understand these

Since 1994, a group of researchers from different disciplines has
developed complementary activities on the theme of multi-
agent systems (MAS) simulations and renewable resource man-
agement, which are very often strongly related to land-use
change issues:

� Development of abstract models, also called artificial societ-
ies, which help to understand the generic properties of inter-
acting processes (Antona et al. 1998).

� Development of models applied to concrete and local prob-
lems to understand the dynamics of natural and renewable
resources and their management (Mathevet et al. 2003).

� Development of a simulation platform (CORMAS, common-
pool resources and multi-agent systems) (Bousquet et al. 1998).

� Development of a methodology, companion modeling, for the
use for these MAS tools within the very wide framework of
collective decision support.

The approach was named “companion modeling” because it
is used as a tool in the mediation process (the social dimension
of the companion) and it co-evolves with the social process (tem-
poral and adaptive dimension). The companion modeling ap-

Box 5.9. Multi-agent systems, companion modeling and land-use change

François Bousquet  ·  CIRAD – Tere Green Cirad-Tera-Green, Montpellier, France

proach is an iterative process based on repetitive back-and-forth
steps between model building and field activities by researchers.
Changes in the model being used or developed may be intro-
duced as new information or ideas from the field were obtained.
This approach may also be combined with other methods of data
collection and analysis during the modeling process. Intuitively,
a MAS model is a role-playing game (RPG) simulated by the com-
puter. Thus, we proposed (Bousquet et al. 1999) to set up RPGs,
similar to the MAS model, with the objective of making real stake-
holders play the game, allowing them:

� To understand the model and the difference between the model
and the reality,

� To validate it or to propose modifications, and
� To be able to follow MAS simulations on the computer, and to

propose scenarios.

The applications range from irrigated schemes in Senegal to
upland agriculture in northern Vietnam. With the multiplica-
tion of application case studies in various places, many new sci-
entific questions and technical issues emerged that were ad-
dressed by the research group.

complex systems and to better communicate with the
stakeholders of land-use change. The large contribution
of the land-use/cover change modeling community to
land change science in general can mainly be attributed
to the fact that modeling has provided an enormous in-
centive for researchers from different disciplines to work
together on the same issues and actually formalize the
interactions between system components. This process
challenged many researchers to analyze the land-use sys-
tem from different perspectives while focusing on a for-
mal description of the system dynamics.

As is illustrated by the many successful projects and
publications, land-use/cover change modeling has made
an important contribution to land-use/cover change sci-
ence in general, and will most likely continue to do so in
the future.

5.6  ·  Conclusions



Chapter 6

6.1 Introduction

Much of the scientific research concerned with land-use
and land-cover issues is motivated by questions related to
global environmental change. For example, will deforesta-
tion continue, and if yes, where, and at what rate? How will
demographic changes affect future land use and cover? How
will economic growth influence future land use and cover?
What will be the magnitude of emissions of greenhouse
gases related to land use and cover? A common character-
istic of these and other issues related to global environ-
mental change is that they stimulate questions not only
about past and present changes in land use and cover but
also about their future changes (Brouwer and McCarl 2006).
The main objective of this chapter is to summarize the state
of understanding about the future of land. What are the
range and predominant views of this future? What are the
views on the global, continental, regional and local levels?
We review what (we think) we know and don’t know about
the future of land by reviewing published scenarios from
the global to local scale. Our aim is to identify the main
messages of these scenarios especially relevant to global
change issues, and to recommend how scenarios can be
improved to better address the outstanding questions about
global change and land use/cover.

In the first section of the chapter, we describe how sce-
nario analysis is used as a convenient tool to envision the
future of land use and cover. In the next section, we de-
scribe the main messages of large-scale scenarios and their
insights into plausible global and continental-scale trends.
We then review regional and local scenarios and discuss in
particular current efforts to link these scenarios with the
goals of different actors influencing local land-use change.
Finally, we identify the shortcomings of current scenarios,
and discuss how they might be improved.

6.2 Scenario Analysis:

a Method for Anticipating the Future of Land

Although research on the future of land is clearly needed,
the scientific community has been hesitant to take up
this challenge – an understandable situation consider-

ing that the projection of land use/cover requires assump-
tions about future global vegetation (including future
areas of cropland, forest and grassland) as well antici-
pating society’s countless decisions on where to settle,
where to build, where to grow its crops, and what lands
to protect. Some researchers have found a partial solu-
tion to this challenge by developing scenarios of future
land use and cover. Scenarios are plausible views of the
future based on “if, then” assertions – If the specified con-
ditions are met, then future land use and land cover will
be realized in a particular way. Scenario analysis is the
procedure by which scenarios are developed, compared,
and evaluated. Scenario analysis does not eliminate the
uncertainties about the future, but it does provide a
means to represent current knowledge in the form of con-
sistent, conditional statements about the future.

6.2.1 Qualitative Scenarios

There are a variety of ways of classifying land scenarios.
One way is to distinguish between qualitative and quan-
titative scenarios. Qualitative scenarios describe possible
futures in the form of words rather than numbers. They
can take the form of images, diagrams, phrases, or out-
lines, but more commonly they are made up of narrative
texts, called storylines. Qualitative scenarios have the
advantage of being able to represent the views of several
different stakeholders and experts at the same time. An-
other advantage is that well-written storylines can be an
understandable and interesting way of communicating
information about the future, at least as compared to dry
tables of numbers or confusing graphs. A drawback is
that, by definition, they do not satisfy a need for numeri-
cal information. For example, numerical estimates are
needed of the future extent and type of forest land in
order to compute the flux of carbon dioxide between the
biosphere and atmosphere.

It is common now to develop qualitative scenarios
through a participatory approach, meaning a set of pro-
cedures through which experts and stakeholders work
together to develop the scenarios. Experts are individu-
als with expertise relevant to the scenario exercise, and
stakeholders are individuals or organizations with a

Searching for the Future of Land: Scenarios from the Local to Global Scale

Joseph Alcamo  ·  Kasper Kok  ·  Gerald Busch  ·  Jörg A. Priess  ·  Bas Eickhout  ·  Mark Rounsevell  ·  Dale S. Rothman
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special interest in the outcomes of the scenarios. Of
course, it is not always easy to distinguish between experts
and stakeholders. While there is a variety of different par-
ticipatory approaches, they typically include a scenario
panel made up of stakeholders and experts that develop
the basic ideas of the qualitative scenarios at a series of
intensive meetings. Between meetings, a secretariat pre-
pares input to the scenarios and elaborates storylines. The
SAS (story and simulation) procedure is a participatory
approach used to develop both qualitative and quantita-
tive scenarios (Alcamo 2001). Here, storylines are outlined
and refined at scenario panel meetings, and between meet-
ings, a secretariat works with modeling teams to quantify
the scenarios (see Chap. 5). A key feature of this approach
is that the qualitative and quantitative scenarios are de-
veloped hand-in-hand through a series of iterations.

6.2.2 Quantitative Scenarios

Quantitative scenarios are usually computed by formal-
ized computer models and provide numerical informa-
tion in the form of tables, graphs and maps. A disadvan-
tage is that their exactness implies that we know more
about the future than we actually do. Another disadvan-
tage is that the models used to compute quantitative sce-
narios embed many assumptions about the future. These
models tend to represent a limited point of view about
how the world works (as compared to qualitative sce-
narios) and therefore provide a narrow view of the fu-
ture. Furthermore, because not all processes of land-use
change can be modeled, by definition, quantitative sce-
narios omit these processes. An additional drawback is
that the basics of modeling are difficult for the non-spe-
cialist to understand.

There are also advantages of producing quantitative
scenarios based on models. Model developers point out
that their assumptions about the world are clearly writ-
ten down in the form of model equations, inputs and
coefficients. Although these are not easily understand-
able to non-experts, the assumptions are at least docu-
mented and usually more transparent than the undocu-
mented and unspoken assumptions behind qualitative
scenarios. Another advantage of quantitative scenarios
based on models is that these models are often published
in the scientific literature and have therefore received
some degree of scientific scrutiny. The types of models
used for computing future land use and cover are pre-
sented in Chap. 5 and some of the main techniques used
in the models are presented in Box 6.1.

Since there are convincing arguments for using either
qualitative or quantitative scenarios, a popular current
approach is to use a combination of both. All of the global
scenarios presented later, and some of the regional sce-
narios, are combined qualitative and quantitative scenarios.

6.3 Global and Continental Scenarios

6.3.1 Methodological Issues

Independent of their type, all scenarios require a coher-
ent set of assumptions for the driving forces of future
land use/cover. The driving forces typically used by sce-
nario developers include demographic changes, eco-
nomic growth and technological development (see
Box 6.2). The preparation of these input data is a major
undertaking because a large number of internally con-
sistent driving forces must be specified (“internally con-
sistent” is used here to mean driving forces that have
consistent trends according to the knowledge of the sce-
nario developer or the assumptions of the scenario). An
example of the large effort needed to specify driving
forces for global ecosystem scenarios is given by Nelson
et al. (2005). A common strategy for maintaining the in-
ternal consistency of driving forces is to first develop
storylines, as mentioned above, that provide a logic for

Box 6.1. Main approaches to modeling future land use
and cover

Rule based models / cellular automata models. Models usu-
ally based on cellular automata (CA) or similar techniques,
operating at various spatial-temporal scales. Note that the
original CAs operate in a homogenous environment and the
states of cells depend only on the states of their neighbors,
while CAs used in land-use models operate in heterogeneous
environments and can also take into account external driving
forces such as changes in climate or product markets.

Empirical/statistical models. Both economists and natural sci-
entists employ this category of models, although usually with
quite distinct sets of explaining variables or drivers of land-
use change. These models are typically based on regression
techniques using linear or logistic assumptions. The models
can be either static (using regression output as final product)
or dynamic (using regression output as suitability maps in a
dynamic allocation procedure).

Agent-based models. These models are usually based on an
available agent-simulation library such as SWARM or COR-
MAS. They are applied to a broad range of themes (deforesta-
tion, agriculture, urban growth) and often as part of a partici-
patory scenario-building approach. These models are usually
used to build local or regional scenarios in which agents rep-
resent people, households, or social/ethnical groups.

Macro-economic models. These models are built on general
or partial equilibrium sets of macro-economic equations, in
which land is not considered in a spatially explicit way, but is
usually represented as a production factor. The heterogeneity
of land is either ignored, or accounted for by different pro-
ductivities or yield functions.

Land use accounting models. These models use a spread-sheet
program to keep track of the assumptions of a scenario and
their consequences on land use/cover. Linear relationships are
sometimes used to compute future land use/cover as a func-
tion of changing driving forces.
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the many different assumptions about future changes
in population and other drivers. This approach is used
in the Environmental Outlook Report (GEO) of UNEP
(2004a) and the Special Report on Emissions (SRES) of
the Intergovernmental Panel on Climate Change (IPCC
2000a).

While there are many different ways to model land
changes, only two of these have been used to develop glo-
bal scenarios because of data deficiencies, scaling mis-
matches, or long preparation and run time. The two ap-
proaches are land use accounting models (Kemp-Benedict
et al. 2002) and rule-based/cellular automata models
(Alcamo et al. 1998; Eickhout et al. 2005; IMAGE-Team
2001) (see Box 6.1 and Chap. 5).

Figures 6.1 through 6.3 show outcomes of selected glo-
bal scenarios based on these modeling approaches. In-
cluded are scenarios from GEO (UNEP 2002, 2004a), SRES
(IPCC 2000a), and the Global Scenarios Group (Gallopin
et al. 1997; Gallopin and Raskin 2002; Raskin et al. 2002).
We note that comparing scenarios produced with differ-
ent methods and by different groups raises some method-
ological problems that should be kept in mind throughout
this chapter. For example:

� The classification of land use/cover is not uniform.
� Different estimates of initial areal coverage for par-

ticular land-cover types are used.
� Different methods (qualitative or quantitative) are

used for developing scenarios.

6.3.2 Global Scenario Results

Most global scenarios show very dynamic changes in ag-
ricultural land (see Fig. 6.1) caused by the trade-off be-
tween food supply and demand as moderated by inter-
national trade. Changes in demand for agricultural land
are driven by changes in population, income, food pref-
erences and commodity prices, while supply is driven by
agricultural management, fertilizer input, soil degrada-
tion, and climate-related changes in the biophysical suit-
ability of land for agricultural production.

Scenarios with a greater extent of agricultural land
(see Fig. 6.1) result from assumptions about high popu-
lation growth rates together with low but steady economic
growth which combine to stimulate large increases in
food demand. At the same time, assumed slower rates of
technological progress lead to slow to negligible increases
in crop yield. These combined effects lead to a sizable
expansion (up to 40%) of agricultural land between 1995
and 2100 – see Fig. 6.1. The majority of scenarios show a
growth in agricultural land during this period. The sce-
narios with a smaller extent of agricultural land have lower
population assumptions leading to smaller food demands,
while higher economic growth stimulates technological
progress leading to rapid increases in crop yields. The sum
of these effects is lower demand for agricultural land, with
the lowest scenario showing a decline of more than 20%
in the global area of agricultural land. Such large changes
could have an important effect on the magnitude of
greenhouse gas emissions, release of nutrients and other
trace substances to aquatic ecosystems, and other large-
scale impacts on the Earth System (see Chap. 4).

Fig. 6.1. Global scenarios of agricultural land from 1995 to 2100.
Sources: Scenarios 1, 2, 3, 4: IPCC-SRES scenarios “A1”, “A2”, “B1”, “B2”
(IPCC 2000a,b) computed with IMAGE model (IMAGE-Team 2001).
Scenarios 5, 6, 7, 8: Scenarios of Global Scenario Group “Market
Forces”, “Policy Reform”, “Fortress World”, “Great Transition” com-
puted by PoleStar model (Kemp-Benedict et al. 2002). Scenarios 9,
10: “GEO-3” scenarios (UNEP 2004a) “Markets First”, “Policy First”
computed with PoleStar model. “Agricultural land” comprises the land-
cover classes “Agricultural Land” and “Extensive Grassland” within
the IPCC-SRES scenarios computed by the IMAGE model, and is the
sum of “Cropland” and “Grazing Land” in the remaining scenarios

Box 6.2. Selected drivers specified in
land-use/change scenarios

Demographic
Population size including migration
Size of urban versus rural population

Economic
Average per capita income
Biofuels demanda

Food demand
Food/crop prices
Food trade
Status of land tenure/farm sizeb

Technological and Biophysical
Crop yield
Accessibility (infrastructure, travel distance)
Climate
Soil characteristics
Topography

Other Social Factors
Food preferences
Types of governanceb

Educational levelb

a Typically used only in global/continental scenarios.
b Typically used only in regional and local scenarios.
The other items apply to both global/continental and regional/
local scenarios.

6.3  ·  Global and Continental Scenarios
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One of the key uncertainties in these scenarios is the
question of how the world’s population will be fed in the
future, i.e., will food come from the intensification of ag-
ricultural land, that is, by boosting crop yields with in-
creasing fertilizer, irrigation and other inputs, or from
extensification, by expanding the area of cultivated land?
How much food will be provided by imports, and con-
versely, how much agricultural production will be ex-
ported? The scenarios presented in Fig. 6.1 assumed vari-
ous degrees of extensification, intensification and world
food trade and their wide range reflects the uncertain-
ties of these factors.

The global forest scenarios largely mirror the agri-
cultural scenarios (see Fig. 6.2), and illustrate both the
positive and negative aspects of existing scenarios. On one
hand the forest scenarios are a valuable illustration of the
connection between agricultural trends and the future
tempo of global deforestation or afforestation. On the
other hand, these scenarios imply that forest trends are
driven almost exclusively by cropland expansion or con-
traction. They deal only superficially with driving forces
such as global trade in forest products and the establish-
ment of future forest plantations to sequester carbon from
the atmosphere. Global scenarios in general need to in-
corporate many more of the actual driving forces of land-
use/cover change and in a more realistic way (see Chap. 3).

There are very few published global scenarios of changes
in urban area (see Fig. 6.3), and these give a limited view of
urban developments. All show a steep increase over the
next decade, with about half estimating a stabilization of
urban areas by 2025. Stabilization, however, occurs only
after urban areas are about 50% larger than their 1995
area. The remaining few scenarios show urban area still
expanding at a linear or exponential rate in 2050. The set
of scenarios in 2050 shows an increase from 1.5 to 2.5 over
the extent of urban land in 1995. These estimates are based

on the multiplication of estimates of current urban space
requirements per person (for different world regions) times
the future trend in urban population (Kemp-Benedict et al.
2002). Hence, they do not account for changing spatial re-
quirements of settlement areas.

Figure 6.4 presents the assumptions of some impor-
tant drivers of the global scenarios. These are global av-
erages of the values assumed for various world regions.
The driver with largest relative increase is income, and
this affects the change in agricultural area, particularly
through increases in per capita food consumption. In-
come growth also influences the assumption for nitro-
gen fertilizer input and other variables in some scenarios.
Assumptions about population growth affect the total
crop production (per capita caloric uptake multiplied by
population). Note that the assumed growth of popula-
tion is modest compared to the growth of income. The
increase in total crop production (assumed or computed
across all scenarios) is partly satisfied on new agricul-
tural land and partly by augmenting production on ex-
isting land (we return to this issue later). Crop yield in-

Fig. 6.2. Global scenarios of forest land from 1995 to 2100. The
key to scenario numbers is the same as in Fig. 6.1. “Forest land” is
defined as the sum of “Carbon Plantations”, “Regrowth Forest”, “Bo-
real Forest”, “Cool Conifer Forest”, “Temperate Mixed Forest”,
“Temperate Deciduous Forest”, “Warm Mixed Forest”, and “Tropi-
cal Forest” within the SRES scenarios computed by the IMAGE
model. For the remaining scenarios forest land is the sum of “Natural
Forest” and “Plantation”

Fig. 6.3. Global scenarios of urban land from 1995 to 2050. Sources:
Scenarios 5, 6, 7, 8: Scenarios of Global Scenario Group “Market
Forces”, “Policy Reform”, “Fortress World”, “Great Transition” com-
puted by PoleStar model (Kemp-Benedict et al. 2002). Scenarios 9,
10: “GEO-3” scenarios (UNEP 2004a) “Markets First”, “Policy First”
computed with PoleStar model

Fig. 6.4. Drivers of global scenarios of land use and cover from 1995
to 2050
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creases from 10 to 70% between 1995 and 2050 depend-
ing on the scenario, primarily because of an increase of
20 to 70% in the amount of nitrogen fertilizer applied
per hectare, and partly because of favorable changes in
climate. The global average caloric intake does not sig-
nificantly increase, although most scenarios assume a
marked increase in food consumption in developing
parts of the world.

We note that driving forces in the global and other
scenarios described in this paper are almost always as-
sumed to be external factors that drive land-use changes.
In reality, not only is land-use change driven by external
factors, but land-use change in turn feeds back to these
external factors. For example, migrants escaping a threat-
ening political or economic situation outside of a region
could be major agents of changes within a particular re-
gion and could eventually cause a depletion of suitable
agricultural land which in turn could dampen the mi-
gration rate into the region. Including feedbacks to driv-
ing forces is an important task for scenario developers
and is further discussed in Sect. 6.6.

6.3.3 African Scenario Results

The same tools and approaches used to develop global
scenarios have been applied to continental-scale sce-
narios. To illustrate the differences between trends in
developing and developed parts of the world, we review
scenarios for Africa and Europe. By comparing these re-
gions we also show the consequences of increasing food
demand (Africa) and stabilizing food demand (Europe)
on future land use/cover.

The scenarios we review for Africa come from the
same references as the global scenarios with the addi-
tion of the FAO Agriculture towards 2015/2030 study (FAO
2000b) and the OECD Environmental Outlook study
(OECD 2001). To interpret these scenarios it is useful to
examine results for different time periods. Focusing on
trends from 1995 to 2025, almost all scenarios indicate a
continuous expansion of agricultural land, with an in-
termediate estimate of 25% and a range from 0 to 45% –
see Fig. 6.5. By comparison, the actual net expansion
of agricultural land between 1980 and 1995 was only
about 2%. The scenarios, however, take into account the
additional agricultural land needed to satisfy both a
growing population and a higher per capita food demand
arising from accelerating economic growth rates. In ad-
dition, some scenarios include large areal demands for
biofuel crops as a possible future strategy to reduce green-
house gas emissions.

Between 2025 and 2050, the scenarios begin to take
on more distinctive trends. The higher scenarios show
an expansion of agricultural land from 1995 to 2050 of
about 40 to 60%, reflecting the assumption of higher
population growth (compared to other scenarios) and

slower diffusion of technology which hinders Africa
from benefiting from advances in agricultural technol-
ogy. The lower scenarios result from assuming lower
population and a vigorous exchange of information,
technology, and products across borders which leads to
higher economic efficiency of agricultural production
and higher crop yields. Comparing 2050 to 1995, there
is a net increase in agricultural land in all but a few of
the scenarios.

Expanding the time horizon to 2100 (see Fig. 6.5) re-
veals clearly defined turning points at which the trend
in agricultural land changes its direction between 2010
and 2050. These turning points occur in several differ-
ent scenarios and correspond to an eventual slowing
of food demand and technological catch-up in Africa
which accelerates improvements in crop yield. The net
effect is a shift from expanding to contracting agri-
cultural land. The fact that these turning points are
apparent only after several decades illustrates the im-
portance of considering the long term trend of land-
use/cover change.

According to most scenarios, the expansion of agricul-
tural land causes a continuing reduction in African forested
land up to 2025 (see Fig. 6.6) which is likely to have ongoing
consequences on biodiversity, water resources, climate and
other aspects of Africa’s environment. Although the sce-
narios indicate a continuation of deforestation, they also
show a slowing of the rate of deforestation. As compared
to a rate of 0.8% per year from 1980 to 1995 (FAO 1999,
2003), the scenarios show a rate of 0.2 to 0.7% per year be-
tween 1995 and 2025 (with tropical deforestation rates in
the 1980s and 1990s estimated to be about 20 to 30% lower

Fig. 6.5. Scenarios of agricultural land in Africa from 1995 to 2100.
Sources: Scenarios 1, 2, 3, 4: IPCC-SRES scenarios “A1”, “A2”, “B1”,
“B2” (IPCC 2000a,b) computed with IMAGE model (IMAGE-Team
2001). Scenarios 5, 6, 7, 8: Scenarios of Global Scenario Group “Mar-
ket Forces”, “Policy Reform”, “Fortress World”, “Great Transition”
computed by PoleStar model (Kemp-Benedict et al. 2002). Sce-
narios 9, 10, 11, 12: “GEO-3” scenarios (UNEP 2004a) “Markets First”,
“Policy First”, “Security First”, and “Sustainability First” computed
with PoleStar model. Scenario 13 refers to the “Reference Scenario”
of the OECD “Environmental Outlook” study computed by Pole-
Star model (Kemp-Benedict et al. 2002). Scenario 14 addresses the
“Reference Scenario” of the FAO “Agriculture towards 2015/30” study.
“Agricultural land” is defined as in Fig. 6.1

6.3  ·  Global and Continental Scenarios
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than these estimates; see Sect. 2.3.1). However, the scenarios
may in general underestimate deforestation because they
do not include a comprehensive description of the many
causes of changing forest land (see Chap. 3).

After 2025, the slowing and eventual reversal of agri-
cultural expansion also results in a further slowing and
reversal of deforestation (see Fig. 6.6). Some scenarios even
show a significant expansion of forested area by 2100 rela-
tive to 1995. This raises interesting questions, e.g., if the
pressure of expanding cropland is alleviated, can defores-
tation be reversed within this time frame? (see Box 6.3). In
particular, is it ecologically feasible for tropical forest eco-
systems to re-establish themselves within a few decades as
in these scenarios? And, what are the consequences of this
reversal on terrestrial biodiversity, the global water cycle
and other aspects of the Earth System? By stimulating
such questions, scenario analysis provides a useful input
to the research agenda of Earth Systems science.

The assumptions for the drivers of the African land
scenarios are depicted in Fig. 6.7. As in the global case,
income grows much faster than population. Average in-
come growth is about a factor of 6 between 1995 and 2050.
Yet, this very large growth in income does not translate
into a similarly large increase in caloric intake (10 to 30%
during the same period, depending on the scenario).
Apparently, the scenarios assume that it is the quality rather
than quantity of food that is lacking in Africa. While the
average scenario assumes a population increase of a fac-
tor of 2.6, total crop production increases by a factor of 3,
so food production is assumed to more than keep up with
the population. Only for the lowest scenarios does the
increase in population exceed the increase in crop pro-
duction. In these cases, an increase in imported food
partly compensates for the production gap.

Crop yield grows by an average factor of 2, stimulated
by the factor of 4 increase of nitrogen fertilizer input per
hectare. Increasing yields make it possible to gain part
of the new crop production on existing agricultural land.

The value of the food self-sufficiency ratio (production
divided by production plus imports minus exports) is
currently approximately 0.9, indicating that Africa is a
net importer of food. As shown in Fig. 6.7, this ratio will
decrease about 10% between 1995 and 2050 across all sce-
narios, indicating a deepening dependence of Africa on
food imports.

Fig. 6.6. Scenarios of forest land in Africa from 1995 to 2100. The
key to scenario numbers is the same as in Fig. 6.5, except scenarios 13,
and 14 which do not contain forest-land cover. “Forest land” is de-
fined as in Fig. 6.2

Fig. 6.7. Drivers of scenarios of land use and cover in Africa from
1995 to 2050

Box 6.3. Is a quick reversal of deforestation feasible?

The African scenarios indicate that a slowing and reversal of
agricultural land expansion could halt deforestation and lead
to re-establishment of the tropical forest within a few decades.
Is this realistic? In principle, the answer is, yes, with respect to
both biomass accumulation and spatial coverage (e.g., Achard
et al. 2002, 2004; IPCC 2000b; Otsamo et al. 1997; Rudel et al.
2005; Silver et al. 2000). In terms of plant biomass and soil
carbon, a forest may require longer to recover, from a few de-
cades to a century (Silver et al. 2000). The rate of re- or affor-
estation at a given site depends on climatic conditions, soil
fertility, seed dispersal and in case of managed forests and
plantations also management options. Silver et al. (2000) also
found that on average tree biomass accumulated fastest on
abandoned agricultural land as compared to other types of
abandoned land. On the other hand, agricultural land is often
abandoned because of soil degradation associated with de-
creased productivity. In this case Zanne and Chapman (2001)
found that the renewal of biomass will take longer than on
abandoned agricultural land with soils in good condition.
Under any circumstances the restoration of tree biodiversity
and forest structure may need a much longer period of time,
while other types of biota (insects, herbaceous plants, fungi)
may require shorter or longer periods of time to recover, or
may not be able to recover at all (as in the case of large mam-
mals requiring large undisturbed habitats) (see Sect. 4.5).

Regarding the rate of deforestation as compared to affores-
tation, several of the scenarios for Africa imply that the tempo
of these two processes are of the same order of magnitude. By
comparison, Rudel et al. (2005) found that observed tropical
deforestation is on the average twice as rapid as re- and affor-
estation, based on a relatively small number of studies of indi-
vidual countries.

To sum up, some but not all aspects of a tropical forest may
be fairly rapidly re-established after the pressures of defores-
tation are released.
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6.3.4 European Scenario Results

The European scenarios we review here are the same as
the global scenarios with the addition of the following stud-
ies: Ground for Choices (WRR 1992), the OECD Environ-
mental Outlook (OECD 2001), and the EURURALIS study
(Klijn et al. 2005). The available set of scenarios of
Europe’s agricultural land give a wide range of views (see
Fig. 6.8). The lower boundary is set by the Ground for
Choices study (WRR 1992) which estimated the impact
of steadily decreasing agricultural subsidies up to 2015
and used an optimization approach for agricultural pro-
duction and labor costs. As a result, these scenarios show
a 35 to 80% shrinkage in agricultural land relative to 1995.
A more typical result is given by the IPCC-SRES scenarios
as applied in the EURURALIS Project (see Box 6.4) which
indicate a decrease of around 3 to 6% between 1995 and
2030 in the 25 countries of the European Union.

At the opposite extreme, the highest IPCC-SRES sce-
nario suggests that expanding the export of agricultural
commodities from Europe could result in a 35% expan-
sion of agricultural land (relative to 1995). The scenarios
in-between do not show large changes up to 2025. After-
wards, however, they exhibit a wide range of different
trends and views about the future. The fact that most
scenarios begin to diverge only after 2025 is another il-
lustration of the importance of incorporating a longer
time horizon for studies of future land-use and cover.
Some agricultural scenarios show a change in direction
but this occurs later than in the African scenarios.

Similar to the agricultural scenarios, the forest sce-
narios do not show large changes up to 2025, but sharply
diverge afterwards (see Fig. 6.9). Some long-term sce-
narios show a reversal in the trend of decreasing forest
area at mid-century in response to declining agricul-
tural land area. The rate of reforestation is slower here
than in the African forest scenarios (see Fig. 6.6), and
may be feasible because of the heavy management of
Europe’s forests.

Estimates of future forest coverage in most studies are
computed in the same way as in the global and African
scenarios in that changes in forest area only mirror
changes in agricultural area. Most forest scenarios ne-
glect the factors that determine the extent of forest area
in Europe such as policies for nature protection and land-
scape preservation, forest-management practices, and trade
in wood products. (An exception are the EURURALIS sce-
narios shown in Box 6.4 which examine European land-
use policies in detail and computed ongoing abandon-
ment of agricultural land and an increase in “natural
land” which is likely to include new forest areas). Another

Fig. 6.8. Scenarios of agricultural land in Europe from 1995 to 2100.
Sources: Scenarios 1, 2, 3, 4: IPCC-SRES scenarios “A1”, “A2”, “B1”,
“B2” (IPCC 2000a,b) computed with IMAGE model (IMAGE-Team
2001). Scenarios 5, 6, 7, 8: Scenarios of Global Scenario Group “Mar-
ket Forces”, “Policy Reform”, “Fortress World”, “Great Transition”
computed by PoleStar model (Kemp-Benedict et al. 2002). Sce-
narios 9, 10, 11, 12: “GEO-3” scenarios (UNEP 2004a) “Markets First”,
“Policy First”, “Security First”, and “Sustainability First” computed
with PoleStar model. Scenario 13 addresses the OECD Environmen-
tal Outlook “Reference Scenario” computed by PoleStar model
(Kemp-Benedict et al. 2002). Scenarios 14, 15, 16, 17: WRR scenarios
“Nature and Landscape”, “Regional Development”, “Free Markets
and Free Trade”, and “Environmental Protection”

Fig. 6.9. Scenarios of forest land in Europe from 1995 to 2100. The
key to scenario numbers is the same as in Fig. 6.8, except the sce-
narios 13 to 17 which do not contain forest-land cover. “Forest land”
is defined as in Fig. 6.2

Fig. 6.10. Drivers of scenarios of land use and cover in Europe from
1995 to 2050

6.3  ·  Global and Continental Scenarios
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EURURALIS was sponsored by the Netherlands as part of its chair-
manship of the European Union in 2004 with the aim to analyze
potential land-use/cover change in Europe (Klijn et al. 2005). Four
scenarios were evaluated based on the IPCC SRES global storylines.
A number of models were used to translate the scenarios into high
resolution assessments of changes for the 25 countries of the Eu-
ropean Union. Global economic and integrated assessment mod-
els (GTAP and IMAGE) were used to calculate changes in demand
for agricultural areas at the national level, while a spatially explicit
land-use model (CLUE-S) was used to translate these demands
into land-use patterns (van Meijl et al. 2006).

Table 6.1 shows the area of the 25 member states of the Euro-
pean Union (EU-25) facing urbanization, agricultural land aban-
donment, and/or new “natural land”. The maps in Fig. 6.11 illus-
trate how the incorporation of spatial policies results in very dif-
ferent land-use patterns (1 × 1 km2) for southern France. In the
B2 scenario (Regional Communities), the “Less Favored Areas”
(shaded areas in 2000 map which indicate areas of low productiv-

Box 6.4. European scenarios (2000–2030) from the EURURALIS project

Peter H. Verburg  ·  Dept. of Environmental Sciences, Wageningen University, Wageningen, The Netherlands

ity; see Sect. 6.4.4) are maintained leading to incentives for con-
tinuation of arable agriculture, thus slowing land abandonment in
these areas. In the B1 scenario (Global Cooperation), the Less Fa-
vored Areas are only incentives for managed grasslands, which
leads to an almost complete disappearance of agriculture in these
areas. Thus, patterns of land-use change are very different, although
the overall percentage of change is similar.

Fig. 6.11. Different land-use patterns (1 × 1 km2) for southern France as a result of the incorporation of spatial policies
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deficit is that forest scenarios of Europe and other re-
gions usually do not distinguish between primary and
secondary forests which have dissimilar roles in the regu-
lation of the water cycle, the support of species, and other
global change relevant processes.

The assumed rate of change of driving forces in Europe
(see Fig. 6.10) are more moderate than for Africa (see
Fig. 6.7).  This applies in general to developed versus de-
veloping regions in existing scenarios and reflects the
thinking that Europe and other industrialized parts of
the world will materially develop much less in the com-
ing decades than Africa and other developing regions.
Perhaps, this is a too narrow view of the future, since it is
imaginable that various social, economic or political
events could narrow or widen the gap in growth between
developed and developing countries.

Population growth assumptions range from a small
decrease to a small increase, while income growth ranges
from a factor of 1.5 to 3.3 from 1995 to 2050 (for the vari-
ous scenarios). In the case of Europe (as other industri-
alized world regions) the increase in income does not
translate into an increase in caloric intake since this is
already at its saturation level. Crop yields modestly in-
crease because of improved agricultural management,
and because of increased fertilizer input in some sce-
narios. The average scenario assumes that nitrogen fer-
tilizer input remains constant, while the lowest assumes
a decrease of 30% and the highest an increase of 50%
between 1995 and 2050. Europe is currently a net food
import area (self-sufficiency ratio = 0.95) but the ratio
will increase according to the scenarios by an average
factor of 1.2 between 1995 and 2050, thus making Europe
a net exporter of food products.

6.4 Regional and Local Scenarios

6.4.1 Methodological Issues

The variety and number of regional and local land-use
scenarios is much larger than global scenarios. This va-
riety is caused primarily by the much wider range of
place-specific questions that are being addressed and
place-specific factors determining land use and cover.
Other causes are methodological problems mentioned
earlier and varying availability of reliable data.

On one hand, regional studies of future land use have
objectives similar to that of global studies in that they
also offer insight into the consequences of current ac-
tions and uncertainties of the future and thus support
more informed and rational decision-making. On the
other hand, while global studies tend to focus on pro-
ducing scenarios, regional studies often concentrate on
developing tools for direct decision support because in
principle land-use change can be steered by local stake-
holders (Peterson et al. 2003).

Regional scenarios also differ from global scenarios
with respect to the basic questions they address. Whereas
global scenarios tend to ask how much land-use change
will take place, regional scenarios tend to address where
it will take place. Although Lambin et al. (2000) suggest
that the magnitude of change might be more informa-
tive than its location, most regional scenario studies have
in practice focused on the location of change and have
employed spatially explicit models to map this change.
A typical procedure is to, first, develop storylines that
specify the trends of socio-economic, environmental and
institutional variables determining land use, as well as
the resulting direction or even order of magnitude of
land-use change. Quantitative models are, then, used to
allocate where the land-use change will take place, con-
sistent with the trends specified in the storyline.

The typical drivers included in regional and local sce-
narios are similar to those used in global scenarios but, of
course, are described in much greater detail. In compari-
son to global scenarios, regional and local storylines often
include governance issues, technology, and changes in the
social system. These translate into similar quantitative driv-
ers, although data on social issues are often limited and
economic drivers (income, trade, subsidies, prices) domi-
nate. The location of change is determined by a range of
factors, including biophysical (for example topography, soil,
and/or precipitation), demographic (population, accessi-
bility), and socio-economic (land tenure, education level).
The determining mix of factors depends on local charac-
teristics. In Brazil, for example, the distance of develop-
ment to road is very often the most important factor,
boosted by the launch of the Avança Brasil which involves
very high investments for road paving (e.g., Alves 2001b;
Laurance et al. 2001) (see Fig. 7.3). By comparison, Euro-
pean scenarios would not be complete without including
the effects of the Common Agricultural Policy (CAP), while
many studies single out soil characteristics as the main
determinant of land use (e.g., Bakker et al. 2005).

Although the diversity of drivers is high, population
is the single most frequently mentioned driving force,
both in determining quantity and location of change (e.g.,
Kok 2004). Published land-use scenarios, however, still
tend to simplify the impacts of population because of
lack of data, despite a strong plea that population will hardly
ever be the key single driver (see Chap. 3). Recently, more
complex measurements of accessibility (Verburg et al.
2004d), income and education level are being included
in land-use models.

In the following paragraphs, we review a small selec-
tion of the many regional and local scenarios that have
been developed. To minimize the problems of interpret-
ing scenarios based on different methodologies, we re-
view only the subset of scenarios which fulfill one or
more of the following conditions: (a) they are embed-
ded in regional and/or global developments (e.g., sce-
narios produced by the Millennium Ecosystem Assess-

6.4  ·  Regional and Local Scenarios
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ment or EURURALIS); (b) they were developed using a
single framework/methodology applied at different lo-
cations (e.g., scenarios based on the CLUE, SLEUTH, or
Environment Explorer models); (c) they have employed
a proven methodology such as the cellular automata ap-
proach; and/or (d) they are considered “archetypal” sce-
narios for a particular location.

6.4.2 Results from Regional and Local Scenarios

While most global/continental scenarios have a long per-
spective (usually up to 2050, some up to 2100), most re-
gional/local scenarios are short term (usually up to 2015,
some up to 2025). However, there are exceptions as we will
see later. Short-term scenarios tend to be extrapolations
of current trends, while long-term scenarios are usually
derived from a top-down, multi-scale methodology and
incorporate non-linear system changes and feedbacks. We
begin with a review of short term regional scenarios.

The picture that emerges from many short term stud-
ies is not encouraging from the perspective of environ-
mental change. In Latin America, the vast majority of
scenarios indicate that deforestation will continue un-
abated, although there are exceptions (e.g., Fearnside
2003). Examples of regional deforestation scenarios are
given in Box 6.5. Growing populations, expanding econo-
mies and increasing urbanization characterize the situ-
ation in Southeast Asia (Roetter et al. 2005). The few
available regional scenarios for Africa (e.g., Thornton
et al. 2003) suggest that further increases in population
and income will change dietary preferences and boost
food demand. Since increasing food demand cannot be
easily covered by boosting crop productivity and imports,

agricultural land will greatly expand. This is consistent
with the results of most continental-scale African sce-
narios (see Fig. 6.5) which indicate a strong expansion
of agricultural land over the coming few decades. How-
ever, as noted above, the continental scenarios show a
slowing of this expansion and its eventual reversal over
a longer time period.

In North America, the focus of land research has tra-
ditionally been on monitoring current land-use/cover
change and describing historical changes, thus gaining
understanding of the current patterns of land use and
important (historical) drivers of change. Recently, how-
ever, the emphasis has shifted to scenario development.
Examples are the work of spatial economists (e.g., Irwin
and Bockstael 2002); the use of agent-based models in
the SLUCE project (Spatial Land Use Change and Eco-
logical Effects at the Rural-Urban Interface; see Brown
et al. 2004); and the applications of the urban growth
model SLEUTH (Clarke and Gaydos 1998). Land-use re-
search is coordinated in a number of research programs,
notably NASA’s Land Cover Land Use Change Program
(Gutman et al. 2004); the Human-Environment Regional
Observatories (HERO); and the U.S. Global Change Re-
search Program Element, Land-Use/Land-Cover Change
(U.S. CCSP/SGCR 2003) with a particular emphasis on
the future impact of climate change on crop productiv-
ity. It is to be expected that the number of land scenarios
will increase rapidly in the near future.

Short term scenarios of European regions have ana-
lyzed the impact of the recent expansion of the Euro-
pean Union from 15 to 25 countries (e.g., Kohler 2004)
and of the Common Agricultural Policy of the Euro-
pean Union (Topp and Mitchell 2003; ACCELERATES
2004). These scenarios indicate a continuation of urban-

The quantitative scenarios of deforestation in Latin America de-
picted below were derived through a multi-step procedure. First,
qualitative storylines for Latin America were written based on
information and requests from experts and decision makers
(“Business as Usual”, “Market Liberalization”, “Sustainability”).
The storylines were then quantified using FAOSTAT data. Finally,
these data were input to the CLUE model (Verburg et al. 1999)
which produced quantitative estimates of deforestation (Kok and
Veldkamp 2000; Kok and Winograd 2002).

Figure 6.12 shows that deforestation rates remain high between
2000 and 2010. Although national level rates are lower in Central
America than in the Brazilian Amazon, local rates (e.g., the At-
lantic Coast of Costa Rica) are as high. The “Sustainable” sce-
nario was formulated at the request of national policy makers
and is a normative scenario. Despite the strong interest in a sce-
nario with a reversal of deforestation, the quantification of this
scenario indicated that deforestation is likely to continue in the
short run in Costa Rica and Panama. During quantification it
was assumed that sustainability measures (e.g., institutionaliza-
tion of national parks, and changes in dietary patterns) only oc-
cur when the economy grows fast and human well-being is in-
creased. But higher income and well-being also stimulate a higher
demand for beef which leads to an expansion of grazing land,
and hence to continuing deforestation. Moreover, the sustain-

Fig. 6.12. Deforestation rate scenarios in Latin America under
three scenarios

ability scenario was not considered feasible by experts and deci-
sion makers involved in the scenario studies because it assumed
that current trends of land-use policies, dietary patterns, and crop
yield could be reversed within the next decade.

Box 6.5. Scenarios of deforestation in Latin America (2000–2010)
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ization and land abandonment, together with further
land and water-quality degradation.

One set of long-term studies of local land-use changes
has focused on potential changes in agricultural areas
up to 2100. For example, as a result of climate change the
corn and wheat belts in North America may shift north-
ward, reducing U.S. production of these crops and in-
creasing their production in Canada (IPCC 1997). These
studies analyze potential impacts on land use, but do not
provide an integrated view of land-use changes incor-
porating socio-economic developments.

Other long-term studies focus on downscaling and ap-
plying global scenarios to the regional and local scale.
Many of these studies have downscaled the IPCC SRES
scenarios (IPCC 2000a). These include the work of the
ATEAM project (Rounsevell et al. 2005, see Box 6.6 and
Fig. 6.13) and the EURURALIS project mentioned ear-
lier (Klijn et al. 2005; see Box 6.4). Other examples are
the application of SLEUTH in the U.S. (Solecki and Oliveri
2004); land-use scenarios for the Netherlands (Kuhlman
et al. 2006; De Nijs et al. 2004); and a local landscape study
in Norfolk, England (Dockerty et al. 2005).

An important characteristic of regional and local sce-
narios is that they sometimes show solutions to global
change problems that are overlooked by the coarse reso-
lution of global scenarios. For example, local policies may
effectively slow down deforestation in Brazil (Fearnside
2003), and crop-farming can be replaced by fish-farm-
ing in flooded areas in the Netherlands (White et al.
2004). Such local solutions could have a global impact if
they can be propagated throughout the world.

6.4.3 Results from Urban Scenarios

The analysis of spatial developments in urban areas has
proceeded separately from the regional and local stud-
ies mentioned above, and merits a separate discussion.
The most common approach used for producing urban
scenarios is cellular automata modeling because of its
flexibility in handling rules that determine changes in
urban areas. Other approaches include the land trans-
formation model of Pijanowski et al. (2002a) and the
agent-based model of Brown et al. (2004).

Up to now, urban scenarios have concentrated on fu-
ture expansion of urban land, an important issue in both
developed and developing countries. Over the last decades,
urban populations in developed countries have been mov-
ing from dense, compact urban centers to new low-density
urban areas on the outskirts of present cities. Meanwhile,
a combination of high population growth and lack of (ur-
ban) planning has led to a large expansion of urban land
in many developing countries. One of the main messages
of urban scenarios is that urban land will continue to ex-
pand at many different locations. Some scenario studies
(e.g., Pijanowski et al. 2002b) also suggest that the expan-
sion of urban area may lead to a greater-than-proportional
loss in fertile farmland (new urban areas not only occupy
the best agricultural lands but also attract industry and
infrastructure that claim an additional share of former rural
land). These changes are of particular importance since
they are usually irreversible over a long time period.

Scenario analysis has also shown that urban sprawl,
and its opposite “compact growth”, could lead to many
different plausible spatial patterns of urban growth. The
recent EURURALIS project (Klijn et al. 2005) considered
different variants of sprawl- and compact-type growth
in European cities (seeTable 6.2) and found that factors
such as local city planning policies have an important
effect on the particular spatial pattern resulting from
sprawl or compact growth. The EURURALIS scenarios
also indicated that urbanization rates are likely to remain
high until 2030 under the downscaled assumptions
of the four IPCC-SRES scenarios (IPCC 2000a) (see
Table 6.2). Solecki and Oliveri (2004) reached similar
conclusions for the New York Metropolitan Region by
downscaling two of the same four IPCC-SRES scenarios.

6.4.4 Results from Multi-Scale Scenarios

The close connection between future land use on the glo-
bal and regional scales argues for the development of
integrated global-regional land-use scenarios. The Mil-
lennium Ecosystem Assessment (MA) took first steps in
this direction by constructing parallel global and regional
land-use scenarios as part of their multi-scale assessment
of ecosystem services (Millennium Ecosystem Assessment

6.4  ·  Regional and Local Scenarios
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Box 6.6. Downscaling the ATEAM scenarios of land-use change – Bioenergy crops in the British Isles

Nicolas Dendoncker  ·  Catholic University of Louvain, Louvain-la-Neuve, Belgium

Fig. 6.13. Change (difference in % of each cell) in cropland area for food production by 2080 compared with the baseline for four
storylines (A1Fl, A2, B1, B2) with climate calculated by HadCM3 – ATEAM project; see Box 6.4 for explanations

The four ATEAM scenarios of land-use change (see Fig. 6.13)
(Rounsevell et al. 2005), initially obtained at a resolution of 10 min,
were further downscaled to a spatial resolution of 250 m follow-
ing the methodology proposed by Dendoncker et al. (2006). The
250-m grids allow the representation of one land-use type per
grid cell. While downscaling faces a number of methodological
issues, the resulting data sets may serve as useful inputs to subse-
quent applications of the scenarios. Downscaling also allows for
better visualization of the land-use patterns, which is not visible
at the 10' resolution, when land use shares (in %) are represented.

Figure 6.13 shows a strong reduction of cropland areas in the
four ATEAM scenarios. Grassland areas also have a tendency to
decline in all scenarios. Generally speaking, it is projected that there
will be a replacement of agricultural land used for food production
by areas devoted to the production of bioenergy. In the British
Isles (see Fig. 6.14), this is especially striking in scenario B2, which
projects that large areas will be planted with bioenergy crops in 2050.
Bioenergy crops can be as diverse as willow plantations, sugar beet
or oilseed rape and are often presented as an important alterna-
tive source of energy in the context of climate change (see Sect. 4.2.4).

2003, 2005). The MA effort provides experience on how to
set up a multi-scale scenario exercise. Figure 6.15 shows
two different multi-scale organizational structures used in
the MA, a fully hierarchically nested design (southern Af-
rica) and a partly nested design (Portugal). Two parallel
scenario exercises were conducted. On the global level, a

global scenario team developed four scenarios, which can
be described by two axes of uncertainty (global versus re-
gional development, and proactive versus reactive actions
relative to environmental degradation). To drive the sce-
narios, a set of global driving forces with country-scale reso-
lution was selected. On the regional level, different regional



149

Fig. 6.14. Projected land-use change (2050) in the British Isles according to the four ATEAM scenarios downscaled to a finer spatial
resolution showing the importance of bioenergy crops

▼

scenario teams developed regional scenarios using the driv-
ing forces from the global scenario exercise as one of many
inputs to their scenarios. While the global scenario exer-
cise provided input to the regional scenarios, the regional
scenarios were completed too late to provide feedback to
the global scenarios.

Experience from the Portugal scenario exercise illus-
trates the difficulty in harmonizing regional and global sce-
narios. The global scenario “Global Orchestration” reflects
a world of economic optimism in which farming areas are
mostly located where production is highest and most effi-
cient. When translated to Portugal by the regional scenario

6.4  ·  Regional and Local Scenarios
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Fig. 6.15.
Multi-scale designs of two sub-
global assessments of the MA.
SafMA: Southern Africa Mil-
lennium Assessment; SADC:
Southern Africa Development
Community

team, this scenario described a future in which regional
agriculture is abandoned and replaced by oak forests, ru-
ral population migrates to cities and the expansion of un-
cultivated land leads to greater biodiversity. While inter-
national stakeholders consider “Global Orchestration” as a
desirable scenario, Portuguese policy-makers had the op-
posite view because of the loss of rural employment and
economic activity.

The Visions project (Rotmans et al. 2000) is another
example of multi-scale scenarios, this time at the pan-Eu-
ropean and local scales. Scenarios were first developed in-
dependently at the two scales and then mapped onto each
other. Local scenarios tended to be generally positive and
include local solutions to future challenges because of the
multi-scale design (which encourages broad global and
local thinking) and because of the involvement of stake-
holders (who were interested in local solutions). In the
Green Heart region in the Netherlands, for instance, agri-
cultural entrepreneurs exploit more frequent extreme rain-
fall events and flooding by shifting their future focus to
fish farming (White et al. 2004). In a subsequent project
(MedAction; De Groot and Rotmans 2004) the three Euro-
pean scenarios were translated to fit land-use issues (Kok
et al. 2003) and were downscaled to the Mediterranean re-
gion (Kok and Rothman 2003). Again, local scenarios
tended to be a mix of higher-level changes and local inno-
vative solutions. In the Guadalentín in Spain, water-trans-
port networks are projected to sustain agriculture, while
in the Agri Valley in southern Italy ecotourism is integrated
with small-scale agriculture (Kok and Patel 2003).

The MA and Visions scenario exercises are just two of
an increasing number of multi-scale scenario exercises. As
mentioned earlier, many groups are downscaling global
scenarios from the Intergovernmental Panel on Climate
Change (IPCC 2000a), the Millennium Ecosystem Assess-
ment (2003) and the Global Environmental Outlook of
UNEP (2004a). One point of view is that downscaling a
limited set of global scenarios is better than a “bottom-up”
approach in which stakeholders help to develop local sce-
narios, in that downscaling provides a common, consis-
tent framework for scenarios at many different locales and

regions (e.g., time horizon, time steps, categories of driv-
ing forces, definitions of land-use terms). Thus, it makes
the scenarios from these places more comparable.

Another point of view is that global downscaling limits
the creativity and diversity of regional scenarios. An ex-
ample of this can be found in a number of downscaling
efforts in Europe. The “Less Favored Areas” (LFA) are de-
fined as agricultural areas that are economically marginal.
Therefore, they provide a useful spatial indicator of non-
optimal production areas (Rounsevell et al. 2005). This idea
was implemented in a similar fashion in several studies – in
the ATEAM studies (Rounsevell et al. 2005), in EURURALIS
(see Box 6.4), in applications of the Land Use Scanner (Kuhl-
man et al. 2005) and in applications of the Environment
Explorer (De Nijs et al. 2004). All these studies downscaled
continental or global scenarios and used the LFA concept
as a means to make the effect of the Common Agricultural
Policy spatially explicit. Because spatial policies strongly
and directly affect land-use patterns, these similarities car-
ried over in the resulting land-use maps. The influence of
the continental or global scenarios might be overly strong,
thus weakening the local and regional signals. Based on
the authors’ experience, regional scenario exercises that
emphasize stakeholder participation tend to stress local
and regional factors and produce more diverse results.

To sum up, the multi-scale approach seems to be a prom-
ising method to standardize and harmonize local, regional
and global studies, but it has only recently been given ad-
equate attention. Many more studies are needed before any
final conclusion on its usefulness can be drawn.

6.5 Main Findings of Scenarios

Although the scientific community is only beginning to study
the future of land (Brouwer and McCarl 2006), the existing
set of scenarios offers interesting insights to researchers.
These scenarios range from the global/continental to re-
gional/local and take the form of qualitative storylines and/
or quantitative model output. The set of existing scenarios
cover a wide variety of possible driving forces up to 2100.
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They present “not implausible” futures of land use without
making assertions about the probabilities of these futures.

There are some notable differences between global and
regional scenarios. The published global scenarios have
been based on only two modeling approaches, i.e., account-
ing and rule-based/cellular automata models, while the
regional scenarios have used a wider variety of approaches.
The global scenarios tend to be more expert driven, and
cover a smaller set of potential futures than the regional
scenarios. Global scenarios tend to be long term, while re-
gional scenarios tend to be short term. Most of the global
scenarios derived up to now mostly follow a few arche-
typical ideas of coming developments such as the continu-
ation of current globalization trends or the reversal of glo-
balization and collapse of international cooperation. Re-
gional scenarios, because of their focus on smaller and more
specific localities or regions, have tended to be more stake-
holder driven. For these reasons, they also encompass a
larger variety of views of the future, including the poten-
tial influence of local policy and institutions. However, it is
usually difficult for developers of regional scenarios to set
the physical/political boundaries of their scenarios, whereas
developers of global scenarios do not have this problem.
Global scenarios, by nature, focus on international, large-
scale solutions to undesirable global change, while regional
scenarios illustrate local solutions that may be overlooked
by the coarse resolution of global scenarios.

Taken together, current land scenarios support the
idea that fine, local spatial patterns of land-use change
tend to be determined by local factors (e.g., city plan-
ning policies, local recreational preferences or topogra-
phy), while the overriding forces for change come from
outside drivers (e.g., world food trade, or society-wide
changes in food preferences). This perspective is implicit
in many scenarios and has an important influence on
their results. The validity of these assumptions should
be checked with empirical data (see Chap. 3).

The diversity of regional and local land-use scenarios
makes it difficult to summarize their main findings. How-
ever, in their diversity may lie their strength in that re-
gional and local scenarios provide a rich variety of dif-
ferent bottom-up views of the future. Nevertheless, con-
straining the range of regional and local scenarios by
downscaling them from global scenarios has the advan-
tage of making local land-use scenarios more consistent
and comparable. The relative benefits and costs of these
two approaches must be further discussed. It may even
be possible to link global and regional scenarios in a way
so that both gain from the other (see Sect. 6.6).

6.5.1 Changes in Extent of Urban Land

Scenarios have been developed for both the sum of global/
continental changes in urban area, as well as for changes
in the area of individual cities. The published scenarios of

both types indicate a continuing increase in urban area
over the decade 2000–2010, but some scenarios show a sta-
bilization of global urban area by 2025. We remind the
reader that scenarios are “if-then” propositions of what
could occur given certain assumptions, and that different
population, economic, and other assumptions could lead
to scenarios of decreasing urban area. Nevertheless, for the
range of assumptions adopted in the literature, urban area
shows a global increase over at least the coming decade.

Regional and local scenarios also show that urban-
ization could lead to many different fine-scale patterns
of land use in metropolitan areas. Some scenarios also
show that fertile agricultural land could disappear at a
faster rate than the expansion of urban area because of
the additional infrastructure and other land require-
ments of the urban population.

6.5.2 Changes in Extent of Agricultural Land

The focus of most scenarios is on changing agricultural
land, probably because agriculture is so important in terms
of spatial outreach, ecosystem impact and for its political
economy. Many scenarios emphasize the link between de-
forestation and agricultural land. The great majority of
both regional and global scenarios indicate an expansion
of agricultural land over the next decade, with the biggest
changes occurring in the tropics. But many global scenarios
also show turning points at which the trend in agricultural
land changes its direction some time between 2010 and
2050. Many African scenarios point to an eventual slowing
of population growth and technological catch-up which
accelerates improvements in crop yields. The net effect is a
shift from expanding to contracting agricultural land. If
realized, this reversal in trends could relieve some of the
pressure on existing unmanaged natural land and have
positive consequences for biodiversity.

Although turning points are not implausible, up to now
they have only been generated as a consequence of the in-
put assumptions of scenarios and hence require empirical
validation. Indeed, both scenarios and models require more
rigorous descriptions of the future impacts of increasing
food demand and depletion of suitable agricultural land.
Another key uncertainty has to do with the way in which
future food demand will be satisfied, i.e., will it be by ex-
panding agricultural land, by intensification of existing
land, or by world food trade? Much more research work is
needed on this issue so that agricultural scenarios can cap-
ture a fuller range of possible futures.

6.5.3 Changes in Extent of Forest Land

The majority of regional scenarios indicate a continued
rapid deforestation in many parts of Africa and Latin
America over the next decade. Most global scenarios also

6.5  ·  Main Findings of Scenarios
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show this short-term trend, but in addition suggest an even-
tual slowing of deforestation after a few decades as a result
of the slowing of agricultural land expansion. This has
important implications for carbon dioxide fluxes and other
global change processes. Some scenarios for Africa even
show a relatively rapid reversal of deforestation which raises
the interesting question, whether it is ecologically feasible
for tropical forest ecosystems to re-establish themselves
within a few decades suggested by these scenarios?

Large-scale forest scenarios tend to mirror agricultural
scenarios in that forest-land coverage is determined mostly
(in the scenarios) by the expansion or contraction of agri-
cultural land. This, of course, is an exaggerated simplifica-
tion of reality, and future scenarios must take into account
other factors that influence forest land such as conventional
management practices (e.g., wood extraction), unconven-
tional management practices (e.g., plantations for carbon
sequestration), and protected areas of forests. Moreover,
most existing global and regional scenarios do not distin-
guish between primary and secondary forests, which play
different roles in the regulation of the water cycle, the sup-
port of species, and other global change processes.

6.5.4 Consequences for the Earth System

Taken together, the set of published scenarios imply that
major changes in the Earth’s land cover over the next
decades are not implausible. These changes have large
implications for the global water system (through modi-
fication of moisture and energy fluxes), for the rate of
climate change (through changes in various climatic pro-
cesses and in emissions of methane, nitrous oxide and
other greenhouse gases), for biodiversity (through im-
pacts on the integrity of habitats), for the global carbon
cycle (through modifications in terrestrial carbon fluxes),
and for other aspects of the Earth System (see Chap. 4).

6.6 Towards Better Land Scenarios

Although existing scenarios have served the needs of dif-
ferent audiences from local farmers to global policy mak-
ers, we have pointed out in the previous text that there are
substantial opportunities for improvement. What direction
should these improvements take? We suggest the goal of
improvements should be to enhance the following four
characteristics of scenarios. (This list builds on the three
criteria (salience, credibility, legitimacy) for quality con-
trol of integrated assessment, presented by Jill Jäger at the
Workshop on “Scenarios of the Future, the Future of Sce-
narios”, Kassel, Germany, July 2002) (see Chap. 7):

� Relevance. Is the scenario relevant to its audience? Are
the particular needs of the potential users addressed?
The range of audiences for land scenarios is very wide,

extending from the community interested in global
change processes (and land-use/cover change, in par-
ticular), to the concern of regional planners about lo-
cal land-use changes.

� Credibility. Is the scenario plausible to its principal
audience and developers? Are the statements and
causal relationships consistent with existing informa-
tion? Are the assumptions about the causal relation-
ships underlying the qualitative scenarios (mental
models) or quantitative scenarios (formalized mod-
els) transparent? Is the scientific rigor and methods
used to develop the scenarios acceptable? Is the cred-
ibility of scenario developers high enough?

� Legitimacy. Does the scenario reflect points of view
that are perceived to be fair by scenario users, or does
the scenario promote particular beliefs, values or
agendas? Was the process for developing scenarios
perceived to be fair? Are the process and results ad-
equately documented? (These factors are also impor-
tant to the credibility of scenarios.)

� Creativity. Do the scenarios provoke new, creative
thinking? Do they challenge current views about the
future? (If this challenge is justified). Do they inform
their audience about the implications of uncertainty?

The following paragraphs propose a range of actions
for producing better scenarios by enhancing these char-
acteristics.

6.6.1 Expand the Scope of Scenarios

While existing scenarios cover some of the basic dynam-
ics of changing land use and cover, they still incorporate
only a small fraction of the processes determining these
dynamics. An important way to improve the credibility
and relevance of scenarios would be to expand their scope
to include more land-use/cover processes. By including
more processes, the scenarios will gain scientific cred-
ibility because they are more likely to capture the driv-
ing forces and dynamics that will determine future land-
use/cover changes. Likewise, covering more processes will
make the scenarios more relevant to a wider range of
scientific and policy users.

In the following paragraphs, we recommend six pri-
orities for expanding the scope of scenarios.

� Describe in more detail the factors determining the ex-
tent of future agricultural land. As noted earlier in this
chapter, most land scenarios focus on agricultural land
because of its manifold importance. However, most of
these scenarios are based on simplified assumptions
about future farm management, crop yield and other
factors that will determine the extent of future agricul-
tural land. The credibility and relevance of agricultural
land scenarios would be enhanced, if scenario builders
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provided a more detailed rationale for future trends in
these factors. In particular, scenario builders should
draw on either conceptual or formalized models to es-
timate future productivity of crop and grasslands, the
future importance of new crops such as bioenergy
plants, and the trade-off between future agricultural in-
tensification and extensification.

� Give more attention to non-agricultural land. While the
current focus of scenarios on agricultural land is un-
derstandable, neglecting other types of land results in
an incomplete picture of future land use and cover. Land
cover with natural vegetation (forests, grasslands) are
often treated in scenarios as remnant land-cover classes
(areas not needed for other purposes). Hence, greater
attention should be given to future changes of non-ag-
ricultural land (forest, grassland, urban). In addition,
more attention should be given to realistically repre-
senting competition between land-cover types, since
many future policy interventions affect the availability
of land (conservation of nature, carbon plantations, live-
lihood of rural areas, renewable energy etc.).

� Incorporate more detail about driving forces. Most land
scenarios are driven by assumptions about external fac-
tors such as population, economic growth, and techno-
logical development. Although these factors are usually
prescribed ad hoc, the reality is that they are affected by
a host of other factors. The realism of land scenarios,
and thereby their credibility and relevance, would be
enhanced by including more detail and realism about
future trends in these driving forces. Examples are:
a the effect of social and cultural attitudes on food

consumption, on land-use practices (e.g., farming
systems), and on the priority given to the conser-
vation of natural resources;

b the impact of labor, capital and global food trade
on agricultural production;

c the effect of traditions and practices of land ten-
ure on land-use patterns;

d the effect of shifts of population from rural areas
to urban or vice versa.

� Incorporate feedbacks into driving forces.  In reality,
not only is land use driven by external factors, but
land-use change in turn feed back to these external
factors. An example of such a feedback was given in
Sect. 6.3.2. A key task for scenario developers is to
incorporate the feedback from land-use change to ex-
ternal drivers, drawing on new knowledge about these
feedbacks. This task can be achieved by modifying
the models used to generate the scenarios. One way
to modify the models would be to convert external
drivers into internal variables in the model. Another
way is to insert a switch in the model that indicates
when “unrealistic” land-use change is computed. This
switch would then send a signal to automatically
modify the external drivers so that more “realistic”
land-use change is computed.

� Include extreme events and changes in their periodic-
ity.  It is generally understood that flooding, fire and
other extreme events have a profound but transient
impact on land use and land cover (e.g., Kauffman 2004;
Kok and Winograd 2002; Cochrane et al. 1999).  At the
same time, a single event usually does not have a per-
sistent effect on land cover over the scale of several years,
because vegetation and ecosystems tend to re-establish
themselves after such events. However, it is also observed
that recurrent extreme events can have an important in-
fluence on permanent land cover (e.g., Nepstad et al. 2004;
van Noordwijk et al. 2004; Sorrensen 2004; Correia et al.
1999).  One example is the role of periodic brush fires in
determining the vegetation in chaparral landscapes.
Hence, rather than including single extreme events in
scenarios, it would be more consistent with current think-
ing to include a change in periodicity of extreme events
(if appropriate for the setting of the scenarios). Includ-
ing extreme events in this way could make scenarios more
thought-provoking and thereby enhance their creativity.

� Inform stakeholders about the limitations of models.
A challenge related to the limited scope of models is
the communication problem that arises when stake-
holders specify that a land scenario has 15 driving
forces, but the model used to quantify the scenarios
can only handle 5 of these driving forces. This is just
one of the many mismatches that typically occur be-
tween the mental models of stakeholders and the sim-
pler formalized models used for quantification of sce-
narios. This mismatch takes away from the consistency
and credibility of the scenarios. In this case, a partial
solution is simple: the model teams should inform stake-
holders about the limitations of the models at an early
stage of scenario development. The stakeholders then
have the option of taking into account these limita-
tions. Another option is to use simple, flexible mod-
els that can be adjusted quickly to the specifications
of stakeholders during a scenario exercise.

6.6.2 Use Participatory Approaches to Scenario

Development

We believe that the relevance, legitimacy and creativity
of scenarios can be enhanced by developing them in part-
nership with stakeholders (i.e. , individuals or organiza-
tions with a special interest in the outcomes of the sce-
narios). This is called the participatory approach to sce-
nario development, as described earlier in the chapter.
Typical of this approach is the use of a scenario panel
consisting of stakeholders and experts to carry out the
core work of scenario development.

How does the participatory approach enhance the rel-
evance, legitimacy and creativity of scenarios? By includ-
ing some of the potential users of the scenarios in the
scenario panel (the stakeholders), the scenarios have a
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higher chance of addressing relevant policy questions.
Since these stakeholders represent the different interest
groups concerned with scenario outcomes, their partici-
pation also enhances the legitimacy of the scenarios. The
participatory approach can also produce more creative
scenarios because the wide range of views represented
on the scenario panel often lead to new combinations of
views about the future that are incorporated into less
conventional and more creative scenarios.

However, a key to making scenarios more relevant,
legitimate and creative is to ensure that the scenario panel
is made up of a wide and representative group of stake-
holders and experts. Otherwise, the scenario panel may
be perceived as being biased towards one interest or an-
other, thus undermining the credibility and legitimacy
of the scenarios they produce. Moreover, a scenario panel
with biased views will also narrow the scope and cre-
ativity of the scenarios they generate.

6.6.3 Improve the Transparency and

Documentation of Scenarios

In this paragraph, we return to the question of how to
maximize the credibility of scenarios. Sometimes cred-
ibility is associated with likelihood (the more likely a sce-
nario, the higher its credibility), but this does not always
hold for scenarios for two reasons. First, information
about the likelihood of a scenario is usually not avail-
able. (For example, the authors of the IPCC emission sce-
narios explicitly advise scenario users that no likelihood
should be assigned to the different scenarios; IPCC
2000a). Second, even unlikely scenarios can serve a use-
ful purpose, as in the case of low-probability scenarios
of accidents in nuclear power plants which are useful for
developing accident contingency plans. Hence, the cred-
ibility of a scenario is not always related to its likelihood.

As an alternative, we believe that the credibility of a
scenario can be associated with its internal logic, consis-
tency and coherence. That is, the more logical, consis-
tent and coherent the scenario, the higher its credibility.
In turn, this logic, consistency and coherence must be
transparent through the clear documentation of a
scenario’s basic assumptions, internal structure, and driv-
ing forces. This is a special challenge for qualitative sce-
narios because they are usually expressions of the com-
plex mental models of stakeholders. To make the assump-
tions behind these scenarios more transparent, it may be
possible to use well-established techniques of “soft systems
research” that formalize human thinking and decision pro-
cesses (e.g., Fishwick and Luker 1991; Checkland 1981).
Another possible approach is to use spatial and/or histori-
cal analogs of the events in a scenario. In the case that
models are used to generate scenarios, the credibility of
the scenario can be enhanced by documenting the model
and its assumptions in peer-reviewed scientific literature.

6.6.4 Build Interactive Scenarios

Another approach to increase the credibility of scenarios
is to build interactive scenarios. This type of scenarios
would increase the credibility of scenarios in general,
because they provide a more realistic representation of
the driving forces of scenarios.

Under this procedure, the time horizon of the scenario
exercise (say 2005 to 2100) would be divided into smaller
intervals (e.g., 2005 to 2020, 2020 to 2050, and 2050 to 2100).
Rather than specifying driving forces over the entire time
horizon as is usually done, the driving forces would be
specified only for the first time interval. The next step would
be to evaluate the consequences of these driving forces on
land use/cover for the first time interval (either with a
model or with storylines). The results of the first interval
would then be used to set the starting conditions for the
second interval. For example, if agricultural land in a study
region is depleted by the end of the first scenario interval,
this information could be used to assume a higher rate of
migration from rural to urban areas in the second interval.
In effect, the scenario developers would interact with the
scenario itself, and would specify the feedback from land
use to driving forces Rather than being specified only one
time at the beginning of the scenarios, the driving forces
would interact and be modified by the dynamics of the
scenario.

A disadvantage of this method is the large effort it
requires. We also note that the idea of interactive sce-
nario development resembles the procedures of strategic
gaming and policy exercises applied earlier to environmen-
tal and other problems (Checkland 1981; Fishwick and
Luker 1991; Toth 1988, 1995).

6.6.5 Broaden the Realm of Application

of Global Scenarios

An obvious way to increase the relevance of scenarios is
to develop them for addressing a wider range of scien-
tific and policy questions. Most existing global land sce-
narios were developed for analyzing climate change is-
sues such as the emissions of land-related greenhouse
gases or the flux of carbon dioxide between the atmo-
sphere and biosphere. As a result, they have a bias to-
wards processes important to climate change and this
limits their relevance to other issues. Global scenarios
could also be developed for analyzing other important
issues such as the consequences of trade liberalization,
or the planning of nature corridors for increasing the
connectivity of protected areas. Land scenarios could
also contribute to strategies for achieving the land-re-
lated Millennium Development Goals (such as the goal
to reduce world hunger) and for analyzing the imple-
mentation of the terrestrial aspects of the Convention
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on Biodiversity (e.g., Leemans 1999). These applications
will require an extension of the driving forces and pro-
cesses covered by the scenarios.

6.6.6 Develop Multi-Scale Scenarios

In this paragraph we recommend developing multi-scale
scenarios as a way of enhancing the credibility and rel-
evance of scenarios in general. We noted earlier that exist-
ing global and regional scenarios tend to provide different
kinds of information. Global scenarios provide a compre-
hensive picture of the implications of large-scale driving
forces on land-use and cover change, while regional sce-
narios provide a more detailed representation of land-use/
cover changes which can be related more realistically to
biogeochemical processes such as soil degradation, changes
in hydrology and land processes leading to emissions of
greenhouse gases. Both types of scenarios lack a measure
of credibility and relevance because they cannot capture
the view of the others, and would gain credibility and rel-
evance if they could be linked.

In the text, we referred to various efforts at developing
multi-scale scenarios. A possible linkage would be to use
global scenarios for setting boundary conditions and con-
straints for regional scenarios, e.g., the demands of global
food markets or the implementation of national/interna-
tional nature conservation goals. In the other direction, re-
gional scenarios covering different parts of the world could
provide input that is difficult to capture at the global scale.
Some examples are the impact of land-related institutions
(farming associations or regional planning organizations)
on land-use change, visions of regional development path-
ways, the influence of cultural background on land-use
practices, and attitudes towards nature protection.

6.6.7 Improve the Representation of Socio-

Economic Behavior in Scenarios

Here we recommend increasing the credibility and cre-
ativity of scenarios by improving the representation of
socio-economic behavior in scenarios, especially by ap-

plying agent-based modeling. Agent-based models have
been used for simulations at the local and regional scale
and have a high potential for use in the development of
land scenarios at all scales (see Chap. 5). They provide a
method to improve and formalize (in the sense of mak-
ing more transparent and traceable) important social
processes in scenarios, and thereby will increase the
credibility of scenarios. For example, agent-based mod-
els can provide insight into interactions between actors
relevant to land-use change such as between farming
groups and the local government. Such approaches may
also allow scenarios to incorporate the types of feed-
back processes that are currently poorly represented (as
discussed above). This includes, in particular, processes
that relate to policy-making and institutional responses
to emerging environmental problems. By providing a
platform for representing different ideas and policy re-
sponses, agent-based modeling can also help produce
more creative scenarios. However, much work has to be
done to enable the use of agent-based modeling or its
results on the global level.

6.7 Conclusions

Summing up, although we are only in the early stages of
analyzing the future state of land use and land cover
on Earth, we have already learned much from existing
scenarios. One clear message of the scenarios of par-
ticular importance to global change is that current
land-use/cover patterns are not static. Indeed, major
changes in the Earth’s land cover over the next several
decades, including trend reversals, are not implausible.
The fact that some scenarios only begin to show dis-
tinctive trends after two or three decades also implies
that a long-term view is needed to better anticipate the
future of land.

Although we have not evaluated the impacts of po-
tential changes in land use and cover, we believe that the
scale of changes shown in the scenarios could have large
implications on the Earth System. For that reason alone,
we should devote greater effort to understanding the fu-
ture of land.

6.7  ·  Conclusions
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7.1 Introduction

Human use of the land and oceans is at the center of some
of the most complicated and pressing problems faced by
policy makers around the world today (e.g., DeFries et al.
2004b; Platt 2004; Millennium Ecosystem Assessment
2005). For the terrestrial biosphere, our need to balance
current human needs and longer-term environmental
sustainability often involves consideration of the way we
use ecosystem goods and services produced by the land.
Land-use is at the center of these trade-offs because
changes in land use often enhance the share of energy,
water and nutrients devoted to human needs but decrease
the share available for other species and ecosystem func-
tions. Problems as far ranging as improving human
health or ensuring adequate food production cannot be
solved unless policy makers understand how their poli-
cies alter land use and how altered land use affects eco-
system functions. For example, public health policy that
adequately accounts for the future spread of mosquitoes
that carry Plasmodium or malaria in the tropics often
requires an understanding of the interplay between land

use and climate (Lines 1995) (see Chap. 4). In China, agri-
cultural policy makers are using a recent assessment of
cropland area to create policies that ensure there will be
enough land to meet China’s rapidly growing demand
for food, feedgrains, and raw materials that is driven by
rapid economic growth (Welch and Pannell 1982; Yang
and Li 2000; Ho and Lin 2004; Lin and Ho 2005), although
it is not clear that other ecosystem services will be main-
tained in this process.

While policy makers must understand land use to
address certain pressing policy issues, policy can also
cause changes in land use. Some policies, such as those
creating protected areas, directly affect land use, while
others affect land-based activities like agriculture or for-
estry. But other policies, not intended to affect land use,
can have profound but indirect impacts, particularly by
influencing the underlying causes of that change. These
include sectoral policies, like agricultural price policies,
trade policy, and public investments in infrastructure,
and macroeconomic policies, like exchange rates and
monetary policy that influence interest rates and credit
availability – see Fig. 7.1. For example, in Amazonia, de-
veloping road infrastructure within the framework of

Fig. 7.1.
Types of policies that affect
land use from those directly
affecting land use (land-use
policies, in front), to those re-
lated to land-based activities
(middle) and those indirectly
affecting land use (back)
(Mather 2006c)
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large-scale development programs has created a potent
avenue for deforestation: 90% of all deforestation in the
1991–1997 period was observed within 100 km of major
roads opened during the 1970s (Alves 2002b). Land use on
humid forest uplands in Southeast Asia has changed rap-
idly in response to (or sometimes in spite of) sectoral and
land policies regulating resettlement, land tenure and ag-
ricultural prices (Tomich et al. 2004c) and regional inte-
gration (Krumm and Kharas 2004). In East Africa and
Central Asia, implementation of policy that privatizes land
ownership in rangelands now causes rapid landscape frag-
mentation and expansion of cultivation and fencing
(Rutten 1992; Williams 1996; Reid et al. 2005). Indeed, in
drylands around the world, privatization of common prop-
erty and public lands, public sector development projects,
diffusion of agricultural technologies and chemical inputs,
and market liberalization can trigger rapid intensification
of land use with concomitant environmental problems in
some cases (Beresford et al. 2001; Geist and Lambin 2004).
European, U.S., and Japanese production subsidies and
trade barriers distort world markets for agricultural
products. This affects how farmers in both the former
and the latter countries choose to use their land.

It is thus critical that good information about the
causes and consequences of land-use change reach policy
makers so that they can create more effective policies and
understand policy impacts (Goetz et al. 2004). We are
beginning to see cases around the world where lessons
from land-change science are being used to revise old
policies and create new ones. Information as simple as
land-use maps can clarify land-management issues in
indelible ways. International meetings to discuss global
environmental policy matters often start with a presen-
tation by a prominent scientist showing a map or graphic
that originated within land-change science. New land-
use research sometimes includes policy makers from the
outset so that problems they face are the point of depar-
ture for the scientific process (Tomich et al. 2004a; Reid
et al. 2005). As discussed below, some elegant ways of
demonstrating the trade-offs between human needs and
environmental sustainability are being used to address
local and national policy concerns.

This chapter will examine interactions between land-
change science and policy by first describing the key, cred-
ible lessons from the science of land-use that can be rel-
evant to policy. We will then explore specific examples where
land-change science is already part of the policy process.
Finally, we will suggest how we can improve the links be-
tween land-change science and policy. Integration of sci-
ence and policy will first be addressed by describing some
of the needs and perceptions of policy makers. We will then
describe some ways in which land-use scientists can better
address those needs, using a conceptual framework that
addresses three key characteristics of the type of science
that successfully links with policy makers: science that is
credible, salient and legitimate (Cash et al. 2003).

7.2 Key Public Policy Lessons from

Land-Change Science

Over the last decade, land-change science has contrib-
uted strongly to our understanding of where, when,
how fast and why people change their use of the land
(see Chap. 2 and 3). We now have a credible and reliable
science of land use. Here we discuss the information
from that science that we think is most important to
improving policy, with a focus on lessons that gener-
ally apply across the globe. Many of these lessons, how-
ever, are specific to regions, and we thus also present
policy interventions suggested by different authors for
specific regions. We define policy makers broadly as
those land managers and political leaders who affect how
land is used from very local levels in communities to
national and international-level policy makers. We
structure this section around nine straightforward
statements about what we have learned; these are key
messages to policy makers, meant to promote sustain-
able land use.

Message 1

Some types of land use are more sustainable than
others; this often depends how simple or diverse the
land-use activity is.

Sustainable land use refers to the use of land resources
to produce goods and services in such a way that, over
the long term, the natural resource base is not damaged,
and that future human needs can be met. The time hori-
zon of the concept covers several generations. For vari-
ous reasons, broad trends in agriculture run toward in-
tensification and specialization at the plot level, often (but
not inevitably) culminating in “monocultures” associated
with land-use activities of much simpler structure and
lower biodiversity richness than “polycultures”. Consider
a specific comparison: agricultural systems established
at the humid forest margins following slash-and-burn
range from highly biodiverse systems such as rubber or
cacao agroforests in Indonesia and West Africa, respec-
tively, to systems with much lower biodiversity like pas-
tures in the Amazon or cassava plantations in Indonesia.
The sustainability of these varied systems was measured
and compared through the Alternatives to Slash-and-
Burn (ASB) Programme according to three types of cri-
teria: (a) environmental – carbon stocks and above- and
belowground biodiversity; (b) agronomic – soil structure
and biology, nutrient balances, and pests; and (c) socio-
economic – returns to land and labor, implications for
household food security, capital constraints arising from
levels of investment required and years to positive cash
flows, as well as an array of other policy, social and insti-
tutional indicators. The studies have revealed the feasi-
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bility of a “middle path” of development that delivers an
attractive balance between environmental benefits and
equitable economic growth. The Sumatran rubber agro-
forests and their cocoa and fruit counterparts in Cam-
eroon contain about 25–50% of the carbon stocks of the
natural forest (Palm et al. 2005). The biodiversity in these
forests, though not as high as in natural forest, are far
higher than those in monocrop tree plantations, short
term fallows, or annual cropping systems (Gillison 2005).
It is also interesting to note that there are many types of
tree-based systems with similar levels of C storage but
drastically different profitability and hence attractiveness
to farmers (Gockowski et al. 2001). Agronomic criteria
show moderate to high levels of sustainability in agro-
forests with pests and potentially negative nutrient bal-
ances as the main issues of concern, depending on the
specific systems assessed (Hairiah et al. 2005). Simple
tree crop systems (monoculture plantations) often experi-
ence problems of soil structure (compaction), besides prob-
lems with crop protection. Crop/fallow systems vary greatly
in their effect on agronomic sustainability. The long fallow
systems with low cropping intensity in Indonesia and Cam-
eroon (traditional slash-and-burn shifting cultivation sys-
tems) are sustainable, but unimproved short fallow systems
with intensified cropping have detrimental effects on soil
structure, nutrient balance, and crop health; these also pro-
duce very low returns to labor. Continuous annual crop-
ping, as with cassava in Indonesia, is often, but not always,
problematic in the forest margins of the humid tropics.
Pastures, particularly with improved management prac-
tices, tend to have a medium level of impact on the natural
resource base, though impacts on global environmental
issues (biodiversity and greenhouse gas emissions) may
be quite large (see Chap. 4). A tool developed for analyz-
ing these trade-offs in the tropical forest margins, the ASB
matrix, is discussed under message 8 below.

In African dry forests and savannas, grazing can main-
tain the diversity of native plants, birds and butterflies more
than in croplands (Soderstrom et al. 2003). Under-graz-
ing has even been implicated in loss of plant diversity from
grasslands across the world (e.g., Milchunas et al. 1988), as
has over-grazing. In Africa and Europe, there are more
native species in croplands with more complex features like
hedgerows and woodlots (even in large trees) than in less
complex landscapes with few of these features (Reid et al.
1997; Wilson et al. 1997; Soderstrom et al. 2001). However,
complex, agricultural landscapes do not usually support
large-bodied wild animals with large home ranges; farm-
ers exterminate these species earlier in the process of clear-
ing land. The diversity of small species (birds, insects) can
be quite high on pastures, prompting European policies to
preserve cattle pastures because of their high biodiversity.
These examples suggest that agricultural land use can be
compatible with biodiversity and other ecosystem services,
which contribute to the nexus of agricultural biodiversity,
dietary diversity and human health and nutrition, but this

is far from always the case. This is an obvious place for
policy to influence conservation of biodiversity, but the
ability to influence land use outcomes depends greatly on
public finance and administrative capacity. While elabo-
rate land-management schemes can be implemented
through land-use planning and incentive schemes in Eu-
rope and the United States of America, such approaches
are problematic across most of the developing world.

Message 2

Single factor causes are rare, but the range of “syn-
dromes” (combinations of causes) is not infinite;
some specific combinations account for a signifi-
cant share of land-use change.

Although expressed in manifold ways, there are few, im-
portant causes of land-use change, that often work to-
gether in concert. And these can work in unexpected
ways. For example, population growth sometimes causes
land-use change and sometimes does not. But when
“population” comes in as an explanatory variable, it is
less fertility increase than migration, mainly in-migra-
tion to a given location or site. This phenomenon shows
up in all major meta-analytical studies done under the
umbrella of the Land-Use/Cover Change (LUCC) project
(see Chap. 3). Moreover, even in the face of land scar-
city and human population growth, agriculture and land
use can stagnate. In addition, the location of growth is
important. For example, farming land contracted and
forests expanded in Europe at the same time that hu-
man populations were on the rise, because populations
grew chiefly in the cities, not the countryside. Massive
productivity increases and economic transformation
(from agrarian to industrial) allowed support of larger
populations with less agricultural land. Sectoral and
macro-economic policies (e.g., price policies for agri-
cultural inputs and outputs, infrastructure investments,
land tenure and taxation policies, reforestation pro-
grams, and natural resources policies regulating exploi-
tation of forests, minerals, and petroleum), are signifi-
cant causes of land-use change, and thus are a set of le-
vers held by policy makers that can influence either sus-
tainable or unsustainable paths of land use. It is impor-
tant to realize that while these policies interact to cause
change, they also are aimed at a wide range of objec-
tives, of which sustainable land use often is not the pri-
mary goal.

Policy makers will be more successful if they under-
stand the underlying causes of land-use change (institu-
tions, policies, population) as well as the proximate causes
(logging, cultivation) that presently receive most atten-
tion in policy debates. Furthermore, effective policies
need to account for the multiple and often interacting
causes of land-use change, as highlighted in Chap. 3 –
see Fig. 7.2. Lifestyle choices and shifting consumption
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patterns of goods and services are affecting land-use
choices all over the world. For example, land users in the
Yellowstone ecosystem, United States, are shifting from
ranching to construction of leisure homes (Hanson et al.
2002), while semi-nomadic herders in Africa and Central
Asia are choosing to settle to access schools and better
health care (Rutten 1992; Blench 2000). In the most popu-
lous countries of the world (United States, India and China),
economic integration and globalization, modified by na-
tional land policies, also strongly affect how and where
people use the land.

In drylands and humid tropical forests, similar broad
classes of factors underlie deforestation and desertifi-
cation including: human population dynamics, market
integration, urbanization, technological change (e.g., in-
troduction of technical irrigation or new crop variet-
ies), governance (e.g., corruption), changes in property
rights, public attitudes and beliefs, individual household
behaviors, and sometimes climate (Geist and Lambin
2002, 2004). While the factors to be considered may be
similar, the main causes of change are not the same for
humid and arid. For example, links to global markets
are much more important for humid forests, while local
drivers are more important for arid lands (Geist et al.
2006) – see Tables 7.1 and 7.2. The broad analytical
“similarity” here relates to the large bundles of variables,
but the scale (global, local) of the driving forces must
be understood in context.

Message 3

Underlying causes, originating far from where land
is actually changing, often drive local changes in
the land.

With economic liberalization and globalization, people
increasingly choose how they use the land on the basis
of influences originating outside their communities, and
this has major implications for transitions to sustainabil-
ity (Lambin and Geist 2003a; Geist et al. 2006). Actually,
agents of change become increasingly disconnected spa-
tially from major stakeholders of these changes. How-
ever, the resulting change is almost always in response to
a combination of local and global causes, leading to some
uncertainty in likely outcomes. For example, even if lo-
cal communities in East Africa can both reduce poverty
and conserve wildlife through local land-use initiatives,
these efforts will be unsustainable if they continually
collide with inappropriate land-use policies (like subsi-
dies that encourage crop cultivation) at the national level.
In this case, local civil society groups that promote pas-
toral human rights are well aware of this need and act
both locally and nationally in a synergistic fashion to
agitate for change (Reid et al. 2005). Thus, working lo-
cally to sustain local land-use systems will likely succeed
more quickly and maintain gains longer if national poli-
cies support rather than hinder local efforts – see Fig. 7.2.
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Conversely, such local initiatives have little scope for suc-
cess if adverse national policies and international mar-
ket forces are ignored.

The liberalization of trade, and the opening up of new
areas to national and international markets, can have
several effects. One is to expand the scale of production
and extent of monoculture of a particular commodity
with possible effects on biodiversity. Another is for the
production of particular commodities to be concentrated
in particular areas, where they enjoy geographical ad-
vantages in environmental or other terms. This concen-
tration could, in turn, yield economic benefits from posi-
tive spillovers through a concentration of knowledge,
service provision, and marketing facilities (e.g., fertiliz-
ers, glasshouse heating, etc.). Some local “dis-benefits”
might result from the former, and some local benefits
from the latter. The significance both of distant causes
and of national responses can be long-lasting. In the lat-
ter part of the 19th century, an episode of globalization
involving the opening up of the American Prairies and
the export of cheap grain from there had a major effect
on European farming. Some countries, such as France,
provided protection for their farmers, in the form of im-
port tariffs. Others, such as Denmark and the Nether-
lands, encouraged diversification into the production of
commodities in which there was less competition. Oth-
ers again, such as Britain, took a laissez-faire approach,
and left farmers fully exposed to competition. The ef-
fects of this episode, and especially of the differing re-
sponses, are still evident a century later.

Message 4

A finite set of pathways can be used to develop
policy-relevant land-use scenarios that are relevant
to different regions of the world.

A pathway is a particular set of events that together de-
scribe how land use changes in particular area, which is
different from but related to the actual cause of the change
described in message 2 (see Chap. 3). One obvious path-
way is the opening up of a forest “frontier” by construct-
ing a road, that results in conversion of native vegetation
to cropland or pastures. To develop information on path-
ways that will be useful for policy development and land
management in particular places, we must account for
historical land-use patterns, climatic, economic and eco-
logical constraints on land use, what causes change, how
different causes act together (synergies), and how result-
ing land-use activities feed back to affect these causes.
Once we have a basic functional understanding of these
pathways, it will be clearer what policy interventions will
and will not promote sustainable land use in specific
cases. Understanding these pathways can also help land
managers and policy makers anticipate changes and cope
with uncertainty (see Chap. 6).

Message 5

Drivers can work together to create rapid land-cover
change and unexpected land degradation; policy-
oriented research should focus on these “hot spots”
of rapid change and degradation.

Land cover changes faster in some locations than others
around the globe (see Chap. 2). For example, deforesta-
tion mostly takes place at the edge of large forest areas
and in conjunction with major investments in transpor-
tation networks and other infrastructure (e.g., the “arc
of deforestation” in the Amazon Basin; Pacheco 2006c). At
the national level, land use is changing more rapidly in tran-
sitional economies in post-socialist countries like China
and Russia (Hill 1994; Kondrashov 2001) because of a
rapid shift in property rights, decollectivization, decen-
tralization and a collapse of employment opportunities
in the non-agricultural sectors (Sturgeon and Sikor 2004).

Migration, education and land-tenure changes can to-
gether cause rapid changes in land use. In China and Kenya,
for example, strong migration has expanded settlement and
land use around and inside protected areas with surpris-
ing rapidity in the last 30 years (Liu et al. 2001, 2003a; Lam-
prey and Reid 2004). But additional social changes, through
education and changes in land tenure, caused large cohe-
sive families to split into smaller single family units at
the same time. Migration and social change working to-
gether caused an explosion of household growth and
settlement, with strong consequences for wildlife habi-
tat in both cases. Careful analysis of these situations
needs to be made quickly, and policy needs to focus on
weakening synergistic causes that degrade the land. This
could be done, in the Kenyan example, through new land
use and access policy that allow secure land ownership
but also supports the mobility of livestock herds and
wildlife, particularly in times of stress during droughts.

Several parts of the world are not adequately repre-
sented in the available data sets (see Chap. 2), so it is
possible that rapid change is occurring in locations where
data are poor. Data on changes in drylands and moun-
tains  are the most incomplete of all types of change, be-
cause satellite imagery of these regions is difficult to inter-
pret and we are largely unable to distinguish human-in-
duced trends from large, climate-driven interannual vari-
ability in vegetation cover. Rapid land-cover changes that
are still poorly documented at the global scale include,
for example, changes in the (sub)tropical dry forests (e.g.,
miombo forests in southern Africa and chaco forests in
South America); forest-cover changes caused by fires and
insect damage; drainage or other changes in wetlands;
soil degradation in croplands and changes in the extent
and productive capacity of pastoral lands (Lambin et al.
2003). It is also possible that ecological impacts of change
are large even in places where land-use change is slow, as
in the case of depletion of wild mammals through hunt-
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ing for bushmeat. These exceptions and gaps in our
knowledge suggest that researchers should not focus
solely on areas of readily-detected change in land cover.

Message 6

Mobility and flexibility often are critical to sustain-
able land use.

Long-fallow, rotational shifting cultivation (“swidden
agriculture”) is one well-documented example of how
mobility and flexibility underpin the sustainability of
extensive smallholder systems; if these attributes are lost,
such systems may collapse. Similarly, policies that sup-
port mobile lifestyles and flexible livelihood strategies
can allow pastures to “rest” seasonally and thus curb over-
grazing.  Pastoral land use, all over the world, is shrink-
ing as farmers push further into marginal lands and herd-
ers settle more often around infrastructure for water, health
and education (Ellis and Swift 1988; Niamir-Fuller 1999).
Access to large and diverse landscapes is critical to main-
taining productivity of livestock in pastoral systems and
reducing vulnerability of pastoral families, particularly

during drought. For example, in a traditional system of
transhumance, Sahel herders migrate large distances,
following seasonally varying rainfall, to find greener pas-
tures and full water holes. Recent privatization and sale
of pieces of pastoral rangelands by pastoral peoples has
been aptly termed “selling wealth to buy poverty” (Rutten
1992). In other agricultural systems, shifting cultivators
and mountain farmers use mobility as a strategy to ac-
cess resources over time. Policies need to provide mo-
bile services to mobile communities to allow them good
health care and educational opportunities while they, for
example, move livestock to seasonal pastures.

Message 7

Specific “entry points” exist where revised or new
policies can improve land-use practices; it is pos-
sible to restore lands degraded by inappropriate
land use, but sometimes the line between degrada-
tion and sustainability is fine.

Some policies support sustainable land use, while others
do not. We will focus on the latter first. Policy can inter-
vene to weaken some of the underlying causes of this
unsustainable land-use change by revising perverse poli-
cies or generating new policy – see Fig. 7.2. In humid for-
ests, much deforestation is caused by poor governance
and perverse subsidies (like tax-breaks and low-interest
loans) that encourage farmers to settle in forests (see
Chap. 3). Some of these policy instruments are easier for
policy makers to manipulate than others (such as trade
or macro-economic policies), and thus can be the first
places for policy action.

Policy can be targeted to weaken the positive feed-
backs that accelerate unsustainable changes in land use
and strengthen negative feedbacks that slow change
(Lambin and Geist 2003b) – see Fig. 7.2. For example,
good communication of the location and speed of land-
use changes to policy makers can allow them to react in
a timely manner to particularly fast or unexpected changes,
or to start a protracted policy discussion in anticipation of
future changes. In Brazil, for example, deforestation over
the entire Amazon is monitored each year, so that changes
can be detected and acted upon when there is the politi-
cal will (INPE 2000; Alves 2001a). In Kenya, scientists have
collected information on changes in land use and wild-
life populations for over 40 years that highlight hot spots
of change and other areas where coexistence of livestock
and wildlife is sustainable (Said 2003). The key here is
communication of information in a way that is useful to
policy makers and engagement of policy makers often
and early in the scientific analysis process. But, of course,
while better information often is a necessary ingredient to
improved policy, it is by no means sufficient. Typically, there
are conflicts among the interests of particular groups
within society regarding land-use priorities and between

Fig. 7.2. Conceptual model showing where, during the processes of
land-use change, national-level policy is likely to have the most
impacts on land use (in red) or where intervention will be more
difficult (yellow). Local policy will more easily impact the proxi-
mate causes of change; however, unless the underlying causes are
addressed at the same time, local action may not be sustainable
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the broader public interest and narrow private interests
in land-use outcomes. To be effective, land-use science
and policy studies must also consider these contending
interests and the balance of political power.

Good land management and appropriate policies can
help farmers and herders avoid land degradation or re-
store degraded ecosystems. From all over the world, there
are examples of farmers who use sustainable land-use
practices, even in the face of growing human population
density, when the institutions are appropriate, social net-
works are strong, access to markets and technologies is
good and they have strategies to reduce risk (Schweik
et al. 1997; Gray and Kevane 2001; Turner and Williams
2002; Dietz et al. 2003; Gibson et al. 2003; Tiffen 2003; Laney
2002). This has led some to suggest, for example, that “more
people means less erosion” (Tiffen et al. 1994a), but “more
people” can also lead to more erosion and less water con-
servation (Kates and Haarman 1991, 1992). Or even “more
people and more forest” but “less livelihood security and
poor environmental services” if the institutions, policies,
markets and livelihood options are not in place. In one
case study in Yunnan, southwest China, for example, for-
est cover increased at the expense of decreasing farm-
land and farmers’ access to forest resources. However,
monoculture reforestation with pine has caused both bio-
physical and socio-economic consequences, including
negative effects on rural livelihoods (Xu et al. 2005a).

There can be a delicate tip point between trajectories
ensuring innovation/restoration and those that cause deg-
radation/deforestation, as demonstrated at a very local scale
for the southern Yucatán (Klepeis and Turner 2001; Bray
et al. 2004; Turner et al. 2004). This implies that scientists
need to help policy makers monitor the effects of policy
instruments, so that unexpected effects can be countered
before degradation starts, or to model the probable effects
of different policy instruments before they are deployed.

Message 8

Land use that combines poverty reduction and na-
ture conservation is rare, but new efforts exist to
evaluate these often opposing goals more clearly,
and monitor progress towards them.

Certainly there are examples where misguided policy,
poor governance, and outright corruption undermine
both conservation and development objectives; tropical
forests are a well-documented case in point (e.g., Repetto
and Gillis 1988). In these “lose-lose” cases, there may be
opportunities to make incremental gains for people and
nature through policy reform and better governance
(Panayotou 1993). Unfortunately, though, there are few
cases where a single type of land use achieves develop-
ment without some sacrifice of conservation values of
natural systems (where it is commercially viable, ecot-
ourism is one such “win-win”).

However, as already suggested, much depends on the
point of reference and the trajectory of change. In the
humid tropics, no forest-derived land use can match the
global environmental values of natural forest – see
Table 7.3 for the case of Sumatra. On the other hand, res-
toration of “degraded” tropical landscapes may provide
a rare win-win opportunity, where restoration of ecologi-
cal function and environmental services also could cre-
ate livelihood opportunities if poor people are involved
appropriately (Tomich et al. 2005). More common are
situations where farmers can expand land use and im-
prove their incomes (a win situation), while losing only
part of the ecological services provided by a landscape
(a small loss situation; DeFries et al. 2004b). The ASB
matrix (Tomich et al. 2005; Palm et al. 2005) provides an
approach to assessing the trade-offs and complementa-
rities between losses of certain ecological services of glo-
bal importance such as carbon stocks, which affect cen-
tral functions of the climate system, and gains in the pro-
duction of food, fiber and feeds to support local com-
munities and national economic development. Tools like
this allow identification of innovative policies and insti-
tutions needed to balance both sets of goals. The matrix
also provides a basis for policy makers and stakeholders
to assess trade-offs comparing among different land-use
systems (and choices) regarding environmental and de-
velopment goals (see Sect. 4.8). There is a new effort, sup-
ported by many land-change scientists and institutions,
to develop a first-ever Climate, Community and Biodi-
versity (CCB) standards for different land-use practices.
These standards are a public/private partnership seek-
ing to recognize land users if they sequester carbon, con-
serve biodiversity and reduce poverty at the same time.

Empirical evidence shows that labor-intensive tech-
nological progress like new irrigation techniques often
facilitates intensification on existing agricultural areas
and, at the same time, has the potential to increase rural
incomes. The increase in productivity on existing land
leads labor-constrained households to allocate less time
to land clearing and land expansion into upland areas
and, in that way, has the potential to conserve forest cover
on more marginal land; see, for example, Müller and Zeller
(2002) in Vietnam, Pender et al. (2001) in Honduras, Pender
et al. (2004) in Shively and Martinez et al. (2001) in the
Philippines. In these cases, the key aspects underlying the
win-win outcome are first that the technology is suited only
to existing agricultural land (so it does not create incen-
tives for conversion of wild lands) and second that it is
labor-intensive as well as profitable (thereby inducing
households to shift labor out of deforestation activities).

Another win-win example involves the edible mush-
room, matsutake or pine mushroom (Tricholoma spp.),
prized in Japan since ancient times. Recent dramatic in-
creases in price and demand for these mushrooms have
encouraged Tibetan collectors to shift from logging to col-
lecting mushrooms for income generation, reviving cus-
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tomary institutions which manage forest habitats (alpine
oak and pine forest) and regulate access to mushroom har-
vest in a particular place. This is a multi-million dollar trade
for local people (Yeh 2000; Xu and Salas 2003). The key to
the apparent case of a “win-win” possibility here would
seem to be that the market for these mushrooms has dra-
matically increased the value of maintaining natural for-
ests and diverted labor that would have gone into clearing
forests.

Message 9

Thorough understanding of key actors and local
situations is important for the design of appropri-
ate and successful policy interventions.

The importance of recognizing and understanding dif-
ferent actors has been widely recognized (see Chap. 5),
for example, in the rapidly changing Brazilian Amazon
(Alves 2001a; Mahar 2002; Walker 2004). The recognition
of the different actors and social groups in this very large
and diverse region is crucial for land-use policies because
these need to recognize large regional differences in land
use, demography and economics (Alves 2001a), and also
because different groups have distinct social behaviors,
land-use practices, and (often competing) interests. This
is particularly important for two of the most important
land-use policies for the Brazilian Amazon – Forest Code
and Ecological-Economic Zoning – where, in some cases,
the failure to identify the different actors and social
groups has already affected policy formulation and its
effectiveness (Alves 2001a; Mahar 2002).

There also is a need to understand the political ideol-
ogy of the policy makers and politicians as well as the
policy-making process. For example, large-scale rubber
planting manifested state power during the socialist col-
lective period in China. Rubber monocultures were intro-
duced in marginal climatic zones. These large-scale settle-
ment projects were viewed as part of the state’s strategy
to supply industrial raw materials in the national inter-
est for political security through self-sufficiency during
China’s collective period. The outcomes, however, were
inefficient (both technically and economically) as well
as damaging to the environment (Xu et al. 2005b).

Using a framework developed within the Land-Use/
Cover Change (LUCC) project, Geist and colleagues ex-
plored the type of actors involved in different regions of
the world and at different scales in drylands and humid
forests (Geist et al. 2006). They found that we need to
discover and apply locally adapted methods and solu-
tions and these need to be revised continually to main-
tain sustainable land uses. For example, for desertifica-
tion problems, it is much more effective to identify and
focus on individual problem areas or hot spots of deser-
tification than to raise a general alarm since it is unlikely
comprehensive evidence will be available (see Chap. 2).

There is increasing recognition of the critical role that
community involvement can play in managing land-
cover change. For example, the “tragedy of the com-
mons” holds that open access to communal land causes
overgrazing and land degradation (Dietz et al. 2003;
Gibson et al. 2003). A synthesis of case studies through-
out the world’s drylands revealed that a more appropri-
ate notion may be the “tragedy of enclosure” (Geist 1999a),
which describes, for example, the loss of land for herd-
ers when other land uses encroach on grazing lands
(Geist 2005). Case studies across the world have now
clearly demonstrated that no single type of ownership,
whether private, community or government, is by itself
an automatic guarantee of effective management. When
community management boundaries are well defined,
legitimate, and effectively enforced, the social capital
generated through community involvement can be very
effective in promoting sustainable development and
conservation over the long term, especially at local or
regional scales (Nagendra 2006).

7.3 Influence of Land-Change Science on Policy:

Some Successes and Failures

Clearly, several of these messages from land-change sci-
ence may be broadly useful for policy research and analy-
sis. However, producing credible scientific results is only
one pre-requisite for establishing strong links between
science and policy. Successful links always require sci-
entists to listen to what policy makers need, to under-
stand some of the processes and constraints to how policy
actually is “made”, to create new scientific designs and
data needed to address these needs, and actively engage
stakeholders with different points of view. Here, we ask:
are there examples where credible land-change science
is already salient and legitimate, and thus already part of
the policy process? By salient, we mean information that
is immediately relevant and useful to policy makers; le-
gitimate information is unbiased in its creation and both
fair and reasonably comprehensive in its treatment of
opposing views and interests (Cash et al. 2003).

The different worldviews of researchers and policy
makers create a cultural gap preventing adequate use of
research (Neilson 2001) and adequate understanding of
the needs of policy makers. These two groups have con-
trasting values and expectations and are rewarded for
different behaviors. Scientists produce knowledge and
often are rewarded for the number and profile of their
technical publications; any activity that takes them away
from these tasks may limit their chance of career advance-
ment. Scientists are also rewarded for training students,
but rarely for working with land managers and policy
makers, except for those working in “boundary” organi-
zations whose goals are to link research and policy (Cash
et al. 2003). Ideally, in the arena of land-use issues, suc-
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cess for a policy maker lies in using policy instruments
to maintain or improve land-management practices
(Crewe and Young 2002), by responding to the needs of
those who appoint them or their constituents. (In real-
ity, policy makers will be responding to a range of inter-
ests and influences.)

An understanding of the policy development process
provides scientists with an appreciation of places where
they may engage and influence the process. The rational
actor model, pioneered by Lasswell in the 1950s, por-
trayed the policy making process as a linear, non-itera-
tive process, where policy makers rationally consider in-
formation on alternative options and then decide how to
move forward. Few policies are actually created this way
(Allison 1971); rather policy making is a complex inter-
play among political interests and competing discourses
by multiple actors (Crewe and Young 2002). The key point
is that scientists need to understand how organizational
processes, bureaucratic politics, and other real-world
phenomena (for example, corruption, bureaucracy, local
politics) both open and foreclose opportunities for sci-
ence to influence policy and its outcomes.

Scientists and policy makers also create and use dif-
ferent types of knowledge. Scientists (and local commu-
nities) tend to create and use process-based knowledge
even including indigenous knowledge (Xu et al. 2005c),
while policy makers use “rules of thumb” (M.  van Noord-
wijk, personal observation). In addition, scientists often
choose their areas of interest based on a subjective se-
lection of “interesting cases” that may be of limited in-
terest to politicians. Scientists also often focus too much
on the creation of policy rather than on the implementa-
tion of policy, where local politics influence outcomes
decisively (Grindle 1980).

What determines if policy makers use credible sci-
ence in decision making? Scientific information that at-
tains a balance of credibility, salience and legitimacy is
most likely to effectively influence policy (Cash et al.
2003). Perhaps first and foremost, this information must
address issues of sufficient importance (i.e., salience) to
capture the attention of policy makers at the appropriate
level (Tomich et al. 2004a). Salient research assesses the
benefits and costs of different policy options or provides
a solution to the problem. Participatory approaches and
pilot demonstrations of solutions are particularly effec-
tive, and increase legitimacy (Court and Young 2003).
Similarly, non-participatory approaches can be quite in-
effective (Mahar 2002). Also crucial are strong commu-
nication links through informal and formal networks
between researchers and policy makers that promote
trust, openness, and legitimacy (Court and Young 2003).
It is important for both researchers and policy makers to
recognize each other’s constraints in producing and us-
ing information (Crewe and Young 2002). Policy makers
must realize that scientific knowledge is influenced by
the values and beliefs of the scientists themselves, how-

ever strenuously they try to be objective. Scientists must
realize that power relations within politics will likely af-
fect the ability of policy makers to use the information
they provide.

Researchers most often influence policy when they
work with individuals or organizations who focus on the
task of crossing the boundary of communication between
researchers and policy makers (Cash et al. 2003), thereby
improving saliency and legitimacy. These individuals or
organizations promote active, interactive and inclusive
communication between scientists and policy makers,
translate information so the two groups understand each
other, and mediate any misunderstandings between them
(Cash et al. 2003). Civil society can often fill this role.
Individual scientists, trusted by communities and policy
makers alike, sometimes communicate among different
actors in the policy process. These boundary-crossing
activities – communication, translation and mediation –
require real investments of time and energy by scientists
(Guston 2001). This requires additional resources and is
not a natural component of scientific inquiry.

But what is the evidence that some of the products of
land-change science have influenced the policy dialogue
at the international level? Similarly, are land-use scien-
tists responding to the needs of policy makers? No for-
mal assessment of this two-way translation exists, but it
is easy to see some of the principles articulated above at
work. The climate change assessments by the IPCC (In-
tergovernmental Panel for Climate Change), which in-
cluded input from land-use scientists, were highly cred-
ible because they included an unprecedented range of sci-
entific research. They were also salient and relevant for
policy makers because the assessments appeared when the
issue of climate change became a global public concern.
Governmental involvement and the UN Framework on
Climate Change (UNFCC) provided links between the sci-
entists in the IPCC and policy makers. The Millennium
Ecosystem Assessment involves many land-change scien-
tists and has been designed to respond to the articulated
need for policy advice at the global level for the future
management of ecosystems worldwide (Millennium Eco-
system Assessment 2003, 2005), and thus includes land-use
issues. These initiatives (and institutions like IGBP, IHDP
and LUCC) are helping scientists to listen better to policy
needs and to get their science directly to policy makers in
appropriate forms. It also appears that land-change sci-
ence is having an impact through individuals who act as
“translators”, bringing credible science into the public
policy arena. The quantitative evidence of impact at all of
these levels is weak, but qualitative evidence is abundant.

Qualitative impacts of land-change science on policy
also abound at the local or national levels. In Brazil, re-
search linking roads and deforestation (Reis et al. 2001;
Alves 2002b; Soares-Filho et al. 2004) had significant
impacts, along with other information, on the formula-
tion of policies to curb or contain forest clearing in the
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Brazilian Amazon – see Fig. 7.3. This knowledge has led
development banks and agencies to change their lend-
ing policies for road development projects in the Ama-
zon (Redwood III 2002). It also motivated the Brazilian
Federal government to establish public panels to discuss
the paving of an important road link between Central
Brazil and a major port on the Amazon River under the
so called “Avança Brasil” development program.

In Nigeria, land-change research on urbanization has
raised the profile of important issues of land-use change
by providing credible information on the proximate causes,
rates and locations of urbanization. In some ways, this re-
search increased the saliency of the issue of urbanization
by popularizing and disseminating research results to the
public. Land-change science, because of its connection to
high profile climate change research, has high political vis-
ibility in the government and NGO sectors, and has helped
re-invigorate institutional support for urban planning.

Another example from East Africa uses the principles
of establishing trust, strengthening researcher-policy
networks, initiating research with a strong communica-
tion strategy, and establishing a network of research
policy “translators” (Reid et al. 2005). This research team
evaluates the trade-offs and complementarities inherent
in different land-use practices in promoting pastoral
welfare and conserving wildlife, goals often addressed
by entirely different sectors of the government and do-
nor communities. One key to this approach is identifica-
tion (and re-identification over time) of the salient,
policy-relevant issues for research with local communitiy
members and leaders and also with national-level re-
search and management institutions. Legitimacy was

established by including and addressing the wide-rang-
ing concerns of different actors (individuals, institutions)
that focus on agricultural development, land-use plan-
ning, water resources and wildlife conservation. The cen-
terpiece of the communication strategy revolved around
a group of researcher-community members, whose role
was to establish legitimacy and guarantee saliency of the
research, and to develop and strengthen researcher –
policy maker links at the local and national levels. An-
other effective strategy was for the core research – com-
munication team to act as a convenor and catalyst for
other national and international researchers working in
the same ecosystems to communicate with local and na-
tional policy makers. Specific activities to strengthen
these links include feedback workshops with researcher
and community members, meetings with policy makers
to revise policy acts on wildlife and pastoral develop-
ment, grants to international students to report their PhD
results back to communities and discuss policy and man-
agement options, and meetings for researcher-policy
maker discussions of salient issues. However, like most
projects of this kind, no formal evaluation of the impacts
of research on policy has been attempted.

The Krui people in Lampung Province, Indonesia, and
their scientific colleagues on the ASB team together suc-
cessfully reformed government policy that was set to vio-
late their land tenure and appropriate their land for log-
ging and conversion to an oil palm estate. They achieved
this first by creating a credible and legitimate assessment
of the social, ecological and economic benefits of their
traditional agroforestry practices, so that government
planners no longer classified their lands as “empty”. Lo-
cal groups were able to speak with conviction about the
value of the way they used the land when policy makers
visited their land, persuading policy makers to recognize
the value of their lifeways. Six months after these visits
and a report to the Ministry of Forestry, the Indonesian
government reversed their appropriation policy (Tomich
and Lewis 2001).

In China, political discourse (Brown 1995), technol-
ogy advance (Welch and Pannell 1982), as well as a na-
tional land-use survey (Smil 1995) have aroused the
Chinese state’s concern about land use and food secu-
rity. As a result, the state has implemented a very strict
policy to maintain enough agricultural land to feed the
population, a total of arable land area of no less than
1.28 million km2 in China. The government is reclaim-
ing land in northern China to compensate farmers for
the loss of agricultural land mainly along the coast and
in southern China due to urbanization and infrastruc-
ture development in the last two decades (Yang and Li
2000) which, in turn, paradoxically causes further land
degradation and desertification in some cases.

Another very clear example of land-use scientists
working to directly influence land policy involves panda
conservation in Wolong Nature Reserve in China. Loss

7.3  ·  Influence of Land-Change Science on Policy: Some Successes and Failures

Fig. 7.3. Distribution of deforestation along road corridors in the
Brazilian Amazon, showing areas with 25%, 50% and 75% defores-
tation (colors) and the areas within 25 km from the nearest road
(gray line). Cells covered by a minimum of 50% of clouds also shown
in gray (Alves 2002a). Information like this was used by scientists
to show policy makers that road construction is linked to defores-
tation (see Chap. 3, Box 3.5)
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of high-quality panda habitat was faster after the reserve
was set up (1974–1997) than before the reserve’s estab-
lishment (1965–1974; Liu et al. 2001). This was due to a
rapid increase in human population and an even faster
jump in the number of households (Liu et al. 2003a), thus
greatly expanding human settlement and other human
activities (e.g., fuelwood collection and agriculture). This
type of information helped the government develop and
implement a set of new initiatives. The initiatives include:
(a) establishment of an eco-hydropower plant to reduce
fuelwood cutting, (b) direct payments (approximately
$100–150 per household per year, or approximately 20%
of average household income) to local communities to
monitor natural forests and prevent illegal harvesting of
trees, and (c) a grain-to-green program where farmers
are given tree seedlings to plant in their fields and are
paid (in the forms of grain and cash) for the amount of
land they convert back to forest (Feng et al. 2006). Al-
though the second and third programs are nation-wide
in response to the 1998 major floods in China, their imple-
mentation in Wolong is mainly for panda habitat resto-
ration and financial support for adjacent areas outside
Wolong has been much less than that inside Wolong.
Many suggestions based on the Wolong study (Liu et al.
2003b) are also being seriously considered for improv-
ing the entire nature reserve system in China because
many of the reserves (almost 2 000 in total) are faced with
similar challenges as Wolong. There are at least three
reasons for this success: (a) the issue that the scientists
tackled was high-profile or salient both within China and
on the world stage, (b) the scientific team worked closely
with policy makers, and (c) governance structures in
China allow policy makers to enact policy quickly.

In Europe, policy makers initiated or funded several
applications of land-use models to answer specific ques-
tions. For example, the EURURALIS project aims to de-
velop an interactive, user-friendly meta-model to cata-
lyze a balanced discussion about the future of the rural
areas in 25 European countries from the perspective of
sustainable land use in the coming decades – see Box 5.6.
The project team interacts closely with the policy advi-
sory group of the Dutch Ministry of Agriculture, Nature
management and Food Quality (ANF), and the results
will be discussed by the 25 nations. This work raised the
profile and attention given by policy makers to land-use
issues, but it is unclear if the results will be used to revise
policy (Verburg et al. 2006b).

In Costa Rica, a team of scientists worked with policy-
makers to develop models that allow them to assess the
environmental and socio-economic impacts of land-use/
cover change, commissioned by the World Bank (Kok and
Veldkamp 2001; Kok and Winograd 2002). Translation
and communication of results between scientists and
policy makers was one of the big challenges of this inte-
grated team. Scientists presented land-cover change
maps, showing hot spots of change, but policy makers

wanted piecharts and graphics of appropriate and inap-
propriate land uses. From the scientists’ perspectives, this
means the crucial information of the specific locations
and rates of land-use change is lost in this translation.
However, good progress is being made because policy
makers now pay a good deal of attention to land-use
change issues and they recognize the value of making
future projections of land use.

7.4 How Can Land-Change Science Be More Useful

in the Policy Process?

Despite these successes, why doesn’t land-change science
have more impact on policy now? How can science have
more influence on land-use policy in the future? There
are some clues from the research of those who have
worked in this area and attempted to understand how
research influences policy outside of land-change science
(Garrett 1998; Sutton 1999; Court and Young 2003). All
assessments admit that our understanding of these im-
pacts is “thin” and better, more formal assessments need
to be made. Despite this, there are some clear ways that
land-change science could be more useful to policy mak-
ers. In thinking about this, scientists must understand that
there is little chance for science to control policy outcomes.
Rather, the key is for scientists to link their work to so-
cial/political processes and use this linkage to set more
“salient” research priorities that will have a better chance
of affecting those processes (van Noordwijk et al. 2001).

First, scientists need to listen to understand policy
makers care the most about. Understanding needs and
beliefs will allow scientists to design their research so
that it is truly relevant and salient to policy makers. In
this discussion of science and policy, we focus on scien-
tists and policy makers, but it is particularly critical to
include the viewpoints of the land users themselves
throughout the process. One way to do this is to trans-
form the current, relatively ad hoc information collec-
tion by land-use scientists, that may (or may not) have
policy implications, into more purposeful land-change
policy research that aims to be useful to policy makers
(Tomich 1999; Tomich et al. 2004a) and land users.
Policy research starts with a clear definition of a policy
research problem, including assessment of policy ob-
jectives and the impact of existing policies, identifica-
tion of relevant policy instruments, and establishing
working relationships with policy makers who have in-
fluence over those policy instruments. One of the first
steps for researchers seeking to embark on policy-rel-
evant research is to listen to the questions that policy
makers ask (Tomich et al. 2004a):

� Who cares? Who loses? Does anybody win? Are the
negative (or positive) effects big enough to capture
the attention of local people or of policy makers?
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� So what? Is it a policy problem? Would action serve
one or more public policy objectives?

� What can be done? Do we know enough to act? Will it
work? What are the risks? What will it cost?

Once scientists listen to questions posed by policy
makers and land users, they will be able to frame sa-
lient, appropriate and useful policy research questions.
They will then be able to design their research to collect
the most effective data to address the policy problem,
which will depend, in part, on where the problem is in
the policy issue cycle (Tomich et al. 2004a) – see Fig. 7.4.
With a new issue, scientists need to focus on establish-
ing if the issue is a problem, using process-based re-
search that establishes cause and effect. This is where
much of global land-change science has focused in the
last decade, since much of our understanding of con-
nections between land use and the environment, for
example, is relatively new. Some of the land-change
science at the local and national levels now focuses fur-
ther along the cycle, on how big the problem is, what
to do about it (mitigation or adaptation options) and
how to monitor progress on addressing the problem. To-
wards the end of the issue cycle, after stakeholders have
a broad understanding of the problem and have reached
consensus on the need and way to act, then research is
likely to have the most impact if it develops cheap, rep-
licable and credible indicators (that will stand up under
legal scrutiny, for example) for use in monitoring and
enforcement.

In most cases, however, it simply is naïve to expect
that better information alone will lead to better public
policy and land use. Typically, the most that can be hoped
for is that policy research can support the efforts of cer-

tain policy makers, politicians and others who share a
commitment to core long-term land-use policy objec-
tives such as reducing deforestation or combating deser-
tification. Without links to influential individuals, pros-
pects for constructive impact of policy research are se-
verely limited. This also means that, if there are benefi-
cial policy changes, these influential individuals – not
researchers – deserve the credit (Tomich 1999).

Policy makers – especially in democratic societies –
often want to maximize votes and agreement in short
election cycles. Where opportunities exist, scientists and
policy-makers alike need to put additional emphasis on
win-win situations that deliver both short-term benefits
for politicians and long-term conservation of natural
resources. Of course, this political calculus applies even
in non-democratic societies.

Another issue is that land-use problems often occur
at landscape and regional scales. This creates a problem
in policy, because, particularly in developing countries,
there are few institutions that naturally operate at this
scale: many function locally and internationally, but not
in the “missing middle” (Tomich et al. 2004a). In gen-
eral, collective action is more difficult when more people
or institutions are involved, they are in different loca-
tions, and they speak different languages: they are sub-
stantially heterogeneous. Thus, in the missing middle,
action is problematic and institutions are weaker, mak-
ing policy action doubly difficult.

Scientists, land users and policy makers may find that it
is useful to work directly with boundary or “translator”
organizations whose goals are to bring the best of scien-
tific information into policy (Cash et al. 2003; Soberon
2004). These organizations (or individuals) can mediate
when scientists and policy makers (and other stakehold-

7.4  ·  How Can Land-Change Science Be More Useful in the Policy Process?

Fig. 7.4.
The “issue cycle” in a democ-
racy showing, over time, the
groups who focus on an envi-
ronmental problem (x-axis),
how prominent the problem
is in public discourse (y-axis),
the appropriate policy ques-
tions (blue, above line) and
scientific questions (green
text, below line; adapted from
Tomich et al. 2004b)
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ers) have different constraints and goals, and when they
differ on what kind of information is credible and use-
ful. They can ensure that communication is active, itera-
tive and inclusive, thus strengthening the legitimacy of
these interactions. They can also help scientists under-
stand what policy makers and land users need and how
the policy process works. It is helpful if key individuals
in these boundary organizations are accountable to the
scientists, land users and policy makers.

Land-use scientists need to work closely with policy
makers and land users to identify – and in many cases
develop, test, and validate – workable policy levers that
effectively influence the rate and patterns of land-use
change (Tomich et al. 2004c). There are, of course, policy
instruments that are relatively easy to manipulate (at least
technocratically, if not politically) and that have power-
ful effects on land use and land-use change. Examples
include exchange rates and interest rates; price, trade, and
marketing policies; and public expenditures for infra-
structure (Tomich et al. 2004a). While it is important to
recognize that finance ministries are far more powerful
than others concerned with land use (e.g., agriculture,
environment), they also have much broader economic
goals to satisfy. So, while this group of macroeconomic
policy instruments is too important for land-use scien-
tists and policy analysts to ignore, it is unlikely (and prob-
ably even undesirable) that they would be “targeted” to
achieve specific land-use objectives. Public expenditures
on research and extension and laws and regulations af-
fecting access to and transfer of land and other assets
are much more tightly linked to land-use issues and com-
prise an important set of topics for engagement between
researchers and policy makers and other stakeholders.
Direct mechanisms to address the “market failures” that
underpin many of the environmental problems linked
to land-use and land-cover change probably are the most
challenging among land-policy research issues because
few (if any) workable methods have been developed.
However, despite this challenge, as a general rule the
“closer” an intervention is linked to the problem it seeks
to influence, the better the chances for success without
also producing offsetting distortions. A specific example
here would be mechanisms to reward poor people for
managing landscapes to produce environmental services
as well as conventional commodities. The approach to
research required for success in developing such policy
instruments depends on, but also is very different from,
research strategies that are effective in identifying and
quantifying basic cause and effect relationships. A fur-
ther complication is that, for situations in which there
are multiple, interacting policy problems (as typically is
the case in land-use policy analysis), it is unlikely that
any single intervention can address all problems. More-
over, a piecemeal approach easily can make the overall
situation worse. An important example here would be
deregulation of markets to reduce trade distortions for

forest products without also addressing property rights
over forest resources. So, a comprehensive approach to
policy analysis and implementation is necessary. Given
message 3 above, policies need to reconnect agents and
stakeholders of change.

Compared with some other issues, land-use issues may
not have high priorities in political agendas. This makes
it all the more important that land-use scientists explain
the land-use implications of policy options.

7.5 Conclusions

In the last decade, land-change science came into its own.
Because of this, we can write this chapter and suggest
some messages for policy makers. We also can learn from
the scholarship in other areas to suggest a process to
improve the links between scientists and policy makers.
We now know much more about the rates, causes, path-
ways and consequences of land-use/cover change, and
these are usually specific to different parts of the world
(see Chap. 2, 3 and 4). We think that understanding pat-
terns of forces driving rapid land-use change and associ-
ated effects (or feedbacks) on the environment and hu-
man societies can help policy makers develop more effec-
tive strategies and identify specific opportunities for policy
intervention. We need to build on the few win-wins, where
the goals of sustainability and development are aligned,
but also on situations where we make big wins and lose
only a little. And policy makers must account for the ac-
tions of different actors when crafting new policy.

This chapter argues that land-change science has
made some major advances in producing information,
which builds on and integrates a long tradition of study-
ing land-systems change in various parts of science. This
information is often relevant to land policy. For example,
we have learned that human population growth is closely
associated with land-use change. However, population
growth is not as influential as previously thought, par-
ticularly if that growth is in urban rather than rural ar-
eas (Mather and Needle 2000). Instead, policy-related
and other factors often play more important roles. Fur-
ther, there are many causes of land-use/cover change,
but this complexity is not infinite. Some causes are more
important than others and similar forces cause land-
cover change in systems as dissimilar as humid forests
and drylands. Despite this, we still cannot explain fully
what affects the speed and magnitude of land-use/cover
change (see Chap. 5). We also know that there are some
relatively predictable pathways of land-use/cover change
and that these allow some generalization about driving
forces and development of scenarios of future change
(see Chap. 6). And we know how and why single inter-
ventions can change the way people use the land. For
example, the introduction of new agricultural technolo-
gies can sometimes encourage farmers to rapidly clear
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tropical forest, but in other places, with differing eco-
nomic and social contexts, the introduction of a similar
technology may discourage farmers from expanding
their agricultural land at the expense of the forest. The
latter obtains only under quite restrictive conditions and,
in reality, the former is much more important. The key
insight here, however, it that the outcomes depend as
much or more on market access, institutions, and the
policy environment – i.e., interacting or mediating fac-
tors – than on the specific technology (Angelsen and
Kaimowitz 2001b).

But better understanding is just the beginning. The
chapters in this collection show how land use involves
decisions taken by individuals (e.g., farmers, pastoral-
ists, forest dwellers), but these decisions also are shaped
by policy and political economy. The various actors have
different knowledge systems, power relations, and inter-
ests, which calls for better communication among scien-
tists, policy makers, and society. Effective links between

policy makers, local communities and scientists will re-
duce the risk of unexpected changes in unexpected places,
and strengthen the entire process of land management
(Lebel 2004).

Influencing policy clearly is not a trivial task. How-
ever, land-use problems touch some of the most daunt-
ing problems of our times. To rise to this challenge, land-
use scientists can develop better and more reliable ways
to provide input into decision making, if they take steps
to become properly engaged and make the commitment
to follow through. Some scientific leaders call not only
for increased engagement with policy makers by scien-
tists, but also for the creation of a radical new approach,
creating new professions and strong accountability
(Lubchenco 1998). Unfortunately, from experience world-
wide so far, it is clear that developing, implementing and
evaluating effective science-policy links takes time, perhaps
a decade or more (Cash et al. 2003). With no time to lose,
the best time to start is now.

7.5  ·  Conclusions



Chapter 8

In this chapter, we first summarize some of the key find-
ings of the LUCC project on its research questions (see
Box 1.1), and then outline some of the elements at the
frontier in land-use/cover change research.

8.1 Main Findings on Land-Change Science

LUCC Question 1

How has land cover been changed by human use
over the last 300 years?

Human activities have transformed our planet’s land-
scapes for a long time. The pace and intensity of land-
cover change increased rapidly over the last three centu-
ries, and accelerated over the last three decades. Since
the 1960s and the Green Revolution, an intensification in
land-use practices has been observed. The rapid land-
cover changes that have been observed (mostly in hu-
mid forests) are not randomly or uniformly distributed,
but clustered in particular locations; for example, on for-
est edges and along transportation networks. Spatially
diffuse land-cover changes, especially in drylands, are
more difficult to observe.

Different processes of land-cover change have taken
place in different parts of the world in the last two de-
cades (for example, decreases in cropland in temperate
regions and increases in the tropics), and have had dif-
ferent impacts. Land-cover modifications (subtle changes
that affect the character of the land cover without chang-
ing its overall classification) are as important as land-
cover conversions (the replacement of one cover type by
another). Reliable data at a global scale is lacking on
changes in (sub)tropical dry forests (e.g., Miombo and
Chaco forests); forest-cover changes caused by selective
logging, fires and insect damage; drainage or other al-
terations of wetlands; soil degradation in croplands;
changes in extent and productive capacity of pastoral
lands; dryland degradation; changes related to urban
infrastructure; and lifestyle-driven changes. Moreover,
many parts of the world are inadequately represented in
existing land-cover change data sets.

Conclusion
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LUCC Question 2

What are the major human causes of land-cover
change in different geographical and historical con-
texts?

Land-use change is always caused by multiple interacting
factors originating from different levels of organization of
coupled human-environment systems. The mix of driving
forces of land-use change varies in time and space, accord-
ing to specific human-environment conditions.

At decadal time scales, land-use changes mostly re-
sult from individual and social responses to changing
economic conditions, which are mediated by institu-
tional factors. Opportunities and constraints for new
land uses are created by markets and policies and are
increasingly influenced by global factors. New technolo-
gies can lead to rapid shifts in land-use practices. Insti-
tutions (political, legal, economic and traditional) at
various scales, and their interactions with individual
attitudes, values and knowledge systems, have a major
impact on land-use change. Globalization can either
amplify or attenuate the effect of driving forces of land-
use change. Migration is the most important demo-
graphic factor causing land-use change at the timescale
of a few decades. At a centennial timescale, both in-
creases and decreases of a given population have a large
impact on land use. Demographic change is also asso-
ciated with the development of households and features
of their life cycle.

A restricted set of dominant pathways of land-use
change can be identified, as certain human-environment
conditions repeatedly appear in case studies. For ex-
ample, development of the forest frontiers by weak state
economies, for geopolitical reasons or to promote inter-
est groups; loss of entitlements to land resources (e.g.,
expropriation for large-scale agriculture, dams, or wild-
life conservation) that lead to ecological marginalization
of the poor; induced innovation and intensification, es-
pecially in peri-urban and market-accessible areas of
developing regions; urbanization followed by changes in
consumption patterns and income distribution with dif-
ferential rural impacts.
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LUCC Question 3

How will changes in land use affect land cover in
the next 50–100 years?

Improved understanding of the complex dynamic pro-
cesses underlying land-use change has led to more reli-
able projections and more realistic scenarios of future
change. A wide range of land-use change models, for dif-
ferent scales and research questions and based on a vari-
ety of approaches, is now available. Different models of
land-use change address different questions, for example,
location of change versus quantity of change. No model
is able to answer all questions. Some models consider an
area of land as the unit of analysis, while others are cen-
tered on individuals as decision making agents.

Only a few models of land-use change can generate
long-term projections of future land-use/cover changes
at the global scale, and so a regional approach is usually
adopted. Crucial to projections of future land use is un-
derstanding the factors that control positive and nega-
tive feedback in land-use change. Model reconstructions
of past land-use patterns are now better than random
patterns or “no-change” assumptions.

Scenarios of land-use change help to explore possible
futures under a set of simple conditions by summing up
current knowledge in the form of consistent, conditional
statements about the future. Scenario building can in-
volve policy makers and stakeholders to define and ne-
gotiate relevant scenarios. Existing land-use change sce-
narios indicate the possibility of long-term and large-
scale changes in land use and land cover with implica-
tions for many aspects of the Earth System. They indi-
cate that long-term trends may be reversed after some
decades. Urbanization and associated changes in life-
styles are likely to become the dominant factor in land-
use change in the decades to come.

LUCC Question 4

How do human and biophysical dynamics affect the
coupled human-environment system?

Human-environmental systems are complex adaptive
systems in which properties, such as land use, emerge
from the interactions amongst the various components
of the entire system. These properties themselves feed
back to influence the subsequent development of those
interactions. Land-use changes have multiple impacts on
ecosystem goods and services at a variety of spatial and
temporal scales. There are trade-offs between immedi-
ate human needs satisfied by land use, and maintaining
the capacity of the biosphere to provide goods and ser-
vices in the long term. Adopting a long-term view of land-
use change history in a given region is essential to un-
derstanding current changes and to predicting future

ones as legacies of past land-use changes continue to have
impacts today. Institutional and technological innova-
tions may lead to negative feedback loops that decrease
the rate of land-use change. There are several historical
and contemporary examples of land-use transitions as-
sociated with other societal and biophysical changes.

LUCC Question 5

How might changes in climate (variability) and bio-
geochemistry affect both land use and land cover,
and vice versa?

Slow and localized land-cover conversion takes place
against a background of high temporal frequency re-
gional-scale fluctuations in land-cover conditions caused
by climatic variability, and it is often linked through posi-
tive feedbacks with land-cover modifications. Abrupt,
short-term changes, often caused by the interaction of
climatic and land-use factors, have important impacts
on ecosystem processes.

Towards a Theory of Land-Use Change

The large complexity of causes, processes and impacts
of land change has so far impeded the development of
an integrated theory of land-use change. Much progress
has been made in understanding under what conditions
different theoretical orientations, borrowed from a va-
riety of disciplines, prove useful. However, the need to
address land change from the perspective of a coupled
human-environment system (or societal-ecological sys-
tem) is now widely recognized, with the hope that one
or more overarching theories of land change may
emerge. Such theories must address the behavior of
people and society (agency and structure) and the uses
to which land units are put, as well as feedbacks from
one to the other. Theories must be multi-level with re-
spect to both people and land units, recognizing that
they can combine in ways that affects their collective
and individual behaviors. They must incorporate the
extent to which people and pixels are connected to the
broader world in which they exist, and must incorpo-
rate both history and the future.

Policy Implications

The use of land is a highly political activity. Misguided
or uncoordinated sectoral policies are one of the major
causes of land degradation. Lifestyle choices and con-
sumption patterns affect land-use choices, and univer-
sal policies for controlling land-use change will not be
effective when implemented. Rather, a detailed under-
standing of the complex set of causes affecting land-use
change in a given location is required prior to any policy
intervention. Connections between land-use change in
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one area and impacts elsewhere also deserves full at-
tention. Policy intervention should address the under-
lying causes as much as the proximate causes of land-
use change. To design effective response strategies in
the face of rapid land-use change, one needs to under-
stand: (a) environmental perception, information pro-
cessing and transfer by agents; (b) determinants of
decision making and individual behavior with respect
to land management; and (c) portfolios of available
and feasible responses to land-use change for the dif-
ferent categories of agents. Good and efficient commu-
nication of the location of adverse impacts of land-use
change to policy makers can allow them to react in a
timely manner.

8.2 Frontier in Land-Use/Cover Change Research

At the end of a ten year research project, the list of new
issues to be investigated is often longer than the list of
research findings. The objective of this article is to high-
light some of the important issues at the frontier of land-
use/cover change research. The following section pro-
vides a sample of topics, which is far from being an ex-
haustive list. The new Global Land Project (Ojima et al.
2005) will take over a lot of these research issues.

Understanding Land-Use Transitions

Urbanization and migrations are likely to play an ever
dominant role in shaping new land uses, further discon-
necting spaces of consumption and production world-
wide. Migration is generally thought to have a stronger
impact on land-use change than mortality and fertility,
at least at time scales of a few decades. In future popula-
tion-environment studies, micro- to macro scale demo-
graphic variables should be studied in context rather than
as exogenous driving forces. Megacity development tends
to dominate discussions on urbanization (e.g., urban
lifestyle influences on remote rural areas), but networks
of secondary cities and peri-urban areas are also crucial
in land-use change as urban-rural linkages are stronger
at that level.

Globalization and “export” of land use via interna-
tional trade also deserves more attention – e.g., in the
case of booming economies such as China that pulls prod-
ucts from the entire world with non-negligible land-use
impacts in sometimes distant countries. In the same vein,
future land-use research needs to better consider con-
straints such as capital availability, technology, policies,
and macro-economic shocks, and the cross-scale inter-
actions between these factors. The expansion of agricul-
tural frontiers remains an important research topic, e.g.,
in the Amazon, but this expansion is increasingly linked
to urbanization and globalization in ways that remain
poorly understood.

Managing transitions towards sustainable land use,
which is a normative exercise, needs to address these
global-local interplays. Transitions are sensitive towards
global as well as local and regional constraints and op-
portunities. Locally, engagement and communication
with stakeholders in regions where teams conduct land-
use change research need to be more systematic. This
will often require, first, establishing interfaces with other
disciplines that will be relevant to assess impacts of land-
use/cover change, and, second, considering multiple
scales of governance structures, institutions, conflicts
and interactions between multiple agents.

Vulnerability in the Face of Land-Use Change

There are many research opportunities to understand
vulnerability in a multi-dimensional, dynamic way.
This research needs to couple social as well as ecologi-
cal vulnerability and integrate the multiple impacts
of land-use change on societies and ecosystems – e.g.,
on social and economic well-being, food security, health
but also water resources, the carbon cycle, and eco-
system functioning. The linkage between land and wa-
ter use needs to be better understood and incorporated
into vulnerability studies. Water impacts on land-use
change are an important issue (e.g., irrigation farming
in drylands). One of the most important trade-offs
facing many societies engaged in intensive agriculture
is between water quality and agricultural development.
Likewise, new research requires an integration of emerg-
ing results from biocomplexity research on patterns
of biodiversity at multiple scales, with strong linkages
to research on conservation biology and livelihood
security.

While land-use change research has tended to focus
on so-called “slow variables”, a big challenge is to better
integrate extreme events of all kinds: climate events (e.g.,
at ENSO-type time scales, decadal scale, etc.) but also
human events (e.g., wars, conflicts, economic shocks).
These “fast variables” often determine the resilience and
collapse of systems. Surprises happen but integration of
surprises in land-use change research has not yet hap-
pened to the extent required. The concept of resilience
establishes the link between risks from extreme events
and social well-being.

Long-Term Social-Ecological Research

The global change scientific community increasingly
studies coupled human-environment systems on time
scales of hundreds to thousands of years. Land-use
change researchers have much to offer to long-term so-
cial-ecological research. At these long-time scales, there
is a strong footprint of agriculture which needs to be
better explored and quantified, including impacts on bio-
geochemical cycles.

8.2  ·  Frontier in Land-Use/Cover Change Research
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Tools and Methods

Prominent among new tools and methods is integrated
modeling. Some of the next steps needed to improve
models include better integration of social and biophysi-
cal drivers, better modeling of decision-making by
agents, an improved ability to model lag times and
thresholds in land-use decisions, and multisource data
integration (e.g., remote sensing with census and house-
hold survey data). Integrated modeling work should rely
on global, regional and local scale digital databases, not
just on land-cover classes, but also on land management
(fertilization, irrigation, etc.), with more participatory
open GIS and data sharing.

Future scenarios of land-use change should be for-
mulated in the context of multiple stakeholders. Agent-
based models increasingly become a tool of choice for
understanding decision making, even though they should

not be viewed as a panacea. Spatially-explicit multi-agent
simulation models allow simulating surprises and evalu-
ating their potential impacts on the landscape.

Much has been learnt on the causes of land-use change
through meta-analyses of large numbers of case studies. A
methodological challenge is to move beyond a posteriori
meta-analyses of results, but rather conduct comparative
analyses of case studies by analyzing original data from
these case studies. This requires standardized data collec-
tion descriptions that allow comparisons, while still recog-
nizing the need to fine tune data collections to the most
relevant processes in specific localities. While a standard-
ized land-cover classification system has now been produced,
an equivalent scheme for land use is crucially needed.

More generally, land-use change researchers will have
to further diversify their portfolio of analytic methods:
not just multiple regressions but also narratives, system
and agent-based approaches, network analysis, etc.
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–, rangeland overstocking  45
–, water use  107

Australo-Asia, pasture soils  75
Austria, biotope endangerment  93
autocorrelation, spatial  126, 127
AVHRR  21

–, data  23
Avicenia  113

B

bacteria
–, Campylobacter  82
–, Escherichia coli  82
–, Salmonella  82

Bahia  91
–, deforestation  29

Baltic Sea  26, 114
–, urban change  52

Ban Pa Nai, Thailand  80
–, land-use and cover change  80

banana  51
Bangladesh  13

–, agricultural land  24
bean  51
behavior  7

–, non-linear  39
Belgian

–, Ardennes  17
–, land-use change  17

–, loam belt  103
Belgium, muddy floods  103
Belize  70
biocides

–, disease, risk  81
–, usage  81

biodiversity  75, 90, 91, 94, 115
–, conservation  58, 90
–, definition  89
–, hotspots  90
–, loss  11, 72, 81, 89–91
–, marine  90
–, secondary forest  36
–, terrestrial  90

biogeochemistry  2
–, changes, effect on land use  174

biomass  77
–, burning  82, 84

–, emissions  81, 84, 87
–, collapse  30
–, combustion  76
–, energy  77

BIOME
–, 300 project  3, 10–14, 29, 38
–, 6000 project  13

biosphere, domination  10
biota  4
Black Death  17, 77
Bolivia, desertification  27
boreal region, growing season  33
Borneo  15, 39

–, deforestation  23
Boserupian hypothesis  54
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box and arrow
–, diagram  6
–, framework  5

Brazil  19
–, agricultural land  24
–, rubber  19
–, soybean  19
–, species extinction  91, 93
–, wood extraction  19

Brazilian Amazon
–, actors  165
–, deforestation  23, 24, 92

–, assessment  34
–, cryptic  30
–, pathway  68
–, roads  63
–, scenarios  146

–, demographic factors  53
–, forest impoverishment  33
–, land-use

–, policy  165
–, and cover evolution  92

–, migration scheme  58
–, policy failure  58

Brazilian Cerrado  91
–, deforestation  29

breadbaskets  114
British Isles

–, bioenergy crops  148
–, land-use change, projected  149
–, scenarios  148

Brunei  13

C

CA  (see cellular automata model)
calibration  130, 131
California, water use  107
Cambodia  8, 13

–, deforestation  23
Campo de Dalías  110

–, greenhouses  110
Campylobacter  82
Canada  16, 21

–, deforestation  23
–, forest management  30
–, malaria  79
–, water use  107

capacity, adaptive  66
capitalism  9
carbon

–, cycle  1, 72, 85
–, emissions, from deforestation  85
–, flux  1

–, from land-cover change  85
–, pool  1
–, sequestration  75, 86

–, rates  104
–, sinks  1, 86
–, sources  86
–, storage  115

carbon dioxide  84
–, atmospheric  81, 85, 114
–, concentration, Holocene  12
–, effect on crop production  76
–, emissions  75

Caribbean
–, pasture  25
–, soil

–, nutrient balance  101
–, quality  100

Carson, Rachel  9
case study  2, 3

–, comparison  2

–, a posteriori  41
–, standardized  41

cashew  51
cassava  78
causation, conjunctural  62, 63
cause

–, far  160
–, high-level  66
–, proximate  42, 43, 63
–, underlying  42–46, 48, 49, 52, 63, 65, 77, 79, 90, 91, 120, 127,

150, 159, 160, 162, 175
CBD  (see Convention on Biological Diversity)
CCB  (see Climate, Community and Biodiversity standards)
cellular automata (CA) model  118, 122, 123, 127, 138
census data  5
Center for Sustainability and the Global Environment (SAGE)  13

–, data set  15
Central African Plateau  29
Central America

–, deforestation  23
–, rate  146
–, scenarios  146

–, malaria  79
–, productivity loss due to soil degradation  102
–, soil quality  97

Central Asia
–, agricultural land  24
–, desertification  109

–, migration-driven  56
–, pathways  67

–, irrigation  108
–, schemes  109

–, landscape fragmentation  158
–, malaria  79
–, water-use transition  109

Chaco region, Argentina  20
–, deforestation  23, 29
–, forest  173

change
–, acceleration  64
–, agricultural  2
–, biophysical  4
–, complexity  33
–, demographic  137, 138
–, environmental  137

–, driver  21
–, future  137
–, global, primary driver  1
–, hotspots  161
–, hydrological  106
–, life style-driven  32
–, patterns  67
–, trajectories  128

characteristics
–, demographic  6
–, socioeconomic  6

chemistry, atmospheric  72, 82
Chenaran Plain, irrigation  108
Chicago, agriculture  54
Chile, fertilizer use  100
China  9, 12

–, agricultural land  24, 74
–, coastal land reclamation  112
–, cropland

–, expansion  13
–, shifting area  13

–, fertilizer use  100
–, food security  167
–, land-cover change, historical  13
–, land use  167
–, Open Door policy  51
–, radiative warming  81
–, soil erosion  100
–, species extinction  91
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–, tobacco plantation  32
–, urban

–, change  52
–, land use  26

–, urbanization  60
–, water use  107

city
–, cluster  26
–, coastal  111
–, ecological footprint  25
–, electrification  26
–, nighttime lights  28

classification  37, 38
cliff bee (Apis laboriosa)  96
climate  2, 45

–, change  75
–, greenhouse-gas induced  88
–, human-driven  88
–, impact on food security  75
–, impact on growing season  76

–, impact
–, micro- and meso-level  83
–, of land change  1

–, model  76
–, proxies  83
–, regional  1
–, regulation  72, 82
–, variability, effect on land use  174

Climate, Community and Biodiversity (CCB) standards  163
CLUE  (see Conversion of Land Use and its Effects model)
cluster, causal  64, 69
coal mining  111
coastal zone  111

–, land-ocean interaction  111
coca, cultivation  23
coconut  51
co-evolution  64
coffee  32, 51

–, plantations  19
–, production  74

colonization  65
companion modeling  135
complexity

–, of change  33
–, theory  6, 7

Congo Basin, deforestation  23
Connochaetes taurinus mearnsi  94
consumption  47

–, external  48
–, local  48
–, pattern  53

control of fire  9
Convention on Biological Diversity (CBD)  89
Conversion of Land Use and its Effects (CLUE) model  118, 119,

123, 132, 144, 146
coral

–, abundance  94
–, bleaching  94
–, reef, degradation  94, 113

CORMAS  135
Corn Belt  16
corruption  65
Costa Rica

–, deforestation  83
–, scenarios  146

–, demographic factors  53
–, fertilizer use  100

Côte d’Ivoire, deforestation  23
cotton  51, 95

–, plantation  32
crop

–, model  76
–, non-food  29
–, production, soil-related constraints  97

–, yield, nutrient imbalance  100
cropland  72

–, abandonment  21
–, area  38

–, change  148
–, per capita  74

–, change
–, biophysical factors  47
–, cultural factors  61
–, demographic factors  56
–, economic factors  50
–, historical  3
–, institutional factors  58
–, rapid  25
–, technological factors  50

–, contraction  3
–, conversion

–, to forest  68
–, to pasture  68

–, crop change  68
–, dynamics

–, cultural factors  62
–, demographic factors  56
–, institutional factors  59

–, expansion  3, 21, 24
–, global area  12
–, incorporation

–, of livestock  68
–, of trees  68

–, intensification  24, 68
–, irrigation  24, 104
–, subsistence  48

cropping
–, intensity  7
–, strategy  6

cultivation
–, coca  23
–, shifting  18, 21

cycle, hydrological  104, 114
–, trade-offs  104

Czech Republic  129
–, land-use patterns  129

D

data
–, analysis  6
–, ASTER  87
–, AVHRR  21, 23
–, calibration  35
–, census  3
–, collection  6
–, country, unreliability  22
–, coverage  21
–, Earth Observation  35
–, ENVISAT MERIS  35
–, FAOSTAT  19
–, for stakeholders  37
–, forest-plantation  21, 22
–, GLASOD  30
–, global burnt area  30
–, global land cover  35
–, grazing land  31
–, ground truthing  5, 28
–, ground-based  19
–, historical land cover  19
–, HYDE  15
–, IKONOS  23, 29, 35
–, interpretation  5
–, Landsat  23, 34

–, TM, dry season  29
–, limitation  21
–, MODIS satellite  21
–, quality  19
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–, remote sensing  2, 5, 19
–, resolution  36
–, SAGE  15
–, satellite  3
–, sources  21
–, spatial resolution  21
–, SPOT  21, 30
–, synthetic aperture radar (SAR)  29
–, TREES  23

DDT  (see dichloro-diphenyl-trichloro-ethane)
deagrarianization  32
death

–, Black  17, 77
–, through infectious diseases  78

decision
–, -making  57
–, support  145

deforestation  4, 12, 21, 158
–, Africa  142
–, area  22
–, Brazilian Amazon  23, 24
–, carbon emissions  85
–, cryptic  30
–, definition  21
–, demographic factors  54
–, Easter Island  12
–, effects of roads  24
–, erosion  106
–, estimation  23

–, coverage  36
–, snapshots  36

–, factors  46
–, flood events  106
–, hot spot areas  36
–, hydrological response  106
–, mercury pollution from  82
–, Mesopotamia  12
–, model  118, 120, 128
–, monitoring frequency  36
–, pathways  67
–, precipitation decrease  106
–, rate  7, 23

–, scenarios  146
–, related to tobacco  32
–, relationship to fertility  55
–, role of roads  63
–, runoff increase  106
–, scenarios  140, 146
–, tropical  2, 3, 11, 22, 28, 43, 92

–, Africa  88
–, ancient  11
–, current  11
–, data  23
–, driving force  160
–, estimation  35
–, globalization  65
–, South America  88
–, South East Asia  88

degradation
–, anthropogenic  98
–, ecological  10
–, land, area  27
–, rapid  161
–, unexpected  161

Democratic Republic of Congo, sleeping sickness  79
dengue fever  77, 80

–, vectors  80
desertification  2, 21, 31, 34, 50

–, cause  31
–, definition  31
–, driving forces  160
–, evaluation  26
–, feedback  33, 88
–, indicators  32

–, irreversibility  31
–, pathways  67
–, pattern  41
–, rates  27
–, trajectories  67

developing countries, land demand  13
development

–, program  158
–, technological  138

dichloro-diphenyl-trichloro-ethane (DDT)  81
–, resistance  81

Directorate of Economics and Statistics, India  19
disciplinary theory  6
disease  72

–, control  77
–, Lyme  81
–, risk  77–82
–, sensitive to land use change  78
–, spread  78
–, vector-borne  78

–, land change  80
diversity

–, biophysical  89
–, biotic  4, 75, 90, 91, 94, 115

documentation of scenarios  154
domestication of biota  9
downscaling  147, 148, 150, 151
drainage  29
driver  (see driving force)
driving force  2, 47, 63, 138, 145, 160

–, biophysical  139
–, demographic  139
–, direct  43
–, economic  139
–, interactions  67
–, social  139
–, technological  139
–, underlying (see also cause)  42–46, 48, 49, 52, 63, 65, 77, 79,

90, 91, 120, 127, 150, 159, 160, 162, 175
drought, El Niño-driven  88
dry forest

–, fire  34
–, tropical, change  29

dryland  42
–, change  28

–, biophysical factors  46
–, cultural factors  61
–, demographic factors  55
–, economic factors  49
–, institutional factors  58
–, technological factors  49

–, degradation  3, 27, 31
–, cultural factors  61
–, demographic factors  55, 56
–, factors  49
–, institutional factors  59
–, trajectories  67

–, global cover  27
–, recent change  26

Dust Bowl  16, 107
Dutch National Institute for Public Health and Environment

(RIVM)  13
dynamics

–, biophysical  174
–, human  174
–, temporal  128

E

Escherichia coli  82, 107
Earth

–, observation
–, data  35
–, satellite-based  34
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–, surface, human modified  71
–, System  1, 114, 152, 155

–, functioning  1, 71
East Africa  9

–, forest change  49
–, landscape fragmentation  158
–, researcher-policy networks  167

East Asia, cities  26
Easter Island, deforestation  12
ecoagriculture system  96
ecological footprint  10
economic policy  57
economy, infrastructure extension  32
ecosystem

–, change
–, direct driver  43
–, health effects  82

–, coastal
–, fish production  112
–, service  112

–, diversity  90
–, early human impacts  12
–, freshwater, eutrophication  104
–, goods  10

–, demand for  47
–, use  157

–, managed, biodiversity  89
–, marine, eutrophication  104
–, Mediterranean, fire  34
–, pressure, scenario  122
–, recovery  33
–, services  72
–, tropical, species loss  95
–, vulnerability  114

ecotourism  163
Ecuador

–, desertification  27
–, land-use change  73

Ecuadorian Amazon  4
–, land change model  123

edge-effect externalities  125
effect

–, congestion  127
–, urban heat island  81

Egypt, water use  107
Ehrlich, Paul  9
El Niño Southern Oscillation (ENSO)  15, 33, 88
endogeneity  64
energy  157

–, metabolism, urban  26
–, provision  77
–, resources, development  58
–, supply  77

England  112
ENSO  (see El Niño Southern Oscillation)
environment

–, critical  67
–, modification by ancient cultures  11

Environment Explorer model  146, 150
ENVISAT

–, MERIS  35
–, satellite  30

equity  75
ERS satellite  30
ERS-2 satellite  30
ESA  (see European Space Agency)
Ethiopia  76

–, fertilizer use  100
Euphrates River  108
Eurasia  9

–, deforestation  23
Europe  12

–, agricultural land, scenarios  143
–, degradation  100

–, Eastern, agricultural land  24
–, forest land, scenarios  143
–, forests, scenarios  143
–, industrial change  52
–, irrigated area  24
–, land cover change, historical  16
–, land use, drivers of scenarios  143
–, pasture  25
–, productivity loss due to soil degradation  102
–, scenarios  144, 146

–, results  143
–, wetland data  30

European Space Agency (ESA)  30, 35
European Union  4
EURURALIS

–, model  121, 126, 150
–, project  4, 143, 144, 168
–, scenario study  129
–, scenarios  143, 147

eutrophication  94
evapotranspiration  1, 88
event, trigger  44
expansion

–, agricultural  4
–, urban, rate  125

Explorer 6 satellite  34
extinction

–, end-Pleistocene megafaunal  93
–, event  90, 91
–, first contact  93

F

factor
–, abiotic  45
–, biophysical  44–47, 69
–, biotic  45
–, broad  45
–, causal  62
–, causative  69
–, climatic  47
–, co-evolution  64
–, combinations  159
–, cultural  60–62
–, demographic  44, 53–57
–, economic  44, 47–52
–, effects  62
–, institutional  57–60
–, interaction  62, 63
–, mediating  44, 45
–, social  69
–, synthesis  69
–, technological  47–52
–, underlying  44

fairness  75
family, diversity  90
famine, Sahelian  75
FAO  19

–, deforestation estimation  36
–, FAOSTAT  19

–, database  19
–, Forest Resources Assessment  19
–, Remote Sensing Survey  35

farmland  5
feed  72, 77

–, demand  72
–, provision and lack  72

feedback  7, 64, 115, 128, 134
–, biogeochemical  86
–, biophysical  4
–, desertification  88
–, key  134
–, negative  64
–, positive  64
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Fens, drainage  112
fertility  53
fertilization  16, 74

–, impact on water quality  107
fertilizer  5

–, manure  85
–, nitrogen  85
–, phosphorus  74
–, potassium  107
–, use  24

fiber  10, 72
–, demand  72
–, production  1

–, conditions  75
–, provision and lack  72

filter variable  44, 45
fire  9, 29, 30, 33, 34

–, documentation  30
–, dynamics  30
–, global frequency  21
–, natural  46
–, satellite data  87

flexibility  162
flood  114

–, control  77
–, muddy  103

Florida, agriculture, demographic factors  54
food  10, 72, 77

–, balance sheet approach  75
–, demand  72, 73
–, expenditures  32
–, insecurity  74, 75
–, production  1, 24, 74, 77

–, climate change  76
–, conditions  75
–, growth rate  73

–, provision and lack  72
–, security  76, 81, 102

footprint
–, ecological  10

–, cities  25
–, human  10

–, global extent  71
force

–, driving  2, 16, 24, 42, 47, 63, 138, 145, 160, 160
–, trigger  44

forcing  84
forest

–, Amazonian, carbon sink  33
–, area  39
–, belt, pan  21
–, boreal, deforestation  23
–, burning, impact on biodiversity  90
–, carbon accumulation  86
–, change

–, biophysical factors  46
–, cultural factors  60
–, demographic factors  54
–, economic factors  48
–, institutional factors  58
–, technological factors  48
–, trigger  30

–, conversion  46
–, cultural factors  61
–, demographic factors  54
–, factor  49
–, institutional factors  59
–, temperature effect  83
–, to coffee plantation  74
–, to cropland  68
–, to pasture  68

–, cover
–, change  11, 21, 22
–, transitions  69

–, decline, driving force  63
–, degradation  21, 34
–, dry  29
–, ecosystem, change  2
–, land, global scenario  140
–, Latin American  12
–, management  30
–, natural, loss  12
–, plantation, area  22
–, regeneration, area  22
–, scenarios  140, 142, 143

–, European  145
–, secondary, biodiversity  36
–, succession  7
–, temperate, deforestation  23
–, transition  69, 113
–, tropical, change factors  42

Forest Code and Ecological-Economic Zoning  165
Forest Resources Assessment  19
forestry  5, 43

–, fire  34
Former Soviet Union  16

–, settlement  13
fossil fuel  9, 26, 77

–, burning  82
–, consequence  76

–, use  9
framework, box and arrow  5, 6
France, land use pattern  144
freshwater  10

–, agricultural use, effects  114
–, availability  108
–, depletion  108
–, hydrology  72, 104
–, supply  104

–, availability  10
FSU, pasture  25
fuel

–, fossil  9, 26, 77
–, wood  11

function, life support  82
Fundação Instituto Brasileiro de Geografiae e Estatística (IBGE)  19
fungicides  81

G

gathering  18
GBA  (see Global Burnt Area data)
GCM  (see global circulation model)
geographical information system (GIS)  5
GEOMOD  118, 119
GEOMOD2  123
Ghaggar River  12
Ghana  65

–, deforestation, demographic factors  55
GIS  (see geographical information system)
GLASOD  (see Global Assessment of Human-induced Soil

Degradation)
global

–, circulations model (GCM)  84
–, warming  77

Global Assessment of Human-induced Soil Degradation
(GLASOD)  27, 30, 31

Global Burnt Area (GBA) data  30
Global Forest Resources Assessment 2000  21
Global Land Project (GLP)  2, 5, 7
Global Observations of Forest Cover and Land Dynamics (GOFC-

GOLD)  28
Global Terrestrial Observing System (GTOS)  28
globalization  9, 39, 64, 65, 160

–, forces  65
GLOBCOVER project  35
GLOBSCAR  30
GLOBWETLANDS project  30
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Glossina sp.  79
GLP  (see Global Land Project)
Godavari-Krishna deltaic region  113
GOFC-GOLD  (see Global Observations of Forest Cover and Land

Dynamics)
Goiás  91

–, deforestation  29
gold  19

–, mining  82
government

–, participation  58
–, policy  57

grassland  12
–, conversion to cropland  68
–, data  15
–, decrease  12
–, surface temperature  83

grazing land  12
–, area  39
–, change  31
–, FAO data  31
–, global area  12
–, natural  31
–, productivity  31

Great Depression  107
Great Lakes region (Africa), agricultural land  24
Great Plains  16

–, agricultural land  24
–, land-use structure model  126

Greece  9, 47
Greek Empire  16
Green Heart region, The Netherlands  150
Green Revolution  16, 39, 48, 52
greenhouse gas  84, 85

–, biomass burning  87
–, emissions  137
–, forcing  84

ground truthing  5
groundwater  4
growing season, length  33
growth, economic  137, 138
GTAP model  121, 144
GTOS  (see Global Terrestrial Observing System)
Guanajuato, irrigation  108
Guangdong province  14
Guatemala  70
Guinea, deforestation  55
Gujarat Coast  113
Gulf of Kachchh  113
Gurungs, Nepal  96
Guyana, soil quality  100

H

habitat
–, conversion  95
–, degradation  91, 93
–, destruction  90, 91
–, endangerment, land-use driven  93
–, fragmentation  91
–, loss  93
–, modification  95

HadCM3  148
Harappan Civilization  12

–, decline  12
Haryana Province  58

–, agriculture, demographic factors  54
–, land-use change  48

Hawaii, threatened species  95
haze  81
health

–, human  72, 77–82
–, policy  157

heat island, urban  81

Hei River Basin, migration-driven desertification  56
herding  18
Himalaya  96
history, human  9, 10
HIV  (see human immunodeficiency virus)
Holocene  9

–, carbon dioxide concentrations  12
–, methane concentrations  12

Homestead Act  16
Honduras  4
honey hunting  96
Hong Kong  25, 26, 52
hotspot  39

–, of change  37
household

–, characteristics  6
–, life cycling  7

human
–, footprint  10, 71
–, health  72, 77–82
–, history  9, 10
–, immunodeficiency virus (HIV)  82
–, migration  9
–, population development  9
–, structures  4
–, well-being  72

hunting  18
–, fire  34

HYDE data set  15
hydrology  45

I

IAMs  (see Integrated Assessment models)
Iberian Peninsula, soil erosion  30
IBGE  (see Fundação Instituto Brasileiro de Geografiae e

Estatística)
ICASALS  (see International Center for Arid and Semiarid Land

Studies)
ice core  12
IGBP  (see International Geosphere-Biosphere Programme)
IGU-LUCC  (see International Geographical Union Commission

on Land Use and Land Cover Change)
IHDP  (see International Human Dimensions Programme on

Global Environmental Change)
IIASA-LUC model  121
IKONOS satellite  23, 29

–, data  23
–, resolution  35

IMAGE model  139, 144
IMAGE-2 model  122
impact

–, global  1
–, multiple, overlapping  71
–, scale-dependent  71

IMPACT model  121
India  12, 13, 48

–, cities  26
–, coast line  112
–, impact of land-use change on carbon cycle  86
–, land cover change, historical  16
–, malaria  78, 79
–, water use  107
–, waterlogging  108

Indian Remote Sensing (IRS) program  34
Indo-Gangetic Plains  12, 16, 48

–, impact of land-use change on carbon cycle  86
Indonesia  13

–, demographic factors  53
–, drought, El Niño-related  33, 46
–, fire  30, 81, 88
–, illegal logging  58
–, land cover change, historical  15
–, migration scheme  58
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–, species extinction  91, 93
Indus Valley

–, agricultural land  24
–, Civilization  12
–, landscape transformation  12

industrial change
–, economic factors  52
–, technological factors  52

Industrial Revolution  9, 17
industrialization  32, 52
industries, extractive  58
information

–, integration  38
–, scientific  166

infrastructure  57
–, construction  43
–, expansion  58
–, extension  32

insect damage  29, 30
insecticides  81
insolation cycle, orbital  12
Institute for Scientific Information (ISI)  42
institution  57

–, nonmarket  57
Integrated Assessment models (IAMs)  121
intensification, agricultural  24, 33, 42, 75

–, globalization  65
Inter Tropical Convergence Zone  83
interaction  62

–, economic  126
–, human-environment  1
–, neighborhood  127
–, spatial  126
–, urban-rural  134

International Center for Arid and Semiarid Land Studies
(ICASALS)  31

International Geographical Union Commission on Land Use and
Land Cover Change (IGU-LUCC)  19

International Geosphere-Biosphere Programme (IGBP)  1, 72
–, PAGES  13

International Human Dimensions Programme on Global
Environmental Change (IHDP)  1

International Soil and Reference Information Center (ISRIC)  27
IPCC-SRES scenarios  143, 147
Iran  108
irrigation  5, 16, 74, 104

–, farming  108
–, influence on precipitation  83
–, with groundwater  108

IRS  (see Indian Remote Sensing program)
ISI  (see Institute for Scientific Information)
ISRIC  (see International Soil and Reference Information Center)
issue cycle  169
Italy, agricultural area  74
Ivory Coast, deforestation  55

J

Japan
–, coastal land reclamation  112
–, satellites  34

Jitai Basin, agriculture  54
Job’s tear  51
Joint Research Center (JRC)  34
JSTOR  42

K

Kalimantan  15
Kenya  76, 94

–, fertilizer use  100
Kerala Province, agriculture, demographic factors  54
key

–, actor  165

–, messages to policy  158–163, 165
–, process  3

Korea, coastal land reclamation  112

L

La Campa  74
lake, sediment record  11
Lake Chad Basin, irrigation  109
Lake Malawi National Park, deforestation  29
Lake Victoria, trypanosomiasis  81
Lakshdweep  112
Lampung Province, Indonesia  167
land

–, agricultural
–, data  15
–, extension  12
–, extent  151
–, future changes  139
–, global area  12
–, global impact  71
–, greenhouse gas forcing  84
–, intensification  24
–, scenarios  139

–, change  (see below)
–, consolidation  103
–, cover  (see below)
–, cultivated, global extent  71
–, degradation  1, 21

–, biophysical factors  46
–, demographic factors  55
–, unexpected  161

–, demand  13
–, dynamics

–, causes  42
–, explanation  42

–, forest
–, data  15
–, extent  152

–, irrigated  74
–, extension  108

–, management  2, 5
–, information  5
–, policy  163

–, manager  38
–, manipulation, biophysical  5
–, market  58
–, ocean interaction  111
–, pressure  6
–, reform, program  73
–, restoration  162
–, scenarios  152
–, science, integrated  1
–, survey  3
–, urban, extent  151
–, use  (see below)

land change
–, as forcing function in environmental change  4
–, causes  66
–, classes, globally  3
–, drivers  67
–, factor  45
–, interaction of causes  62
–, population growth  54
–, processes  68
–, reversibility  71
–, science  1, 5, 7

–, in policy process  168
–, influence on policy  165–168
–, legitimate  165
–, main findings  173–176
–, messages  158–163, 165
–, policy connection  170, 171
–, policy lessons  158
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–, salient  165
–, theoretical foundation  5

–, science-policy link  157
–, slow vs. fast  44
–, study  42

–, integrated  4
–, syndromes  65
–, theory  5, 7, 8
–, trajectories  45, 115
–, vector-borne disease  80

land cover  4
–, category  4, 33
–, change  (see also land use change)

–, areal extent  71
–, as source and sink  4
–, baseline  11
–, carbon emissions  85
–, carbon sequestration  86
–, causes  2, 41, 42
–, climate impact  82–89
–, complexity  29
–, contemporary  4
–, data  28
–, documentation  29
–, driver combination  161
–, due to HIV/AIDS  82
–, effect on climate  83
–, environmental impact  113
–, episodic  33
–, fire  30, 34
–, global data  10
–, globalization  65
–, historical  11
–, hot spots  21
–, human causes  173
–, hydrological consequences  105
–, impact on biodiversity  1
–, impact on ecosystem  1
–, impact on global atmospheric circulation  83
–, impact on soil quality  96
–, impact on wildebeest population  94
–, last 300 years  12, 173
–, last millennium  11
–, life-style driven  32
–, measurement  1
–, model  4, 117–135
–, monitoring  37
–, multiple impacts  71
–, non-linear  128
–, pathways  67
–, pattern  28
–, progressive  33
–, quantifying  39
–, rapid  3, 21, 39
–, relative impacts  115
–, role of fire  34
–, scale  4
–, short-term  33
–, society collapse  72
–, surface albedo  86
–, trade-offs  113
–, trajectory  41
–, underlying causes  43

–, classification  28, 35, 38, 139
–, a priori  38
–, system (LCCS)  2, 37, 38

–, conversion  1, 33
–, definition  4, 33
–, monitoring  33

–, data  35
–, calibration  35
–, continuous  33
–, discrete  33

–, database  13

–, definition  4, 33
–, dynamics  2, 4

–, data  2
–, experimental manipulation  105
–, future  138
–, historical change

–, Africa  18, 19
–, Asia  13
–, Australia  18
–, China  13
–, datasets  19
–, Europe  16
–, India  16
–, Indonesia  15
–, Malaysia  15
–, North America  16
–, South America  19, 20

–, human use  2
–, links to human activities  43
–, mapping  1
–, modeling  123
–, modification  33

–, by ancient cultures  11
–, climate-driven  34
–, definition  4, 33
–, detection  33

–, projection  137
–, remote sensing  34
–, situations  6
–, tsetse vector  79

land use
–, /ecosystem pattern  113, 114
–, activities  10
–, agricultural

–, global area  72
–, nitrous oxide  85

–, change  (see also land cover change)
–, 20th century  20
–, and vulnerability  175
–, Ardennes  17
–, areal extent  71
–, carbon cycle  85
–, carbon sequestration  86
–, causes  41, 42, 159, 160
–, climate impact  1, 82–89
–, decisions  116
–, due to HIV/AIDS  82
–, Ecuador  73
–, effect on future land cover  174
–, environmental impact  113
–, fire  30
–, globalization  65
–, historic  17
–, hot-spots  118
–, hydrological consequences  105
–, impact  72
–, impact on biodiversity  1
–, impact on ecosystem  1
–, impact on global atmospheric circulation  83
–, impact on hydrology  106
–, impact on soil quality  96
–, integrated theory  5
–, key variables  117
–, last 300 years  10
–, measurement  1
–, model  4, 117–135
–, monitoring  37
–, multiple impacts  71
–, non-linear  128
–, pathways  67
–, processes  5, 68
–, projection  149
–, relative impacts  115
–, research  124, 175
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–, role of fire  34
–, scale  4
–, society collapse  71
–, spatial variation  118
–, syndromes  159
–, theory  2, 174
–, trade-offs  113
–, trajectories  41, 42, 128
–, transitions  175

–, classification  4, 38, 139
–, conversion, carbon dioxide emissions  85
–, decision  42

–, making  60
–, definition  4
–, distingtion from land cover  4
–, dynamics  2, 68

–, biophysical factors  47
–, threshold  64

–, effects on hydrological cycle  105
–, formula  66
–, future  138
–, historical  20
–, indirect effects  81, 82
–, information  5
–, intensification  9, 74

–, biocide usage  81
–, linkage to land cover  5
–, links to human activities  43
–, map, observed and simulated  132
–, model  118, 120, 123
–, modeling, global  122
–, pattern  3, 144

–, spatial autocorrelation  126
–, policy  157, 165

–, model  162
–, practice  10
–, projection  137
–, related to industrialization  32
–, scenarios

–, drivers  140
–, policy-relevant  161

–, situations  6
–, sustainability  158
–, sustainable  1, 2, 162
–, system  5, 6

–, climatic impact  85
–, costs and benefits  115
–, future development  117
–, global expansion  71
–, qualitative description  117

–, trade-off, assessment  10
–, transition  68, 69, 71

–, concept  68
–, urban  26

Land-Use Scanner  150
Land-Use/Cover Change (LUCC) project  1, 21

–, development  2
–, focus  3
–, implementation plan  10
–, implementation strategy  4
–, key

–, activities  41
–, findings  173–176

–, missions  2
–, questions  173
–, Rapid Land-Cover Change Assessment  22, 25–27
–, research  39
–, researchers  5
–, science plan  2, 4
–, science questions  2
–, Scientific Steering Committee  6

Landsat  34
–, data  23, 29
–, resolution  34

landscape
–, burning, large-scale  9
–, change  9
–, fire  34
–, fragmentation  1
–, human dominated  10
–, natural  10
–, pattern, path-dependence  129

Lantana camara  77
Laos  13
larvazides  81
Latin America

–, agricultural intensification  24
–, cattle ranching  64, 91
–, cropland change  50
–, data  22
–, deforestation

–, demographic factors  54
–, rate  23
–, scenarios  146

–, dry forests  29
–, dryland change  49
–, food production  74
–, forest-pasture conversion  46
–, pasture  25

–, soils  75
–, settlement  13
–, soil

–, nutrient balance  101
–, quality  100

–, urban population  56
law, enforcement  65
LCCS  (see Land-Cover Classification System)
Lebanon, deforestation  12
Leopold, Aldo  9
Lesvos, soil erosion  47
liberalization, economic  160
Libya, water use  107
life

–, support, functions  72, 82
–, style  53

light, nighttime  26
lime plaster  11
lithology  45
Little Ice Age  30, 45
livestock

–, herding  5
–, methane production  84

lobbyism  65
Loess Plateau  13
logging  30

–, concession  58
–, selective  29, 33

Loita Plains  94
LOV model  123
LTM model  123
LUCC  (see Land-Use/Cover Change project)
Lusitu, deforestation  29
Lyme disease  81

M

MA  (see Millennium Ecosystem Assessment)
Maathai, Wangar  59
Madagascar

–, deforestation  23
–, species extinction  93

Magars, Nepal  96
maize  51

–, monoculture  102
malaria  77, 157

–, agricultural practices  78
–, deaths  78
–, elimination  79
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–, India  78
–, land cover-related  78
–, paddies paradox  79
–, resurgence  79
–, risk  78
–, Thailand  78
–, vector  78
–, vectorial capacity  79

Malawi
–, deforestation  29
–, tobacco plantation  32

Malay Peninsula  15
Malaysia  13, 65

–, land cover change, historical  15
–, species extinction  93

mammals, biodiversity  94
management

–, diversity  89
–, renewable resources  135

Manaus, deforestation  23
mangrove

–, ecosystem  113
–, forests, conversion  112

manioc  51
map, visual assessment  131
Maranhão  91

–, deforestation  29
market

–, distance  125
–, global  64

Marsh, George Perkins  9
marshland, surface temperature  83
MAS model  135
Masai Mara National Reserve, Kenya  94
Mato Grosso  91

–, deforestation  29
Maya  8

–, collapse of Classic Period  11, 70
–, lowland  11

mechanism
–, amplifying  64
–, attenuating  64

Mediterranean
–, Basin  16

–, desertification  27
–, climate  83
–, historical land-cover change  83
–, malaria  79

megacity, definition  25
megafauna extinction  9
mercury, bioaccumulation  82
Mesopotamia  9, 13

–, salinization  12
meta-analysis  176
methane  84

–, concentration, Holocene  12
methlymercury  82
methods  176
Mexico  4, 11, 65, 70

–, desertification  67
–, soil quality  100
–, species extinction  91

Micronesia, urban change  52
Middle East  16

–, agricultural land  24
–, irrigation  108

migration  53, 175
–, control of  60
–, rural-urban  57
–, scheme  58
–, urban  57

Millennium Ecosystem Assessment (MA)  3, 10, 21
millet  51
Mimosa asperata  77

Minas Gerais  19, 91
–, deforestation  29

mineral
–, extraction  109
–, resources, development  58

mining
–, impact on ecosystem services  111
–, surface, hydrological impact  111

Miombo
–, forest  173
–, woodlands  29

Mississippi River  111
mobility  162
model  138

–, ABM-Cellular Automata  125
–, abstract  135
–, agent-based  120, 121, 123, 138, 176
–, agricultural intensification  118
–, approach  117, 123

–, classification  118
–, inductive  120

–, box and arrow  6
–, building process  117
–, calibration  130–133
–, cellular automata (CA)  118, 122, 123, 127, 138

–, transition rules  127, 128
–, climate  76
–, Conversion of Land Use and its Effects (CLUE)  118, 123,

129, 132, 144, 146
–, CORMAS  135
–, crop  76
–, deductive  120
–, deforestation  118
–, descriptive  119
–, diagnostic  2
–, dimensions  123
–, driving variables  126
–, dynamic  119
–, econometric  127
–, empirical  138
–, Environment Explorer  146
–, EURURALIS  121
–, GEOMOD2  123
–, global  121

–, circulations  84
–, GTAP  121, 144
–, hydraulic  133
–, IIASA-LUC  121
–, IMAGE  139, 144
–, IMAGE-2  122
–, IMPACT  121
–, inductive  120
–, integrated

–, development  3
–, assessment  121, 122

–, land change  117, 123
–, land use  118

–, accounting  138
–, change  3, 117

–, level of analysis  123
–, limitations  153
–, LOV  123
–, LTM  123
–, macro-economic  138
–, MAS  135
–, multi-level statistics  126
–, non-spatial  118
–, Patuxent Landscape  128
–, pixel-based  120, 121
–, PoleStar  139
–, prescriptive  119
–, process-based  4
–, projections  118
–, regional  121
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–, rule-based  138
–, Sahel region (SALU)  118
–, scale  123
–, simulation technique  118
–, SLEUTH  118, 127, 128, 146
–, SLUDGE  125
–, spatial  118, 119

–, agent-based  130
–, generalized structure  119

–, static  119
–, statistical  4, 138
–, techniques  138
–, temporal dynamics  128
–, theory  118
–, transition rules  128
–, transportation  130
–, types  118–120
–, urban  118
–, validation  130–133
–, Von Thünen  120
–, world food trade system  76
–, World3  121

modeling
–, agent based  4
–, approache  4, 118, 124, 138, 151
–, atmosphere  82
–, companion  135
–, feedback  128
–, integrated  3, 4, 176
–, macro-level  124
–, micro-level  124
–, multi-agent approache  118
–, spatial and temporal dimensions  123
–, temporal complexity  128
–, threshold  128

MODIS  21
–, Vegetation Continuous Fields (VCF)  35

Mongolia  13
monitoring  37

–, challenge of  35
–, frequency  36
–, methods  39
–, system  39

monsoon
–, Asian  84
–, West African  88

mortality  53
mosquito, insecticides-resistant  81
mudflat, coastal  112
Mughal Empire  16
Muir, John  9
multi-agent system  135
multiphasic response theory  6
multiple thresholds  64
Mumbai  113
mustard  51
Myanmar  13

–, deforestation  23

N

Nang Rong District project  4
NASA Pathfinder Humid Tropical Deforestation project  34
natural gas  109
nature conservation  163
Near East

–, landscape alteration  11
–, soil quality  97

needs, human  157
neighborhood, interaction  127
Neolithic Revolution  9
net primary production (NPP)

–, used by humans  71
network, hydrographic  50

New Guinea  9
New South Wales  18
New World, colonization  65
New York  25
New Zealand, species extinction  93
nickel  109
Nicobars  112

–, deforestation  113
Nigeria

–, fertilizer use  100
–, Mimosa asperata  77
–, trypanosomias  77
–, urbanization  167

nighttime light  26
Nile River, regulation  109
nitrogen  104, 107

–, fertilization  74
–, use  24

nitrous oxide  84
–, warming strength  85

nonmarket institution  57
Nortern Europe

–, malaria  79
North Africa, soil quality  97
North America

–, agricultural land  24
–, crop production scenario  147
–, deforestation  69
–, desertification pathway  67
–, land cover change, historical  16
–, pasture  25
–, scenarios  146
–, settlement  13

North American Prairies  12
NPK flow  101
NPP  (see net primary production)
nutrient  157

–, cycling  72

O

Oceania, pasture  25
OECD  (see Organization for Economic Cooperation and

Development)
Ogalla aquifer, withdrawal  108
oil  109
oilpalm  15
okra  51
Old World  12
onchocerciasis  77
open pit mining  111
opportunity  66

–, changing  66
orchard  80
organisms, eukayotic  90
organization, social  53, 66

–, changes  66
Organization for Economic Cooperation and Development

(OECD)  47
overexploitation syndrome  65
overhunting  93
overstocking  45
ozone  76

–, depletion  81

P

Pakistan  12
–, tobacco plantation  32

Paleolithic age  9
Panama, deforestation scenarios  146
panda, habitat loss  168
Paraguay, desertification  27
Paraná  91
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parasite, vector-borne  79
park  5
pasture  25, 72

–, conversion to cropland  68
–, definition  24
–, intensification  68

Patagonia, desertification  67
path dependency  8, 130
pathogen, foodborn  107
pathway  65

–, land change  67
pattern

–, land use/ecosystem  113, 114
–, of change  67
–, recognition  131

Patuxent
–, Landscape Model  128
–, watershed  127

peanut  51
Pearl River Delta

–, agriculture, demographic factors  54
–, Economic Open Region  52
–, urban

–, change  52
–, land use  26

peat decomposition  112
Pedro Peixoto colonization project  92
people

–, characteristics  7
–, history  8
–, undernourished  75
–, vulnerability  1

pepper  51
percent correct statistic  131
Peru

–, cropland change  51
–, desertification  27

pesticide  5, 81
–, use, pollinator loss  95

Philippines  13
–, land change, modeling  132
–, species extinction  91
–, tobacco plantation  32

phosphorus  104, 107
–, fertilization  74
–, use  24

pixel  7
–, characteristics  7
–, history  8
–, location  7
–, units  7

plant
–, domestication  9
–, pollinator  95

Plasmodium spp.  78, 157
Plato  9
PoleStar model  139
policy  58, 66, 157, 158, 162, 168, 169

–, barrier  115
–, decision making  166
–, development process  166
–, economic  57
–, effect on ecosystem functions  157
–, entry points for revised/new  162
–, environmental  169
–, failure  58, 65
–, implications  174
–, instruments  168
–, intervention  66, 165, 170
–, land management  163
–, lessons  158
–, macroeconomic  65
–, maker  38, 157, 158, 166, 168–170

–, communication with researchers  166

–, soil degradation  102
–, worldview  165

–, objectives  115, 168
–, process  170

pollination  96
pollinator, loss  95
population

–, assumptions  139
–, change  53
–, coastal  111
–, density  26

–, urban  25
–, growth  53, 54

–, effects  53
–, human, development  9
–, pressure  73
–, rural  25
–, urban, grow  25

Portugal  148
–, scenario  149

potassium  107
poverty  74, 75

–, reduction  163
prairie, North American  12
prawn farm  112
precipitation  114

–, decrease  88
–, extreme event  114

prediction map  131
PRELUDE project  4
pressure  66
primary productivity

–, actual  4
–, availability  10
–, potential  4

problem, environmental  9, 169
process

–, land-surface  1
–, local  1

production, subsidies  158
productivity

–, global net primary, availability  10
–, increase  72

program
–, Indian Remote Sensing (IRS)  34
–, SPOT (Systeme Pour l’Observation de la Terre)  34

project
–, AgroMAPS  19
–, ATEAM  4, 148
–, BIOME 300  3, 10–14, 29, 38
–, BIOME 6000  13
–, EURURALIS  4
–, Global Observation of Forest and Land Cover Dynamics

(GOFC-GOLD)  3
–, GLOBCOVER  35
–, GLOBWETLANDS  30
–, Land-Use/Cover Change (LUCC)  1, 2, 41
–, Nang Rong District  4
–, NASA Pathfinder Humid Tropical Deforestation  34
–, PRELUDE  4
–, Serengeti-Mara ecosystem  4
–, Southeast Asia Land-Use/Cover Change  4
–, Southern Yucatán peninsular region (SYPR)  4
–, TREES  3, 22, 34, 35

property
–, regime  59
–, rights  58

proximate cause  (see cause)
Pseudocercosporella herpotrichoides  102
Punjab  48, 58

Q

QuickBird  35
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R

rainfall decrease  88
ranching  12
rangeland  31

–, management, fire  34
–, modification  34

–, globalization  65
–, overstocking  45

Rapid Land-Cover Change Assessment  29
reforestation  21, 106
region

–, boreal, fires  30
–, tropical, fires  30
–, at risk  67

relief  45
remittance, urban  52
remote sensing  2, 21, 28, 30

–, costs  35
–, limitation  34
–, power  34
–, spatial coverage  38

Renaissance  17
representation, artificial  117
research

–, agenda  1
–, -policy translators  167
–, social-ecological  175

researcher, worldview  165
reservoir  108
resolution, spatial  36
resource

–, consumption  47
–, renewable  77

–, management  135
–, scarcity  66
–, use  58

Revolution
–, agricultural  52
–, Green  16, 39, 48, 52
–, Industrial  9, 17
–, Neolithic  9

Rhine River  111
Rio Grande do Norte  19
Rio Grande do Sul  19, 91
risk

–, disease  77–82
–, malaria  78
–, trypanosomiasis  80

river regulation  108
RIVM  (see Dutch National Institute for Public Health and

Environment)
road, deforestation  63
Rocky Mountains  83
role-playing game  135
Roman

–, Classical Period, climate  83
–, Empire  16

rubber  15, 51
–, plantation, Anopheles dirus  78

runoff  4
Russia  16, 18, 21

–, fire frequency  21, 23
–, forest management  30
–, malaria  79
–, satellites  34

S

Sabah  15
SAGE  (see Center for Sustainability and the Global Environment)
Sahara, extention  89
Sahel  4, 9

–, drought  31

–, region (SALU) model  118
–,-Sudan zone, desertification  31

salinization  12, 108
Salmonella  82
Santa Cruz, Bolivia, deforestation  29
SAR  (see Synthetic Aperture Radar)
Saraswati River  12
Sarawak  15
satellite

–, data  3
–, resolution  36

–, Explorer 6  34
–, imagery

–, costs  35
–, wall-to-wall coverage  35

–, Landsat 1  34
–, Landsat 7  34
–, resolution  34

–, fine  35
–, wall-to-wall  35

–, SPOT  34
savanna

–, data  15
–, decrease  12
–, natural, distinction from pasture  25
–, tropical, fire  34

scale  1–3, 37, 71, 133
–, linking  37
–, multiple  126
–, spatial  11, 123
–, temporal  11

scenario  4, 150
–, Africa, results  141
–, agricultural land  139, 141, 151
–, agriculture  143
–, analysis  137
–, approaches, participatory  153
–, assumptions  138
–, ATEAM  148
–, classification  137
–, continental  138, 141
–, creativity  152, 153, 155
–, credibility  152, 154, 155
–, deforestation  146
–, drivers  139–141,153
–, European  143, 144

–, results  143
–, EURURALIS  143, 147
–, extreme events  153
–, feedbacks  153
–, forest land  142, 143, 152
–, global  138, 139

–, downscaling  147
–, results  139
–, scale  137

–, improvement  152
–, interactive  154
–, IPCC-SRES  143, 147
–, key questions  140
–, land, non-agricultural  153
–, legitimacy  152–154
–, local  145, 150

–, drivers  145
–, findings  151
–, results  146
–, scale  137

–, main findings  150
–, methodological issues  138
–, multi-scale  150, 155

–, results  147
–, qualitative  137
–, quantitative  137, 138

–, model-based  138
–, regional  145, 151
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–, basic questions  145
–, drivers  145
–, findings  151
–, results  146

–, relevance  152–154
–, scope  152, 153
–, socio-economic behavior  155
–, storylines  145, 150
–, transparency  154
–, urban

–, area  140
–, land  151
–, results  147

science
–, land change, link to policy  157
–, plan  117

sediment
–, record  11
–, retention  109

sedimentation rate  4
Senegal

–, desertification  33
–, rainfall  47

sensitivity analysis  117
Serengeti National Park  94
Serengeti-Mara ecosystem (SME)  4, 94
service economy  32
sesame  51
settlement

–, frontier  13
–, urban  21

Shantou, urban change  52
Shenzen, urban change  52
shift, abrupt  64
shifting cultivation  18, 21, 96

–, fire  34
short fallow system  36
Siberia  18

–, deforestation  23
–, fire frequency  23

Singapore  13
sink  4
sleeping sickness  79
SLEUTH model  118, 119, 127, 128, 146
SLUCE project  146
SLUDGE model  125
smallholder

–, concerns  115
–, household  6

SME  (see Serengeti-Mara ecosystem)
smog, photochemical  76
smoke  81
society  7

–, agricultural  52
–, artificial  135
–, economy based  52
–, industrial  32

soil  4, 45, 115
–, acidity  97
–, carbon content  97
–, compaction  98, 111
–, conditions  72
–, degradation  30

–, causes  99
–, chemical  99
–, definition  98
–, global survey  30
–, human-induced  98
–, impacts  102
–, prevention  103
–, productivity loss  102
–, severity  99
–, types  98, 99

–, erosion  9, 30, 82, 98–100

–, hazard  97
–, land-use driven  89

–, function  96
–, nutrient

–, balance  100, 101
–, loss  100

–, organic carbon
–, decomposition  85
–, global density  85
–, global store  86
–, loss  101

–, pollution  99
–, quality  4, 96, 101, 102

–, definition  96
–, improvment  103
–, index  102

–, resilience  97
–, salinization  108
–, shallowness  97

South Africa, settlement  13
South America

–, deforestation  23, 29
–, desertification  27

–, pathway  67
–, fertilizer use  85
–, fire frequency  21
–, land cover change, historical  19, 20
–, malaria  79
–, productivity loss due to soil degradation  102
–, soil quality  97

South Asia
–, dry forests  29
–, forest change  49

Southeast Asia  4
–, agricultural land  24
–, deforestation rate  23
–, dry forests  29
–, forest change  49
–, smallholder  64

Southeast Asia Land-Use/Cover Change project  4
Southern Africa, fire frequency  21
Southern Yucatán  8

–, peninsular region (SYPR) project  4
soybean  19, 51
Spain  110

–, water resources, overexploitation  110
species

–, anopheline  78
–, endangerment, land-use driven  93
–, exotic  95
–, extinction  90, 91

–, first contact  93
–, rates  90, 91, 95

–, invasive  93
–, lifetime  90
–, loss  95
–, number  90
–, sensitive to land-use change  95
–, threatened  93

spider diagram  115
spiral  42
SPOT  (see Systeme Pour l’Observation de la Terre program)
Sri Lanka  13

–, species extinction  93
stakeholder  37, 72, 116

–, integration  39
–, monitoring  37

statistics
–, multi-level  126
–, secondary  5

still waters  109
stone tools  9
structure, human  4
sub-Saharan Africa
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–, desertification  31
–, soil quality  97

subsidy  47
–, perverse  47

subsistence cropland  48
suburbia  5
Sudan  33

–, fertilizer use  100
–, -Sahel zone, family structure  55
–, sleeping sickness  79
–, water use  107

Sudano-Sahelian land-use system  44
suitability map  118
Sulawesi  15
Sumatra  15, 163

–, deforestation  23
–, rate  23

–, demographic factors  53
–, trade-offs  164

Sunderbans Delta  113
surface  4

–, mining  111
–, process, reconstruction  1
–, terrestrial  4

sustainability
–, agronomic  115
–, environmental  157
–, of land-use systems  158

sweet potatoe  51
swidden farming  96
Switzerland  83
syndrome  42, 65, 66, 159

–, overexploitation  65
–, taxonomy  65

Synthetic Aperture Radar (SAR)
–, data  29

Syr-Darya River, regulation  109
Syria, dryland change  49

–, economic factors  50
system

–, cultivated, global extent  71
–, ecological  6
–, history  8
–, human-environment  2, 5, 174

–, vulnerability  2
–, land use  6
–, multi-agent  135
–, non-equilibrium  7
–, non-linear  7
–, short fallow  36
–, social  6
–, societal-ecological  5

Systeme Pour l’Observation de la Terre (SPOT) program  30, 34
–, resolution  34
–, satellites  34
–, VGT  21

T

Tamil Nadu  113
Tanzania  76, 94
Tarim River Basin, desertification, migration-driven  56
taro  51
tax record  3
tea  32
technology  53
teleconnection, biological  83
temperature  83

–, global average rise  82
tenure, insecurity  58
Texas High Plains  83
Thailand  4, 13, 65

–, cropland change, demographic factors  56
–, malaria  78

–, risk  78
–, vector-borne diseases  80

Thames River  111
theory

–, complexity  6, 7
–, disciplinary  6
–, economic  4
–, multiphasic response  6
–, overarching  7

Thomson’s gazelle  94
Thoreau, Henry David  9
Three-Lakes Region, Switzerland  83
threshold  64, 128

–, multiple  64
tillage  101
timber

–, demand  73
–, provision and lack  72

tobacco  32
–, land expansion  32

Tocantins  91
–, deforestation  29

tools  176
topography  4, 45
trace gases  85

–, Holocene records  12
trade

–, barrier  158
–, liberalization  65

trade-offs  113, 157
–, agriculture/forest margin  164
–, analysis  72
–, between human needs and environmental sustainability

158
–, ecosystem goods/ecological degradation  10
–, intended  115
–, quantification  115
–, unintentional  115

trajectory
–, nonequilibrium  33
–, qualitative  67

transition  65
–, concept  68

transportation
–, infrastructure  39
–, model  130

TREES
–, data  23
–, deforestation estimation  36
–, project  3, 22, 34, 35

Tricholoma matsutake  163
trigger

–, biophysical  46
–, event  44
–, force  44

Trypanosoma sp.  79
trypanosomiasis

–, parasite  79
–, risk  80

tsetse fly  79
–, control  80
–, species  79

–, main groups  79

U

U.S. Department of Agriculture  19
Uganda  76, 77

–, Lake Victoria  81
–, Lantana camara  77
–, sleeping sickness  79
–, tobacco plantation  32

UNCCD  (see United Nations Convention to Combat Desertifica-
tion)
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underlying driving force  (see driving force and cause)
United Kingdom, agricultural land  24
United Nations Convention to Combat Desertification (UNCCD)

31, 60
urban

–, area  56
–, change  4

–, cultural factors  62
–, demographic factors  56
–, economic factors  51
–, institutional factors  60
–, technological factors  51

–, growth, scenario  147
–, heat island effect  81
–, land

–, global scenario  140
–, use  26

–, model  118
–, population  25

urbanization  3, 52, 68, 175
–, globalization  65
–, model  128
–, recent changes  25

Uruguay, fertilizer use  100
USA

–, agricultural area  74
–, abandonment  108

–, carbon  86
–, sink  33

–, cities  26
–, Corn Belt  16
–, cropland

–, decreased  74
–, shifting area  13

–, Dust Bowl  16
–, Homestead Act  16
–, impact of land-use change on carbon cycle  86
–, industrial change  52
–, Lyme disease  81
–, malaria  79
–, population growth  53
–, radiative warming  81
–, soil

–, erosion  30
–, organic carbon, loss  101

–, temperature  83
–, water use  107

V

validation  130, 131, 133
–, map  131
–, multiple resolution  131

variable  66
vector

–, breeding habitat  78
–, dengue fever  80
–, diseases  78
–, ecology  78, 80
–, habitats  80
–, malaria  78
–, tsetse fly  79

Venezuela
–, deforestation  23
–, fertilizer use  100

Victoria
–, lake, Uganda  81
–, settlement, South Australia  18

Vietnam  13
–, deforestation  23

Virgin and Idle Lands  18

Visions project  150
Von Thünen model  120
vulnerability  66, 175

W

wall-to-wall coverage  35, 36
warming, global  77
water  157

–, cycle  72, 88, 114
–, human impact  104

–, quality  104, 106, 114
–, resources, distribution  105
–, table, declining  108
–, use, agricultural  104, 107
–, withdrawal  104

waterlogging  108
well-being, human  72
West Africa, people-forest relationships  55
Western Europe

–, cities  26
–, cropland

–, decreased  74
–, shifting area  13

–, in Middle Age  69
Western Han dynasty  13
wetland

–, alteration  29
–, change  30
–, conversion  30
–, drainage  112
–, methane production  84
–, restoration  30

wildebeest
–, migratory  94
–, population  94

Winnipeg  16
Wolong Nature Reserve, China  167, 168
woodland ecosystem  29
world

–, food trade system model  76
–, mesic regions  114

World Census of Agriculture  19
World War II  18
World3 model  121

Y

Yaqui Valley, Mexico  4
Yellow River  13
Yucatán Peninsula  11, 44

–, deforestation  11, 23, 29
–, forests  11

Yunnan, species loss  95

Z

Zambia
–, demographic factors  53
–, dry forest, deforestation  29
–, tobacco plantation  32

zebra  94
Zhuhai, urban change  52
Zimbabwe

–, fertilizer use  100
–, tobacco plantation  32

zone
–, agricultural  42
–, coastal  104
–, temperate  114
–, urban  42
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