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Preface

The period from 1977 to 1981 marked a turning point in the attitude of the pub-
lic health community towards infectious diseases. The last case of smallpox was
identified in 1977. A fatal infectious disease that had once been pandemic had been
eradicated from the planet. There was widespread optimism that we could elimi-
nate or control infectious diseases with the "magic bullets" of vaccines and antibi-
otics. Confident that infectious diseases were no longer a major threat, departments
of epidemiology in schools of public health were turning their attention and real-
locating their resources to chronic disease research.

The first reports of acquired immunodeficiency syndrome (AIDS) appeared in
1981. This new fatal infection quickly became pandemic. The complex nature of
the organism soon dampened our collective optimism about our ability to control
infectious diseases. Other newly identified infections, such as Ebola virus and
Hanta virus, and reemergent infections, such as tuberculosis, reinforced the real-
ization that infectious diseases were not so easily put into a bottle. Funding for re-
search in infectious diseases began to increase, and faculty to study them and teach
related research methods were again in demand.

Faculty in schools of public health found more applicants with an interest in in-
fectious diseases applying to their departments. Enrollments began to grow in
courses on the epidemiology of infectious diseases and additional courses were de-
veloped. Yet there was no textbook on methods for studying the epidemiology of
infectious diseases. Methods developed for studying chronic diseases, such as case-
control studies, and their application to cancer and cardiovascular disease were the
mainstay of most curricula and textbooks. There was no infectious disease corol-
lary, for example, to the volumes entitled Statistical Methods in Cancer Research
(Breslow, 1980; Breslow, 1987). The available textbooks on infectious diseases ad-
dressed the life cycles of the pathogens and the distribution of infectious diseases
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(e.g., Viral Infections of Humans and Bacterial Infections of Humans [Evans and
Kaslow, 1997; Evans, 1991]), or the quantitative methods of transmission simula-
tion (e.g., Infectious Diseases of Humans: Dynamics and Control [Anderson and
May, 1992]). None, however, was appropriate for teaching students in a masters
program in epidemiology how to conduct epidemiologic research on infectious dis-
eases. It is our aim that this book will help fill that gap.

The level of content in this book assumes a familiarity with basic epidemiologic
concepts, such as study design types and sources of error. Thus, this is not an in-
troductory text in epidemiology; it builds on the foundation of those texts.

The complexity of AIDS has brought new challenges to virtually every life sci-
ence, and at least a few people within each of the sciences have gained an interest
in infectious diseases epidemiology. Thus, the diversity of backgrounds has in-
creased among those studying epidemiology. The first section of our book provides
fundamental information to bring each epidemiology student up to a necessary
starting point for studying infectious diseases. For those who are not well ac-
quainted with the biological sciences, there are chapters on the biological concepts
central to infectious diseases and the immune responses to infection. The applica-
tion (and quantification) of biological concepts to disease transmission in popula-
tions is introduced in the chapter on population dynamics. This is followed by a
chapter overviewing study design implications that are generic to infectious dis-
eases. Causal concepts underlie every epidemiologic study. The chapter on causa-
tion provides a historical perspective on the evolution of ideas about the causes of
infectious diseases and their epidemics.

The second section of the book covers sources of data and issues of measurement
for epidemiologic studies of infectious diseases. The chapter on sources of data pro-
vides a description and an assessment of the strengths and weaknesses of various
national data sets. The process of routinely collecting data to monitor trends is de-
scribed in the chapter on disease surveillance. Our ability to identify the presence
of, and to characterize microbes is one of the most rapidly evolving fields in epi-
demiology. The chapter on microbial molecular techniques provides an overview
of the state of the science at the time of the printing of this book. The assessment
of the reliability and validity of these and other measurement tools is discussed in
the chapter on the evaluation of diagnostic criteria.

Infectious diseases can be grouped by type of organism (e.g., viruses, bacteria,
parasites, etc.), symptoms (e.g., respiratory, dermatological, etc.), and mode of
transmission. We have used this latter group of categories to highlight the variety
of methodological concerns that pertain to different infectious organisms. The
chapters in this section focus on research methods that are particular to respirato-
ry, fecal-oral, vector-borne, and sexual transmission. Each of these chapters is de-
signed to provide basic information for a researcher who is new to the study of a
particular transmission type.

In contrast to the third section, which mainly addresses methods in observational
research, the fourth section deals with studies that entail an intervention. The sec-
tion begins with a description of the methods used in outbreak investigations. In-
tervention is implied in studies of outbreaks; they are conducted in order to iden-
tify and modify factors that have caused a cluster of infections. The chapters on
clinical trials and community interventions describe the methods of evaluating in-
terventions aimed at the level of individuals (especially as they relate to pharma-
ceuticals) and the level of communities. Particular attention is given to the evalua-
tion of one type of intervention in the chapter on immunization.
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In the fifth and final section, we include chapters on topics of special interest.
Two of the chapters address research priorities that derive from demographic
trends in the United States. With more people joining the work force, fewer young
children are attended to at home during work hours. The first chapter in this sec-
tion presents research methods for studies of infections in child-care settings. The
American population is also getting older as "baby boomers" near retirement. The
chapter on infections among the elderly describes the biological aspects of infec-
tions among the elderly and their methodological implications. Since the emer-
gence of AIDS is behind much of the renaissance of infectious diseases epidemiol-
ogy, there is much to be said about the study of this infection in addition to the
material presented in the chapter on sexual transmission. The chapter on HIV and
AIDS covers many of the issues. Finally, from a global perspective, infectious dis-
eases are most common in developing countries. For people from developed coun-
tries who are interested in international research, the practical aspects of research
in developing countries are described in the chapter on research collaborations in
developing countries.

This book is only the beginning of all that can be said about epidemiologic re-
search methods for infectious diseases. In many chapters, the reader is referred to
other texts for more information on relevant topics. Our hope is that this book will
complement other texts to better prepare a new generation of researchers.

J.C.T.
Chapel Hill, N.C. D.J.W.
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1

Biological Basis of Infectious
Disease Epidemiology

DAVID J. WEBER and WILLIAM A. RUTALA

When a physician is called to work in a place, his first problem
is to study the hygienic potentialities which affect the state of
health of the inhabitants. It is, in fact, these hygienic conditions
which contribute towards the development and frequency of
some diseases and the improbability and rarity of others, and
which more or less modify the symptoms of every disease.

—Peter Ludwig Panum
Observations made during the epidemic of measles

on the Faroe Islands in the year 1846

An understanding of infectious disease epi-
demiology cannot be distilled to a discussion
of an infectious agent inflicting disease on
susceptible human hosts. Although under-
standing infectious pathogens is important,
other factors involving the host and the en-
vironment contribute to the transmission of
infectious agents, disease production, and
the outcome of an infection. Infection repre-
sents a complex interplay between host fac-
tors, characteristics of the infectious agent,
and environmental influences. This complex
interaction has been modeled as a triangle
(Jackson 1996) (Fig. 1-1), a wheel (Fig. 1-
2, Jackson 1996), a tetrahedron (Fig. 1-3)
(Rothenberg 1990), or a chain (Fig. 1-4)
(Jackson 1996). Regardless of which model
one uses to describe the interaction of hu-
mans with infectious agents and their envi-
ronment, a person's state of health repre-
sents a dynamic equilibrium—a balance of
forces.

This chapter reviews the important biolog-
ic factors relevant to the study of infectious
disease epidemiology. Readers interested in
a more detailed description of the following

topics are referred to several excellent volumes
on basic microbiology (Murray 1999), clin-
ical infectious diseases (Reese 1996, Evans
1997, Evans 1998, Feigin 1998, Mandell
2000), and immunology (Paul 1999). The
Control of Communicable Diseases Manual,
published by the American Public Health
Association, provides a brief description of
the major infectious diseases with an em-
phasis on prevention and control measures
(Chin 2000).

CHAIN OF INFECTION

In order for infection to occur, a chain of
events must take place (Tables 1-1 and 1-
2). First, there must be a susceptible host.
Although people live in a sea of micro-
organisms, they generally stay healthy be-
cause of nonspecific (intrinsic) and specific
host defenses (see Chapter 2). Second, an in-
fectious agent capable of causing infection
must be present. Third, the pathogenic micro-
organism must have a reservoir where it
can propagate (i.e., live, reproduce, and die
in the natural state). Potential reservoirs

3



FOUNDATIONS

Figure 1-1. Triangle model of infectious
diseases.
Source: Adapted from Jackson 1996.

include humans, animals, and the environ-
ment. Fourth, there must be portal of exit
from the reservoir and portal of entry into a
susceptible host. The portals of exit from a
human or animal reservoir are the respira-
tory tract, the genitourinary tract, the gas-
trointestinal tract, skin and mucous mem-
branes, transplacental (i.e., mother to fetus),
and blood. Microbes gain entrance via these
same portals, although blood-borne trans-
mission requires percutaneous injury or
mucous membrane contamination. As illus-
trated in Table 1-1, the route of agent shed-
ding often predicts the portal of entry to the
subsequent host. Some agents only cause
disease when presented to the host by spe-
cific means. Shigella dysentery, which caus-
es severe diarrhea, must be ingested; other
agents such as Staphylococcus aureus can
cause disease via multiple portals of entry,
including respiratory tract (pneumonia),
skin (furuncle), gastrointestinal tract (food
poisoning), and blood (bacteremia). Fifth,
an organism must be transmitted, directly or
indirectly, from one place to another.

TRANSMISSION

Infections may result from either exogenous
flora (i.e., microorganisms having an ani-
mal, human, or environmental reservoir) or
endogenous flora. Endogenous flora may be
either normal commensals of skin, respira-
tory tract, gastrointestinal tract, or genito-
urinary tract or present in relatively inactive
forms within the body (i.e., latent infections).
Endogenous microflora represent a frequent
source of infection when the delicate bal-
ance between agent and host is disturbed
(e.g., by chemotherapy for cancer). Rela-
tively few pathogens are able to evade host
defenses and cause latent infection. The
most common of these are the herpes viruses
(Herpes simplex, Varicella zoster, cytomega-
lovirus, Epstein-Barr virus), human immuno-
deficiency viruses (HIV-1 and HIV-2), My-
cobacterium tuberculosis, and some fungi
(Cryptococcus neoformans, Histoplasma
capsulatum, Blastomyces dermatitidis}.

Transmission generally refers to the mech-
anism by which exogenous pathogens reach

Figure 1-2. Wheel model
of infectious diseases.
Source: Adapted from
Jackson 1996.
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BIOLOGICAL BASIS OF INFECTIOUS DISEASE

Figure 1-3. Tetrahedron
model of infectious diseases.

Source: Adapted from
Rothenberg 1990.

and infect a susceptible host. Transmission
may occur by one or more of four routes:
contact, common vehicle, airborne, or vec-
tor-borne (Tables 1-1 and 1-3). In contact
spread, the host has contact with the source
that is either direct, indirect, or droplet. Di-
rect contact includes such activities as
touching, kissing, and sexual activity. Indi-
rect contact requires an intermediate object,
which is usually inanimate, in the transmis-
sion of the pathogen from the source to the
patient. Droplet spread refers to transmis-

sion by respiratory droplets and requires rel-
ative proximity (<3 feet). Vertical transmis-
sion or transmission from an infected mother
to fetus (i.e., in utero transmission) is con-
sidered either a category of contact trans-
mission or a separate mode of transmission
(see later). Common vehicles may include
the following: ingested water or food, medi-
cal instruments, or infused products such as
blood. Airborne transmission refers to pas-
sage of a pathogen through the air for long
distances. Such pathogens may have a human

Figure 1-4. Chain model
of infectious diseases.
Source: Adapted from

Jackson 1996.
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Table 1-1 Key Terms in Understanding the Cycle of Infection
Infectious Agent Viruses, Bacteria, Fungi, Protozoa, Helminths

Portals of exit

Means of transmission

Portals of entry

Source

Susceptible host

Skin/blood, respiratory secretions, urine, feces, semen/cervical secretions

Contact (direct, indirect, droplet, vertical), common vehicle, airborne, vector-borne

Skin, respiratory tract, gastrointestinal tract, genitourinary tract, in utero
(transplacental)

Human, animal, environment

Specific (B- or T-cell mediated) immunity not present, immune compromised host,
defects in specific and/or nonspecific host defense mechanisms

or environmental reservoir. Vector-borne
spread refers to the transmission of an in-
fectious agent by an arthropod. This trans-
mission may simply be mechanical transfer
of microorganisms on the external ap-
pendages of the vector. Alternatively, the
vector may internalize the agent requiring
subsequent regurgitation, defecation (e.g.,
riduviid bug, which is the vector for Try-
panosoma cruzi, the causative agent of Cha-
gas' disease), or penetration of the skin or
mucosal surface (e.g., mosquito, which is the
vector for Plasmodium vivax, a causative
agent of malaria). Vector-borne infectious
agents, in general, are highly adapted to
their vector host. The infectious agent may
be harbored by the vector without biologic
interaction between the vector and the agent
(e.g., yellow fever virus) or there may be bi-
ologic transmission in which the pathogen
undergoes biologic changes within the vec-
tor (e.g., malaria).

Direct contact between humans may lead
to transmission of an infectious agent via
several mechanisms. Close contact may re-
sult in transmission of external parasites such
as scabies or mites. Exchange of saliva via
kissing may transmit such diseases as mo-
nonucleosis and oral Herpes simplex. Sexu-
al activity is an efficient means for transmit-
ting several diseases such as gonorrhea,
syphilis, and chancroid. Vertical transmis-
sion (i.e., from an infected mother to her
fetus or child) may occur via in utero trans-
mission, at the time of birth via passage
through a contaminated birth canal, or post-
natally via breast milk. In utero transmis-
sion of infectious agents is fortunately un-
common. However, several infectious agents
may be transmitted from an infected mother

to her fetus transplacentally. These include
syphilis, toxoplasmosis, rubella, cytomega-
lovirus, and human immunodeficiency vi-
rus. Other agents may be transmitted to the
fetus by its passage through a contaminated
birth canal, including group B streptococ-
cus, Listeria, Neisseria gonorrhoeae, Chla-
mydia, and various gram-negative bacilli.
Finally, some infectious agents may be trans-
mitted to neonates via breast milk (e.g., HIV).

While some infectious agents are trans-
mitted by only a single route, others may be
transmitted by multiple routes. In general,
the most common diseases transmitted by
sexual activity such as gonorrhea and syph-
ilis have no other significant routes of trans-
mission. Tularemia provides an example of
a disease transmitted by multiple routes.
The causative agent, Francisella tularensis,
may be transmitted from its animal reser-
voirs to human by cutaneous contact with
infected animal products (e.g., rabbit skins),
ingestion of contaminated food or water,
ocular contact with infected animal prod-
ucts, inhalation of dust from contaminated
soil, bites from infected animals such as the
cat or squirrel, and by biting arthopods such
as the wood tick, dog tick, deerfly, or mos-
quito.

In describing the transmission of an infec-
tious agent, vague terms such as person-to-
person, household, horizontal, and intimate
contact should be avoided, as they may in-
clude both physical contact such as hand-
shaking and embracing as well as droplet
spread and contact with recently contami-
nated surfaces.

For some infectious diseases, the route(s)
of transmission remain largely unknown,
such as Helicobacter pylori. Identification

6



Table 1-2 Importance of Understanding the Cycle of Infection for Control of Infectious Diseases
Pathogen

Influenza virus

Polio virus

Rabies virus

Bordetella pertussis

Clostridium tetani

Neisseria
gonorrhoeas

Mycobacterium
tuberculosis

Rickettsia rickettsii

Salmonella typhi

Treponema
pallidum

Cryptosporidium
sp.

Plasmodium
falciparum

Disease

Pneumonia

Polio

Rabies

Whooping cough

Neonatal tetanus

Gonorrhea

Tuberculosis

Rocky Mountain
spotted fever

Enteric fever

Syphilis

Diarrhea

Malaria

Portal of Exit

Respiratory
secretions

Stool

NR

Respiratory
secretions

NR

Genital secretions

Respiratory
secretions

Skin (via tick bite)

Stool

Genital secretions

Stool

Skin (mosquito
bite)

Transmission

Airborne

Contact: Fecal-oral
Common vehicle:

Water

Contact: Animal bite

Droplet

Contact

Sexual

Airborne

Tick-borne

Contact: Fecal-oral
Common vehicle:

Food

Sexual

Contact: Fecal-oral
Common vehicle:

Water; food

Vector (mosquito)

Portal of Entry

Respiratory tract (inhalation)

Gastrointestinal tract
(ingestion)

Skin (animal bite)

Respiratory tract (inhalation)

Skin: umbilical cord (toxin)

Genital tract

Respiratory tract (inhalation)

Skin (via tick bite)

Gastrointestinal tract
(ingestion)

Genital tract

Gastrointestinal tract
(ingestion)

Skin (mosquito bite)

Control

Vaccine, tissue to decrease airborne particles

Vaccine

Immunize cats, dogs; immunize at risk humans;
postexposure prophylaxis for humans after an
animal bite or other exposure

Vaccine; postexposure prophylaxis

Maternal immunization; sterile transection of
umbilical cord

Screening of high-risk and symptomatic persons,
followed by treatment

Contact tracing with treatment; screening with
treatment of latent infection

Prevention and early removal of ticks

Vaccine; separation of fecal waste from water supply;
good hygiene

Screening of high-risk and symptomatic persons,
followed by treatment

Separation of fecal waste from water supply; filter
water supply; pasteurize juice

Mosquito spraying; reduce mosquito bites (netting,
insect repellant); antimalarial prophylaxis

NR, not relevant for humans.



Table 1-3 Mechanisms of Disease Transmission, Examples
Airborne Direct Indirect Droplet Vertical Vector-Borne Common Vehicle

Influenza HIV (sexual) Papilloma virus (warts via Rhinovirus HIV Eastern equine encephalitis Hepatitis A (food)
contaminated surfaces) (mosquito)

Measles Rabies (via bite) Hepatitis B (via needle Pertussis Rubella Rocky Mountain spotted fever Salmonellosis (food, water)
sharing) (tick)

Tuberculosis Gonorrhea (sexual) Clostridium difficile Meningococcal Syphilis Lyme disease (tick) Cryptosporidiosis (food, water)
infection

Cryptococcosis Syphilis (sexual) Toxoplasmosis Malaria (mosquito)
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of the route of transmission from the source
to the host may provide crucial information
for designing control measures.

UNDERSTANDING A PATHOGEN'S
LIFE CYCLE

Understanding the life cycle of pathogens is
crucial to developing an appropriate study
or intervention strategy. Prior to describing
the various possible life cycles several key
terms must be defined. The reservoir is the
niche which the pathogen normally inhabits
(i.e., where it lives, reproduces). Reservoirs
of human infection may be humans, ani-
mals, insects, or the environment. The source
is the means by which the pathogen is di-
rectly transmitted to humans. Sources may
be animate or inanimate and may include
other humans, animals, insects, food or water,
medications, or medical devices. The reser-
voir and the source may be identical (e.g., as
with most sexually transmitted agents) or
different. For example, the reservoir of Sal-
monella typhi is always humans, but sources
of infection are usually contaminated food
or water. The reservoir of Salmonella enter-
itidis is animals, but like S. typhi they usual-
ly pass to humans via contaminated food or
water. However, S. enteritidis may be trans-

mitted by direct contact with infected ani-
mals such as turtles. Within the life cycle of
a pathogen, humans may serve as an essential
link (e.g., most sexually transmitted agents,
Mycobacterium tuberculosis, or Plasmodium
vivax [malarial) or may represent a dead end
host, in which case human infection is acci-
dental (e.g., rabies, Eastern equine encephali-
tis, tetanus).

Interrupting the life cycle of a pathogen is
often an effective means to control the dis-
ease (Table 1-4). In general, one may inter-
rupt the life cycle at multiple points. How
best to intervene depends on many factors
including the effectiveness of the planned in-
tervention strategies, immediate benefits to
infected humans, cost, rapidity with which
the intervention will reduce infection and/or
disease incidence, and environmental con-
cerns. One can use schistosomiasis as an ex-
ample of the importance of understanding
the life cycle for guiding intervention strate-
gies. The life cycle of Schistosoma spp. is
complex. Humans pass eggs via the stool or
urine. These eggs hatch into miracidia when
exposed to fresh water and seek out a snail
intermediate host. Following a developmen-
tal stage in the snail, cercaria are released
into the water where they seek out a human
host and initiate infection by penetrating

Table 1-4 Possible Life Cycles of Pathogens
Life Cycle Examples

Human Human

Human Environment Human

Human Arthropod Human

Human Animal Human

Human Animal Animal Human

Environment
Human (accidental)

Animal Animal
Human (accidental)

Animal Environment Animal
Human (accidental)

Animal Arthropod Animal
Human (accidental)

Treponema pallidum (syphilis), Neisseria gonorrhoeae (gonorrhea),
Mycobacterium tuberculosis (tuberculosis)

Ascaris lumbricoides (roundworm), (whipworm)

Plasmodium vivax (intermediate host, mosquitoes) (malaria),
Dengue virus (breakbone fever)

Schistosoma spp. (intermediate host, snails} (schistosomiasis)

Paragonimus westermani (intermediate hosts, snails and then crabs
or crayfish)

Sporothrix schenckii (sporotrichosis, rose pruner's disease),
Coccidioides immitis (coccidioidomycosis, valley fever)

Rabies virus (rabies), Pasteurella multocida (pasteurellosis)

Cryptosporidium sp., Toxoplasma gondii (toxoplasmosis)

Rickettsia rickettsii (intermediate host, ticks) (Rocky Mountain
spotted fever), Eastern equine encephalitis (intermediate hosts,
mosquitoes) (arboviral encephalitis)

9
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the skin. The life cycle of this pathogen can
be interrupted by treating infected humans
thereby eliminating the pathogen, by pro-
viding safe sewage disposal thereby prevent-
ing the eggs from hatching and/or the mira-
cidia from reaching their snail host, by
eliminating the host snails (e.g., via the use
of molluscacides, introduction of predators,
elimination of snail habitat), or by provid-
ing safe water for drinking and bathing
thereby preventing the cercaria from finding
a human host and initiating infection.

Several epidemiologic tools may be useful
in guiding the decision on where to inter-
vene to interrupt the life cycle of a pathogen
including modeling disease transmission, de-
cision analysis, and cost-effectiveness analy-
sis. In general, interventions that do not rely
on volitional changes in human behavior
(e.g., mosquito control) are likely to be more
successful than interventions requiring be-
havior modification (e.g., condom use for
sexually transmitted disease prevention).

THE KEY TRIANGLE

As stated earlier, infection results from a
complex interaction of the host, the agent,
and the environment. Infectious disease epi-
demiologists must understand these factors
and assess their individual importance in the
transmission of specific infectious diseases
(Table 1-5).

THE HOST

Humans are simultaneously dependent on
and threatened by the microorganisms that
surround them. Host factors often dictate
which individuals exposed to an infectious
agent will become infected, develop disease,
resolve the infection, or die as a result of in-
fection.

Characterization of Host Defenses

Host resistance may be divided into specific
and nonspecific immunity. Specific immune
mechanisms include humoral (antibodies) and
cell-mediated immunity (see Chapter 2). Non-
specific host defense mechanisms include the
skin and mucous membranes, which provide

barrier protection; the mucous membranes,
which secrete destructive enzymes such as
lysozyme, immunoglobulins, and other com-
pounds with antimicrobial properties; the
complement system, a protein cascade, which
leads to initiation of the inflammatory re-
sponse, clearance of immune complexes, op-
sonization of microorganisms, and killing of
certain gram-negative bacilli; leukocytes,
which are granulocytic white blood cells ca-
pable of phagocytosis and killing of micro-
organisms; cytokines (e.g., interleukins 1 and
2, tumor necrosis factor, interferons), which
are able to induce fever, T- and B-cell prolif-
eration, immunoglobulin synthesis, and to
interfere with viral synthesis.

Defects of host defenses are a major pre-
disposing factor for infection. Specific de-
fects are often associated with specific in-
fectious agents (Table 1-6). Host defense
abnormalities may be congenital (e.g., sickle
cell anemia), acquired (e.g., Hodgkin's dis-
ease, malnutrition), or due to an infectious
agent (e.g., human immunodeficiency virus).
latrogenic breaches of morphologic integri-
ty, such as the placement of an intravenous
catheter for medications, are a major cause
of hospital-acquired infections.

Immunosuppression due to medication is
increasingly common owing to the increase
of solid organ transplantation (e.g., heart,
lung, kidney) that requires the administra-
tion of immunosuppressive medications to
prevent rejection of the "foreign" organ,
and more aggressive chemotherapy for ma-
lignant tumors. The risk of infection devel-
oping in an immunocompromised patient is
a result of an interaction between two major
factors: the patient's exposure to pathogens
and the patient's net state of immunosup-
pression. Factors influencing the exposure to
pathogens include other persons (especially
important are children), pets, occupational
exposures, travel exposure, and habits (e.g.,
swimming, hiking, fishing, hunting, camp-
ing). Factors influencing the net state of im-
munosuppression include the underlying
disease; the effects of therapy; the presence
or absence of granulocytopenia (i.e., <1000
granulocytic white blood cells); presence or
absence of injury to the primary host defense



Table 1-5 Understanding the Key Triangle: Host, Pathogen, and Environment
Host Factors Environmental Factors

Intrinsic Factors Behavior Factors/Extrinsic Factors Pathogen Factor Physical Environment Social Environment

Age Habits (smoking, alcohol consumption, drug use) Pathogenicity Urban vs. rural Sexual network

Gender Diet Infectivity Tropical vs. temperate Crowding

Race Sexual activities Infective dose Climate Medical availability

Genetic makeup Occupation Immunogenicity Remoteness Education

Physiology Recreational activities Evasiveness Vector presence Public health resources

Immune responsiveness Animal exposure Environmental stability
Chemotherapy
Immunosuppressive medications
Immunizations
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Table 1-6 Impact of Specific Host Defense Abnormalities

Host Defense

Skin

Skin

Skin

Gastric acid

Genital mucosa

Neutrophils

Complement

Spleen

Immunoglobulin (IgG)

Cell-mediated immunity

Cell-mediated immunity

Cell-mediated immunity

Defect

Disruption (e.g., wound)

Disruption (e.g., wound)

Disruption (e.g., wound)

Achlorhydria

Disruption (e.g., from
sexually transmitted
disease)

Neutropenia

Deficient levels (late
components)

Splenectomy

Deficient levels

Underlying disease (HIV),
immunosuppressive
medications

Underlying disease (HIV),
immunosuppressive
medications

Underlying disease (HIV),

Pathogens with
Increased Incidence

Streptococcus pyogenes

Staphylococcus aureus

Clostridium tetani

Salmonella sp.

HIV

Staphylococcus aureus
Gram-negative bacilli

Neisseria sp.
infections

Streptococcus
pneumoniae

Streptococcus
pneumoniae

Mycobacterium
tuberculosis

Pneumocystis carinii

Listeria monocytogenes

Disease(s)

Cellulitis

Cellulitis, furuncle,
abscess

Tetanus

Enteric fever

AIDS

Sepsis
Sepsis

Sepsis

Sepsis

Sepsis

Tuberculosis

Pneumonia

Listeriosis
immunosuppressive
medications

barrier to infection, the intact mucocutaneous
surfaces; metabolic factors such as state of
nutrition; and the immunomodulating effects
of certain microbial invaders, particularly
viruses (Kontoyiannis 1995). The latter in-
cludes cytomegalovirus, Epstein-Barr virus,
hepatitis viruses, HIV, Capnocytophaga,
Plasmodium spp., and Histoplasma capsula-
tum. The chronic administration of immuno-
suppressive medications not only increases
the incidence and severity of acute infection,
but also results in chronic, progressive dis-
ease of a form essentially unknown in nor-
mal hosts even though the invading micro-
organisms are common in all populations.

Age
Age is an important predictor of disease in-
cidence for two major reasons: First, ex-
posure is often highly related to age. Figure
1-5 displays the age distribution by gender

of the human immunodeficiecy virus (HIV)
infection. As with other sexually transmit-
ted diseases, the age-specific incidence peaks
between 20 and 40 years of age. A small
peak is apparent in childhood correspon-
ding to vertically (mother-to-child) trans-
mitted cases. Although this disease is more
prevalent in males in some countries due to
the initial association with unsafe sexual
practices by gay men, the incidence in male
and female children who acquire infection
from their infected mothers is equal. Sec-
ond, immunity to disease is highly correlat-
ed with age (see Chapter 2). In general, both
extremes of age have a higher incidence of
infectious diseases. Young children are par-
tially protected against acquiring many in-
fectious agents by maternally derived anti-
body transferred via the placenta. However,
this immunity wanes over 6 to 15 months.
The relationship between young age and in-
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Figure 1-5. HIV infection cases by sex and age at diagnosis.
Source: Adapted from CDC 1999.

fection is clearly illustrated by the classic
childhood exanthems; measles, rubella, and
varicella (chickenpox). These viral infections
occur predominantly in young children who
lack immunity and are exposed to infected
peers. Older individuals are more likely im-
mune and less likely to become exposed.
Older individuals have a higher frequency of
infectious diseases due to comorbid states
(e.g., diabetes), waning immunity, longer
exposure time for latent infections (e.g., tu-
berculosis), and altered immune state. Tuber-
culosis is an example of a disease dramatical-
ly more frequent among older persons (Fig.
1-6). In describing the relationship between
age and disease incidence it is important that
age-specific incidence rates be calculated.

The relationship between age and infec-
tion is not always simple. For example, age
enters into both the incidence of bacterial
meningitis and the relative contribution of
different organisms at different ages (Schu-
chat 1997, Wenger 1990). Young children
have both a higher incidence of bacterial
meningitis and a different set of pathogens.
Neonatal meningitis is most commonly due
to group B streptococcus, E. coli, and Liste-
ria. Meningitis among older children and
adults is most commonly due to Streptococ-
cus pneumoniae and Neisseria meningitidis.

This evolution of relative risk represents
poorly understood interactions between im-
munity, exposure, and associated medical
conditions.

Age also affects the outcome of infection,
as exemplified by the common childhood
viral illnesses of the past. Measles, varicella
(Wharton 1996), mumps, and hepatitis A
are more likely to cause significant morbid-
ity with increased age of acquisition. The
age-specific incidence of Rocky Mountain
spotted fever and case-fatality rate illustrate
the important point that age-specific inci-
dence and age-specific mortality may not be
colinear (Bernard 1982). The highest inci-
dence of Rocky Mountain spotted fever is
among older children and younger adults
but the highest mortality is among older
adults. Again, in general, individuals at the
extremes of life tend to have a higher case fa-
tality rate (i.e., proportion of persons dying
as a function of all persons infected).

The use of vaccines and other interven-
tions may significantly alter the age-specific
incidence of disease. The introduction of
pertussis vaccine has resulted in less disease
in younger individuals but a relatively in-
creased frequency of disease in young adults.
Immunization may substitute a generally
benign childhood illness for disease with sig-
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Figure 1-6. Tuberculosis case rates per 100,000 population by race/ethnicity, sex, and age: Unit-
ed States, 1997.
Source: Adapted from Centers for Disease Control and Prevention. Reported Tuberculosis
in the United States 1997.

nificant sequelae among a susceptible older
population with waning vaccine associated
immunity. This issue needs to be considered
as newer vaccines such as varicella and hep-
atitis A are introduced.

Although age is commonly considered a
risk factor for infectious disease acquisition
and/or morbidity, age may merely serve as a
marker for the presence of physiologic fac-
tors causally related to disease acquisition.
For example, Saviteer and colleagues (1988)
showed that the incidence of hospital ac-
quired pneumonia increased with age. How-
ever, careful investigations of some infec-
tious diseases has revealed that age per se
was not associated with an increased inci-
dence of infection but rather older individ-
uals were more likely to have risk factors
associated with disease acquisition. For ex-
ample, Hanson and colleagues (1992) de-
monstrated that when all the important risk
factors for nosocomial pneumonia were as-
sessed, age was not an independent risk fac-
tor; rather the higher incidence in the elder-
ly was due to a greater frequency of risk

factors (e.g., smoking, chronic lung disease,
decreased mental status). Increasingly, we
are coming to realize that physiologic age,
not chronologic age, is the important pre-
dictor of infection risk.

Gender
Almost all infectious diseases occur more
frequently among individuals of one sex ver-
sus the other. Sex-specific differences in dis-
ease frequency may represent differences in
exposure, anatomy and physiology, or as yet
unknown factors. Diseases related to out-
of-doors exposures such as the tick-trans-
mitted diseases Rocky Mountain spotted
fever and tularemia are more common in
males than females. While anatomy obvi-
ously dictates the risk of pelvic inflammato-
ry disease and epididymitis caused by Neis-
seria gonorrhoeae, disseminated gonorrhea
is more common in women, perhaps be-
cause of prolonged asymptomatic infection
or because local defenses in the female gen-
ital tract are not as effective in containing in-
fection to local tissues.
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Acquisition of schistosomiasis, a parasitic
infection harbored by snails, is related to
exposure to contaminated water. Cultural
dicta may govern exposure, since such tasks
as gathering water for cooking and drink-
ing, laundering of clothing, harvesting rice,
and fishing may be gender-specific.

In some cases the reason for sex differ-
ences is unclear. Thus the incidence of tu-
berculous diseases is similar in men and
women up to age 24, but thereafter men are
increasingly likely to develop tuberculosis
mainly as a result of reactivation (Fig. 1-6).
Whether this represents a cohort effect with
differential exposure in the distant past or a
more significant waning of immune surveil-
lance (i.e., ability of host defenses to contain
viable tubercule bacilli within local granulo-
ma) among men is unclear. Patterns of tu-
berculosis in populations also demonstrate
that various host factors can act independ-
ently as risk factors. Independent risk fac-
tors for tuberculosis include older age, male
sex, and nonwhite race (Fig. 1-6).

Ethnicity
Although the incidence of many infectious
diseases is greater among certain races or
ethnic groups, these differences are often
explained by differences in socioeconomic
status that dictate differences in exposure,
immunity, and access to medical care, in-
cluding vaccines. Selective pressures brought
on by centuries of exposure may explain the
relative resistance of Caucasians to tubercu-
losis and Africans to malaria. Certain genet-
ic traits that may enhance or retard the ac-
quisition of infectious agents may be more
prevalent in certain ethnic groups (see be-
low). Different immune response gene hap-
lotypes may be present in different ethnic
groups and affect the susceptibility to infec-
tious agents.

Genetics
The relationship between heredity and in-
fectious disease susceptibility and patho-
physiology is also complex. Genetic traits
may result in reduced or enhanced suscepti-

bility to infection or disease if infected. Ter-
minal complement deficiencies (C5, C6, C7,
or C8), for instance, may predispose to re-
current infection with Neisseria gonorrhoeae
and N. meningitidis (Lokki 1995). Individ-
uals who lack both Duffy blood group anti-
gens (a and b) are resistant to Plasmodium
vivax malaria, since these antigens are re-
quired for attachment of the agent (Hadley
1997). Other genetically acquired disorders
may present with seemingly unrelated man-
ifestations yet have an altered risk of devel-
oping disease. Individuals with sickle cell
trait (heterozygotes) have less severe infec-
tions with Plasmodium falciparum (Gendrel
1991) malaria, but persons with sickle cell
disease (homozygotes) are at higher risk of
serious infections due to Streptococcus
pneumoniae and Haemophilus influenzae
(Onwubalili 1983). Growing evidence sug-
gests an association between certain histo-
compatibility antigen classes and increased
risk for tuberculosis, paralytic poliomyelitis,
leprosy, and chronic hepatitis B antigene-
mia. The gene, HLA B27, has been strongly
linked to reactive arthropathy following
certain gastrointestinal infections (Gonzalez
1999).

Physiology
Besides age, gender, and ethnicity, the dy-
namic equilibrium represented by health sta-
tus may be tipped by both subtle and not so
subtle influences. Diabetics are at increased
risk for respiratory, urinary tract, and skin
infections (Joshi 1999). They have a higher
frequency of infections with group B strep-
tococcus, Salmonella enteritidis (gastroen-
teritis), Mycobacterium tuberculosis (pneu-
monia), Candida sp. (infections of the vagina
and mouth), Pseudomonas aeruginosa (ag-
gressive infections of the outer ear canal
with invasion of adjacent bone), and Mucor
(invasive fungal infection of the paranasal si-
nuses) when ketoacidosis is present. Subtle
body temperature differences may ordain
the site of agent replication and disease
manifestations. Heat sensitivity limits lep-
rosy caused by Mycobacterium leprae to the
skin and nasal mucosal membrane. Indeed,
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inducement of fever by infecting the host
with malaria has been used with variable
success in the therapy of tertiary syphilis and
Lyme disease.

Diet and Nutrition
Specific dietary habits may influence the
host's risk of infection. Diphyllobothrium
latum or fish tapeworm, for instance, occurs
only in individuals who ingest raw or un-
dercooked fish (Ruttenber 1984). Other in-
fections are endemic but may be more com-
mon in persons eating certain foods. For
example, ingestion of raw shellfish is associ-
ated with several infections including hepa-
titis A and viral gastroenteritis (Wanke
1987); Mycobacterium bovis infection is as-
sociated with ingestion of unpasteurized
cow's milk in lesser developed countries
(Cosivi 1998); and brucellosis is associated
with ingestion of unpasteurized cheese made
from goat's milk (Young 1983).

Good nutritional status is critical to the
maintenance of good health. Malnutrition
contributes significantly to infectious disease-
related morbidity in developing countries.
Only recently has malnourishment been rec-
ognized as a contributing cause of postoper-
ative sepsis and death. Vitamin A deficiency
may impair maturation of T lymphocytes,
diminish secretory immune responses to
polysaccharide antigens, diminish comple-
ment activity, and impair the antimicrobial
action of phagocytic cells leading to in-
creased morbidity due to measles (Semba
1994). Zinc deficiency has been linked to an
increased risk of diarrhea, pneumonia, and
malaria (Black 1998).

Intercurrent or Preexisting Infections
Certain infections occur more frequently or
even exclusively in hosts who are recovering
from or currently infected with another in-
fectious agent. Viral infections of the upper
respiratory tract may damage the mucous
membranes with destruction of the cilia-
bearing epithelial cells resulting in an in-
creased risk of pneumonia caused by two
common respiratory pathogens, Streptococ-
cus pneumoniae or Staphylococcus aureus.

Schistosoma haematobium, a fluke that
causes urinary bladder wall abnormalities,
predisposes the host to other urinary tract
infections including those with Salmonella,
an unusual urinary tract pathogen (Lamber-
tucci 1998). Hepatitis delta agent replica-
tion is dependent on a simultaneous infec-
tion with hepatitis B virus that provides the
delta agent with its surface antigen coat
(Taylor 1999). Without concomitant hepa-
titis B replication, the delta agent cannot
replicate or cause disease.

Human Behavior
The host's actions are not always in his or
her best interest. Neonatal tetanus may re-
sult from cord contamination of the umbili-
cal stump due to use of nonsterile instru-
ments to cut the cord (Gurkan 1999) or
placing materials such as "ghee" (clarified
butter) on an umbilical wound (Bennett
1999). Customs including circumcision,
scarification, ear piercing, and tattooing may
lead to tetanus unless appropriate sterile
techniques are used (Sow 1993). Smoking
induces airway inflammation and signifi-
cantly predisposes to both upper and lower
respiratory tract disease. Smoking is one of
the major risk factors for chronic bronchi-
tis (Niroumand 1998), and environmental
smoke (passive smoking) is an important
risk factor for upper respiratory tract infec-
tions in children (Gryczynska 1999, Hajnal
1999). A wide spectrum of viral (e.g., HIV,
hepatitis B, C, D), bacterial (e.g., endocardi-
tis due to Staphylococcus aureus or cellulitis
due to group A streptococci), and fungal
(e.g., endocarditis due to Candida sp.) in-
fections complicate injecting drug use (Con-
toreggi 1998). Even mundane activities such
as maintaining proper hygiene, careful trim-
ming of toe nails, and appropriate care of
contact lenses are important in reducing the
host's risk of infection.

Human activities are the only significant
risk factors for sexually transmitted dis-
eases. Factors associated with an increased
risk of sexually transmitted diseases (includ-
ing HIV infection) include such activities as
multiple partners, failure to use condoms,
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exchange of sex for money, and receptive
anal intercourse. Behavioral interventions
are therefore crucial to the control of these
infections.

AGENT

Classification

Infectious agents range from self-replicating
proteinaceous materials (prions), to sub-
viral particles (the viroid/virusoid-like delta
hepatitis agent), viruses, bacteria (including
Chlamydia, Rickettsia, and Mycoplasma),
fungi (yeast and molds), protozoans, hel-
minths (flukes, worms), and ectoparasites
(lice, fleas, mites, bedbugs, and ticks). De-
tailed classification is based on morphology,
growth requirements, antigenic character,
and, increasingly, nucleic acid organization
and sequence. When new syndromes or new
agents are recognized, hypothesis genera-
tion is based on the characteristics of well-
recognized disease processes or agents. Im-
portant clues regarding route of transmission,
pathophysiology, treatment, laboratory di-
agnosis (antigenicity, immune response, cul-
ture techniques, nucleic acid sequence), po-
tential role of vectors and/or reservoirs, and
control measures may be surmised. For ex-
ample, initial investigation and public health
recommendations for the illness in the South-
west United States caused by a Hantaan
virus-like agent were based on knowledge
about other similar viral infections.

Intrinsic characteristics of the agent
Each infectious agent has intrinsic charac-
teristics that may dictate host range, mode
of transmission, and ability to produce dis-
ease that are independent of any host inter-
action. Such basic considerations include
size, requirements for replication (intracel-
lular versus extracellular, nutrients), as well
as temperature, humidity, and pH tolerance.
Susceptibility to temperature, detergents,
and desiccants varies widely and obviously
influences potential modes of transmission.
While N. gonorrhoeae and HIV do not sur-
vive for prolonged periods outside the host,
the spores of Bacillus anthracis, the agent

causing anthrax, can survive in soil for years
and Clostridium botulinum spores can en-
dure boiling for hours.

Agents produce substances that either
help avert host defenses mechanisms or di-
rectly cause disease manifestations. Toxins
are responsible for the symptoms experi-
enced with diphtheria, tetanus, scarlet fever,
and some types of food poisoning including
Clostridia botulinum, Clostridia perfringes,
and Staphylococcus aureus. Diphtheria toxin
production requires the agent to possess a
lysogenic phage that encodes the toxin. Vac-
cines directed at toxin-produced diseases
generally comprise inactivated toxin stimu-
lating a protective immune response. Serious
host injury may result from the circulating
toxins produced by Staphylococcus aureus
(Staphylococcal toxic shock syndrome) or
group A Streptococcus pyogenes (streptococ-
cal toxic shock syndrome) that function as
super-antigens (Stevens 1996, Manders 1998),
and the effects of local toxins on the colonic
mucosa produced by Clostridium difficile
(necrotizing enterocolitis) (Taege 1999).

Other agents synthesize and secrete one or
more substances that aid in the survival of
the agent or combine to produce pathologic
changes. Enzymes may be produced that de-
stroy red and white blood cells (hemolysins
and leukocidins, respectively), disrupt con-
nective tissue (hyaluronidase, collagenase),
cleave nucleic acids (nuclease), avert killing
of the agent by leukocytes (catalase), or stim-
ulate either clot formation or lysis (coagu-
lase and streptokinase, respectively). Non-
enzymatic products such as siderophores,
which scavenge for iron, allow the agent to
compete in the host environment.

Other structural components of the agent
also contribute to pathogenicity. Motility,
for instance, may be an important factor in
infection and disease production. The pres-
ence of a polysaccharide capsule may help
the agent avoid phagocytosis. Fingerlike
projections on bacterial surfaces called fim-
briae may enhance the adherence of the bac-
teria to host membranes (e.g., E. coli strains
causing urinary tract infections). Endotox-
ins refer to the integral lipopolysaccharide
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component of certain bacterial cell walls
that can trigger a complex series of cascades
including complement activation, alteration
in vascular tone and permeability, as well as
coagulation and fibrinolysis producing fever,
inflammation, and sometimes shock.

Susceptibility to available antibiotics may
be genetically determined. Unfortunately,
selection pressures, mutations, genetic re-
combination, and plasmid exchange be-
tween bacteria have lead to resistance to an-
tibiotics. Antibiotic resistance may result
from production of enzymes that degrade
the antibiotics, altered cell surface perme-
ability, enhanced efflux pumps, or alteration
in the antibiotic target sites, which reduces
or prevents binding (Hawkey 1998, Gold
1996). The growing tide of antibiotic resist-
ance among the most common community-
and hospital-acquired microorganisms is
alarming and carries potentially grave pub-
lic health consequences (Hawkey 1998, Ger-
berding 1999, Virk 2000).

Thus mere identification of an agent by
genus and species may inadequately define
the pathogen without additional description
of serotype, genotype, phenotype, phage
type, toxin production, or antibiotic resist-
ance pattern. Staphylococcus aureus may
produce an array of distinct clinical presen-
tations, from local skin infections to food
poisoning, endocarditis, toxic shock syn-
drome, depending on the location of infec-
tion and production of specific virulence
factors.

Extrinsic characteristics of the agent
The host agent relationship may be symbi-
otic, commensal, or parasitic depending on
the agent, the host, the environment, and
the circumstances. Escherichia coli, for in-
stance, may be commensal in the vaginal
tract, may establish a symbiotic relationship
in the gastrointestinal tract synthesizing vi-
tamin K, but may be parasitic in the urinary
and respiratory tracts.

Certain characteristics of the agent are
best described in relationship to a specific
host. The identical strain of Streptococcus
pneumoniae, for instance, may pose vastly
different consequences in mice and humans,

for instance. Host specificity refers to limit-
ed host range of some agents. Salmonella
typhi has a predilection for humans, while
S. dublin infects predominantly cattle. Clos-
tridia botulinum types A, B, E, and F may
cause human disease, whereas types C and
D infect other animals. Smallpox, hepatitis
B, polio, and measles are examples of dis-
eases whose causative agents exclusively in-
fect humans.

Several terms define the interaction be-
tween agent and host. Infection and infec-
tivity refers to the ability of the agent to in-
vade and multiply in a host. The infective
dose refers to the theoretical number of or-
ganisms required to establish an infection in
a group of hosts of the same species. Even
such a seemingly simplistic concept is com-
plicated by the multitude of host and agent
factors discussed previously as well as mode
of transmission. The infective dose of Staphy-
lococcus aureus, for example, is dependent
on the virulence factors produced. Even a
virulent organism presents variable risks
when presented to intact skin, a clean
wound, a clean wound with a foreign body
(suture), a necrotic wound, the respiratory
tract, or the bloodstream. In the laboratory,
infective dose is described by the minimum
number of agents required to cause infection
in 50% of hosts ( I D 5 0 ) . Stomach acidity ad-
versely affects the survival of some bacteria
(Salmonella) more than others (Shigella).
Thus neutralization of gastric acid by dis-
ease, medication, or diet may affect on the
host's susceptibility to Salmonella more than
Shigella. From a practical standpoint, a
gauge of infectivity is estimated by the sec-
ondary attack rate—the proportion of ex-
posed susceptible hosts who develop dis-
ease. Infectivity represents a continuous
spectrum from measles and chickenpox,
which are highly infectious, to rubella and
the common cold, which are of intermediate
infectivity, and tuberculosis, leprosy, and
Creutzfeldt-Jakob disease, which are of low
infectivity.

Clinical presentation may (tuberculosis,
syphilis, Herpes simplex) or may not (hepa-
titis A, Salmonella, polio) influence infectiv-
ity. The number, size, and degree of inflam-
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mation and healing of syphilis and H. sim-
plex genital ulcers presumably influence the
level of infectivity. Severity of illness, how-
ever, does not alter the risk of transmission
of such infectious agents as hepatitis C or
polio.

Colonization is the persistence, often with
multiplication, of an agent on a mucosal
surface without an apparent host reaction.
Contamination, on the other hand, general-
ly refers to the presence of an agent on the
surface of the body or an inanimate object
(i.e., fomite) such as an eating utensil, toy, or
handkerchief that may serve as a source of
infection. While the distinction between in-
fection and colonization or contamination
is important, it is not always simple. Intu-
bated patients on a respirator often develop
colonization of their upper respiratory tract
with gram-negative organisms that are also
the most common cause of lower respirato-
ry tract disease. Identification of these or-
ganisms in respiratory secretions is not syn-
onymous with infection and disease.

Pathogenicity represents the proportion
of infections that result in clinically appar-
ent infection or disease. Again, host factors,
infecting dose, route of transmission con-
tribute to this continuous spectrum. Highly
pathogenic agents include rabies, measles,
chickenpox, and the common cold while
polio and tuberculosis are of low patho-
genicity.

Virulence can be conceptualized as the
proportion of clinically apparent cases re-
sulting in significant clinical manifestations.
Measurement might include days absent
from work/school, specific sequelae, or mor-
tality referred to as case fatality rate. When
death is used as the measurement of viru-
lence, the difference between pathogenicity
and virulence becomes apparent. Rabies is
both highly pathogenic and virulent; the com-
mon cold is highly pathogenic but rarely vir-
ulent, and poliovirus might be classified as
moderately virulent despite having a low
pathogenicity.

The pathogenesis or mechanism by which
an agent causes disease is often multifactor-
ial but may include: (1) direct tissue invasion,
(2) induction of an inflammatory response,

(3) direct cellular destruction, (4) toxin pro-
duction, (5) immune perturbation, hypersen-
sitivity, or allergic reaction (post Strepococ-
cal glomerulonephritis, dengue hemorrhagic
fever), (6) immune suppression, and (7) ob-
struction or mass effect.

The characteristics of the agent, the host,
and the environment interact in a complex
manner to determine the natural history of
an infectious disease. This interaction deter-
mines the latent period, incubation time,
and period of infectivity.

ENVIRONMENTAL FACTORS

The "environment" encompasses all areas
in which the host and agent interact. This
milieu has been categorized into three areas:
physical, describing the geography and the
climate; biologic, made up of plants, ani-
mals, and other life forms; and socioeco-
nomic, which describes the interactions of
host species. Such classification oversimpli-
fies the identification and the characteriza-
tion of the complex interplay of environ-
mental factors.

As discussed previously, the environment
modifies or dictates host, agent, reservoir
and vector ranges, and behaviors. In this
current age of jet travel, bodies of water,
mountain ranges, and deserts no longer rep-
resent barriers to the dissemination of plants,
animals, microbes, or disease. Influenza has
caused pandemics spreading around the
globe during a single season. Plants and ani-
mals may be transported either inadvertent-
ly (rodents, insects) or purposefully (kudzu,
tropical fish) from indigenous areas to loca-
tions without natural predators, disease, or
competition for food, allowing for unre-
stricted spread. Humans may also change
their environment through travel or directly
such as deforestation, building water reser-
voirs, or introducing new fauna or flora to
their surroundings. Many of the recently
recognized human pathogens have been as-
sociated with changes to our environment.

Temperature (average and range), humid-
ity, precipitation, as well as altitude and lat-
itude, which affect solar radiation and ul-
traviolet exposure, directly and indirectly
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affect the risk of infection. Agents, reser-
voirs, and vectors generally tolerate a limit-
ed range of conditions. Hookworm ova de-
posited in the soil require both warmth and
humid conditions for maturation and hatch-
ing. The temperature tolerance of malarial
parasites and their mosquito vectors may
not be identical with the parasites requiring
relatively warmer temperatures for matura-
tion. Thus some areas may be infested with
the mosquito yet not be plagued by malaria.
Global warming poses the theoretical spread
of both the vector and the parasite to higher
latitudes and altitudes.

The incidence of respiratory infections
tends to be higher during the colder months
in temperate areas and during the rainy sea-
son in the tropics. Even within the colder
months, the relative incidence of many viral
pathogens fluctuates. Rhinoviruses tend to
cause outbreaks in the early fall and spring,
while coronaviruses and influenza are more
prominent in the winter. Increased crowding
indoors during colder months presumably
contributes to this seasonality, but changes
in relative humidity may also be important.
Viruses surrounded by a lipid bilayer (enve-
lope) survive better under lower relative
humidity conditions found in the coldest
months.

Climate and geography and human ma-
nipulation also dictate the distribution of
plant and animal life, which in turn, influ-
ences recreation, agriculture, occupational
pursuits, diet, behavior, and economy. Plague,
caused by the bacterium Yersinia pestis, has
caused multiple pandemics devastating the
human population and altering the course
of history. Crowding and poor sanitation
provided a suitable environment when in
1346 the black death rode into Europe from
Central Asia in the guise of Y. pestis-infected
rodents and their fleas transported by the re-
turning Mongols. A more recent example is
the emergence of Lyme disease caused by a
spirochetal organism, Borrelia burgdorferi.
Reclamation of farmland in the northeast
United States for forest and housing commu-
nities has led to a juxtaposition of humans
and deer, mice, and ticks, creating ideal con-
ditions for disease transmission.

Socioeconomic factors are strongly linked
with the risk of infectious agents transmit-
ted by fecal-oral, respiratory, vertical, and
sexual routes, but dissecting the etiology of
this association are problematic. Housing,
sanitation, population density, diet, level of
education, occupation, availability of health
services, and cultural attributes are just a
few of the variables that contribute to these
"socioeconomic" differences.

GEOGRAPHIC DISTRIBUTION
OF DISEASE

The host, agent, vector, reservoir, and route
of transmission all affect the geographic dis-
tribution of an infectious disease. Host be-
haviors (e.g., communal bathing), rituals
(e.g., scarification), occupation (e.g., hunt-
ing, fishing), water supply, diet (e.g., raw
fish), as well as pet and domestic animal ex-
posure influence the geographic distribution
of disease. Even population density and size
influence disease persistence. A small, closed
population of individuals previously infected
by measles, which induces lifelong immuni-
ty, will not support further infection.

Geologic differences can also be attrib-
uted to temperature, humidity, and rainfall,
as discussed earlier. The distribution of West
African and East African trypanosomiasis is
related to the breeding habits of the tsetse
fly vectors. Most dramatically, the distribu-
tion of bartonellosis is limited by the range
of the vector sandflies confined to the river
valleys of the Andes Mountains at altitudes
between 2000 and 8000 feet.

THE NATURAL HISTORY OF
INFECTIOUS DISEASES

A variety of host responses may occur when
a susceptible host is exposed to an infectious
agent (Friis 1999) (Fig. 1-7). These are often
depicted as an iceberg, with the largest num-
ber of responses occurring subclinically. Host
responses are very variable, ranging from
exposure without multiplication of the path-
ogen (e.g., response in a person who has re-
ceived live polio vaccine to a challenge with
wild polio) to colonization without infection
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Figure 1-7. Iceberg concept of infection.
Source: Adapted from Friis and Sellers 1999.

(i.e., replication of the pathogen without in-
vasion or host response) to illness (ranging
from mild to severe). The severity of disease
varies tremendously among infectious disease
pathogens, being very low for some agents
such as rhinoviruses (i.e., common cold)
and very high for others such as smallpox
(Fig. 1-8).

Clinical Infection
The factors that affect whether a person ex-
posed to a pathogen will develop clinical ill-

ness include nonspecific and specific (i.e.,
antibody and cell-mediated) immunity, route
of exposure, inoculum (i.e., dose of patho-
gen), and pathogenicity of the microbe. Once
the microbe successfully invades the host, a
period of replication occurs before clinical
symptoms develop. The latent period is de-
fined as the time from infection until the in-
fectious period starts (Fig. 1-9).

The period of time from exposure to a
source of infection to the first signs of symp-
toms of clinical illness is called the incubation

Figure 1-8. Distribution of
clinical severity for different

infectious diseases.
Source: Adapted from

Mausner and Kramer 1985.
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Figure 1-9. The relationship of some important time periods.
Source: Adapted from Giesecke 1994.

period. The factors influencing the incubation
period include the specific pathogen, inocu-
lum dose, portal of entry, mechanism of tis-
sue injury, and immune response. The incu-
bation period may be calculated if the source
of exposure is known (e.g., contaminated
food source) or if multiple generations of in-
fection occur via person-to-person transmis-
sion (Fig. 1-9). The incubation period is use-
ful in infectious disease epidemiology because
it helps define the agent causing an out-
break, aids in differentiating common-
source from person-to-person transmission,
impacts on the window of time during which
postexposure prophylaxis (if available) may
be effective, determines the time during which
an exposed person is at risk for developing
infection, and assists in determining the time
during which the person is infectious.

The incubation period must be differenti-
ated from the communicable period (i.e., the
time during which the infected person may
transmit infection) (Table 1-7). Persons in-
fected with many viral agents become infec-
tious prior to development of symptoms such
as rash including such childhood illnesses as
varicella, measles, and parvovirus B-19 (fifth
disease). The communicable period may last
only a few days or may persist for years (e.g.,
tuberculosis) or through the person's life-
time (e.g., human immunodeficiency virus,
cytomegalovirus). It is important to note that
not all infectious diseases are communicable

(i.e., can be transmitted via person-to-person
spread). This includes vector-borne diseases
(e.g., malaria, Rocky Mountain spotted fever,
Lyme disease) and some diseases acquired
from the environment (e.g., tetanus, crypto-
coccal infection).

The infectiousness of an infected person
refers to how likely that person is to transmit
infection and is best measured by the second-
ary attack rate. Diseases such as measles and
varicella have secondary attack rates above
80% among susceptible exposed persons. A
disease such as leprosy is only rarely (<<1 %)
communicable. The virulence of the patho-
gen refers to how likely the agent is to cause
severe disease. Examples of diseases with low
virulence include rhinoviruses (i.e., common
cold) and parvoviruses (i.e., warts). Exam-
ples of diseases with mortality greater than
50% include smallpox, Ebola virus infec-
tion, and rabies. Infectiousness and virulence
are not linked and infectious agents may be
of low infectivity and low virulence (e.g.,
parvovirus), low infectivity and high viru-
lence (e.g., leprosy), high infectivity and low
virulence (e.g., rhinoviruses), and high infec-
tivity and high virulence (e.g., smallpox).

PREVENTING INFECTIOUS DISEASES

The ultimate goal of studying infectious dis-
eases is to implement interventions that pre-
vent infection or ameliorate infection. In
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Table 1-7 Incubation Periods and Period of Communicability for Selected Infectious Diseases

Disease Average Incubation Period (range) Period of Communicability

Diphtheria

Hepatitis A

Hepatitis B

Influenza

Lyme disease

Measles

Pertussis

Rocky Mountain
spotted fever

Rubella

Syphilis

Typhoid fever

Varicella

2-5 d (occasionally longer)

28-30 d (15-50 d)

60-90 d (45-180 d)

1-3 d

7-10 d (3-32 d)

~10 d (7-18 d)

7-20 d

7-10 d (3-14 d)

14-17 d (14-21 d)

~3 weeks (10 d-3 months)

8-14 d (3 d-1 month)

14-16 d (8-21 d)

Variable, <2 weeks to >4 weeks

Latter half of incubation period till a few days
after onset of jaundice

Weeks prior to symptoms till clearance of HbsAg
(days to lifelong)

3-5 days from clinical onset in adults

No person-to-person transmission

1 day prior to prodromal period to 4 days after
rash

Onset of cough till ~3 weeks

No person-to-person transmission

1 week prior to rash till 4 days after onset of rash

During time when skin lesions of primary and
secondary syphilis present

As long as viable bacteria in excreta (usually from
first week through convalescence, 2%—5%
become chronic carriers)

1-2 days before rash till all lesions dried and
crusted

Source: Adapted from Chin J., 2000.

this regard, it is important to remember that
although many infections are successfully
treated with antimicrobials, prevention is
superior to therapy. Mausner and Kramer
(1985) define several levels of prevention
(Fig. 1-10). Primary prevention (appropri-
ate in the stage of susceptibility) is preven-
tion of disease by altering susceptibility or
reducing exposure for susceptible individu-
als. Secondary prevention (applied in early
disease, i.e., preclinical and clinical stages) is
the early detection and treatment of disease.
Tertiary prevention (appropriate in the stage
of advanced disease or disability) is the alle-
viation of disability resulting from disease
and attempts to restore effective functioning.

Primary Prevention

Prevention of the occurrence of disease con-
sists of measures that fall into two major
categories: general health promotion and
specific protective measures (Mausner and
Kramer 1985). General health promotion
includes provision of conditions at home,
work, and school that favor healthy living

(e.g., good nutrition, adequate clothing,
shelter, rest, and recreation). It also includes
health education such as safe sex, preventive
medicine, and personal hygiene. Specific
health measures include immunizations, en-
vironmental sanitation (e.g., purification of
water supplies), and protection against acci-
dents and occupational hazards.

Immunizations are the best example of a
successful primary intervention technique.
Immunizations have been listed as the great-
est public health achievement of the twenti-
eth century (CDC 1999b). Vaccines currently
recommended for universal use in the United
States include mumps, measles, rubella, vari-
cella, polio, Haemophilus influenzae type b,
hepatitis B, diphtheria, pertussis, tetanus,
and conjugate pneumococcal vaccine (CDC
2000). The universal use of vaccines in the
United States has resulted in a dramatic de-
crease in vaccine preventable diseases (CDC
1999c) (Table 1-8). Smallpox has been
eradicated from the world. Polio is likely to
be eradicated in the next decade.

Prophylactic therapy of persons exposed
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Figure 1-10. Schematic representation of the natural history of infection.
Source: Adapted from Mausner and Kramer 1985.

to infections who are in the incubating stage
of illness has been highly successful in re-
ducing the risks of disease transmission. Ex-
amples of infections for which postexposure
prophylaxis is available and has been high-
ly successful include hepatitis A, rabies, inva-
sive meningococcal infection, and pertussis.

Secondary Prevention
Secondary prevention refers to the early de-
tection and prompt treatment of disease. In-
fectious diseases represent the best example
of the successful therapy of disease prevent-
ing morbidity and mortality. In addition to
benefiting the sick infected person, treat-
ment with antibiotics reduces the risk of
contacts. For example, detection of chronic
infections such as syphilis and tuberculosis
and appropriate therapy may dramatically
decrease the overall incidence of these dis-
eases.

Tertiary Prevention
Tertiary prevention consists of limitation of
disability and rehabilitation where disease
has already occurred and left residual dam-

age. For example, the use of artificial respi-
rators saved many persons with paralytic
polio in the era before polio vaccine. Reha-
bilitative services have improved the lives of
persons with congenital infections such as
rubella and syphilis.

SUMMARY

The examples provided are not intended to
suggest that host, agent, and environmental
factors contribute only to the epidemiology
of unusual agents, transmitted by curious vec-
tors in some isolated environmental niche.
For example, the epidemiology of urinary
tract infections, a common infection in adult
women, exemplifies the complex interplay
between host, agent, and environment.

The environment (community-acquired
versus nosocomial or hospital-acquired) is a
critical determinant in the incidence and rel-
ative contribution of various urinary patho-
gens. While E. coli and Staphylococcus sapro-
phyticus are the predominant pathogens in
an outpatient population, Klebsiella, Enter-
obacter, Enterococcus, and Pseudomonas are
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Table 1-8 Impact of Vaccines Recommended Before 1990 for Universal Use in
Children—United States

Disease
Baseline 20th Century
Annual Morbidity 1998 Morbidity % Decrease

Smallpox

Diphtheria

Pertussis

Tetanus

Poliomyelitis (paralytic)

Measles

Mumps

Rubella

Rubella (congenital)

Haemophilus influenzae
type b

48,164

175,885

147,271

1314

16,316

503,282

152,209

47,745

823

20,000

0

1

7405

41

0

100

666

364

7

1194

100

100

95.0

96.9

100

100

99.6

99.2

99.1

94.0

Source: Adapted from the Centers for Disease Control and Prevention, 1999c.

more often isolated from hospitalized patients.
Cross-infection, especially between patients
with indwelling Foley catheters on broad
spectrum antibiotics, contributes to this
phenomenon.

Many host related factors affect the risk
of urinary tract infections. The incidence of
infection is greater in women than in men,
who are more often affected as children and
in old age. Women who inherit the P blood
group have a receptor allowing for the ad-
herence of certain fimbriated E. coli. Phy-
siologic considerations include pregnancy,
diabetes mellitus, and menopause, which in-
crease the risk of infection. Compromised
immune status and possibly altered inflam-
matory responses contribute to risk. For ex-
ample, damage to the bladder epithelium by
schistosomiasis may predispose to infection
as may conditions that impair urinary flow
such as catheters, prostatic enlargement,
stones, and strictures from previous gono-
coccal infections. Sexual activity and instru-
mentation (i.e., use of indwelling catheters)
of the urinary tract increase the risk of in-
fection.

The most common urinary pathogens
have virulence factors that contribute to
their pathogenicity. Specific fimbriae, adhe-
sions, motility, and urease production are
factors that may confer virulence. Alter-
ation in the normal flora may predispose to

yeast infection, and broad spectrum antibi-
otic exposure may lead to infection with an
antibiotic resistant organism.

In conclusion, the goal of public health is
to alter the natural history of disease in
order to prevent or ameliorate the disease.
Infectious disease epidemiologists use an
understanding of the biology of infectious
diseases and the principles of epidemiology
to design and conduct studies that ultimate-
ly will aid in the control of infections.
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An individual's ability to survive in a world
of pathogens depends on an intact immune
system. The immune system is a network of
cells and proteins that are capable of identi-
fying, as well as removing, a foreign invad-
er. As the system is challenged by various
pathogens, such as microorganisms, viruses
etc., different sections of the immune system
are activated to facilitate the removal of the
pathogen. Each section of the immune sys-
tem is adept at eliminating or clearing dif-
ferent types of organisms. Therefore under-
standing how the various sections of the
immune system respond to different organ-
isms can be useful for identifying stages of
infection.

This chapter is divided into three major
sections: an overview of the branches of the
immune system; examples of different im-
mune responses; and laboratory testing
methodologies illustrating how one can dis-
tinguish between infection and exposure to
a particular pathogen. The primary goal of
the chapter is to illustrate the complexity
and interdependence of the immune re-
sponse to a pathogen and to address the

need for careful consideration of immuno-
logic assays that may be appropriate for de-
termining the disease status of patients. In
this brief chapter, we cannot provide an in-
depth description of the immune response to
infections. We have cited within the text sev-
eral good references for more complete in-
formation. Several of the cited texts include
illustrations that further clarify the many
complex mechanisms and interactions.

OVERVIEW OF THE
IMMUNE SYSTEM

Innate Immunity

Innate immunity is the part of the immune
system present at birth. It is simple but ef-
fective. The innate immune response is non-
specific and does not possess a memory or
the ability to improve or alter itself. As a re-
sult, each exposure to an antigen results in
the same response. Innate immunity in-
cludes physical barriers to infection, like the
skin and its secretions, mucous membranes,
and intestinal flora. There are also innate de-
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fenses provided by phagocytic cells such as
polymorphonuclear cells and macrophages.
The mission of these cells is to engulf and
break down foreign substances. The result
of this is the secretion of proteins such as cy-
tokines and enzymes, which play an impor-
tant role in protecting the host. Cytokines,
like the interferons, which are secreted by
phagocytic cells and chemotactic factors,
like complement components, activate lym-
phocytes and other mononuclear cells to
mount a vigorous attack against the patho-
gen. As a result of these coordinating de-
fense mechanisms an individual's innate im-
munity is sufficient to prevent the majority
of potential infections (Paul 1999).

Acquired Immunity
Acquired immunity is the part of the im-
mune system that develops over the lifetime
of an individual and represents the second
line of defense. It has the ability to remem-
ber as well as the capacity to alter its re-
sponse to a pathogen. As a result the host
can respond more rapidly and more vigor-
ously to a pathogen that has been encoun-
tered previously.

Acquired immunity is effective against
most pathogens, including bacterial, viral,
parasitic, and fungal sources. There are two
major types of acquired immune responses:
cellular and humoral. The cellular response
is carried out by primarily T lymphocytes
(or T cells) derived from the thymus. The
humoral response is mediated primarily by
bone marrow-derived B lymphocytes (or B
cells) and the proteins they secrete called an-
tibodies (or immunoglobulins). Other cells
such as natural killer cells, and macrophages
also play a role in the defense against invad-
ing pathogens. Table 2-1 describes briefly
the cells that play a role in the immune re-
sponse and some of their characteristics
(Paul 1999; Stites 1997).

Cellular immunity
Cellular immunity is the part of the acquired
response primarily mediated by T lympho-
cytes with the assistance of antigen present-
ing cells (APCs). APCs include tissue macro-
phages, polymorphonuclear cells (PMNs),

monocytes, and B cells. APCs are cells
whose main function is to display or present
portions of a pathogen (peptides) on their
surface. This display of peptides alerts cir-
culating T cells to the presence of a patho-
gen. This is possible with the assistance of
the self major histocompatibility complex
(MHC) or human leukocyte antigens (HLA).
There are two types of MHC molecules:
class I and class II. In general, class I mole-
cules are responsible for the presentation of
peptides originating from pathogens resid-
ing inside a cell (Paul 1999). These patho-
gens are typically viruses, like influenza A,
or intracellular bacteria such as Mycobac-
terium tuberculosis or Listeria monocyto-
genes (Stites 1997). In contrast, peptides
presented by MHC class II molecules gener-
ally originate from pathogens that were out-
side of the cell such as Staphylococcus au-
reus and Escherichia coli. These peptides are
a result of the phagocytosis of bacteria or of
other pathogens, which are then degraded
into peptides in the phagolysosome. Forma-
tion of a peptide/MHC complex takes place
inside the cell. It is formed by the binding of
a peptide within the groove that is created
when the MHC protein folds. This "filled"
MHC molecule moves to the cell surface
where it displays the pathogen-derived pep-
tide to a T cell. Once the T cell interacts with
the APC presenting the pathogen peptide,
the T cell is activated and a series of events
takes place that leads to the elimination of
the pathogen (Paul 1999).

A T cell is able to recognize the peptide/
MHC complex using a T cell-specific sur-
face protein known as the T cell receptor
(TCR). The TCR is actually a complex of
proteins. Two of the protein chains interact
directly with the peptide/MHC complex
while the other proteins are involved in the
delivery information, resulting from the in-
teraction, to the nucleus of the T cell. In ad-
dition to the interaction between the TCR
and the peptide/MHC complex there are
other proteins, known as accessory mole-
cules, on each of the cells whose interaction
results in the generation of additional sig-
nals that instruct the T cell further.

There are two types of peptides presented
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Table 2-1 Selected Characteristics of the Cells of the Immune System

Cell Type

Macrophage/monocyte

B lymphocytes

T lymphocytes
Cytotoxic T lymphocytes

Helper T lymphocytes
T helper 1 (Th1)

T helper 2 (Th2)

Natural killer cells

Function

Phagocytosis;
antigen
presentation

Antibody
secretion;

antigen
presentation

Cytotoxicity

Activators of
macro-
phages

Activators of
B cells

Antibody-
dependent
cell-
mediated
cytotoxicity

Lineage Associated
Immunophenotypic
Markers

CD14, CD33

CD19

CD3, CD8

CD3, CD4

CD3, CD4

CD16, CD56

Cytokines Recognized

IL-2, IFN-r, TNF-B,

IL-2, IL-4, IL-5,
IL-6, IL-10

IL-2

IFN-y, IL-12

IL-4

IFN-a, IFN-B,
TNF-a, IL-12

Cytokines Secreted

IL-1, IL-6, IL-8,
IL-10, IL-12,
TNF-a, TGF-B

IL-1, TNF-a,
TNF-B, GM-CSF

IFN-y, TNF- B,
TNF-a

IL-2, IFN-y, TNF-B,

TGF- B, IL-10, IL-4,
IL-5, IL-6, IL-13

TNF-a, IFN-y,
GM-CSF

by MHC molecules. Peptides derived from
pathogens and peptides derived from normal
cellular proteins (self proteins). Peptides gen-
erated from self proteins result from the nor-
mal continuous cellular degradation process
which occurs once a particular protein or
enzyme has served its purpose. Normally all
nucleated cells display peptides from normal
cellular proteins with the aid of the MHC
class I proteins. This provides a signal to pa-
trolling T cells that there are no pathogens
present and all is well. Hence, for the recog-
nition process to be productive, the T cell
must be able to distinguish foreign (patho-
genic) substances from those that are gener-
ated from normal "self" proteins. T cells
"learn" to be self-tolerant during develop-
ment. T cell precursors originate in the bone
marrow and travel to the thymus where they
alter expression of some of their cell surface
proteins and undergo positive and negative
selection processes. During positive selec-
tion, T cells that are expressing functional
TCRs are tested for their ability to recognize
self-MHC proteins. Only those cells that
recognize and bind to self-MHC molecules

continue to develop, and those cells that fail
the test follow a default pathway and un-
dergo a process known as apoptosis and die.
The second test, negative selection, requires
that T cells not be strongly "autoreactive";
that is, the cells must not have a strong affin-
ity for self-peptides or self-MHC that might
lead to autoimmune disease. Cells that are
autoreactive are given a signal to undergo
apoptosis and die, as well. Only those cells
that recognize self but do not bind too
strongly to it are able to exit the thymus and
enter the circulation. Once the T cells enter
the circulation, they are able to participate
in a cellular response or help to develop an
antibody-mediated response (Paul 1999).

When a T cell identifies a pathogen-derived
peptide within the MHC complex, it initi-
ates a series of protective measures. This in-
cludes the secretion of various cytokines, like
IL-2, IL-4, IL-5, IL-6, IL-10, and 7 interferon
that activate other T cells, B cells, and antigen
presenting cells (Curfs 1997). These cytokines
can activate the antigen presenting cells to
undergo a respiratory burst that causes an
increase in their phagocytic activity. B cells
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receive a signal to activate, proliferate, and
differentiate into either antibody secreting
cells, called plasma cells, or cells with the
ability to recognize the pathogen during fu-
ture encounters, called memory cells. Other
T cells, in the vicinity, can also be activated
by the secretion of cytokines. This may lead
to an increase in the expression of several
surface proteins, especially the IL-2 receptor
complex.

Mature T lymphocytes can be divided
into subsets by function and expression of
specific cell surface proteins (Table 2-1)
(Paul 1999). The nomenclature for cell sur-
face proteins consists of the letters CD,
which stand for clusters of differentiation,
and a number, such as 4, which denotes a
specific protein. Helper T cells generally ex-
press CD4, rather than CD8, on their sur-
face, and recognize peptide/MHC class II
complexes at the cell surface. Cytotoxic T
cells generally express CD8 and recognize
peptide MHC class I complexes on the cell
surface. Additionally, helper cells can be fur-
ther subdivided into Th1 and Th2 subsets
based on cytokine secretion (Table 2-1)
(Curfs 1997).

T lymphocytes participate in multiple stages
of the immune response; as a result, these
cells must be highly regulated. Many theo-
ries have been proposed to explain how T
cells are regulated but the simplest theory
states that T cells regulate each other. For
example, the secretion of a cytokine by one
T cell alters the state of a neighboring T cell
(Curfs 1997). The cytokine IL-4 is secreted
primarily by the subset of helper T cells
known as Th2 cells. Th2 cells tend to drive
the immune response toward a more humor-
al (involves antibodies) response by empha-
sizing B cell differentiation and prolifera-
tion. In contrast gamma-interferon, secreted
by a subset of T lymphocytes called Th1

cells, drives the immune response toward a
more cellular approach by activating other
T cells. IL-4 and y interferon are competitive
inhibitors of each other. As a result, the
focus of the immune response shifts with the
balance between the cytokines. Table 2-1
lists some of the similarities and differences
between the different subsets of immune

cells and may help to clarify the differences
between the two T helper cell subsets (Curfs
1997; Paul 1999).

Similar to the cytokines described above,
each T cell subset plays a unique role in the
defense against invading pathogens. Each
part is critical to the whole for the body to
defend itself against pathogens. T helper
cells are possibly the most crucial from the
standpoint that T helper cells start the cas-
cade of other specific immune responses. T
helper cells play a crucial role in the devel-
opment of antibody as well as in the activa-
tion of other T cells through initiation of the
cytokine cascade. Further APCs, which
function in the initial phase of the immune
response, are signaled to increase their ac-
tivity (or upregulate) by the y interferon
secreted by the helper T cells. This upregu-
lation causes an increase in phagocytic ac-
tivity as well as an increase in the expression
of peptide/MHC complexes displayed on
the surface of these cells (Paul 1999).

Cytotoxic T cells are T cells that general-
ly express the CD8 molecule on their sur-
face, and their TCR complexes recognize
peptides bound by Class I MHC molecules
that are expressed on all cell types. Cyto-
toxic T cells are most important in clearing
viruses and killing tumor cells. They lyse vi-
rally infected cells by secreting a pore form-
ing protein called perforin, which kills the
target cell and prevents continued viral
replication within that cell. Cytotoxic cells
also respond to a number of cytokines that
are secreted by helper cells and can be acti-
vated as an important part of the cellular im-
mune response against these and other path-
ogens. Antibodies to viruses are generally of
limited usefulness in clearing the virus and
so the absence of cytotoxic cells, in inherit-
ed immunodeficiencies such as adenosine
deaminase deficiency, for example, leads to
an increase in susceptibility to viral infection
(Paul 1999).

Humoral immunity
Humoral immunity is the portion of the im-
mune response that is mediated by B lym-
phocytes and their secreted antibodies (Paul
1999; Stites 1997). B cells develop from stem
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Figure 2-1. Antibody response to infection.

cells primarily in the bone marrow and, to a
small degree, in the spleen and fetal liver. B
cells are characterized by the expression of
specific cell surface proteins. They express
surface immunoglobulin, CD19, CD20, and
CD22, which are lineage markers, and oc-
casionally, CD21 and CD23, which are re-
ceptors, and CD38, CD40, and CD69, which
are involved in activation. The combination
of the markers expressed helps identify dif-
ferent subsets of B cells as well as the stage
of development the cell has reached.

Within the bone marrow, the B cell pre-
cursor rearranges its immunoglobulin genes
and produces two proteins, one heavy and
one light, which form the immunoglobulin
complex expressed on the cell surface. The
B cell then moves into the circulation where
it is able through use of the immunoglobu-
lin complex to bind pathogens that are
present within the circulatory or lymphatic
systems. Unlike the T cell antigen receptor,
the B cell immunoglobulin molecule does
not need to recognize antigens in the context
of self proteins, nor does the antigen need to
be endocytosed and processed. For a B cell
to be activated two signals must be re-
ceived: one from the T helper cell and one
from the interaction of the immunoglobu-
lin with antigen. As a result of activation,
the B cell can differentiate into either of
two different types of B cells: a memory cell
that will continue to circulate and recognize
antigen in the periphery; or a plasma cell

that will dramatically increase specific anti-
body secretion into the blood to fight the in-
fection. Plasma cells have a short half-life
and are effective for fighting the current in-
fection, but memory cells have a very long
half-life and are able to provide an anam-
nestic response (i.e., a characteristic anti-
body response as a result of a second en-
counter with a pathogen) upon reexposure
(Fig. 2-1).

There are five different major types (iso-
types) of immunoglobulin: IgM, IgD, IgA,
IgE, and IgG. Each isotype has different
functions in the immune system, which adds
to the versatility of the humoral response
(Table 2-2) (Paul 1999; Rose 1997). Iso-
types IgGl, IgG2, and IgG3 fix complement,
leading to a cascade of events that results in
the clearance of pathogens (described in the
section on the complement cascade). IgA,
IgG1, and IgG3 clear pathogens through op-
sonization, a process in which bacteria or
other pathogens are marked for clearance
by phagocytes. In contrast IgE is associated
with allergy and causes histamine release.
Also of note is the special ability of IgG to
cross the placenta and enter the circulation
of the fetus. In the primary immune re-
sponse the principal immunoglobulin iso-
type is IgM, while IgG is the predominant
isotype of the secondary (anamnestic) re-
sponse (Paul 1999; Rose 1997).

Antibodies are ultimately important for the
actual clearing of the organisms from the host
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Table 2-2 Characteristics of Immunoglobulins
Immunoglobulin Function and Characteristics Serum Concentration

IgM Primary component of initial antibody response; potent 120 mg/dL
activator of complement; does not cross the placenta

IgD Functions as membrane bound receptor for antigen 3 mg/dL

IgA Found in secreted form in variety of body fluids; crucial role 200 mg/dL
in mucosal immunity

IgE Associated with allergic inflammatory response mediated by 0.05 mg/dL
antigen crosslinking of IgE bound to Fc receptor on mast cells
and basophils

IgG Primary component of developing or anamnestic antibody 1000 mg/dL
response; involved in opsonization of antigens mediating
clearance; crosses placenta

through opsonization, antibody dependent
cellular cytotoxicity, and complement-medi-
ated lysis. Humoral responses are crucial for
bacterial infections and for neutralizing tox-
ins. In spite of the importance of T lympho-
cytes in all host defense, antibody responses
are indispensable in immune responses as
part of the interconnected network of im-
munologic cells (Paul 1999).

Complement cascade
The third component of acquired immune
responses is the complement cascade. The
complement cascade is a series of proteins
that stimulate each other in a chain reaction
leading to clearance of pathogens. Two path-
ways can activate this series of proteins: the
classical pathway, which is activated by
antibody-antigen complexes; and the alter-
native pathway, which does not require par-
ticipation of specific immune responses. As
the complement cascade is activated and en-
zymatic cleavage of the complement pro-
teins occurs, some of the resulting comple-
ment protein fragments have activities that
are important for adaptive antigen-specific
responses. For example, some of the com-
plement fragments have chemotactic activity,
serving to call additional lymphocytes and
phagocytic cells to the site of the infection.
Some of the components activate a strong
inflammatory response that increases tran-
scription, translation, secretion of II-1, and
the activation of T cells. Some complement
fragments stimulate the respiratory burst
of phagocytic cells, thus increasing antigen

presentation. Additionally, the activity of
secreted antibody is dependent on the com-
plement cascade for lysis of invading bacteria
or virally infected cells. All of these examples
illustrate the crucial role complement plays
in the immune response (Paul 1999).

IMMUNE RESPONSES TO
INFECTIOUS DISEASES

This section describes different kinds of im-
mune responses to specific infectious dis-
eases: cellular, humoral, and the combina-
tion of the two.

Cellular Responses to Infection

Certain pathogens have been historically
connected with cellular responses, like tu-
berculosis, leprosy, syphilis, viruses, hel-
minthic parasites, and fungal infections (Stites
1997). The primary reason for linking these
infections with the cellular response is that
T cells seem to be more crucial for clearing
the organisms than are antibodies. Methods
for detecting cellular responses are limited
but may still be useful in certain circum-
stances. Skin tests for delayed type hyper-
sensitivity (DTH) may identify whether the
patient is developing an antigen-specific
DTH response, but there are few antigens
that can be tested in this way (Stites 1997).
Proliferation assays have been used as an in-
dication that the T cells are functional. These
tests use compounds known as mitogens
that are capable of stimulating the majority
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of T cells nonspecifically (Rose 1997). Fur-
ther, mitogen responses do not always par-
allel antigen-specific responses because the
signaling pathways are different, and mito-
gens rely very little on functional TCR pro-
tein components. Additionally, mitogen as-
says are very susceptible to complications,
because they are technically demanding and
difficult to standardize. However, prolifera-
tion assays, which can also be directed against
a few selected antigens, like PPD (purified
protein derivative or tuberculin), and Can-
dida sp. are still the most common labora-
tory method for determining an effective
cellular response (Rose 1997).

There are also assays to measure products
of a cellular response. For example, there
are enzyme linked immunosorbent assays,
ELISAs (or EIAs), for measuring cytokine
secretion by the patient's cells (Cook 1998;
Curfs 1997; Hermann 1995; Rose 1997).
There are also methods for determining
whether the patient's cells will respond to
different cytokines, as a measure of the
Th1:Th2 ratio or the activation state of the T
cells. These tests, while fundamental for
identifying patients with cellular immunity
defects, are not always as useful for measur-
ing a specific cellular response during an in-
fection, because they are very indirect.

Viruses, primary targets of cytotoxic T
cells, are among the pathogens that elicit
strong cellular responses. Cytotoxic T cells
recognize foreign peptides in the context of
class IMHC, rather than class II MHC, like
helper T cells. This difference allows cyto-
toxic T cells to more efficiently attack virally
infected cells because all cells in the human
body express class I molecules. Class II mol-
ecules are expressed only on certain subsets
of cells that are most often involved in antigen
presentation to T helper cells. If cytotoxic T
cells were dependent upon class II, they would
only be able to attack a small subset of vi-
rally infected cells. When cytotoxic T cells
identify a virally infected cell they secrete per-
forin into the local environment. Perforin is
a protein that inserts itself into the membrane
of the infected cell and disrupts the mem-
brane integrity, much like the complement
components do. By lysing the infected cell,

the cytotoxic T cell is able to prevent viral
replication in that cell and decrease the chance
of infection of the surrounding cells. This is
more efficient than antibody-dependent cyto-
toxicity, which would eliminate one organ-
ism at a time, and would not be effective
against cells that are infected with the virus
unless they are expressing intact viral pro-
teins on their surface. Antigens inside cells
are not accessible to antibody-mediated re-
sponses, and several organisms, such as My-
cobacterium tuberculosis, have adapted to
the intracellular environment to avoid the
humoral response. Most viruses, such as in-
fluenza A, initiate a cell-mediated response
that eventually leads to eradication of the in-
ternalized virus. Additionally, phagocytosis,
which is upregulated by T cell responses, can
clear dead or dying cells that are infected
with a virus. The intracellular environment
of the phagocytic cell is harsher and more
lethal than the inside of other cells. How-
ever, these phagocytic cells are dependent
upon the T cell response for their increase in
function following activation. As a result,
any organisms that are eliminated primarily
by phagocytosis, such as 5. aureus or E. coli,
require a functional cellular response. That
means that other pathogens, in addition to
viruses, may also be cleared by cell-mediated
cytotoxicity.

The notable exception to the concept of
virally induced cytotoxicity is the human
immunodeficiency virus (HIV). This virus is
the root of many exceptions, mainly because
of how severely it disrupts the function of
the immune system. It is able to avoid the at-
tack of cytotoxic T cells primarily because
of its ability to prevent helper T cells from
activating the cytotoxic T cells. Another
symptom of the HIV disruption of the im-
mune response is manifest early in the
course of disease when HIV causes a non-
specific hyperstimulation of helper T cells
before driving them into anergy (a non-
responsive state). Early in HIV infection,
helper T cells proliferate expansively and
randomly without antigen stimulation. This
random disregulated activation and prolif-
eration cause an imbalance in the regulation
of all the other cell subsets, as might be ex-
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pected. For example, cytotoxic T cells may
receive inappropriate signals and cytokines
from the activated helper cells that lead to
their activation in the absence of a known
antigen. Additionally, B cells may be in-
structed to proliferate and produce anti-
body nonspecifically. In effect, HIV infec-
tion causes an initial upregulation of the
immune system, which ultimately results in
a complete disregulation of the system. This
extreme upregulation works eventually to
"wear out" the cells involved. Essentially,
the cells are exhausted, owing to inappro-
priate stimulation and, as a result, simply
stop functioning (Paul 1999).

Other pathogens that elicit strong cellular
responses include fungi and helminths. Both
of these infections cause very strong inflam-
matory responses that are ultimately re-
sponsible for eliminating the pathogen. The
T cells involved play a key role in sustaining
the inflammatory response until the patho-
gen is completely eliminated. This response
is dependent upon T helper activity and cy-
tokine secretion (Curfs 1997; Paul 1999).

One other group of organisms that elicit
strong cellular responses must be included
because of the lesson in immunology they
provide. Leprosy, syphilis, leishmaniasis,
and tuberculosis are important diseases be-
cause the balance between the cellular and
humoral responses is crucial to the develop-
ment of severe disease (Stites 1997). When
these pathogens elicit cellular responses, the
illness is contained and may be driven into a
latent or remission state. However, as the
balance between cellular and humoral re-
sponses shifts toward the humoral response,
these pathogens become more lethal and
cause more severe disease. It is thought that
the antibodies formed may actually protect
the organism from attack by T cells that di-
rectly kill the invading pathogen. Antibod-
ies are not effective, because these patho-
gens have developed mechanisms for
evading the antibody response. Therefore in
people with depressed cell-mediated immu-
nity, these diseases can become significantly
worse in spite of a functional humoral re-
sponse, because the antibody response is
useless for clearing the causative agent.

Thus these diseases may also see an upward
trend in severity or number because of ac-
quired immune deficiency syndrome (AIDS)
which eliminates the cell-mediated response.
Clearly the increase in HIV infection will
lead to an increase in those illnesses that are
normally prevented by functional cell-medi-
ated responses, including illnesses that are
normally stopped by innate nonspecific re-
sponses.

Humoral Responses to Infection

Some pathogens are much better at eliciting
humoral responses by the host. For exam-
ple, bacteria possess a number of highly an-
tigenic surface proteins that can be recog-
nized by antibodies. Recognition leads to
the formation of antibody-antigen complex-
es that are cleared by the kidneys, antibody
dependent cytotoxicity, or phagocytosis me-
diated by receptors expressed on phagocyt-
ic cells (Paul 1999).

Antibodies are not immediately detect-
able after infection. In a primary response
antibody will not be detectable for approxi-
mately 7-14 days post infection. There are
many methods for detecting strong antibody-
mediated responses, but they all involve
measuring the level of total antibody or spe-
cific antibody present in the serum of an in-
fected individual. By using various ELISA
techniques, it is possible to differentiate the
isotypes of the responding antibodies, as
well, which allows the clinician to identify
the time course of the illness. IgM rises first
to a moderate degree during a primary re-
sponse to an antigen, followed by elevated
levels of IgG that persist longer than the IgM
titers. During a secondary, or anamnestic,
response, the IgM again rises, but the rise in
IgG is much more dramatic and rapid and
quickly overshadows the IgM response (Cook
1998; Hermann 1995; Paul 1999; Rose 1997).

One caveat of the ELISA detection method
is that, because this method is indirect and
measures antibody produced against the
pathogen rather than the pathogen itself, the
ELISA requires a functional immune system
to be an effective diagnostic tool. If a patient
is not making antibody responses, regard-
less of the reason, then measuring immuno-
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globulin levels will not be representative of
that patient's disease state (Hermann 1995;
Rose 1997).

Other factors that influence the humoral
response include characteristics of the in-
vading organism or antigen (Cook 1998;
Forbes 1998; Hermann 1995; Rose 1997).
Some bacteria avoid the host response by
adapting to the intracellular environment of
phagocytic cells. By living intracellularly,
bacteria are not exposed to the antibodies
and complement that could lead to their
lysis. Proteins are much more antigenic than
are polysaccharides, which are much better
than lipid moieties. Therefore encapsulated
bactgeria, such as 5. pneumoniae, and Hae-
mophilus sp., are better protected from the
humoral immune response because the pro-
tein antigens are covered with polysaccha-
rides. Additionally, some polysaccharide
capsules on bacteria have immunosuppres-
sive activity, like the mucoid capsule on
Pseudomonas aeruginosa. Capsules, in gen-
eral, are effective at blocking the humoral
response. Antigens with repetitive units are
especially susceptible to humoral attack be-
cause repeating antigens can cross-link IgM
or other surface immunoglobulin on B cells
without the help of T cells. Few antigens are
really T cell independent B cell antigens.
Lipopolysaccharide (LPS), or bacterial en-
dotoxin, is one of the most important T cell
independent antigens, but LPS may also
cause disregulation of the immune system
because of its potential mitogenic activity.
LPS may be able to avoid specific stimula-
tion of the immune system by inducing a rel-
atively nonspecific stimulation and provid-
ing a distraction. This "confuse the enemy"
theme is not uncommonly used by bacteria
to avoid host defense. By providing a num-
ber of antigens that may or may not be able
to lead to clearance of the organism, the bac-
teria are able to divide the immune response
into different directions, making each direc-
tion less effective.

In spite of the number of possible compli-
cations, antibody production is still a very
successful method for identifying infectious
diseases. A good example of a disease where
antibody production is very important is

Lyme disease, caused by Borrelia burgdor-
feri. In this disease IgM and IgG appear
about three to six weeks following exposure
and can clear the spirochetal organism from
the host. Some patients who are treated with
antibiotics prior to the development of a full
humoral response fail to seroconvert and
produce significant levels of anti-borrelial
antibodies. Additionally, borreliacidal anti-
bodies are felt to be necessary for preventing
long-term illness or sequelae developing as a
result of Borrelia. The cellular response ap-
pears to be useful for activating phagocytic
cells that can contain the infection while the
antibodies are being formed and lyse the
Borrelia organisms. The absence of a hu-
moral response to specific borrelial antigens
has been linked to persistent and severe
symptoms of arthritis and autoimmune phe-
nomena following Lyme disease. Clearly, the
presence of a functional humoral response is
necessary for appropriate resolution of Lyme
disease, and the lack of an appropriate hu-
moral response may lead to disregulation of
the antibody response and cross-reactivity
leading to autoimmunity (Cook 1998; Forbes
1998; Hermann 1995; Rose 1997).

Combined Responses to Infection

Some pathogens induce strong mixed im-
mune responses where both the cellular and
humoral responses are necessary for the
elimination of the organism. Almost all or-
ganisms elicit some mixed responses, but
both responses are not always useful for
clearing the pathogen. It is true, though, that
the combination of cellular and humoral re-
sponse will be different for different patho-
gens and routes of infection. It is also true
that the clearance of the organism may be
more dependent on one arm of the immune
response than the other. Each individual re-
sponse is unique for the organism, setting,
time, and localization of the infection. Usu-
ally, a combination of the humoral and cellu-
lar responses will result in the best destruc-
tion of the organism, but some organisms
will only be eliminated by a combination of
both responses. Neither arm alone will elim-
inate the organism (Paul 1999; Stites 1997).
An example of an illness where both arms of
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the immune response are crucial is hepatitis
B virus (HBV) infection. Because this path-
ogen is a virus, T cell responses are impor-
tant. It is also known that this pathogen
stimulates a robust antibody response that
aids in clearance and staging of the disease
by the clinician. During HBV infection, early
diagnosis can be made by detection of HBV
antigens, both the surface antigen and the
hepatitis B "e" antigen. At least two to three
weeks are required for the development of
detectable levels if IgM antibodies to the
core antigen. Therefore helper and cytotox-
ic T cells must be able to contain the spread
of the virus for the first few weeks of infec-
tion. Cytotoxic T cells kill virally infected
cells, and helper T cells provide help to cy-
totoxic cells and B cells while also maintain-
ing the inflammatory response at the site of
infection. This can be especially difficult be-
cause HBV is subject to sanguinal transmis-
sion, and it requires constant monitoring of
the blood stream for infectious and antigenic
particles. After the antibody response has
been initiated, there is a long recovery time
during which antibody-mediated cellular
cytotoxicity and phagocytosis can eliminate
infected cells, and antibody-bound viral
particles are unable to attach to and enter a
new cell. Symptoms of inflammation remain,
however, and are indicative of the continual
T cell activation to clear the virus. It may
take months or years for all of the virus par-
ticles to be removed, and they may never be
completely eliminated. It appears to be very
difficult for people with depressed cellular
or humoral responses to control this infec-
tion. Thus HBV exemplifies those infections
that require both arms of the immune sys-
tem (Rose 1997; Stites 1997).

One other interesting disease where both
cellular and humoral responses are impor-
tant is trypanosomiasis. This illness is per-
sistent because of the pathogen's ability to
genetically alter its antigens and their ex-
pression. As a result, although antibody for-
mation is essential for clearing this organ-
ism, no effective antibody memory response
can be formed. The pathogen sheds its old
antigen and expresses a new one that ap-
pears unrelated to the first antigen. There-

fore the humoral response is continually
challenged to begin again to build an effec-
tive antibody pool. Clearly, under these con-
ditions, it would be important for the cellu-
lar response to remain viable and continue
to supply cytokines to other immunologic
cells. Additionally, T cells are necessary to
maintain the inflammatory response that
not only limits the growth of the organism
but also induces the antigenic changes that
occur. In this case, not only are both arms of
the immune response necessary, but they
must cooperate and assist each other in the
clearance of the trypanosomes (Stites 1997).

These two examples are characteristic of
most immune responses under normal cir-
cumstances where both cellular and humor-
al responses are functional and efficient.
However, there are certain other character-
istics of the immune response that still must
be mentioned. First, there is a difference be-
tween how localized and systemic infections
alter the propensity of the immune system to
be slanted toward the humoral or cellular re-
sponse. Certainly, secreted substances with
reasonable half-lives, like antibodies, will be
more effective systemically than will cells
that have a limited capacity to circulate
freely throughout the body and into the tis-
sues (Paul 1999). However, cells do have the
ability to return to particular locations with-
in the secondary immune system tissues and
may be able to recruit additional help from
other cells in lymphoid tissues near the site
of infection. It is also true that cells general-
ly have a longer half-life than the products
they secrete. Certainly, cytokines are not
able to circulate in an active form, and so
helper cells are necessary within the local
environment of the infection to provide the
growth factors needed by the other cells.
Draining lymph nodes are a good example
of "regional headquarters" where cells can
interact and then return to the site of the lo-
calized infection. This eliminates the need to
have T cells of all antigenic specificities
within the tissues, even for localized infec-
tions (Curfs 1997; Paul 1999).

Another factor that plays a role in the abil-
ity of the immune system to ward off infec-
tion is the blood-brain barrier and immune-
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privileged sites. An immune-privileged site
is one in which no immune response will be
mounted under nomral conditions. The an-
terior chamber of the eye is one example.
Theoretically, no infection will penetrate,
and no immunologic cells have access to this
part of the eye. Therefore if trauma results
in infection, a functional immune response
may not be mounted because the foreign
body is not exposed to immunologic cells. In
the central nervous system, the blood-brain
barrier functions in a similar manner to keep
immunologic cells from gaining access, and
therefore pathogens localizing behind the
blood-brain barrier may be protected from
immunologic attack (Paul 1999).

In summarizing the immune responses to
infectious pathogens, when the immune sys-
tem as a whole works together in the in-
tended manner, the host is protected against
an onslaught of an almost infinite number of
different pathogens and foreign substances.
Through the cooperation of each and every
cell within the immune system pathogens
are eliminated and the severity of an infec-
tious process either fails to be induced or is
reduced.

LABORATORY DIAGNOSTIC
METHODS FOR

INFECTIOUS DISEASES

Laboratory methods for diagnosis of infec-
tions concentrate on either the detection of
antibodies to a particular pathogen or the
detection of the pathogen itself(Cook 1998;
Forbes 1998; Hermann 1995; Rose 1997).
Assays that detect antibody yield informa-
tion about the immune status of the individ-
ual. For example, detection of IgM antibod-
ies specific for hepatitis A in the absence of
IgG antibodies may indicate an acute in-
feciton, whereas detection of IgG antibodies
specific for hepatitis A indicates past expo-
sure or perhaps vaccination (Cook 1998;
Hermann 1995).

Methods for detecting a specific pathogen
focus on either the ability to culture the or-
ganism or the ability to detect an antigenic
component of the organism (Forbes 1998).
While culture of a particular pathogen is di-
agnostic, it is limited by the quality of the
specimen from which the pathogen is to be
cultured as well as the identity of the patho-
gen itself. Not all pathogens are cultivable.

Figure 2-2. Latex agglutination. IgM antibody
interacts with antigen on latex bead, resulting in
lattice formation and agglutination.
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As an alternative to culture direct detection
of the pathogen is possible in some cases.

In either case, antibody or antigen, detec-
tion is dependent upon assays that use anti-
body. Assays such as latex agglutination
(LA), complement fixation (CF), enzyme
linked immunoassay (EIA), and fluorescent
antibody (FA) tests make up the majority of
the test methodologies that are used to diag-
nose infectious disease. These methods all
aim to make the evidence of microscopic en-
tities discernible to the unaided human eye.

The latex agglutination assay relies on the
ability of antigen and antibody to agglutinate
(Fig. 2-2). For example, pathogen-specific
antigens are attached to an inert particle,
such as latex beads. These beads are then
mixed with the patient's serum. When anti-
bodies in the patient's serum, specific for the
pathogen, bind to the antigen affixed to the
latex bead a lattice is formed, resulting in ag-
glutination, which is visibly detectable as
clumping (Cook 1998; Forbes 1998; Her-
mann 1995; Rose 1997).

Enzyme linked immunoassay is analo-
gous to latex agglutination in its utilization
of an inert surface to which antigen or anti-
body is attached. This assay is dependent
upon the attachment of enzyme molecules
that are conjugated to specific antibodies
(Fig. 2-3). These antibodies then bind to
their specific target, which may be antigen or
antibody depending upon whether the EIA is
designed to detect antigen or antibody. After
binding, these enzymes in the presence of
substrate will generate a colorimetric prod-
uct that is proportional to the number of
antigen-antibody complexes formed.

Another widely used methodology is flu-
orescent antibody detection. This assay de-
tects the interaction of antigen and antibody
by using antibodies that are conjugated with
a fluorochrome. These interactions can be vi-
sualized using fluorescent microscopy. These
assays are useful in direct visualization of
antibody or antigen within specimens, cul-
ture, body fluids, or tissue (Cook 1998; Forbes
1998; Hermann 1995; Rose 1997).

Detection of Antibody Detection of Antigen

Microwell Coated
with Antigen

Microwell Coated
with Antibody

Antibody/Antigen
from Patient Serum

Binding of
Antigen/Antibody

Binding of Enzyme-
labeled Antibody

Generation of
Colored Product

Figure 2-3. Enzyme linked assay. Diagram of the
detection of antigen or antibody using an enzyme
labeled antibody.



Table 2-3 Laboratory Methods to Detect Infection with Various Pathogens

Pathogen

Viral
Adenovirus
Cytomegalovirus

Epstein-Barr virus
Hepatitis A
Hepatitis B
Hepatitis C

Herpes-simplex virus- 1
Herpes-simplex virus-2
HIV-1
HIV-2
Influenza viruses A and B
Mumps
Parainfluenza 1, 2, and 3
Respiratory syncytial virus
Rota virus

Rubella

Rubeola
Varicella zoster virus

Bacterial
Bacterial meningitis
(Haemophilus influenzae,
Neisseria meningitidis,
Streptococcus agalactiae,
Escherichia coli, and
Streptococcus pneumoniae)

Bordetella pertussis

Borrelia burgdorferi
Campylobacter sp.
Chlamydia trachomatis
Clostridium difficile

Group A streptococcus
Legionella sp.
Neisseria gonorrhoeae
Rickettsia rickettsii
Treponema pallidum

Fungal
Cryptococcus
Dimorphic fungi
(Blastomyces dermatiditis,
Coccidioides immitis,
Histoplasma capsulatum)

Parasitic
Cryptosporidium sp.
Giardia sp.
Pneumocystis carinii

Disease

Respiratory infections
Associated with persistent, latent,

and recurrent infections
Infectious mononucleosis
Hepatitis
Hepatitis
Hepatitis
Lesions on skin, lips, genitalia
Genital lesions
AIDS
AIDS
"Flu"
Viral parotitis
Respiratory infections
Respiratory infections
Gastroenteritis

German measles; congenital
abnormalities

Measles
Chickenpox and shingles

Meningitis

Whooping cough
Lyme disease
Gastroenteritis
Sexually transmitted; urethritis
Colitis
Pharyngitis
Legionnaires' disease
Gonorrhea
Rocky Mountain spotted fever
Syphilis

Septicemia, meningitis
Initial pulmonary infection; may be

followed by multiorgan
dissemination

Gastroenteritis
Diarrhea
Pneumonia

Methods to Detect Methods to Detect
Antibody to Pathogen-Specific
Pathogen* Antigen*

CF, EIA
LA, EIA

LA, EIA
EIA
EIA
EIA
EIA, CF
EIA, CF
EIA
EIA

EIA

LA, EIA, HI

EIA
LA, EIA, CF

EIA

LA, EIA

LA, FA

EIA

*EIA = enzyme-linked immunoassay; CF = complement fixation; FA = fluorescent antibody; HA =

FA, EIA
FA

FA, EIA
FA, EIA
EIA

FA, EIA

FA, EIA
FA, EIA
LA, EIA

LA

FA

LA, EIA
EIA, FA
LA, EIA
LA, EIA, OIA
EIA, FA
EIA

HA

EIA, LA
Ouchterlony gel

diffusion

EIA, FA
EIA, FA
FA

hemagglutination; HI = hemag-
glutination inhibition; LA = latex agglutination; OIA = optical immunoassay.

40
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Currently, for almost any pathogen that
has been identified and is associated with in-
fectious disease, methodologies exist for the
determination of an individual's immune re-
sponse to the pathogen or identification of
the pathogen itself. Table 2-3 lists some of
the most common diagnostic methodologies
for infectious disease diagnosis (Cook 1998;
Forbes 1998; Hermann 1995; Rose 1997).
For the vast majority of these pathogens nu-
cleic acid testing is also available.

At the center of laboratory testing for in-
fectious disease is the antigen-antibody in-
teraction. An understanding of the immune
response and the role of both pathogen and
immune system in infectious disease is cru-
cial to understanding and interpreting labo-
ratory tests. Laboratory tests, when inter-
preted using this knowledge, yield valuable
information concerning the status of the in-
dividual with respect to disease. These tests
can be used as tools to determine whether an

Table 2-4 Advantages and Disadvantages of General Methods for Detecting Infection
Diagnostic Test Advantages Disadvantages

Culture

Antibody
measurement

Antigen detection

"Gold standard"

Specific

Allows determination of
antimicrobial susceptibility

Provides material for molecular
analysis

Allows quantitative assessment
of infection

Routine methods often exist for
measurement

May allow detection of acute
infection (IgM)

May allow detection of past
infection (IgG)

May correlate with immunity
(E.g., anti-HBsAg)

Safe, does not require culture of
pathogen

Indicates current infection (if from
sterile site)

May be adapted to detection in
the field

Often useful despite subject being
on antibiotics

May allow quantitative assessment
of infection

May have low sensitivity

Potential laboratory hazard

Culture technique may not exist

Difficult to perform in field

May not be available in lesser
developed cultures

Can not detect past infection

May not be able to distinguish
colonization from infection
(nonsterile site)

May not be useful in subject on
antibiotics

Not all pathogens elicit an
antibody response (e.g., prion
agents)

Usually not detectable for 1-3
weeks following infection

May lack specificity for detection
of exact pathogen due to
cross-reactivity

May not be able to distinguish
between acute and past infection

May not reflect extent of disease
(i.e., for latent infections such as
herpes simplex and HIV)

Not available for many pathogens

Does not detect past infection

May not be able to distinguish
colonization from infection
(nonsterile site)
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individual is currently infected or has been
exposed at some previous time. Further,
they can provide information on the current
immune status of an individual with respect
to a particular pathogen. This would be im-
portant in determining whether an individ-
ual is susceptible to infection or is protected
as a result of perhaps vaccination or previ-
ous infection. In summary, an understanding
of the immune system and laboratory test-
ing methodologies when used in combina-
tion provides a powerful tool for monitor-
ing or detecting infectious disease in either a
single individual or a large population.
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3
Theories of Causation

DANA LOOMIS and STEVE WING

How does scientific work, including epi-
demiology, relate to knowing the causes of
events, why things happen? How do we
decide on the cause of a person's disease—
was it the germ, unboiled water, inadequate
knowledge about health behaviors, poor
nutrition, lack of water purification, pover-
ty, economic inequality, or a legacy of racist
colonial development? And how do we make
judgments not only about a particular case
of disease but about the cause of disease in
general? These questions are critically im-
portant because the scientific answers play
a role in public health action and policy,
both in justifying continuation of accepted
practices and in promoting different ap-
proaches.

This chapter reviews the topic of causal
thinking in epidemiology, with a focus on in-
fectious diseases. We take a historical ap-
proach to the topic because of the important
differences between explanations of the
causes of disease in different places and
times, and because it is widely believed that
scientific knowledge is progressive, that is, it
accumulates in a linear fashion toward the

truth. A historical perspective allows us to
evaluate not only the progressive aspects of
beliefs about causation of disease but also
the world views and social values upon
which models of causation and prescrip-
tions for public health practice rest.

The chapter is organized into five sec-
tions. First we discuss causal ideas before
microbiology, at a time when causal theories
emphasizing contagion and environment
were on relatively equal footing. Next we
discuss the impact of the germ theory on
causal thinking in epidemiology, its mono-
causal implications and its later expansion
into multicausal and ecological views. Be-
cause of the importance of rapid changes in
health and disease states in influencing
causal thinking, the third section addresses
causal implications of evidence about trends
in infectious disease. The fourth section sum-
marizes the basis of current causal thinking
in epidemiology, which is dominated in the
English language literature by studies of risk
factors for noninfectious disease. In the final
section we suggest an alternative perspective
that is not focused on risk factors.
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CAUSAL IDEAS BEFORE
MICROBIOLOGY

Modern ideas about the causes of disease
emerged near the end of the nineteenth cen-
tury, when developments in microbiology
and medicine first coalesced to permit the
identification of bacterial pathogens and the
classification of the clinical manifestations
they produce in humans. As the relative re-
cency of these ideas suggests, however, there
were many well-developed theories about
the causes of disease before the advent of mi-
crobiology. Because epidemic disease is a
visible feature of human life, cultures must
have theories of disease, or epidemiologies,
to explain how and why it occurs. Folk tra-
ditions were historically—and, for many
people, continue to be—important sources
of epidemiological explanation. Despite the
importance and legitimacy of other tradi-
tions, our concern here is to understand the
roots of causal thinking in contemporary
public health and medicine. Thus we focus
on ideas prevalent among formally trained
practitioners of those disciplines in the tra-
dition that began to develop in Europe in the
nineteenth century.

Environment or Contagion?

Among physicians in early nineteenth centu-
ry Europe, there were two predominant class-
es of explanations for the origins of mass dis-
ease: environmental theories and contagion
theories. The environmental theories were
rooted in the Hippocratic tradition (Green-
wood 1993). Their adherents postulated
that the cycles of the seasons or the quality
of the air and water or general living condi-
tions directly determined the occurrence of
epidemics. The competing idea that epi-
demics result from person-to-person trans-
mission of contagious matter is also ancient,
but its modern expression is often traced to
the fifteenth century writings of Girolamo
Fracastoro, a Veronese physician. The spe-
cific nature of the contagious material was
not known until the late nineteenth century,
but it was postulated centuries earlier to be an
autonomous agent, possibly living, that was

specific to each disease, capable of being
transmitted among people, and which might
exist sometimes in a human host and some-
times in the environment (Fracastoro 1930).

Both environmental and contagion theo-
ries of disease were used in developing pre-
ventive measures and formulating public
health policy well before the nineteenth cen-
tury. During the Renaissance, environmen-
tal causes were invoked in reports issued by
the Florentine government, which associated
epidemic conditions with filth and noxious
odors (Cipolla 1992). Some Italian cities
employed environmental sanitation to con-
trol both tuberculosis and bubonic plague.
On the other hand, fear of contagion simul-
taneously led to the practice of quarantining
ships and their crews, which many ports had
adopted by the eighteenth century (Rosen
1958, Dubos, 1952).

By the 1840s, an environmental theory of
disease began to gain the upper hand as a
motivating force for public health policy.
This idea, that epidemics resulted from con-
taminated air, or miasma, emanating from
putrefying organic matter, rose to promi-
nence in the context of the unprecedented
urbanization brought about by the industri-
al revolution. In early Victorian England,
Edwin Chadwick and other liberal reform-
ists depicted the vile living conditions indus-
trialization had inflicted on the new urban
working class and championed the provi-
sion of clean water, adequate housing, and
effective sewerage to improve health and so-
cial welfare (Cullen 1975; Mackenzie 1981).
Reforms based on environmental theories of
disease were also instituted elsewhere in Eu-
rope and in the United States (Rosen 1958).

The reformist orientation associated with
the miasma theory played an integral part in
the development of another field that has be-
come integral to modern epidemiology. In
England and France, statistical methods pro-
vided much of the information that was used
to make the case for sanitary reform. Re-
formers saw the new discipline of statistics,
named for the study of states, as an essential
part of the new, rational approach to gover-
nance that would sweep away the arbitrari-
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ness of monarchy (Hacking 1990). Interest in
health and social questions motivated much
of the development of statistics in the early
nineteenth century, and prominent statisti-
cians of the era, like William Farr in England
and Rene Villerme, in France, championed
reform causes (Coleman 1982; Cullen 1975).

Moral and Social Causation

Despite the dominance of the miasmatist
school of thought, other theories of disease
were able to coexist with it. Religious and
moral explanations were especially promi-
nent in the nineteenth century. While these
ideas were not taught in professional med-
ical curricula, they remained important in
the beliefs of the public and health profes-
sionals alike. The consummate public health
professional of nineteenth century England,
physician, epidemiologist, and reformer
William Farr, argued that, while sanitary re-
form was imperative, moral failure in the
form of sloth and drunkenness was partly to
blame for the poor state of the working class
(Eyler 1979). Writing from a popular per-
spective, Charles Dickens was fond of por-
traying the triumph of individual virtue over
adversity. Whereas Farr accepted the funda-
mental arrangements of Victorian society,
however, Dickens seemed to call for a return
to a traditional morality free from the cor-
rupting influences of the industrial age.

Different moral arguments were a key as-
pect of another, far more radical, thread of
nineteenth century causal ideas. This intel-
lectual current, exemplified by the work of
Friedrich Engels and Rudolf Virchow, con-
sisted of environmental theories of disease
rooted in political economy. When Virchow,
then a young professor of medicine, was
deputized in 1848 to investigate an out-
break of typhus in eastern Germany he cited
poverty and economic underdevelopment as
its root causes (Taylor and Rieger 1985).
Virchow's statement that "medicine is a so-
cial science, and politics is nothing but med-
icine on a grand scale" eloquently summa-
rized his views concerning the causes and
prevention of disease (Taylor and Rieger
1985). Engels, writing in England, charac-

terized the ill health of British workers as
"nothing short of murder callously commit-
ted through the instrument of industrial
capitalism" (Engels 1993). Like Virchow,
Engels saw the manner in which people or-
ganize themselves into societies as the fun-
damental determinant of health.

Despite their outward differences, the main
nineteenth century ideas of disease causation
had several elements in common. Both the mi-
asmatic theory and the contagion theory vi-
sualized disease as resulting from the action
of autonomous agents, extrinsic to the human
organism. The kind of intervention needed
to prevent disease would of course differ de-
pending on how the agent was believed to
act. But whether sick people's belongings
were burned to stop contagion or privies
were constructed to eliminate miasmas, dis-
ease was to be controlled through specific,
often narrowly conceived, environmental
changes directed toward the suspected agent.
The miasmatic and political-economic views
also shared an underlying faith in scientific
methods and their potential to rationalize
government (Engels 1993; Cullen 1975).

Despite these commonalities, the political-
economic thread of Virchow and Engels was
distinctly different from other scientifically
oriented disease theories of its day in one
critical way. It was the only theory to con-
sider the production of health and disease in
an ecological context, in that it saw illness as
part of a complex social and cultural system
and the control of disease as requiring con-
sideration of that system in its entirety.

THE GERM THEORY EMERGES

For a time, the miasma theory of disease
dominated the formation of public health
policy. Mainstream scientists viewed conta-
gionism as an antiquated, scientifically dis-
credited theory (Ackerknecht 1948). Quar-
antine and other disease control measures
derived from it were discarded in response
to political liberals' arguments that they
were inefficient and failed to address the
true causes of disease.
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Nevertheless, the idea that diseases are
produced by living organisms was not aban-
doned. John Snow conducted a series of ele-
gantly designed epidemiological studies of
cholera epidemics in London in the 1850s,
based on the hypothesis that the disease was
produced by an infective agent transmitted
through water contaminated with human
feces (Snow 1936). The fact that this work
and similarly oriented mid-nineteenth cen-
tury studies, like those of Panum on measles
(Panum 1940) and Budd on fevers (Budd
1984), were carried out at the height of the
miasma theory's ascendancy indicates the
persistence of contagion theories of disease.

A Revolution in the Laboratory

The dominance of the miasma theory was fi-
nally broken by developments in the labora-
tory, rather than by epidemiological re-
search. By the 1860s, decades of careful work
by numerous researchers had yielded incre-
mental progress in the science and technol-
ogy of microbiology. With this background
in place, Louis Pasteur's elucidation of the
mechanisms of infection and Robert Koch's
developments in culture technique and de-
scriptions of bacterial life cycles were seen as
signal breakthroughs, capable of finally fill-
ing the gaps in existing knowledge about the
mechanisms by which disease is produced.

Still more dramatic changes came with
Koch's identification of the tubercle bacillus
as the unique and specific cause of tubercu-
losis. With this development there was born
a new disease defined on etiologic grounds,
which grouped together older disease enti-
ties, including phthisis, scrofula, and Pott's
disease. Tuberculosis was of overwhelming
public health importance in the late nine-
teenth century. It was the leading cause of
death in most industrialized countries, yet it
was not regarded at the time as a single dis-
ease and there was no unified theory about
its etiology. In an influential 1882 paper,
Koch elucidated three pieces of evidence that
convincingly identified the tubercle bacillus
as the agent of the disease.

These observations, which came to be
known as Koch's postulates, provided a pre-

viously lacking conceptual framework for
identifying pathogenic agents, as follows:

1 the agent is found in every case of the dis-
ease in association with its characteristic
lesions;

2 the disease can be produced by artificial-
ly introducing the agent into a symptom-
free host, after isolating the agent from a
diseased host and growing it in pure cul-
ture, and

3 the agent can be recovered from the new
host after symptoms appear.

Koch's conceptualization of pathogenic
agents as necessary and sufficient causes of
disease, combined with the ideas that path-
ogens are living organisms capable of being
passed from one person to another, and pos-
sibly from other species to humans, consti-
tuted the classical germ theory of disease.

The Focus Shifts Inward

The application of the methodology devel-
oped by Koch brought about immediate and
profound changes in infectious disease re-
search, as well as in medical and public health
practice. One important change was that the
focus of activity shifted from the communi-
ty and the clinic to the laboratory. Microbi-
ologic research to identify pathogens pro-
ceeded at a dizzying pace in the decades
around the turn of the century, with the
agents of most infectious diseases of con-
temporary public health importance being
identified by 1910 (Rosen, 1958).

Along with this change in the emphasis of
research came changes in the training of pub-
lic health professionals. University depart-
ments of hygiene were transformed into cen-
ters for training and research in bacteriology,
especially in Germany, where the old sanitary
emphasis was virtually swept away (Winslow
1943). When new schools of public health
were founded in the twentieth century, bac-
teriology was an essential part of the cur-
riculum; the community aspects of health
initially received little attention (Fee 1987).

The formalization of epidemiology as a
discipline was largely a result of the estab-
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lishment of public health curricula based on
the paradigm of the germ theory. However,
the epidemiology of 1920 bore little resem-
blance to the modern discipline. The first
academic textbooks on the subject described
epidemiology as concerned exclusively with
infectious diseases, and curricula empha-
sized the investigation of outbreaks and the
tracing of contacts (Frost 1941; Stallybrass
1931; Fee 1987).

In remarkable contrast to the situation
during the sanitary revolution of the 1840s,
statistics had little place in the new epidemi-
ology emerging from advances in bacteriol-
ogy. Charles Chapin, Rhode Island's influ-
ential health director, in 1909 exhorted
epidemiologists to make more use of quan-
titative methods, but he was referring to cal-
culations ranging from disinfection rates to
the cost of treatment; population statistics
were scarcely mentioned (Chapin 1934a).

With Koch's methodology for identifying
the agents responsible for infectious dis-
eases, there was, of course, no need for sta-
tistical methods. By definition the agent was
present in every case of the disease, so the
observation of only a single case could pro-
vide definitive evidence of causation. Dis-
eases could now be redefined based on their
etiologic agents, rather than their clinical
manifestations (MacMahon 1970). There
was also a rational basis for distinguishing
infectious from noninfectious diseases based
on etiology, rather than using labels like epi-
demic or chronic that described their time
course in populations or individuals.

Redefinition of diseases by etiology brought
microbiologic methods into medical prac-
tice, since isolation of the agent in culture
was now required for definitive diagnosis of
many diseases.

Perhaps most important of all, the micro-
biologic revolution dramatically changed the
spectrum of disease control strategies that
seemed appropriate. Although medical thera-
pies capable of directly combating infection in
the human host were slower to evolve, public
health measures were quickly reoriented to-
ward preventing transmission of pathogens.
General environmental hygiene was replaced

by more specific measures—such as disinfec-
tion of drinking water; quarantine was rein-
troduced; and sick people and their contacts
were put under surveillance (Rosen 1958).

This change in direction was so profound
that Charles Chapin, speaking before the
American Public Health Association in 1902
(Chapin 1934b), ridiculed the public health
movement's past focus on community sani-
tation and urged public health workers to
adopt an up-to-date approach to disease
prevention based on the germ theory:

The English, who carried the notion of the dan-
ger of filth to the extreme, were assumed to be the
leaders in public health work, and we blindly fol-
lowed the leaders. It was believed that the mu-
nicipality was chiefly responsible for infectious
diseases. Pure air, pure water, and a pure soil was
the cry. We have learned the true nature of infec-
tion and we have learned that the parasites which
are its essence rarely propagate in filth and are
rarely air-borne. Instead of an indiscriminate at-
tack on dirt, we must learn the mode of trans-
mission of each infection, and must discover its
most vulnerable point of attack.

A New Paradigm and Its Critics

Despite the tremendous advances in scientific
understanding that the classical germ theory
brought about, problems with it were quick
to emerge. Some technical difficulties were
eventually overcome. The identification of
viruses was delayed until improved labora-
tory techniques were developed, the role of
host resistance was not immediately appre-
ciated, and modes of transmission proved
difficult to untangle for some agents (Evans
1978). Yellow fever was a particularly vex-
ing problem because it involved both viral
etiology and insect vectors, but it ultimately
came to be understood through a combina-
tion of field, clinical, and laboratory investi-
gations.

Other deficiencies of the germ theory
were more fundamental, but not as readily
apparent. The germ theory's tendency to
yield oversimplified accounts of the occur-
rence of disease in populations was central
to some of the most penetrating critiques.
People who had been schooled in the older,
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sanitary approach, notably William Farr
and, in Germany, Max von Pettenkoffer, ac-
cepted that microbiologic agents had a role
in producing epidemic disease but were un-
willing to concede that they were the sole
cause (Eyler 1979; Winslow 1943). Petten-
koffer was a particularly vocal critic of the
germ theory, remembered today for drinking
a glass of water containing Vibrio cholerae to
prove the organism was not the cause of
cholera. Although Pettenkoffer has been de-
rided for this protest against "progress,"
some of his arguments about the causation of
infectious diseases were later revived to illus-
trate the supposedly more complex causation
of noninfectious diseases, as we will see later.

The potential loss of the public health
movement's former emphasis on communi-
ty improvement and social well-being was
one important consequence of the germ the-
ory. Modernists like Chapin championed
the efficiency of public health practice based
on the germ theory, which could be carried
out by an elite corps of highly trained ex-
perts, rather than requiring a broad social
movement.

Some patrons of the new public health
clearly stood to benefit from the limited ap-
proach it engendered. The Rockefeller Foun-
dation initiated public health programs
worldwide that directed interventions speci-
fically toward control of infectious agents.
The foundation's health workers and their
supporters believed that this strategy would
benefit capitalist interests by producing a
healthier work force without causing social
disruption (Kunitz 1988; Brown 1979). The
Rockefeller Foundation was also instrumen-
tal in founding schools of public health in
the United States and Latin America. In the
selection of Johns Hopkins University as the
site of the first such school, the foundation
again expressed a clear preference for a sci-
ence-based public health practiced by experts
in the clinic and the laboratory (Fee 1987).

The emergence of the germ theory trans-
formed infectious disease research, public
health, and medical practice, sweeping away
institutions and approaches based on older
paradigms. Tremendous advances in the un-
derstanding of transmission, infection, patho-

genesis, immunity and—ultimately—therapy
were direct results of the germ theory. Nev-
ertheless, the germ theory and its derivative
public health programs did not succeed in all
respects. Evidence suggests that they played
a relatively minor role in the subsequent de-
cline of infectious diseases in the industrial-
ized countries.

CAUSAL THEORIES AND CHANGING
PATTERNS OF MORBIDITY

Epidemiologic Transition

It is well known that mortality has declined
dramatically in the twentieth century, and
that this decline has been facilitated largely
by a shift in the leading causes of death from
infectious to noninfectious diseases. That
historic change in the structure of mortality
has been termed the Epidemiologic Transition.

Interventions based on causal models de-
rived from the germ theory are often credit-
ed with the twentieth century decline in infec-
tious disease mortality. Fueled by declining
morbidity and mortality, the development
of antibiotic drugs, and the successful inter-
national campaign against smallpox, opti-
mism that all infectious disease might soon
be eliminated surged following the second
world war. Techniques of mass immuniza-
tion had been honed during the war, and
campaigns against vaccine-preventable dis-
eases were carried out worldwide. The logic
of the germ theory was also turned on insect
disease vectors, using newly developed chem-
ical pesticides as antibiotic drugs on an envi-
ronmental scale. Some of the most important
and intractable infectious diseases, includ-
ing measles, poliomyelitis, malaria, and yel-
low fever, seemed to yield to this aggressive
approach. In the climate of the times, it did
not seem like outrageous bravado for the
American epidemiologist Charles-Edward
Amory Winslow to title a 1943 book on the
history of public health The Conquest of
Epidemic Disease (Winslow 1943).

The wholesale elimination of infectious
diseases would constitute the strongest pos-
sible validation of the germ theory, demon-
strating that it not only predicted the beha-
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vior of organisms in the laboratory but al-
lowed people to intervene with measurable
success in the real world. In fact, however,
history does not support this interpretation
of the germ theory's application.

The Role of Medicine

In much of North America and Europe, mor-
tality had already begun to decline in the
early or middle nineteenth century, decades
before the bacteriologic revolution, and con-
tinued steadily downward for the next 100
years despite the absence of specific medical
measures that were effective against the lead-
ing infectious diseases. Thanks to this pro-
longed decline, mortality from the major in-
fections had already been reduced manyfold
by the time sulfa drugs, antiobiotics, and vac-
cination came into widespread use in the
middle of the twentieth century. McKeown's
historical analysis of the contribution of med-
icine to the improvement of health in Eng-
land provides a number of striking examples
(McKeown 1976). Mortality from tubercu-
losis, which was the leading cause of death
in the nineteenth century, probably began to
decline before 1800 and dropped from an
annual rate of 400 deaths per 100,000 pop-
ulation by 1840 to 50 per 100,000 in 1940;
the decline accelerated in the 1940s and
1950s when streptomycin, isoniazid, and
other drug therapies became available, but
the overall change attributable to modern
curative treatment (from 50 to around 1 per
100,000 in 1980) was much smaller in ab-
solute terms than the reduction that had al-
ready taken place (McKeown 1976; Corn-
stock 1982). Similar patterns, with most of
the reduction in mortality taking place be-
fore the introduction of specific medical
treatments, occurred for other major infec-
tions, including typhoid, measles, scarlet
fever, and whooping cough (McKeown
1976; McKinlay & McKinlay 1977).

This sequence of events is not compatible
with the claim that medical interventions
caused the modern decline in infectious dis-
eases. Antibiotics and other drug therapies
clearly have had a substantial effect in the
last 50 years, especially in developing coun-
tries, where the previous reduction in mor-

tality had been smaller. However, it is neces-
sary to look to earlier historical periods for
explanations of the most significant ad-
vances in health. McKeown (1976) attrib-
uted most of the reduction in infectious dis-
ease mortality in the nineteenth and early
twentieth centuries to improvements in nu-
trition, environmental hygiene, and slower
population growth, none of which required
either knowledge of the specific agents of in-
fection or the ability to intervene directly
against them.

To argue that medical therapies were less
important to the 100-year decline in mortal-
ity than environmental, technological, and
social changes is not to deny that pathogenic
organisms have a critical role in the produc-
tion of infectious diseases. However, the pro-
found importance of these changes, which
were not specifically intended to control path-
ogens, demonstrates the inadequacy of a sim-
ple, unicausal theory that assumes pathogen-
ic agents are necessary and sufficient causes of
disease, and argues for the need to consider
epidemic disease in a larger ecologic context.

Old Problems Persist, New Ones Emerge

If the importance of the ecology of infec-
tions was not apparent 20 years ago, it
should be starkly obvious today. In the opti-
mistic days of the 1970s, it was widely as-
sumed that less affluent countries would,
through industrialization, increasing afflu-
ence, and modern medical technology, expe-
rience steadily improving health to pass
through the epidemiologic transition from
infectious to chronic diseases as Western Eu-
rope and North America had. In reality, many
countries are suspended between the two
poles of the model transition, experiencing
rising rates of mortality from lung cancer,
heart disease, and injuries simultaneously
with lingering infectious diseases, especially
among children and the poor (Frenk 1989).

At the same time, infectious diseases have
reemerged as important problems in coun-
tries that were thought to have completed
the epidemiologic transition. Public health
workers and physicians worldwide have
been taken by surprise by the resurgence of
diseases thought to be under control, like tu-
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berculosis, and the appearance of previous-
ly unknown infections involving agents like
HIV and Ebola virus. Some critics, from both
within and outside public health, have at-
tributed the failure to foresee these develop-
ments to decades of narrow thinking that fo-
cused on fighting infections with drugs, but
ignored the ecologic interactions among mi-
crobes, vectors, humans and other hosts, and
the environment within which all of them
exist. The rapid pace and large scale of en-
vironmental change are among the over-
looked factors suggested as catalysts for re-
cent environmental changes, and possibly for
more to come. Popular books have helped to
rekindle interest in the ecology of disease
(Garrett 1994; Preston 1994). Writers have
described emergent infections as the earth's
"revenge" for humans' destruction of natural
ecosystems, and described the paving of a
highway across Central Africa as "one of the
most important events of the century," which
"affected every person on earth" by initiating
changes in microbial ecology (Preston 1994).

The public health establishment's unpre-
paredness for recent epidemiologic develop-
ments underscores the deficiency of tradi-
tional models of the causes of infections in
populations and the approaches they engen-
der. More effective causal models would
allow change to be anticipated and facilitate
appropriate responses to it. Infectious dis-
ease researchers have recently begun to give
more serious consideration to the develop-
ment of more appropriate paradigms.

MULTICAUSALITY IN
EPIDEMIOLOGY

Emphasis on multiple causal factors, or
"multicausality," arose in response to the
simplified idea that an infectious agent is the
unique and sufficient cause of an infectious
disease. Methods of modern risk factor epi-
demiology and concepts about causality of
disease have developed largely in applica-
tion to noninfectious diseases in which a
specific necessary disease agent is not recog-
nized. In this approach, the causes of disease
are considered to be agents, exposures, or
risk factors. These factors may include mi-

crobes, chemicals, nutrients; anthropomet-
ric, physiologic and genetic characteristics
as well as behaviors, mental states, race, or
socioeconomic status.

The method of the discipline is to observe
whether disease occurs more or less com-
monly among individuals who have the ex-
posure or factor than among those who do
not. The broader goal of explanation of the
occurrence of disease in populations is pur-
sued by attempting to enumerate risk and
protective factors (the "independent vari-
ables") and their dose-response relations
with a list of disease outcomes derived pri-
marily from clinical practice (the "depend-
ent variables"). This research has resulted in
lists of carcinogens, cardiovascular risk fac-
tors, and health risk behaviors that are tar-
geted for modification by hygienic, behav-
ioral, or pharmacologic intervention.

Association and Causation

When disease is observed to occur at a dif-
ferent rate among exposed and nonexposed
populations, it is said that exposure and dis-
ease are associated. Issues of causality in
modern epidemiology primarily relate to
sorting exposure-disease associations into
two categories, causal and noncausal. This
is clearly stated in the 1964 surgeon gener-
al's report on smoking and health, an early
and prominent example of this causal rea-
soning. The surgeon general wrote, the "ele-
ments of causation in chronic disease" are:
the consistency of the association, the strength
of the association, the specificity of the as-
sociation, the temporal relationship of the
association, and the coherence of the associ-
ation.

Consistency refers to variation of the as-
sociation between subgroups or across stud-
ies. Evidence of a similar relationship be-
tween a factor and disease in various groups
is considered to be more suggestive of a
causal role for the factor than evidence of
variation in the association. Lack of sub-
stantial effect modification is important to
the consistency of the association.

Strength refers to the magnitude of the
difference in disease between exposed and
unexposed groups. The difference in disease
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rates is often expressed as a rate ratio, odds
ratio, degree of elevation above background
rates, or the ratio of cases observed to ex-
pected based on some average experience.
Closely related to strength of association
and noted as a separate quality in many pre-
sentations of criteria for making judgments
about causality is the concept of dose re-
sponse, or the gradient of the increase in dis-
ease as exposure increases. Perhaps because
of a confusion in the medical literature be-
tween the strength of an association, which
is assessed by measures such as relative risk,
attributable risk, or regression coefficients,
and the statistical significance of the associ-
ation, significance level has sometimes been
considered to be relevant to consideration of
causality. However, the ambiguity of such
statistical tests outside certain randomized
settings means that this is not an appropri-
ate general criterion.

Specificity means that the exposure is as-
sociated with a particular disease and not
with disease in general. This criterion has its
origins in infectious disease epidemiology in
which the organism is expected to produce
particular symptoms, and therefore would
not be associated with disease in general.
This criterion may be quite inappropriate
for exposures such as cigarette smoke or un-
dernutrition that are involved in the patho-
genesis of a wide range of outcomes.

Temporal relationship means that the ex-
posure leads to the disease rather than vice
versa. The ability to establish the temporal
relationship between exposure and disease
is an often cited advantage of follow-up
studies over cross sectional or case-control
studies.

Coherence refers to the plausibility of the
association in terms of biologic, physical,
and social mechanisms, including the extent
to which the observed association fits in
with animal studies and other epidemiologic
studies of the same or related factors. Of
these criteria, coherence is the least specific,
the least related to the collection of epide-
miological data per se, and the most crucial.

Coherence has been called biologic plau-
sibility (Hill 1965). Even stronger than bio-
logic plausibility is demonstration of the

mechanism by which an outcome is a conse-
quence of a determinant; this has been called
directionality (Susser 1991). It is evidence of
a necessary cause that most clearly distin-
guishes the demonstration of the roles of in-
fectious versus noninfectious agents in pro-
duction of disease. In the case of infectious
disease, Koch's postulates summarize the ev-
idence that can be marshaled to demon-
strate the role of a microbial agent in a spe-
cific case of disease in an individual. The
organism is necessary for production of a
disease that is defined as the pathologic con-
sequences of infection with a particular or-
ganism. The problem of causality, from the
perspective of risk factor epidemiology, de-
rives from its engagement with diseases for
which a necessary cause is not recognized.
These tend to be noninfectious diseases. There
are exceptions to this generalization, such as
asbestosis, but most noninfectious diseases
are medically defined in relation to diagno-
sis and treatment rather than to an etiologic
agent. Thus, the primary issue in distin-
guishing a causal from a noncausal associa-
tion has to do with showing that an agent
and disease are associated because the agent
acts pathologically to produce disease. In
the case of noninfectious conditions that have
been the primary focus of risk factor epide-
miology, disease production can occur in the
absence of the risk factor, that is, the factor
is neither necessary nor sufficient to produce
disease in a particular individual (although
it may be necessary to produce mass disease).

Models of Causation
Multicausal thinking about factors that are
neither necessary nor sufficient to produce
disease has taken various forms. Factors
that influence susceptibility to infection fol-
lowing exposure to an infectious agent, or
disease following infection, may be consid-
ered as risk factors as in the case of non-
infectious diseases. Thus, the consistency,
strength, temporality, and specificity of the
association between a susceptibility-related
factor and disease rates might be considered
along with evidence of mechanisms through
which increased susceptibility would be pro-
duced. The agent and susceptibility factors
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may be pictured as a web of causation in
which many physiologic, behavioral, and
environmental factors are connected by ar-
rows to indicate the direction of relation-
ships. Another depiction of multicausality is
the component cause model, which presents
disease causality in terms of specific groups
of separate factors that combine to result in
disease. There may be many such combina-
tions of factors. In the case of diseases with
one necessary agent, including infectious dis-
eases, all of these groups of causal factors,
typically represented by pie diagrams, in-
clude the necessary agent.

Another heuristic device that has been
used to describe the causal production of
disease is the ecologic triad of host, agent,
and environment. This model derives from
Max von Pettenkoffer's argument that in-
fectious diseases did not have a single cause,
but could instead be likened to fermenta-
tion, which requires a host (carbohydrate),
agent (yeast), and environment (tempera-
ture) in the proper combination (Rosenau
1927). Infectious diseases depend on the
agent, host characteristics including behav-
iors and susceptibility states, and environ-
mental factors that facilitate the viability of
the agent and its transmission to the host.

The host-agent-environment model of
causation is one way of explicitly recogniz-
ing that the agent produces disease in a con-
text that involves characteristics of the host
and of the social, physical, and biologic en-
vironment (including other species) that in-
fluence and are influenced by the agent and
the host. Causal thinking in this tradition
has been less influenced by a focus on inde-
pendent exposure-disease associations and
the attendant criteria for distinguishing causal
from noncausal associations that character-
ize risk factor epidemiology, and more influ-
enced by ecologic perspectives on complex
interactions of various species.

Causal Criteria and Study Design

The perspective of risk factor epidemiology,
that exposures are the causes of disease in
populations, is mirrored in the model for
modern epidemiologic study designs, the
randomized experiment. In this approach,

subjects with specific characteristics, includ-
ing absence of a disease or outcome of in-
terest, can be chosen for study. Next, they
can be allocated to be exposed or unexposed
to a factor according to rules that, as in the
well-shuffled decks of repeated card games,
tend toward an even distribution of the het-
erogeneous study subjects between exposure
groups over the course of many trials. Dur-
ing the period of application of controlled
amounts of exposure (or nonexposure), all
other conditions affecting the subjects can be
held constant. Finally, the subjects are avail-
able to the researcher for determination of
the outcome characteristics in members of
each group, using a standardized protocol.
The analysis of such a study amounts to a
comparison of the frequency of the outcomes
of interest in the groups. Differences in fre-
quency that persist over many trials, or that
are obtained in a small number of large tri-
als, are attributed to the action of the exper-
imental agent.

According to this logic, study designs
that more closely approximate a random-
ized experiment can provide more com-
pelling evidence of causation than less con-
trolled designs. This hierarchy of methods
for producing evidence is represented in
Table 3-1. The left columns shows the tra-
ditional ranking in value of a list of typical
epidemiologic study designs. The other col-
umns indicate some of their key characteris-
tics and the strength of the causal implica-
tion typically accorded to their evidence.
Historical studies of particular cases or of
populations that lack controls are consid-
ered to provide the weakest evidence. Slight-
ly more compelling are aggregate studies
that lack individual-level information on
exposure and disease, such as time trend
studies or international comparisons. Cross-
sectional surveys collect individual data on
exposures and outcomes but are unable to
confirm that the exposure preceded the out-
come. All these types of studies are consid-
ered to be primarily descriptive in nature
and suited to generating hypotheses about
specific exposure-disease associations, not
to testing hypotheses, which, in this assess-
ment, is considered to be a more rigorous
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Table 3-1 Hierarchy of Modern Epidemiologic Study Designs According to the Perspective of Risk
Factor Epidemiology

Traditional Evaluation
Potential

Hypothesis Hypothesis Causal Context
Design Comment Generating Testing Implications Sensitivity

Case history No controls

Aggregate Group unit

Cross-sectional No temporal
information

Case-control Retrospective
information

Cohort follow up Prospective
information

Randomized clinical trial Experimental

Source: Adapted from Ibrahim, 1985.

scientific activity with stronger causal impli-
cations. The hypothesis testing designs are
defined as analytical in contrast to the less
powerful descriptive designs. These are some-
times called quasi-experimental designs and
attempt to collect data on exposure and out-
come in more controlled settings, often in-
volving more selected groups of study sub-
jects.

In this approach to establishing causality
of disease, factors that can be manipulated
experimentally, such as therapeutic and pre-
ventive interventions, are the only factors
that can receive the strongest level of support.
To more closely approximate experimental
conditions, observational studies often re-
strict samples to produce greater comparabil-
ity between exposed and unexposed groups.
Other variables are statistically controlled
in the analysis so that differences in disease
rates may be more clearly attributed to expo-
sure and less confounded by other differences
between exposure groups. Because control
over measurement and monitoring of study
subjects is central to the experimental model,
and because of the importance of knowing
that exposure precedes disease, individual
follow up is important.

The focus on isolating independent expo-
sure-disease associations, and on character-
istics that are considered to be solely prop-
erties of individual humans rather than

reflections of the physical and social devel-
opmental environment, mitigates against at-
tention to the complex ecologic context in
which disease and exposure emerge. Such
considerations may be more evident in ag-
gregate or case series designs that are at the
low end of the hierarchy of study designs ac-
cording to the risk factor perspective. This
situation is depicted in the right-most col-
umn of Table 3-1, which indicates that de-
signs which are more experimental most
effectively exclude the context. The experi-
ment, in which the exposure is determined
by the experimenter, excludes the impor-
tance of where the exposure comes from,
what changes occurred during its produc-
tion, and why certain population groups
continue to be exposed over time.

In contrast, aggregate studies of time
trends in diseases and exposures, or case
studies of epidemiologic transition, such as
the shift from infectious to noninfectious
diseases as the major public health problems,
may focus attention on the ecologic context
including such features as agriculture and
transportation systems, occupational and
environmental regulations, levels of pover-
ty, and access to medical care in the general
population. More experimental study designs
achieve their control and specificity by ex-
cluding complex contexts for the purpose of
assessing a particular exposure-disease rela-

Speculative

Possibly
suggestive

Somewhat
suggestive

Moderately
suggestive

Strongly
suggestive

Firm

High

Absent
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tionship while holding everything else con-
stant.

By considering the causes of disease to be
agents or exposures, by establishing a hier-
archy of decision making about causality
that places greatest weight on experimental
and quasi-experimental evidence, and by ex-
cluding ecologic relationships from primary
consideration as causes of disease, risk fac-
tor epidemiology effectively excludes human
social and economic organization from a
central place in disease causality. The epide-
miologic triad, a model largely abandoned
in modern epidemiology texts that discuss
criteria for determining whether or not as-
sociations are causal, had a more explicit
place for social and economic forces. Such
concerns continue to be represented in in-
fectious disease studies that are focused less
on risk factors and more on human ecology.

CONCLUSION

We have presented the topic of causal think-
ing in epidemiology from a historical per-
spective in order to emphasize the choices
that today's researchers make in justifying
the logic of their hypotheses, study designs,
and approaches to data analysis. Although
both laboratory and statistical technologies
used by epidemiologists have become more
powerful during the last century, the causal
thinking that provides the philosophical
basis for epidemiologic inquiry in public
health has not shown similar growth and
sophistication. Rather, the competing causal
ideas that informed debates among conta-
gion, miasma, moral, and political explana-
tions of disease remain in much the same
form that existed in the mid-1800s. For ex-
ample, a virus, personal moral failure, and
discrimination on the basis of sexual orien-
tation and race, have all been cited as the
cause of the HIV epidemic.

We strongly recommend adoption of a
nuanced historical and ecologic approach to
evaluating disease causality. Such an ap-
proach, while utilizing quantitative and meth-
odological insights offered in evaluation of
risk factors, should explicitly consider phys-

ical, biological, and social aspects of the
context in which risk factors are considered.
Placing risk factors in context may be viewed
as contrary to principles of experimental de-
sign and analysis that demand that a com-
plex myriad of factors be held constant
while one or a few factors are isolated. How-
ever, this apparent contradiction can be dis-
solved by taking a more dialectical ap-
proach to causality, one that utilizes the
strength of the experimental approach as a
heuristic model, useful in a limited domain,
but not a basis for an ontological model of
the occurrence of disease in populations. In
this way, evidence collected through experi-
mental and quasi-experimental designs, the
approach of most population-based epide-
miologic studies, must be interpreted in light
of the co-evolution of host, agent, and envi-
ronment, human population dynamics, and
ecologic and political systems.

The idea of causality is strongly connect-
ed to public health practice. Once some-
thing is identified as a cause, it becomes a
potential target for intervention and disease
control. Decisions about what causes dis-
ease may lead us to vaccinate against speci-
fic organisms, issue directions to boil water,
disinfect the water supply, control sources of
contamination, improve the food supply, or
reduce poverty. In this way, scientific deci-
sions about cause are deeply political and
ethical. Rather than disguise these more
complex and moral dimensions of the assess-
ment of causality, epidemiologists are respon-
sible to make them as clear as possible so that
scientists, policymakers, and the public can
engage in more open debate about the best
ways to improve public health.
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4
Concepts of Transmission and Dynamics

M. ELIZABETH HALLORAN

Transmission from one host to another is fun-
damental to the survival strategy of most in-
fectious agents. Each microbe has its own life
cycle, modes of transmission, population dy-
namics, evolutionary pressures, and molecu-
lar and immunologic interaction with its host.
The transmission cycle may involve a particu-
lar insect or other vector, and consequently its
ecology. Studies and interventions need to take
the particular transmission, dynamics, and bi-
ology of each infectious agent into account.

Some underlying principles of transmis-
sion and dynamics, however, are common to
many infectious diseases. These principles
are captured in a wide variety of mathemat-
ical and statistical models. Since the human
host population is the ecological niche for
the infectious agent, some of the principles
come from general theories of populations,
evolution, and ecology (see Burnet and
White 1972, McNeill 1976). Other prin-
ciples have their origins in infectious disease
epidemiology.

Many different questions motivate quanti-
tative transmission models. A few examples
follow.

What is the probability that transmission
will occur after a susceptible host is ex-
posed to infection? How do transmission
dynamics and interventions influence the
evolution of a microbe? How do different
models of transmission influence our
thinking? How do different assumptions
about human contact patterns influence
the design and analysis of field studies?
Under what conditions will an epidemic
occur? Will an infectious agent become
established in a population and either per-
sist or die out? Will a microbe establish it-
self within a host and avoid immune sur-
veillance and clearance?
What interventions can prevent an epi-
demic or eliminate endemic transmission?
What interventions will reduce transmis-
sion and by how much? What will the
long-term effects of an intervention be in
a population? What is the best interven-
tion type and resource allocation strate-
gy? What is the optimal timing? How do
different subpopulations influence trans-
mission of an infectious agent and choice
of intervention strategies?

56
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When the appropriate data are available,
the models can be used to estimate quantities
of interest to answer the above questions.

How we think about the transmission dy-
namics of an infectious agent within a host
population influences how we design and in-
terpret epidemiologic studies. It can influ-
ence our choice of interventions. Mixing
structures, contact patterns, and subpopula-
tions can affect both transmission dynamics
and the results of studies. In this chapter, we
consider some basic principles and simple
models of transmission and population dy-
namics of infectious diseases. We focus on
aspects of transmission and dynamics that
have consequences for the design of studies
and interpretation of results.

STATES OF INFECTION
WITHIN A HOST

The natural history of infection within a
host can be described with reference to ei-
ther infectiousness or disease (Fig. 4-1).
Both time lines begin with the successful in-
fection of the susceptible host by the mi-
crobe. The natural history of infectiousness
includes the latent period, the time interval
from infection to becoming infectious, and

the infectious period, during which time the
host could infect another host or vector.
Eventually the host becomes noninfectious,
either by clearing the infection, possibly de-
veloping immunity, or by death. The host
can also become noninfectious while still
harboring the microbe. The host may be-
come an infectious carrier if he or she re-
covers from disease but remains infectious
(i.e., asymptomatically infected).

The natural history of disease in the in-
fected host includes the incubation period,
the time from infection to symptomatic dis-
ease, and the symptomatic period. The
probability of developing symptomatic dis-
ease after becoming infected is the patho-
genicity of the interaction of the microbe
with the host. Eventually the host leaves the
symptomatic state, either by recovering from
the symptoms or by death. If the microbe has
provoked an autoimmune response in the
host, symptoms can continue even after the
microbe is cleared. An inapparent case or
silent infection is a successful infection that
does not produce symptoms in the host. In-
apparent cases can be infectious.

While the disease process and its associat-
ed time line are important to the infected
person and to a physician, the dynamics of

Dynamics of
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Time of
Infection
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of symptoms

Resolution
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Figure 4-1. Natural history time lines for infection and disease.
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infectiousness are important for propaga-
tion of the microbe and for public health.
The relation of the two time lines to one an-
other is specific to each microbe and can
have important implications for study de-
sign, modeling, and public health.

For example, Elveback and colleagues
(1976) developed an influenza model that
distinguished between illness and infection
attack rates. The infected people become in-
fectious, but only a fraction of them develop
overt disease. In many studies of infectious
agents, it is easier to use overt disease as the
outcome, rather than infection, since infec-
tion may be difficult to ascertain. If many
infections are inapparent, however, using
overt disease would result in an underesti-
mate of the level of exposure to infection in
the population. Estimation of the incuba-
tion and latent periods can be difficult be-
cause the time of infection as well as the
onset of infectiousness are often difficult to
observe.

Human immunodeficiency virus (HIV)
poses a particular problem for public health
because the virus has a short latent period
and a long incubation period. A person in-
fected with HIV can infect many people
before symptoms develop. Plasmodium fal-
ciparum, one of the organisms that causes
human malaria, has an incubation period of
about 14 days, but the infective stages do
not appear until about 10 days after the first

symptoms. Thus early treatment of symp-
toms with a drug that also kills or prevents
infective stages could have an important ef-
fect on transmission. In chickenpox, the la-
tent period is about two days shorter than
the incubation period. Thus by the time
symptoms appear, a child can infect many
other children. Keeping children with symp-
tomatic chickenpox out of school might not
have a large effect on transmission. Gonor-
rhea infection in women is often asympto-
matic, so women often go untreated. In men,
the infection is often quite painful, leading
them to seek treatment. Thus the duration of
infectiousness tends to be shorter in men than
in women for reasons related to the different
time lines of disease in men and women.

TRANSMISSION MODELS

One measure of the success of an infectious
agent is how effectively it is transmitted. The
transmission probability p is the probability
that, given a contact between an infective
source and a susceptible host, successful
transfer of the microbe will occur so that the
susceptible host becomes infected (Fig. 4-2).
The transmission probability is a key quan-
tity both in epidemiology and in infectious
disease models. There are many different
ways of modeling the probability of becom-
ing infected upon repeated exposure to infec-
tion. We consider the simple binomial model

Transmission probability depends on:
Type and definition of contact
Microbe
Infectious host
Susceptible host

Figure 4-2. Transmission from an infective to a susceptible host during contact.
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of transmission for discrete contacts and,
briefly, a simple model in continuous time.

Binomial Models of Probability
of Infection

The binomial model of transmission can
help answer several questions. What is the
effect of an intervention in a population?
How do we interpret our assumptions about
how a risk factor or intervention affects the
transmission probability? How well is one
infectious agent transmitted compared to
another? When the appropriate data are
available from field studies, the binomial
model is often used to estimate the trans-
mission probability.

The basic idea of the binomial model is
that exposure to infection occurs in discrete
contacts and that each contact is independ-
ent of another. We define p as the transmis-
sion probability during a contact between a
susceptible person and an infectious person
or other source of infection, such as an in-
fectious mosquito. Then the probability that
the susceptible person will not be infected
during the contact is q = 1 — p. The quanti-
ty q is called the escape probability. For ex-
ample, if the transmission probability for
herpes simplex is p = 0.30, then the escape
probability for one contact is q = 1 — p
= 0.70. If a susceptible person makes n con-
tacts with infectious people, then, assuming
all contacts are equally infectious, the prob-
ability of escaping infection from all the n
contacts is qn = (1 — p)n. The probability of
being infected after n contacts with infec-
tives is 1 - qn = 1 - (1 - p)n.

Suppose a person has six successive sexu-
al contacts with someone who has genital
herpes (Fig. 4-3A). What is ithe probabili-
ty that the person will have become infected
after six contacts? In this example, n = 6.
The calculation proceeds by first calculating
the probability that the susceptible person
will escape infection from all six contacts.
Then this number is subtracted from one to
get the probability that the person is infect-
ed at least once. If the probability of escap-
ing infection from the first exposure is
q = 0.7, then the probability of escaping in-
fection from the second exposure is the

probability of escaping the first one times
the probability of escaping the second:
q X q = 0.7 X 0.7 = 0.49. The probability
of escaping infection from the third contact
is similarly the probability of escaping in-
fection from the first two contacts times
the probability of escaping infection from
the third: q2 X q = 0.49 X 0.7 = 0.34. The
probability of escaping infection from six
successive contacts is 0.76 = 0.12. The prob-
ability of becoming infected at least once is
1 - (1 - p ) n = 1 - (0.7)6 = 0.88.

We have made an important assumption
here. We assumed that each successive con-
tact was not affected by any of the previous
contacts. That is, the person did not develop
immunity or become more susceptible as
time went on. We also assumed that all of
the contacts had the same risk of transmis-
sion. These assumptions may not be ful-
filled. If so, the assumptions can easily be
changed and a more complicated form of
the binomial model developed.

In a different problem, suppose a suscep-
tible child attends school one day where six
of the children simultaneously have influen-
za. What is the probability of becoming in-
fected (Fig. 4-3B)? Assume that the proba-
bility of becoming infected from one contact
with one child with influenza is p = 0.3.
Proceeding as before, the probability of es-
caping infection from one child is q = 0.7.
Now we can calculate the probability of
being infected from all six children, with a
0.76 = 0.12, so the probability of being in-
fected on that day at school is 1 — q6 = 0.88.

Although the answers for the two ex-
amples are numerically the same, in the sec-
ond example we made a different biological
assumption than in the first. In the example
of influenza at school, we assumed that each
of the six simultaneous exposures to infec-
tion is the same, and that each additional
child with influenza increases the probabili-
ty of being infected independent of how
many other infective children are present.
The contacts and exposures to infection are
assumed to operate the same as if they were
successive and independent. The assump-
tion of independence is commonly used in
the binomial model, whether contacts are si-
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Figure 4-3B. The probability of infection with six simultaneous contacts.

multaneous or successive. For instance, this
assumption is at the heart of the Reed-Frost
model discussed later.

What if, however, biologically we think
that once there is one infectious child in a
classroom, then the room is saturated with
infectious particles? Then adding more in-
fectious children to the school will not in-
crease the probability of becoming infected.
We need to change our expression for the
probability of becoming infected. If p is the
probability of becoming infected from one
infected person at school, then q = 1 — p is
again the escape probability from exposure
to one infected. In contrast to the previous
model, however, the probability of becom-
ing infected from exposure to two or more
infectives at the same time is still p and the
escape probability is still q = \ —p. Under
these biologic assumptions, the probability
of becoming infected from one child with in-
fluenza on one day is p = 0.3, and the proba-
bility of becoming infected from simultane-
ous exposure to six children with influenza

on one day is also p = 0.3. The Greenwood
model (Greenwood 1931) makes the as-
sumption that the probability of infection
on a given day does not change with in-
creased number of infectives. The assump-
tion is seldom used in practice, however. We
could make assumptions between the two
extremes, but there are generally not enough
data to support using more complex models.

As discussed in Chapter 5, Overview of
Study Design, the binomial model is useful
in estimating the transmission probability if
data are available on the number of poten-
tially infectious contacts that susceptibles in
a study population make as well as the num-
ber of susceptibles who become infected.

Other Transmission Models
Another way to model the probability of
becoming infected is simply to multiply
the number of contacts with infectives (n)
times the transmission probability (p), np.
In the previous example of herpes, however,
np = 6x0.3 = 1.8. Since probabilities have

Figure 4-3A. The probability of infection with six consecutive contacts.
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to lie between 0 and 1, this approach obvi-
ously has limits. In particular, either n or p,
or both need to be small. Another common-
ly used expression for the probability of not
becoming infected is e-np. So, the probabili-
ty of becoming infected is 1 — e-np. In the
herpes example above, then, the probability
of not becoming infected is e-6x03 = e-1.8 =
0.17 and for becoming infected is 1 — e-1.8

= 0.83. Comparing this with the probabili-
ty of being infected calculated from the bi-
nomial model, 0.88, we note that they are
similar but not identical.

In the herpes example, the transmission
probability is high, and the product of np is
large. If the transmission probability is much
smaller or the contact rate is much smaller,
or both, then the three methods for calcu-
lating the probability of becoming infected
give similar answers. Suppose again that
there are six infectious contacts in one day,
but that the transmission probability of the
infection in question is just p = 0.001. Then
using the binomial model, the probability of
becoming infected is 1 — (1 — p)n = 1 —
(.999)6 = 0.00599. Using the exponential
expression, the probability of becoming in-
fected is 1 - exp(-6 X 0.001) = 0.00598,
and based on the simple expression, np = 6
X 0.001 = 0.006. There is a little difference
in the answers. In this example, the calcu-
lated np makes sense as the probability of
becoming infected. The two simpler ap-
proaches are sometimes used as approxima-
tions for the binomial model. They are gen-
erally less time consuming to compute than
the binomial model, which can be an issue in
complex models. However, as we have just
demonstrated, the approximation will not
always be good. If used for estimation, all
three models require the same data. In gen-
eral, it is good to use the binomial model if
feasible.

Continuous Models for Probabilitiy
of Infection

The binomial model assumes discrete con-
tacts or discrete units of time. Another ap-
proach to modeling the probability of be-
coming infected assumes that contacts occur

in continuous time. This approach is usual-
ly based on the contact rate per unit time,
which we denote by c. Thus cp is the proba-
bility of being infected per unit time if all the
contacts are with infectious persons. Analo-
gous to the discrete model, the expressions
exp(-cp) and 1 — exp(-cp) are the probabil-
ities of escaping infection or becoming in-
fected per unit time, respectively. If the expo-
sure occurs over some time period t, then
the probabilities of escape or of infection are
exp(-cp t) and 1 — exp(-cp t), respectively.
The data needed for using this approach to
estimate the transmission probability are
the contact rate with infectives per unit time,
the time interval, and the infection status of
each person in the study.

Contacts with Persons of Unknown
Infection Status

Sometimes contacts are made with persons
or sources of unknown infection status. We
denote the probability that an individual
with whom a contact is made is infectious by
P. Then the probability of being infected
from a contact of unknown infection status is
p = pP. The quantity p is not a transmission
probability in the strict sense, but an infec-
tion probability. The probability of escaping
infection from contact with someone of un-
known infection status is 1 — p = 1 — pP.
Under the binomial model, the probability
of becoming infected after n such contacts is
1-(1 - pP)n =1 - (1 - p)n.

Suppose as in the genital herpes example
above that p = 0.3 but that the contacts are
with six individuals of unknown infection
status. If the individuals are randomly cho-
sen from a population where the prevalence
of genital herpes is P = 0.4, then the proba-
bility of being infected after six contacts is
1- (1-0.3 X 0.4)6 - 0.54.

An analogous expression for the infection
probability can be developed for the contin-
uous time model. The probability of being
infected per unit time is the incidence rate or
hazard rate of infection. An expression for
the incidence rate, /, as a function of the con-
tact rate, the transmission probability, and
the prevalence is / = cpP. This expression
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for the incidence rate as a function of preva-
lence is a fundamental relation of dependent
happenings (Ross 1916) in infectious dis-
eases, discussed in more detail in Chapter 5,
Overview of Study Design. The probability
of escaping infection within some period of
time t is exp(-cpP t), and of being infect-
ed is 1 — exp(-cpP t). At the population
level, the probability of becoming infected
in some period of time is closely related to
the incidence proportion.

These examples show some of the op-
tions and subtleties inherent in different
approaches to modeling the transmission
process.

Modeling Risk Factors for the
Transmission Probability

How do risk factors or interventions play a
role in the probability of becoming infected
during a contact between an infectious per-
son and a susceptible person? How does the
choice of models affect our answer? Sup-
pose we are doing a study of a vaginal foam
to prevent genital herpes transmission. We
believe that the vaginal foam reduces the
probability of transmission per sex act by
80%. We might formulate our binomial
model so that foam reduces the transmission
probability, p, by 80% in everyone who uses
it and at every sex act with an infective.
Then the transmission probability in people
using foam, pfoam, would be 20% of that in
people not using it, so that pfoam = 0.20p.
Since the factor 0.20 multiplies the baseline
/?, we are assuming that the foam has a mul-
tiplicative effect on the transmission proba-
bility. The protection is not complete, since
the people using foam still have a transmis-
sion probability of 0.20p. Thus, a multi-
plicative effect is sometimes called leaky, be-
cause it denotes only partial protection,
allowing microbes to get through the de-
fense. Note that we have also assumed that
the effect is the same in everyone and for
every contact.

Suppose we want to evaluate the effect of
using vaginal foam in a study population of
2000 sexual partnerships, where one part-
ner is infected in each partnership. Half of
the partnerships use foam, the other half do

not. We decide to use the incidence propor-
tion ratio at the end of the study to estimate
the relative risk of infection with and with-
out foam. The first study we conduct is one
month long and each partnership has exact-
ly five contacts during that time. If p = 0.25,
then pfoam = 0.20 X 0.25 = 0.05. What is the
expected incidence proportion at the end of
one month?

In the group not using vaginal foam,
the probability of becoming infected is
1 - (1 - p)5 = 1 - 0.755 = 0.76, so the ex-
pected number of infections in that group is
1000 people X 0.76 = 760. In the group
using foam, the probability of becoming in-
fected is 1 - (1 - 0.05)5 = 1 - 0.955 = 0.23,
so the expected number of infections in
that group is 1000 people X 0.23 = 230.
The incidence proportion ratio we would
expect to see at the end of one month is
(230/1000)/(760/1000) = 0.30. The inci-
dence proportion ratio, 0.30, is not equal to
the multiplicative effect of the foam on the
transmission probability, 0.20. The efficacy
of the vaginal foam based on the incidence
proportion ratio would be estimated to be
1 - 0.30 = 0.70, not 1 - 0.20 = 0.80, the
efficacy per single contact.

What happens to the incidence pro-
portion ratio if we continue the study for
two months? Suppose that after two
months, each partnership has had exactly
ten sexual contacts. Now the expected
number of infections in the control group
is (1 - .7510) X 1000 = 943, while
in the group using vaginal foam, it is
(1 - 0.9510) X 1000 = 401. We expect to see
an incidence proportion ratio after two
months of (401/1000)/(943/1000) = 0.43.
The incidence proportion ratio has in-
creased from 0.30 to 0.43. The efficacy ap-
pears to be 0.57, not 0.70, as it would after
one month, or 0.80, for a single contact. The
intervention seems less efficacious after two
months even though the effect of the vaginal
foam on the transmission probability has
not waned.

As the number of exposures in the two
groups increase, the incidence proportion
ratio will continue to increase toward one as
it did from one month (five contacts) to two
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months (ten contacts total), and efficacy will
appear to decrease. Eventually everyone in
both groups will become infected under the
multiplicative assumption if they are exposed
often enough. This illustrates the meaning
of a multiplicative or leaky model at the
transmission probability level. In principle,
people can still become infected if exposed
often enough. A different model might as-
sume that vaginal foam protected 80% of the
users completely, while 20% not at all. In this
situation, at least 80% of the 1000 people
using foam in the study would never become
infected. This illustrates the difference be-
tween assuming a multiplicative model
where the effect is the same for everyone and
assuming a heterogeneous distribution of
protection. Smith and colleagues (1984) and
Halloran and associates (1991, 1992) pro-
vide further discussion of this point.

Suppose we use the model in continuous
time developed earlier, and we assume that
the protective effect has the same multiplica-
tive effect on the transmission probability. In
this partner study the contacts are all poten-
tially infectious, P = 1, thus I ( t ) f o a m = 0.20cp.
Using this expression, the incidence rate
ratio will be 0.20, giving the same answer
as the multiplicative effect on the transmis-
sion probability. The expected incidence
proportions in the two groups are not the
same as those obtained using the binomial
model. For the nonfoam group, the proba-
bility of being infected after one month is
1 - exp(-5 X 0.25) = 0.713 and for the
foam group it is 1 — exp(—5 X 0.05) = 0.221,
so the expected number of infections is 221
in the group using vaginal foam and 713
in the nonfoam group. The number of ex-
pected infections is different than calcu-
lated above from the discrete binomial
model. The incidence proportion ratio is
(221/1000)/(713/1000) = 0.31 after one
month, which is similar though not identical
to that calculated above.

In summary, there are three important
points: (1) The binomial model of infection
is widely used in practice. (2) There are dif-
ferences between assuming that a contact
process occurs discretely or that it occurs in
continuous time. It is not possible to say that

one approach is better than the other. They
are simply different, and sometimes produce
different answers. (3) The effect of a risk fac-
tor at the level of the transmission proba-
bility might be different from the apparent
effect that will be estimated if using the inci-
dence rate ratio or the incidence proportion
ratio. Care should be taken to be precise in
interpreting estimated relative risks.

BASIC REPRODUCTIVE NUMBER

Another key quantity in infectious diseases
is the basic reproductive number, R0, pro-
nounced "are-zero" or "are-naught." The
concept comes from general population the-
ory. Understanding R0 is important for pub-
lic health applications and for describing the
population biology of a parasite in a popu-
lation of hosts. For small microbes such as
viruses and bacteria, also called micropara-
sitic diseases in the population biology liter-
ature, R0 is defined as the expected number
of new infectious hosts that one infectious
host will produce during his or her infec-
tious period in a large population that is
completely susceptible. R0 does not include
the new cases produced by the secondary
cases, or cases further down the chain. It
also does not include secondary cases who
do not become infectious.

For example, if R0 = 6 for mumps in a
human population, then one infectious per-
son in that population would be expected to
produce six new secondary infectious cases
if the population were completely suscep-
tible. If the infectious person produced three
additional cases who were not infectious, R0

would still be 6.
For microparasitic infections, R0 is the

product of the contact rate c, the duration of
infectiousness d, and the transmission prob-
ability per contact with the infectious per-
son, p. The average number of contacts made
by an infectious person is the product of the
contact rate and the duration of infectious-
ness—cd. The number of new infections
produced by one infective during his or her
infectious period is the product of the num-
ber of contacts in that time interval and the
transmission probability per contact:
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number
of transmission duration of

R0 = contacts X probability X infectiousness = cpd.
per unit per contact

time

As presented here, the expression assumes
that everyone who gets infected becomes in-
fectious. A term could be included for the
probability of becoming infectious after in-
fection. The simplest assumption is that the
recovery rate, r, is constant. Then the dura-
tion of infectiousness equals the reciprocal
of the rate of recovery from the infectious-
ness, that is d = 1/r. Another expression for
R0 is then R0 = cp/r.

RQ summarizes many important aspects
of an infectious agent in a host population in
one quantity. It allows comparison of seem-
ingly disparate diseases from the viewpoint
of population biology. A value of R0 is not
specific to a microbe, but to a microbe pop-
ulation within a particular host population
at a particular time. Contact rates relevant
for respiratory transmission will be lower in
rural areas than in more densely populated
urban areas. So, for example, we expect the
R0 of mumps to be lower in rural than in
urban areas. The R0 of malaria may be low
during the season of low mosquito density
but high during the season in which mos-
quitoes are plentiful. The R0 of HIV in a sex-
ually active population of single people
might be much higher than it is in a popula-
tion of fairly monogamous married couples.

JR0 is dimensionless. It represents the num-
ber of new infectious cases per index infec-
tious case (i.e., referent or original case).
Without further information about the
magnitude of the quantities composing R0

we cannot conclude much about the time
frame of an epidemic, the transmissibility of
the microbe, or the contact rate. R0 is about
2 to 3 for influenza in some populations and
also about 2 to 3 for HIV in some popula-
tions. Influenza has a relatively high trans-
mission probability and short duration of
infectiousness. The influenza virus spreads
on a different time scale than HIV, which has
a low transmission probability and longer
duration of infectiousness. If we were to
know only that R0 = 3 for both, then we

would know that they both could easiliy
produce epidemics, but we would not be
able to draw conclusions about the relative
time frames of the two. For that, we require
further information.

The RQ for indirectly transmitted diseases
depends on the product of the two compo-
nents of transmission. Indirectly transmit-
ted diseases are those in which an infectious
agent is transmitted between two different
host populations. An example is the vector-
borne disease malaria, which is transmitted
from humans to mosquitoes and back to
humans.

The definition of R0 assumes that all con-
tacts are with susceptibles. In real popula-
tions, however, people are often immune to
a parasite. Under these circumstances, the
expected number of new cases produced by
an infectious person is less than R0 and is
called the effective reproductive number,
denoted by R. If x is the proportion of a ran-
domly mixing, homogeneous population
that is susceptible, R is the product of R0

times the proportion x of the contacts made
with susceptibles:

Suppose that R0 = 3 for influenza in a pop-
ulation and that one-half of the population
is immune. Then the effective reproductive
number for influenza is R — 3 X 0.5 = 1.5.
A case of influenza would produce on aver-
age only 1.5 new secondary cases rather
than 3 in this population.

R0 and Public Health

Under what conditions will an epidemic
occur? In general, for an epidemic to occur
in a susceptible population, R0 must be
greater than one. If R0 is less than one, an
average case will not reproduce itself, so a
microbe will not spread. Since R0 is an aver-
age, a particular infectious person could pro-
duce more than one infective case, even when
RQ is less than 1, so there may be a small clus-
ter of cases. We would not, however, expect
a self-sustaining outbreak.

When a microbe has established itself and
is endemic so that, over time, the average in-



CONCEPTS OF TRANSMISSION AND DYNAMICS 65

cidence does not change, then each infec-
tious case must be producing on average one
infectious case, that is, replacing itself. Other-
wise the average incidence would either be
increasing or decreasing. Thus at equilibri-
um, on average, R = 1.

How might we reduce or eliminate an in-
fectious agent from a host population? If we
want to reduce transmission so that the mi-
crobe will die out, then we must keep the av-
erage number of secondary cases produced
by one infectious case below 1, R is less than
1. Suppose that R0 = 3 for genital herpes in
a population. To prevent an epidemic, we
would need to decrease the contact rate by
more than a factor of three. Alternatively, if
vaginal foam reduced the transmission
probability by 80%, then R0 would be re-
duced to 0.2 X 3 = 0.6 if everybody used it.
Thus, an epidemic might effectively be pre-
vented either by reducing the contact rate or
by use of an effective vaginal foam. Suppose
that without treatment, an average case of
tuberculosis is infectious for one year. If an
average case produces five other cases, then
R0 — 5. By using active case detection, it
might be possible to find cases in the first
month of being infectious and treat with an-
tibiotics. If the treated cases become nonin-
fectious within two weeks after beginning
treatment, then they would be infectious on
average for only six weeks rather than 52
weeks. The RQ would be reduced to about
(6/52) X 5 = 0.6.

What fraction, /, of the population do we
need to vaccinate to produce enough im-
mune people so that the infective people will
not each be able to infect on average one
other person? If the fraction of susceptibles
is low enough, the probability that an infec-
tive host has contact with a susceptible host
before recovering will be very low. The mi-
crobe will not be able to persist. Suppose
that a vaccine confers complete and lifelong
immunity in everyone who is immunized. If
/is the fraction vaccinated before the age of
first infection, then 1 — f would be the max-
imum fraction of the population that is sus-
ceptible, not taking into account additional
immune people who have already had the
disease. Substituting 1 — / for x in expres-

sion (1) for R, in principle, we need to vac-
cinate a fraction fsuch that

R = R0(l - f) < 1,

to eliminate transmission. The fraction that
needs to be immunized to eliminate trans-
mission is

Assume that R0 = 3 for influenza in a pop-
ulation. Under the assumption of random
mixing, the fraction that needs to be im-
munized before the age of first infection is
f = 1 -(1/R0) = 1 - (1/3) = 0.67. A higher
R0 requires immunization of a higher frac-
tion to eliminate transmission (Fig. 4-4).

In the preceding example, we assumed
that vaccination conferred complete protec-
tion. However, an intervention might pro-
vide only partial protection, such as the
example of using vaginal foam that we pre-
sented. In that example, protection was just
80%. A vaccine might provide only partial
protection and be just 90% or even 50%
efficacious. If in the influenza example the
transmission probability per contact in the
vaccinated people is reduced by 90%, then
the probability of infection in the vaccinat-
ed is just the factor 0 = 0.10 of that in the
un vaccinated. If R0 = 3.0 and everyone is
vaccinated, then R = 0.10 X R0 = 0.30.
The vaccine might be successful in prevent-
ing the spread of influenza. If the protec-
tive efficacy is just 0.50, however, then
0 = 0.50. Even if everyone is vaccinated,
R = 0.50 X 3.0 = 1.50. Since R is greater
than 1, we would not expect to eliminate
transmission with this vaccine.

In the preceding example, we assumed
that the intervention had the same effect on
everyone. An intervention might reduce the
transmissin probability, the contact rate, or
the duration of infection the same in every-
one. As mentioned earlier, though, a risk
factor or intervention may have different ef-
fects in different people. A vaccine might
completely protect some people but fail
completely in others. Then the expression
for R takes into account the heterogeneities.

f > 1 - (1/R0).
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Figure 4-4. The fraction, f, of a population needed to be vaccinated with a completely protective
vaccine to eliminate transmission as a function of R0, the basic reproductive number.

In a simple example, suppose that a vac-
cine completely protects a proportion, h, of
those who are vaccinated, while it fails in the
remainder, 1 — h, of the individuals who re-
ceive it. Suppose that, again, a fraction, f, of
the population is vaccinated. Then the frac-
tion of the population protected by immu-
nization is hf, and R = R0(l — hf). Then the
fraction of the population that needs to be
immunized to eliminate transmission is

Assume as in the preceding influenza
example that R0 = 3. Assume that the
vaccination fails completely in the fraction
1 — h = 0.15 while conferring complete and
long-lasting protection in the other fraction
h = 0.85. The fraction, f, that must be vac-
cinated to eliminate transmission increases to

If the vaccine fails in 40% of the vaccinated
people, then the fraction that must be vacci-
nated is 0.67/0.60 > 1.0. With such a vac-
cine at the high failure rate, elimination of
transmission would not be possible even if
everyone were vaccinated.

HERD IMMUNITY

Herd immunity describes the collective im-
munological status of a population of hosts,
as opposed to an individual organism, with
respect to a given microbe (Anderson and
May 1982). Herd immunity of a population
can be high if many people have been immu-
nized or have recovered from infection with
immunity, or be low if most people are sus-
ceptible. If A: is the proportion susceptible in
expression (1), then (1 - x), the proportion
immune, gives some measure of the herd im-
munity. For any given microbe and host
population, as herd immunity increases, jR
will decrease.

Seroprevalence of protective antibodies
against an infectious agent is a measure of
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herd immunity. In Figure 4-5, the age-
specific seroprevalences, that is, proportions
of people with anti-hepatitis A virus (HAV)
IgG and anti-hepatitis E virus (HEV) IgG
in a collection of communities in Vietnam
(Hau et al. 1999) are plotted. Seroprevalence
of anti-HAV IgG rises very quickly with age,
essentially reaching 1.00. The seropreva-
lence of anti-HEV IgG, on the other hand, is
very low. The area under the histograms, ad-
justed for the varying sizes of the age groups,
can be regarded as the level of herd immu-
nity. The herd immunity for HAV is high and
that for HEV is low. On average, 97% versus
16% of the people have antibodies against
the two diseases. There is concern that the
population is susceptible to an outbreak of
HEV. Fine (1993) reviews herd immunity.

COMPARING INTERVENTIONS

We can also use the basic reproductive num-
ber to help choose among intervention stra-
tegies. Which intervention strategy has the
largest effect on R0? Given how much each
intervention costs, which has the greatest
effect for the amount of money spent? How

does our choice of model for R0 affect our
conclusions?

Historically, the concept of R0 played an
important role in the choice of malaria inter-
vention campaigns. In malaria, several inter-
ventions can be used against the vector, ano-
pheline mosquitoes. Mosquitoes lay their
eggs in water, and the hatched larvae need to
breathe at the water surface. Thus either
draining breeding pools or putting oil on the
water surface will reduce the number of lar-
vae that grow to adult mosquitoes. Some vec-
tor mosquitoes will bite nonhuman animals
as well as humans. By increasing the number
of nonhuman animals available for mosqui-
toes to bite, the biting rate (i.e., contact rate)
on humans will be decreased. Often malar-
ia mosquito vectors tend to bite people in-
doors, then rest on the walls while they ex-
crete some of the blood fluid. This behavior
makes spraying walls with insecticides a
useful intervention. How can we derive an
expression for R0 for malaria, then use it to
compare intervention strategies? What dif-
ferent aspects of the transmission cycle go
into the expression?

Malaria is an indirectly transmitted dis-

Figure 4-5. Age-specific prevalences of anti-HEV and anti-HAV immunoglobulin G in Vietnam.
Source: Hau et al. 1999
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ease in that it is transmitted from human to
human via female anopheline mosquitoes.
We can also say it is transmitted from mos-
quito to mosquito via the human. Thus, the
R0 expression is composed of two parts, the
part from mosquito to human and the part
from human to mosquito. We need the con-
tact rates from mosquitoes to humans and
from humans to mosquitoes, the two trans-
mission probabilities, and the duration of
infectiousness in mosquitoes and humans
(Fig. 4-6; Table 4-1).

The expression for R0 depends on the
model we choose for a disease, that is, what
components of the life cycle that we include.
We consider here two simple models based on
the early Ross (1911) and Ross-Macdonald
(Macdonald 1957) models (see Aron and
May 1982). We assume the humans become
infected and infectious at some rate depend-
ing on the mosquito biting rate and trans-
mission probability, then recover at some
rate, r, without developing immunity. We do
not include birth or death of humans in our
expression. The duration of infectiousness
of humans is 1/r.

Mosquitoes become infected by biting in-
fective humans. The mortality rate, u, of
mosquitoes is assumed to be independent of

whether they are infected. Mosquitoes do
not recover from malaria, so the duration of
infectiousness is the reciprocal of the death
rate, 1/u The factor, b, is the transmission
probability to humans per bite by an infec-
tious mosquito, and c is the transmission
probability to mosquito from an infective
human.

To get expressions for the two contact
rates, we define the quantity, a, as the num-
ber of bites per unit time on humans by a
single female mosquito, or the contact rate
for female mosquitoes with humans per unit
time. The quantity a is a composite of the
rate at which mosquitoes take blood meals
and the proportion of those blood meals
that are taken on humans. We assume that
there is some constant number, M, of female
mosquitoes and a constant number, N, of
humans, so that the number of female mos-
quitoes per human host is m = M/N. The
factor, ma = aM/N, is the rate of bites re-
ceived by one human per unit time.

The component aclr represents the part of
R0 of mosquitoes being infected by humans.
The component mab/u represents the part
of R0 of humans becoming infected by mos-
quitoes. Both components have the form of
contact rate times transmission probability

Figure 4-6. R0 expression for two different malaria models.
Source: Mosquito image used with permission from the American Museum of Natural History.

68
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Table 4-1 Quantities for the R0 for Malaria
Term Meaning

N the size of the human population

M the size of the female mosquito population

m = M/N, the number of female mosquitoes per human host

a the rate of biting on humans by a single mosquito (number of bites per unit time)

b the transmission probability from an infective mosquito to a human

c the transmission probability from an infective human to a mosquito

r the recovery rate for humans

u the mortality rate for mosquitoes

T the latent period of the malaria parasite in the mosquito

times duration of infection. The basic re-
productive number for the simple Ross
model is

As an example, suppose that the transmis-
sion probabilities b = c = 0.1, M = 1,000,000
mosquitoes, N = 1000 humans, a = 0.1 bites
on human per day, u = 0.1 per day, and
r = 0.004 per day. Then R0 = 250, very high
indeed.

This original simple model by Ross does
not include the latent period (or external in-
cubation period) in the mosquito. The latent
period of the malaria parasite in mosquitoes
is an important component, because it is on
the order of the life expectancy of the mos-
quito. Thus a large proportion of the mos-
quitoes who become infected never become
infective before they die. In the late 1940s,
George Macdonald (1957) added the latent
period of malaria in the mosquito to the
model. If T (pronounced "tau") is the latent
period of the malaria parasite in the mos-
quito, the probability of a mosquito surviv-
ing the latent period to become infectious
without dying is e-UT. The expression for R0

for the expanded Ross-Macdonald model is

Suppose that the latent period T = 10
days and that the other quantities have the
same values as above. Then using the Ross-

Macdonald model, R0 = 92.0, considerably
lower than the RQ calculated above. Thus
the expression for R0 and the underlying
model can influence the value obtained
for R0.

The Ross-Macdonald R0 played an im-
portant role in the decision of the World
Health Organization to launch the malaria
eradication campaign in the 1950s. This
eradication campaign was based on spray-
ing the insecticide DDT on the insides of
houses to kill the mosquitoes resting after
taking a blood meal, drastically increasing
the mortality rate of mosquitoes, u. Inter-
ventions up until that time had been aimed
at decreasing the number of female mosqui-
toes, M, thus m, the number of female mos-
quitoes per human, by draining breeding
pools or spraying water with oil. Another
intervention was to add animals to the envi-
ronment, so that the mosquitoes might bite
the animals instead of the humans. This
would reduce a, the rate of biting on humans
by a single mosquito.

By seeing how these three quantities, u,
M, and a, enter into R0, it is possible to get
an idea which type of intervention would
have the strongest effect. By inspection, M in
ma, enters linearly into R0. Because the bit-
ing rate of the mosquito is included twice,
the squared power of a enters R0. The life ex-
pectancy of the mosquito also enters twice
into R0, once linearly, and then exponential-
ly. If the number of mosquitoes is reduced by
one-half, R0 will just decrease by a factor of
two. If a is reduced by one-half, R0 will de-
crease by a factor of four. If u is increased by
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a factor of two, the decrease in R0 will be by
a factor greater than four.

Continuing the preceding example, sup-
pose interventions change the parameters
M, a, or u by factors of 2. If the abundance
of mosquitoes is reduced to M = 500,000,
then R0 = 46.3. If the biting rate is reduced
to a = 0.05, then R0 — 23.2. If the mortali-
ty rate of the mosquitoes increases by a fac-
tor of 2 to u = 0.2, then R0 = 16.9. Thus in-
creasing the mortality rate, thereby reducing
the life expectancy of the mosquito, has the
strongest effect on R0. The goal of the eradi-
cation program was to decrease R0 < 1. In
this example, to reduce R0 so that it is less
than 1, then u, must be increased to some-
what more than 0.4, for a life expectancy of
about 2.5 days. Thus mortality of the mos-
quito needs to be increased by a factor of 4.
The abundance of mosquitoes would have
to be reduced by a factor of at least 92, how-
ever, to reduce R0 below 1. We leave it as an
exercise for the reader to calculate the
changes in R0 if the same interventions were
used under the simple Ross model rather
than the Ross-Macdonald model.

The prior calculations show how the Ross-
Macdonald model could have a strong in-
fluence in embarking on the eradication cam-
paign. Other factors, such as the beginning
of the appearance of insecticide resistance,
also put pressure on the campaign. The
eradication campaign was abandoned in the
late 1960s. After that time the goal was to
achieve a new host-parasite balance. More
complex models of malaria were developed
that included immunity and superinfection
(Dietz et al. 1974, Struchiner et al. 1989,
Halloran et al. 1989). These models allow
modeling of the effect of vaccination.

Factors contributing to malaria epidem-
ics can also be understood using the Ross-
Macdonald expression. The mortality rate of
mosquitoes depends heavily on the weather.
In particular, mosquitoes live longer in high-
er humidity. Also, the latent period, or ex-
trinsic cycle, of the malaria parasite within
the mosquito depends on the temperature.
Thus increased humidity would reduce u,
increasing R0. Similarly, high temperatures
would reduce T, also increasing R0.

In this section we have shown that the
computed value of R0 depends on what is in-
cluded in the model. Also, the effect of in-
terventions can be compared using R0, but
conclusions will also depend on what is in-
cluded in the model.

EVOLUTIONARY USES OF R0

R0 can be used to quantify evolutionary con-
cepts. Virulence is a measure of the speed
with which an organism kills an infected
host. We denote the disease-dependent death
rate, or virulence, by a. If r is the recovery
rate from infectiousness, and a the viru-
lence, then the duration of infectiousness is
d = 1 / ( r + a) and R0 = cp/(r + a). Since R0

is a function of the time spent in the infective
state, R0 could decrease as virulence increas-
es. If the microbe is highly virulent so that it
kills its host quickly, then R0 could be less
than 1, and the microbe will die out. For ex-
ample, suppose that the microbe does not
kill the host and that the host usually recov-
ers from infectiousness in about d — 10 days.
Then r = 0.1 per day. If R0 = 3.0 for this dis-
ease, then cp = rR0 = 0.1 X 3.0 = 0.3. If in-
stead the microbe kills the host on average
in a little over three days when the host does
not recover first, then a = 0.3 per day, and
R0 = 0.3/(0.1 + 0.3) = 0.75. In this case
R0 < 1, so the microbe will not be success-
ful. If, on the other hand, the microbe kills
the host only after about 10 days on average
when the host does not recover first, then
R0 = 0.3/(0.1 + 0.1) = 1.5. In this case,
R0 > 1. Viewed in this way, there is evolu-
tionary pressure on microbes to become less
virulent and to develop a more benign rela-
tion to the host.

In some diseases, hosts become more in-
fectious when they become sicker, so the
transmission probability increases at the
same time that virulence increases. Thus, R0

could increase as virulence increases, put-
ting evolutionary pressure on the agent to in-
crease virulence. The balance depends on the
particular microbe. In the above example,
suppose that even though the microbe kills
the host on average after about three days,
the transmission probability, p, also increases
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by a factor of two. Then R0 = (c X 2p)/
(r + a) = (2 x 0.3)/(0.1 + 0.3) = 1.5. In this
case, R0 is greater than 1, so we would ex-
pect the microbe to be successful. The in-
creased virulence was offset by the increased
transmission probability to keep R0 > 1.

The case fatality rate is the probability of
dying from a disease before recovering or
dying of something else. In the notation used
here, the case fatality rate is a/(r + a) (ig-
nores other death causes). If virulence is a =
0.3 per day, and the recovery rate is r = 0.1
per day, then the expected case fatality rate
is 0.3/(0.1 + 0.3) = 0.75. This means that
75% of the people die before recovering. As
virulence increases, the case fatality rate in-
creases.

Rg IN MACROPARASITIC DISEASES

The concept of R0 comes from general pop-
ulation theory and refers to the expected
number of reproducing offspring that one
reproducing member of the population will
produce in the absence of overcrowding.
With larger parasites such as worms, called
macroparasites, we define R0 to be the ex-
pected number of mature female offspring
that one female will produce in her lifetime.
This contrasts with the definition of R0 for
microparasites, or microbes, which refers to
the number of new infectious hosts pro-
duced by one infectious host.

For example, the disease schistosomiasis is
caused by large, sexually reproducing worms
called schistosomas that can live for over
two decades within a human host. If a fe-
male schistosoma worm has an R0 = 2 in a
population of human hosts and an interme-
diate host population of snails, then the av-
erage female schistosoma produces two ma-
ture female worms. Most of the thousands
of eggs produced by the adult female do not
survive passage through the environment
and the intermediate snail hosts to establish
themselves in another human host. The two
new successful worms could be in one new
human host, or in two different hosts. The
R0 = 2 refers to the number of worms, not
to the number of hosts. There are some fur-
ther complexities in calculating thresholds,

because there must be at least one male
worm in the human host for the female to
reproduce.

What is important in designing interven-
tions against macroparasitic diseases? The
total number of parasites in a host is often
more important than whether a host is in-
fected, because the level of morbidity of a
host can be associated with the number of
parasites the host carries, or parasite bur-
den. Some hosts can have very heavy infec-
tion, that is many worms, while others have
very light infection. Chemotherapy that tar-
gets people with heavy parasite loads could
have a greater effect on transmission and
morbidity than untargeted therapy.

CAVEATS

The previous sections demonstrate that R0 is
a conceptually useful measure that provides
a summary of several aspects of an infectious
disease. However, the simple relations de-
scribed earlier usually do not hold. Hetero-
geneities in the contact rates, transmission
probabilities, and infectious periods pro-
duce different R0s in different subgroups. If
members of a group who live near each
other are not immunized, then it is possible
for transmission to occur in that group, even
when transmission has been eliminated in
other segments of the population. The con-
tact rate can increase locally if people move
into crowded conditions, such as into college
dormitories, military barracks, or refugee
camps. Especially when transmission is ten-
uous or near elimination, heterogeneities
can play an important role in determining
whether a microbe can persist in a popula-
tion. Anderson and May (1991) present an
extensive overview of R0. R0 is a relatively
static concept. Further understanding of in-
fectious diseases in populations requires
study of transmission dynamics.

DYNAMICS OF INFECTION
IN A POPULATION

Under some circumstances an infectious
agent will invade and establish itself in a sus-
ceptible host population, with an ensuing
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epidemic, then die out again. Some infec-
tious agents will invade, however, and after
an initial epidemic, persist. They become en-
demic, with either fairly stable, possibly sea-
sonal transmission, or other epidemic pat-
terns. In addition to the consderations of R0

described above, under what conditions
might persistence or dying out happen?

CONTACT PROCESS AND
RANDOM MIXING

To describe the spread of an infectious agent
in a human population, we need to describe
how the human hosts and any vectors con-
tact each other in some way that the infec-
tious agent can be spread. There are differ-
ent ways to think about how individuals in
populations make contact. One is that peo-
ple behave like gas molecules with the rate
of contact being determined by density. If
people were pressed more closely together,
as in an urban environment, they would
contact each other more often than if they
were less densely distributed, as in a rural
environment. Hence, for diseases such as
measles, influenza, or mumps that spread by
airborne or droplet transmission, popula-

tion density plays a role in determining the
value of RQ. Alternatively, contacts can be
selected, such as in sexual contacts or injec-
tion of intravenous drugs. In this case, R0 is
determined more by social behavior. In
many cases, both density and social choice
will play a role in determining contact rates
and mixing patterns.

Regardless of how contacts arise, the sim-
plest assumption about the contact pattern
in a population is that of random mixing.
Figure 4-7 schematically represents ran-
dom mixing, with the figures being evenly
distributed in the space. Under the assump-
tion of random mixing, every person has an
equal chance of making contact with each
other person. Consequently, every person
also has an equal chance of being exposed to
infection because every person is equally
likely to make contact with an infectious per-
son. The assumption of equal exposure to in-
fection of people in the comparison groups,
and whether it is valid, is important in many
studies of interventions and risk factors af-
fecting susceptibility. As in the prior discus-
sion, we denote by c the constant contact
rate that does not change over time in a ran-
domly mixing population.

Figure 4-7. Random mixing. Solid figures denote infective
people. Open figures denote susceptible people.
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STATES OF THE HOST POPULATION

Suppose we choose to model an infectious
disease by allowing people in the human
population to pass through three different
states (Fig. 4-8A,B). They start out suscep-
tible, denoted by X, then become infected
and infectious, denoted by Y, after which
they recover with immunity, denoted by Z.
Models of this type of infection process are
called SIR models for susceptible, infected,
recovered or removed. Other examples in-
clude SIS models, in which people recover
without immunity to become susceptible
again, and SIRS models, in which people ac-
quire immunity, but lose it again to become
susceptible. We use the notation XYZ here,
rather than SIR, because we use / for inci-
dence rate and R for incidence proportion.
If these are the only three states possible,
then each person in a population of N indi-
viduals is in one of these three states, where
X(t) is the number of susceptible people at
time t, Y(t) is the number of infectives, and
Z(t) is the number of immunes. This simple
model ignores the latent and incubation pe-
riods, and assumes that infection, disease,
and infectiousness occur simultaneously.
This model could be a simplified representa-
tion of influenza, measles, or chickenpox.

There are two ways to enter and two ways

to leave a population. Individuals can enter
a population by being born into it or immi-
grating. Individuals can leave a population
by dying or emigrating. In a closed popula-
tion, there are no births, immigration, deaths,
or emigration. We first consider a closed pop-
ulation of N initially susceptible people who
are assumed to be mixing randomly with
contact rate c (Fig. 4-8A). The population
is analogous to a closed cohort. Initially, at
time t = 0, everyone in the population is in
the susceptible state X.

DYNAMICS OF AN EPIDEMIC

Suppose that a microbe such as an influenza
virus is introduced into a closed population,
so that one person enters the infectious state,
Y(Fig. 4-9). Alternatively, an infectious per-
son or several infectious persons besides the
N initially susceptible might enter the popu-
lation. Here we consider a simple determin-
istic, mass mixing model of the spread of in-
fection. A deterministic, non-chaotic, model
always gives the same answer and usually
solves equations for populations rather than
for discrete individuals.

The infection spreads from the first infec-
tive to the average number R0 of suscep-
tibles. If people recover at the rate r, then
they are infectious on average for the time

Figure 4-8A,B. Transmission model for an infectious disease in a host population. The three com-
partments represent susceptible (X), infective (Y), and immune (Z) hosts at time t. The total host
population is of size N = X + Y + Z. Susceptible hosts become infected at an incidence rate (force
of infection) of cpY/N, where c is the contact rate, p is the transmission probability, and Y/N is
the prevalence of infective hosts at time t. The rate of recovery is r. Arrows represent transitions
in and out of compartments.
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Figure 4-9. Comparison of the spread of an infectious disease in a closed or open population. The
infectious agent is introduced into a population of N susceptibles. Susceptible people become in-
fected and infectious, then develop immunity. Top left: Epidemic in a closed population, low R0.
The epidemic dies out before all susceptibles become infected. Top right: Epidemic in a closed pop-
ulation, higher R0. Everyone becomes infected during the epidemic. There are no infectives left as
the epidemic dies out. Bottom left: Epidemic followed by endemic persistence in an open popula-
tion, low R0. The infectious agent does not die out due to the supply of new susceptibles. Preva-
lence of susceptibles, infectives, and immune people is in dynamic equilibrium. The number of new
incident cases is steady. Bottom right: Epidemic followed by endemic persistence in an open pop-
ulation, high R0.
Source: Halloran, 1998.

period d = 1/r. If R0 > 1, the epidemic is ex-
pected to spread. The first infective eventu-
ally recovers with immunity into state Z,
while the infection spreads from those he or
she infected to more susceptibles. In Figure
4-9, the number of infectives, Y(t), initially
increases. As the epidemic spreads, the num-
ber of susceptibles, X(t), decreases, while
the number of people with immunity, Z(t),
begins to increase. Incidence and prevalence
of infection will increase until the number of
susceptibles available becomes a limiting fac-
tor. Then the number of new cases and the
prevalence begin to decrease until the mi-

crobe dies out and no people are left in the
infective compartment, Y(t). A microbe in a
closed population where people recover with
long-lasting immunity will inevitably die
out, because the key to persistence in a host
population is a continuous supply of suscep-
tibles. The susceptibles can be produced ei-
ther by births or immigration into the pop-
ulation, or by recovery without immunity or
by waning of immunity after it is acquired.
In this example of a closed population, how-
ever, no new susceptibles are produced.

The dynamics of the epidemic are de-
scribed by three differential or difference
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equations that express the rate of change of
the number of people in each of the three
states. The rate at time t at which people leave
the susceptible compartment X and become
infected is simply the incidence rate, I(t), or
similarly the hazard rate or force of infection.
The prevalence of infectives at time t, P(t),
is the number of infectious people, Y(t), di-
vided by the size of the population N, or
Y(t)/N. The expression for the incidence rate
as a function of prevalence in the epidemic
is

This is the dependent happening expres-
sion discussed in Chapter 5. The change in
the number of susceptibles, the population-
at-risk to become infected, AX(t), per small
interval of time, At, at time t equals the inci-
dence rate, I(t), times the size of the popula-
tion-at-risk, X(t). The change in the number
of infectives, Y(t), is the difference between
the number of new infections and the num-
ber of infectives developing immunity. The
number of infectives developing immunity
in the time interval At is the change in the
number of immunes, Z(t). The three dif-
ference equations for the epidemic model
are then

change in susceptibles:

change in infectives:

change in immunes:

More commonly, differential equations are
used, but we avoid the notation here.

We can associate aspects of the epidemic
process with common epidemiologic meas-
ures. An estimate of the incidence rate, I(t),

estimates cpY(t)/N. A cross-sectional study
to estimate prevalence, P(t), of current in-
fection would yield an estimate of Y(t)/N.
The number of new infections in an interval
of time estimates [cpY(t)/N]X(t) At, the inci-
dence rate times the number at risk for the
event times the time interval. The epidemic
process of a disease producing long-lasting
immunity in a closed population is always
either increasing or decreasing. An impor-
tant consequence for conducting studies in
epidemics in closed populations is that there
is no stationary state of the disease process.
Thus epidemiologic methods, study designs,
or analytic methods that assume stationari-
ty of the disease process are not applicable
under epidemic conditions.

The epidemic process also depends on the
population biology. Since R0 is the product
of the contact rate, the transmission proba-
bility, and the infectious period, in this
model, R0 = cp/r. The expected number of
new cases per infective host decreases from
R0 to R = R0x, where x = X(t)/N, the pro-
portion still susceptible at time t. The epi-
demic peaks and begins to decrease when R
is less than 1, so that X(t)/N is less than 1/R0,
that is, when the proportion of the popula-
tion still susceptible becomes less than the
reciprocal of the basic reproductive number.
Not all the susceptibles need to become in-
fected before the microbe dies out. The
greater R0, the fewer susceptibles will be left
when the epidemic peaks and the fewer sus-
ceptibles will be left at the end of the epi-
demic (Fig. 4-10). Thus the incidence pro-
portion, or attack rate, after an epidemic
provides information on R0. If an interven-
tion reduced some aspect of R0, then the in-
tervention would result in the epidemic
peaking when a greater proportion of the
population was still susceptible, and fewer
people would become infected before the
epidemic died out.

TRANSMISSION IN AN
OPEN POPULATION

An open population can have people enter-
ing, leaving, or both. In an open population,
the susceptibles form a dynamic cohort with
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Figure 4-10. The attack rate as a function of the
basic reproductive number, R0.

the population-at-risk changing over time
(see Fig. 4-8B). In an open population, if
the replenishment of susceptibles is fast
enough compared with the dynamics of the
microbe, then the microbe will not neces-
sarily die out. The microbe can invade the
population, establish itself, persist, and be-
come endemic. It is possible, however, that
the microbe will die out if the replenishment
of susceptibles is not fast enough in com-
parison to the spread of immunity to the mi-
crobe. Microbes can persist by hopping
from one population to another, then re-
turning to one where the susceptibles have
had time to replenish themselves.

When a disease is first introduced into a
population, there will be a period when the
dynamics are not stationary. As stated in the
section, Dynamics of an Epidemic, epidemi-
ologic methods that assume stationarity of
the disease process cannot be used during
the epidemic phase. If the infectious agent
has achieved a dynamic equilibrium, how-
ever, then some relations might be applica-
ble. An open population with a dynamic co-
hort at risk for infection is amenable to
many of the study designs regularly used in
dynamic cohorts. In choosing study designs
and methods of analysis, we need to consid-
er whether the dynamics of transmission are
at equilibrium or changing over time.

WITHIN HOST DYNAMICS

The dynamics of the infectious agent within
a host also can be described by dynamic

models (Antia et al. 1996, 1998, Pilyugin et
al. 1997). These models describe the inter-
action of the microbe with the immune cells
or antibodies that might attack it, and its
target cells within the host. Similar concepts
from population theory are used to model
the within-host dynamics of the infectious
agent and to model the infectious agent cir-
culating in the human population. For ex-
ample, R0 for a virus within a host describes
the number of new viral particles success-
fully produced by one virus particle. The va-
rious immune compartments such as T cells,
B cells, and memory cells can be included in
the dynamic models.

Chain Binomial Models
The deterministic, mass action, dynamic
models described above are useful for ex-
ploring scientific and biologic questions.
However, they have not been used much for
estimating quantities of interest. Chain bi-
nomial models are dynamic models devel-
oped from the simple binomial model by
assuming that infection spreads from indi-
vidual to individual in populations in dis-
crete units (i.e., individual "links" of the
chain) of time, producing infection chains
governed by the binomial (i.e., dichotomous
outcomes such as yes/no or newly infected/
not newly infected) probability distribution.
The expected distribution of infections in a
collection of populations after several units
of time can be calculated from the chained,
that is, sequential, application of the bino-
mial model. The Reed-Frost and Greenwood
models are examples of chain binomial
models. As mentioned before, the Reed-Frost
model assumes that exposure to two or more
infectious people at the same time are inde-
pendent exposures. The Greenwood model
assumes that exposure to two or more infec-
tious people at the same time is equivalent to
exposure to one infectious person.

As a simple example of the Reed-Frost
chain binomial model, consider spread of in-
fection in a group of three individuals, where
one person is initially infected and the other
two are initially susceptible (Table 4-2). We
assume that the initial infective is no longer
infective after the first time unit. In the first
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Table 4 -2 Chain Binomial Reed-Frost Model in Groups of Size 3 with 1 Initial
Infective and 2 Susceptibles
Chain

1 0

1 1 0

1 1 1

1 2

Total

Chain Probability

q2

2pq2

2p2q

P2

1

at p = 0.4

0.360

0.288

0.192

0.160

1.00

at p = 0.7

0.090

0.126

0.294

0.490

1.00

Total Infected

1

2

3

3

time unit, one of three things can happen:
neither of the susceptibles will become in-
fected; both of them will become infected; or
just one of them will become infected. The
probability that neither becomes infected is
the probability that both escape infection,
or q2. In this case, the chain ends, so the
probability of this chain is q2. If both sus-
ceptibles become infected in the first time
unit, the chain also ends. The probability of
both becoming infected from the first expo-
sure is p2.

The probability that one person becomes
infected while the other does not is pq. Since
this can happen two ways, then the proba-
bility of just one being infected in the first
time unit is 2pq. If one of the susceptibles be-
comes infected in the first time unit, then this
person is the new infective who can expose
the last remaining susceptible. Exposure of
the last remaining susceptible can result in
two possible outcomes. Either the suscepti-
ble becomes infected or does not, with prob-
abilities p and q, respectively. The chained
probabilities then are 2pq X p — 2p2q and
2pq X q = 2pq2, respectively.

In Table 4-2 the chain probabilities are
calculated for two different values of p,
p = 0.4 and p = 0.7. If we were to have 1000
groups of size three with one initial infec-
tive, at p = 0.4 we would expect 360 groups
to have just one infected, 288 to have two in-
fected, and 192 + 160 = 352 to have three
infected at the end. Similarly, at p = 0.7, we
would expect 90, 126, and 784, respective-
ly. Note that there are two different chains
by which all three people become infected. If
we were not able to observe the actual chains,
we would not know which path the chain
had taken. In this case, we would have only

final value data, that is, data on how many
were infected in each household at the end.
This is also called the final size distribution.

The R0 in this model, assuming that the
duration of infectiousness is one time unit,
or d = 1, is R0 = pN, or sometimes
R0 = p(N — 1), if there is one initial infec-
tive. In this example, if p = 0.4, then
R0 = 0.4 X 2 = 0.8. If p = 0.7, then
R0 — 0.7 X 2 = 1.4. In deterministic models,
if R0 > 1, the epidemic will always take off.
If R0 < 1, the epidemic will never take off.
An index that makes more sense in the prob-
abilistic world is the probability that the epi-
demic will not take off.

The probability that an epidemic will not
spread from the initially infected people is
called the probability of no spread, denoted
by Pns. It can be calculated from the trans-
mission probability p, or escape probability,
q = 1 — p, the number of initially infected
people in the population Y0, and the number
of initially susceptible people X0.

The probability that a susceptible person
escapes infection from all Y0 initial infec-
tives is qYo. The probability that all X0 of the
susceptible people escape infection from all
of the infectives is Pns = (qYo)Xo. In the above
example, with p = 0.4, the probability of no
spread is Pns = (0.61)2 = 0.36. With p = 0.7,
Pns = (0.31)2 = 0.09. The terms minor and
major epidemics distinguish situations in
which there is little spread from the initial in-
fectives from situations in which an epidem-
ic gains momentum and is self-sustaining.

Chain binomial models can be used to es-
timate the transmission probability from
data gathered on each generation of infec-
tion or from the final distribution of infec-
tives within a collection of households or
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other small transmission units after an epi-
demic has occurred. Abbey (1952), Bailey
(1957), and Becker (1989) discuss chain bi-
nomial models. An important assumption
of the simple version of the Reed-Frost
model is that the households or mixing
groups are each independent of one anoth-
er. Below we present an extension of the
model that allows for interaction outside of
the households within the community.

Stochastic Models

Stochastic models, which incorporate ele-
ments of chance, are commonly used in in-
fectious disease modeling (Chiang 1980).
For example, the Reed-Frost model can be
simulated using a random number genera-
tor at each step for each person to decide
whether an exposed person becomes infect-
ed. In contrast, in deterministic (i.e., non-
stochastic), mass action models, fractions of
a population are assigned to a particular state
at any given time. In general, stochastic sim-
ulation models are useful for generating
simulated data with variability so that meth-
ods of analysis can be used and compared.
Stochastic computer simulations are espe-
cially useful in helping to design studies and
to develop new methods of analysis (see, for
example, Golm et al. 1999 or Longini et al.
1999). Deterministic models do not gener-
ate variability but can be used to understand
properties of the transmission system.

In a staged Markov model, individuals
rather than populations move through states.
Whether a person moves to the next state in
a given time unit has a certain probability
and is random. The Markov property means
that the probability of moving to the next
state is independent of the time already
spent in the current state. The relation be-
tween the stochastic formulation of epidem-
ic models and the deterministic formulation
has been studied in detail. In many situa-
tions, the deterministic model gives an aver-
age of the behavior of the stochastic model.
However, more situations lead to extinction
of infection in stochastic models than in de-
terministic models.

Complex Dynamic Models and Simulation

Many questions of interest require more com-
plex models than we can present here. What
are the age-related changes in infection and
disease? What is the advantage of using a tar-
geted versus an untargeted strategy? Will nat-
ural immunity wane if transmission is too
low? If many people are vaccinated, the in-
cidence of infection will decrease, so that the
average age of infection in the susceptibles
will increase. Some diseases, such as mumps,
chickenpox, and rubella, are more serious if
acquired at older ages. Thus the number of
total cases could decrease owing to a vacci-
nation program at the same time that the
number of serious cases would increase. For
example, rubella is a mild disease in children,
but it can result in congenital defects if a preg-
nant woman becomes infected. If many, but
not all, young people are vaccinated, then
transmission will be reduced. The people who
were not vaccinated will acquire rubella at a
later age than if no one was vaccinated (Knox
1980, Ukkonen and von Bonsdorff 1988).
Thus it is possible that the number of babies
born with congenital defects could increase,
even though fewer people contract rubella.

A similar concern about introducing vari-
cella vaccination in the United States was
raised. The question was whether vaccina-
tion, especially if the fraction vaccinated was
not high, could increase the number of pri-
mary chickenpox cases in older age groups
who have more severe morbidity. Halloran
and colleagues (1994) studied several differ-
ent scenarios and found that likely vaccina-
tion would not result in more severe cases.
Models including age (Schenzle 1984) and
mixing structures are required to study com-
plex questions such as this one. The general
rule is that a model has to contain the char-
acteristics related to the question you are ask-
ing or you cannot get an answer. Anderson
and May (1991) provide an extensive over-
view of deterministic models to study dynam-
ics of infectious disease and interventions.

Several caveats should be kept in mind in
considering the results of complex models
and computer simulations. Regardless of
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how complex the model is, it is always a sim-
plification of reality. Someone made choices
in choosing what would be included in the
model. These choices affect the results pro-
duced by the model. Models are excellent at
forcing us to make both our assumptions and
our ignorance explicit. Often, too few data
are available to estimate the parameters, and
the results usually underestimate the uncer-
tainty of the knowledge. Regardless of these
caveats, models are very useful in sharpening
our thinking and especially in gaining quali-
tative understanding of complex processes.

USING DYNAMIC CONCEPTS
TO INTERPRET STUDIES

We now illustrate how understanding the
transmission dynamics of an infection can
help interpret the results of a study. Two hy-
pothetical investigators who conducted sep-
arate studies of gonorrhea in a heterosexual
population of men and women come to dif-
ferent conclusions. The subscript m and f
denote men and women, respectively. The
first investigator conducted a study in clinics
using a sound sampling scheme with good
ascertainment. The results showed that the
incidence rate and number of new clinical

cases of gonorrhea are higher in men than
women, Im > If. The investigator concluded
that gonorrhea is a greater problem in men
than women. The second investigator con-
ducted a population-based study that was
also well designed, and found that the pre-
valence of gonorrhea infection is higher in
women than in men, Pf > Pm. She concluded
that the problem is greater in women. How
can transmission concepts help us think
about this paradox (Fig. 4-11)?

Assume that gonorrhea transmission has
been fairly constant over a period of time in
this population. Women can be infected with
gonorrhea for a long time before they de-
velop symptoms, whereas men develop
symptoms quickly and go for treatment.
Thus the infectious period in men is shorter
than in women, dm is less than df. Generally
the transmission probability from females
to males is lower than that from males to fe-
males. However, to make this point as sim-
ply as possible, we assume here that they are
equal, so that pfm = pmf = p. Assume that the
population has an equal number of men and
women, Nm = Nf = N, that the rate of new
partners (contact rate) is the same in both,
cm = cf = c, and that men and women mix
randomly with the opposite sex.

Prevalence
in
women

Prevalence
In
men

therefore Incidence in men
is greater than
incidence in
women

Figure 4-11. Relation of incidence rate and prevalence of gonorrhea in men and women.

Prevalence
in
men

Incidence
in
women

Incidence
in
men

Prevalence
in
women
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Prevalence of infection in women is high-
er than in men, largely because the duration
is longer, so there is a greater number of sus-
ceptible men than women who are at risk to
become new cases (1 - Pm) > (1 — Pf). Sus-
ceptible men make the same number of con-
tacts per unit time and have the same trans-
mission probability as the women, but their
contact pool, the women, has a higher
prevalence of infection, so the incidence rate
is higher in the men, lm — cpPf > cpPm = If.
The combined effect in the men of a higher
incidence rate and a greater proportion of
susceptibles results in a higher number of
new cases in men than in women. If we were
to conduct a study in a clinic based on inci-
dence rate or number of new cases, we would
conclude that the problem is more serious
in men. If we were to conduct a prevalence
study in the population, we might think the
problem is more pronounced in women.
The males and females are related through
the dynamic transmission process, and the
paradox is resolved.

If we can reduce the population preva-
lence in women, for example, by shortening
the duration of infection by early detection
and treatment (Thomas et al. 1998, 1999), it
would reduce the incidence rate in men, and
consequently the prevalence in men. This, in
turn, will reduce the incidence rate in women,
and consequently contribute further to de-
creasing the prevalence in women. The de-
pendence of events in infectious diseases re-
sults in interventions having greater overall
effects than would be expected from just the
direct effects in the individuals receiving the
intervention. We leave it as an exercise for
the reader to develop an expression for the
basic reproductive number for this situation.
What would happen to the rate of new part-
nerships (contact rate) Cf and cm if there were
twice as many men as women? Consider
what would happen if the transmission prob-
ability from men to women, pmf, were twice
as high as that from women to men, pfm.

NONRANDOM MIXING

We conclude this chapter by considering
some more ideas on contact processes and

patterns within populations. Contact pat-
terns play a central role in determining trans-
mission and exposure to infection. Most
populations do not mix randomly but are
composed of different types of small trans-
mission units or subpopulations that mix
with their own members differently than
with other subpopulations. The groups
could be sexual behavior groups, different
age groups within a school, or households in
a community. Individuals may belong to
several different mixing groups, including
families, schools, and neighborhoods. Our
scientific questions and the purpose of our
investigation will determine in large part
how we choose to think about the structure
of the population and how the individuals
and groups within it mix. Are we modeling
the long-term effects of intervention? Do we
want a model of transmission that allows us
to estimate meaningful parameters from the
data we collect? Are we interested in under-
standing social networks?

Transmission Units within Populations

So far we have considered two possible mix-
ing patterns. One was random mixing in a
large population. The other, in the context
of the chain binomial model, was a collec-
tion of small populations that mixed ran-
domly within themselves but did not inter-
act with one another (Fig. 4-12A). Now we
consider a combination of the two with a
larger population being composed of small-
er transmission units. Individuals mix with
the others in their own transmission units in
one way and with members of the commu-
nity who belong to other small transmission
units in a different way. The transmission
units could be households, sexual partner-
ships, schools, workplaces, or day care cen-
ters, for example (Fig. 4-12B,C,D).

In the simplest case, an individual belongs
to one small transmission unit and interacts
randomly with the others in the population.
For example, a person may be in a steady
but nonmonogamous sexual partnership
and so have contact with the partner but
also sexual contact with other individuals in
the community at large. As another exam-
ple, a person may have contact in a family



Figure 4-12A and B. A: Independent transmission units. B: Transmission units within a com-
munity.
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Figure 4-12C and D. C: Nonmonogamous sexual partnerships with contacts in the community.
D: Contact patterns in a community of households in four neighborhoods with one school.
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household, but also within the community
at large. When we define the community
structure in this way, it allows that a suscep-
tible individual can become infected if ex-
posed to an infected person within the
household as well as the possibility of being
infected in the community at large during
the course of an epidemic or over the dura-
tion of a study. Longini and Koopman (1982)
formulated a model that contains both the
probability of being infected within a house-
hold and within the community at large.
This model can be used for studying trans-
mission in sexual partnerships by assuming
that the households are all of size two. We
can allow for the fact that some people do
not have steady sexual partners by allowing
for singles (households of size one) as well as
partnerships. This is the basis of the model
for the augmented study design discussed in
Chapter 5.

Subpopulations

Rather than small transmission units, we
may think of a population as divided into
large subgroups that mix more with their
own members than with other groups. For
example, we may observe two large com-
munities that have little interchange be-
tween them. Alternatively, we may divide a
population into two differently sexually ac-
tive subgroups that have some contact with
each other.

In a population composed of two mixing
groups, group 1 and group 2 (Fig. 4-13),
the contact pattern is described by a mixing
matrix that has the same number of rows and
columns as the number of mixing groups.
The entries in the matrix represent the con-
tact rates of individuals within and between
the groups. The contact rate of individuals of

group / with individuals of group i (i,j = 1,2)
is denoted by cij. The mixing pattern of two
groups is represented by the matrix,

On the diagonals are the contact rates with-
in groups, cn and c22. The entries c12 and c2l

off the diagonals represent the contact rates
between the groups corresponding to that
row and column.

R0 will be higher in the group with the
higher contact rate, assuming that the trans-
mission probability and infectious period
are the same in both groups. If an epidemic
occurs and there is contact between the two
groups, the epidemic in the group with the
higher contact rates will help drive the epi-
demic in the group with the lower rates. The
group with the higher R0 would serve as a
core population for transmission. Thomas
and Tucker (1995) have reviewed this and
other concepts of core groups for sexually
transmitted diseases. The existence of a core
group has consequences for intervention
programs. It may be easy to reduce the av-
erage R0 for the whole population below 1,
while R0 in the core population remains
above 1, so that transmission will persist. In
infectious diseases, the chain is only as weak
as its strongest link.

Hethcote and York (1984) examined dif-
ferent strategies for reducing gonorrhea,
taking into account sex workers who acted
as a core group and their contacts within the
general population. They found that an in-
tervention program generally needs to be tar-
geted at the subpopulation with the higher
R0, in this case, the core population of sex

Figure 4-13. Mixing pattern of two groups in a population.
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workers, to have most effect. In general,
when planning interventions in situations
with heterogeneous transmission or levels of
infection, targeting therapy or prevention to
the groups with the highest transmission or
levels of infection is often most effective in
reducing infection in the population at large.
In the section, R0 in Macroparasitic Diseases,
we mentioned that often a small proportion
of the population has a very heavy parasite
burden. This is another example in which
targeting the therapy enhances the effective-
ness of the intervention.

Another approach to describing contact
patterns is social networks of people (Morris
and Kretzschmar 1997, Koopman et al.
2000). In this approach contacts are made
through pair-formation and dissociation
processes. The approach also allows that
several people can be in contact with each
other during an interval of time, and then
dissociate. The transmission patterns pro-
duced by this concurrency of contacts and
the resulting networks can be compared to
transmission in which all contacts are se-
quential. In general, epidemic spread is
more rapid if several people can make con-
tact simultaneously.

Like much else in infectious diseases, con-
tact patterns are often difficult to determine
and usually are not measured. When con-
ducting studies in infectious diseases where
transmission plays a role, it is important to
formulate explicitly the underlying assump-
tions that are being made with respect to
contact patterns and exposure to infection.
Since groups with different contact rates
and mixing patterns could have different
exposure to infection, consideration of the
contact patterns could be important for in-
terpreting measures of effect. Failure to take
into account unequal exposure to infection
in the groups being compared can produce
biased estimates of effect. In Chapter 5, we
demonstrate how differential contact rates
can affect estimates of effect.

SUMMARY

Several principles of transmission and dy-
namics are common to many infectious dis-

eases. These include the transmission prob-
ability, the basic reproductive number, con-
ditions for an epidemic, and the role of con-
tact and mixing patterns. The transmission
probability is a measure of the ability of a
microbe to spread from an infected to a sus-
ceptible host during a contact. The binomi-
al model of transmission is widely used to
quantify transmission concepts and to esti-
mate the transmission probability. The basic
reproductive number, R0, describes the po-
tential of a microbe to spread in a popula-
tion. Dynamic models are used to under-
stand the spread of infection and the role of
interventions over time. Assumptions about
mixing and contact patterns influence the
interpretation of epidemiologic studies in
infectious diseases.

Dr. Halloran was partially supported in writing this
chapter by NIH grants R01-AI32042 and R01-
AI40846. The mosquito image was used with permis-
sion from the American Museum of Natural History.
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5
Overview of Study Design

M. ELIZABETH HALLORAN

Concepts of study design in infectious dis-
ease epidemiology have much in common
with those in noninfectious disease epidemi-
ology. However, the presence of the infec-
tious agent, separate from but interacting
with the human host population, introduces
further complexities. Whether a person be-
comes infected depends on who else in the
population is already infected and infec-
tious. Alternatively it may depend on envi-
ronmental sources of infection. Sir Ronald
Ross (Ross 1916) coined the term "depend-
ent happenings" to describe the characteris-
tic of contagious diseases that the number of
people becoming newly infected depends on
how many are already infected. The trans-
mission of the infectious agent and depend-
ent happenings produce the special aspects
of study designs in infectious diseases.

Infectious disease epidemiology encom-
passes the study of diverse scientific ques-
tions:

Is a disease communicable? What infec-
tious organism is causing a disease? What
is the mode of transmission? How effec-

tively is the infectious agent transmitted?
What are the contact patterns and patterns
of spread within the host population?
What is the source or reservoir of a point
source epidemic?
What is the natural history of infection in
individuals? What is the latent period,
and the duration and degree of infectious-
ness? What is the probability of becoming
symptomatic? What is the incubation pe-
riod from acquisition of infection to symp-
toms? What is the duration of symptoms?
What is the probability of dying?
What are the population biology, epide-
miology, and dynamics of the infectious
agent and any vector? Is the microbe en-
demic or epidemic? Is an epidemic occur-
ring? Is a disease reemerging? What is the
age distribution of infection and disease in
the host population? Are there important
temporal and spatial aspects of the agent
and any vectors? How diverse are genetic
variants of the microbe? Is the microbe de-
veloping drug resistance or evolving owing
to some other pressure? Does transmission
intensity influence microbial diversity?
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• What are the effects of covariates or inter-
ventions on infection, disease, and infec-
tiousness? What facilitates infection (risk
factors for exposure and susceptibility)?
What facilitates disease progression (risk
factors)? How can infection and disease
be prevented? What is the effect of inter-
vention at the individual level and at the
population or community level?

The choice of study design needs to be tai-
lored to the question being asked. Several of
the questions listed above are concerned
with the etiology and natural history of the
infectious agent. The Henle-Koch postu-
lates for evidence that an organism causes a
disease are useful (Evans 1976). New tech-
niques in molecular epidemiology permit
more accurate tracking of transmission
(Glynn et al. 1999, Small et al. 1994), stud-
ies of the natural history of the disease, and
study of the evolution of microbes (Lipsitch
1997) than before. Several of the questions
concern the study of the dynamics and in-
teraction of the host population with the in-
fectious agent population (see Chapter 4).

In this chapter, we focus on the dependent
happening relation and its consequences for
design and interpretation of studies in infec-
tious disease epidemiology. For coherence of
presentation, we also present some defini-
tions and concepts from general epidemiol-
ogy. In the next section, we present measures
of disease frequency, with a focus on the
transmission probability. We give a formal
expression for the dependent happening ex-
pression and show its usefulness. In the third
section, we present measures of causal ef-
fects and association, with a focus on the
transmission probability ratio, and the indi-
rect, total, and overall effects of interventions
in populations. We demonstrate the differ-
ence between causal effects and association
using a formal model for causal inference.
We also show how the formal dependent
happening relation can aid in interpreting
risk ratios. In the fourth section, we present
cohort study designs, focusing on those ap-
propriate for estimating the transmission
probability and the secondary attack rate.
The context is developed as an expanded ap-

proach to cohort studies. We also discuss
case-control studies. In the fifth section, we
consider cross-sectional and community-
level studies. In the last section, we touch on
aspects of estimation and inference.

MEASURES OF DISEASE FREQUENCY

In this section we define several common
measures of disease frequency. Specific to in-
fectious disease epidemiology are the trans-
mission probability, the secondary attack
rate, and the basic reproductive number.
Common to all fields of epidemiology are
the incidence rate, hazard rate, incidence
proportion, and prevalence. Because of the
phenomenon of dependent happenings in
infectious diseases, the common measures
of disease frequency have additional intrin-
sic relations to one another through the un-
derlying transmission process. We give a for-
mal definition of the dependent happening
relation as a function of the measures of dis-
ease frequency. We discuss how this relation
contributes to the design and interpretation
of infectious disease studies.

Transmission Probability and Secondary
Attack Rate

In Chapter 4, we defined the transmission
probability, p, as the probability that, given
a contact between an infective source and a
susceptible host, successful transfer of the
microbe will occur so that the susceptible
host becomes infected. The transmission
probability in a population is

where n is the total number of contacts
made between susceptibles and infectives in
a population, and A is the number of infec-
tions that occur during those contacts. The
transmission probability depends on char-
acteristics of the infective source, the mi-
crobe, the susceptible host, and the type of
contact.

The secondary attack rate (SAR] is a spe-
cial case of the transmission probability. The
secondary attack rate is the expected pro-
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portion of susceptibles who become infected
when exposed to an infectious person. In the
secondary attack rate, the contact between
the infectious susceptible persons may be
defined as occurring over some time period,
such as the duration of infectiousness or
over the period of the study. For example,
the household SAR is the probability that a
susceptible individual living in the same
household with an infectious person during
his or her period of infectiousness will be-
come infected (Fine et al. 1988, Orenstein
et al. 1988). The secondary attack rate is
defined

where M is the total number of susceptible
exposed persons and A is the number of per-
sons exposed who develop disease. The SAR
is a proportion, not a true rate.

Both the transmission probability and sec-
ondary attack rate are defined conditionally
on the susceptibles being exposed to infec-
tion. Being conditional on exposure to in-
fection distinguishes the transmission prob-
ability and secondary attack rate from the
general measures of disease frequency such
as incidence rate, hazard rate, and incidence
proportion presented below.

The probability, p, of becoming infected
given a contact with a source of unknown
infection status is related to the transmission
probability p, but it is not strictly a transmis-
sion probability. It is an infection probabili-
ty. Under random mixing, the probability of
becoming infected from a contact with a
source of unknown infection status is p = pP,
where P is the prevalence of infectious
people in the population of contacts.

Incidence rate and hazard rate
The incidence rate, /, of an event in a popu-
lation is the rate at which the event occurs
per unit of person-time at risk. The inci-
dence rate is

where A is the number of cases observed
during a total of T units of person-time at
risk. Incidence that varies over time we de-
note at time t by I(t). If the incidence rate
changes in a time interval but is estimated as
an average over that interval, the estimate
will not reflect the fluctuations that occur
within the interval. The hazard rate is the in-
stantaneous probability of an event occur-
ring in a small interval of time. The hazard
rate at time t is denoted by y(t). The hazard
rate and incidence rate are defined some-
what differently, but both are measures of
the probability of an event in an individual
in a small unit of time at risk. The term force
of infection is used in infectious disease epi-
demiology to denote either the hazard rate
or the incidence rate of infection. The inci-
dence rate in infectious diseases can vary
rapidly, such as during an epidemic or due to
seasonality of the vector population. The
rapid changes in incidence rates are a source
of some of the challenges of infectious dis-
ease epidemiology.

Incidence proportion
The incidence proportion, R, is the number
of people who experience an event in a
closed group of susceptible people over the
course of study. The incidence proportion is
expressed

where N is the number of people in the pop-
ulation and A is the number of people who
experience the event. We can be explicit that
the incidence proportion is measured over
a time interval (Q,T) by writing R(T). In in-
fectious disease epidemiology, the incidence
proportion is often called the attack rate
(AR). The infection attack rate or incidence
proportion is the proportion of the popula-
tion who become infected. The disease at-
tack rate or incidence proportion is the pro-
portion who develop disease.

The mirror image of the incidence pro-
portion is the survival probability, the prob-
ability of not experiencing an event in a time
interval (0, T). Use of the incidence propor-
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tion in the form given here requires that the
population be a closed group from the be-
ginning to the end of the study. That is, no
one can leave the population. However, an-
alytic methods in survival analysis allow es-
timation of the probability of experiencing
an event in the time interval (0, T) even
when some people leave the study.

Prevalence
The prevalence, P, is the proportion of a pop-
ulation that has the disease or outcome of
interest at a given time. Seroprevalence, also
denoted P, is the proportion of a population
that has a serological marker at a given time.
An example is the seroprevalence of immu-
noglobulin G (IgG) against a specific mi-
crobe. Current seroprevalence can reflect
either past or current infection, depending
on which immune markers are measured.
We denote prevalence at time t by P(t). Preva-
lence of a disease or of infectious people can
change rapidly with time, especially during
epidemics or due to seasonality of the mi-
crobe.

Basic Reproductive Number, R0

The basic reproductive number, R0, of a
microbe in a population is the expected
number of new infectives produced by one
infective in a large, completely susceptible
population during his or her period of infec-
tiousness. For microparasitic diseases, the
basic reproductive number is expressed as

where c is the number of contacts per unit
time, p is the transmission probability, and
d is the duration of infectiousness. The basic
reproductive number is a measure of the re-
productive capacity of a microbe in a par-
ticular host population. It is discussed in
more detail in Chapter 4.

The Dependent Happening Relation

The key relation in infectious diseases is
the dependence of infection events among
individuals in a population, called depend-
ent happenings. Under random mixing, the

dependent happening relation can be ex-
pressed as

where I(t) is the incidence rate, c is the con-
stant contact rate, p is the transmission
probability, and P(t) is the prevalence of in-
fectious persons at time t. The dependent
happening relation means that the incidence
rate of infection is dependent on the preva-
lence of infectious persons. The incidence
rate also depends on the contact process and
contact patterns, as well as the transmission
probability.

The formal expression (1) of the depend-
ent happening relation helps clarify our
thinking about several issues. First, in de-
signing and interpreting studies in infectious
diseases, it is crucial to distinguish risk fac-
tors or interventions related to exposure to
infection from those related to susceptibil-
ity. The dependent happening expression
(1) makes explicit the different components
related to the risk of becoming infected. All
three factors on the right in relation (1) con-
tribute to exposure to infection. If individu-
als increase their rate of contact, c, it could
increase their exposure to infection. The
transmission probability, p, depends on the
degree of infectiousness of the contact as
well as the type of contact, and so plays a
role in determining the level of exposure to
infection. The prevalence of infectious people
in the population P(t) also helps determine
the level of exposure to infection. Behav-
ioral changes aimed at lowering exposure to
infection could be aimed at reducing the
contact rate, c, altering the transmission
probability, p, or reducing the probability
that a person makes contact with someone
who is infectious. The latter would mean
being more selective about with whom one
makes contact, with the effect of reducing
the prevalence of infectives P(t) in one's con-
tact groups.

Susceptibility of the person at risk to be-
come infected enters into the dependent
happening relation primarily through the
transmission probability, p. That is, condi-
tional on actually being exposed to a certain
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level of infection, the susceptibility of the
exposed person determines whether the per-
son becomes infected. Although in any given
study, the separate components of the de-
pendent happening relation (1) may not be
measured, assumptions about the relation
of the incidence rate to the contact process,
transmission probability, and prevalence are
fundamental in designing and interpreting
studies.

Second, the dependent happening relation
(1) applies in epidemic and rapidly changing
situations as well as in stationary situations.
It does not rely on the assumption of equi-
librium to be valid. Contrast this with
another well-known relation from epidemi-
ology that does rely on the assumption of
equilibrium incidence rate and prevalence.
If D is the average duration of disease, and /
is the equilibrium incidence rate of disease,
then prevalence approximately equals the
product of the incidence rate and average
duration (Freeman 1980):

Relation (2) holds approximately for preva-
lence less than 0.10. At higher prevalences,
the left side would be better represented by
the prevalence odds. In Chapter 4 on trans-
mission dynamics, we presented a hypotheti-
cal example of gonorrhea in men and women.
The dependent happening relation (1) in that
example is that incidence of infection in each
gender depends on the prevalence of infec-
tious people in the other gender. This does
not require that gonorrhea is at equilibrium
in the population. In contrast, at equilibri-
um, expression (2) says that prevalence of
infection in each gender depends on the in-
cidence and duration in the same gender.
The capital D for duration of disease distin-
guishes it from the lower case d for duration
of infectiousness. The word disease empha-
sizes that relation (2) is more closely related
to the natural history of disease, whereas the
dependent happening relation (1) is more
closely related to the course of infectious-
ness, as discussed in Chapter 4.

Third, expression (1) not only demon-
strates the relation between the transmission

probability and incidence rate as measures
of disease frequency but also clarifies their
difference. While the transmission probabil-
ity is defined conditional on exposure to in-
fection, the incidence rate is defined as
events per person time. The incidence rate as
well as the incidence proportion rely on the
notion that the people being studied are po-
tentially exposed to infection, but do not re-
quire that any particular individual is actu-
ally exposed. Halloran and Struchiner (1995)
call the transmission probability a condi-
tional measure of disease frequency, while
the incidence proportion, incidence rate, and
hazard rate are unconditional measures. The
parameters transmission probability, inci-
dence rate, and incidence proportion form a
hierarchy requiring decreasing amounts of
information about the transmission and
contact processes (Rhodes et al. 1996).

Fourth, the dependent happening relation
for the incidence rate I(t) — cpP(t) can be
contrasted with the expression for the basic
reproductive number, R0 = cpd. Both con-
tain the product of the contact rate and the
transmission probability, cp, a fundamental
expression of the transmission process. How-
ever, the incidence rate reflects the point of
view of the susceptible and the probability
of becoming infected per time unit. The basic
reproductive number, R0, reflects the point
of view of the infectious host as the number
of people he or she will infect.

Finally, the dependent happening relation
(1) can be used to estimate different quanti-
ties, depending on which components have
been measured. The product of the contact
rate and the transmission probability equals
the more easily estimable ratio of the inci-
dence rate to the prevalence of infectives,
cp = I(t)/P(t). Thus we do not need to ob-
serve the underlying contact process and
transmission probabilities to obtain some
information about their product cp. The
transmission probability can be estimated if
the other three components are measured,
p = I(t)/cP(t). To estimate c separately from
p, however, generally information is needed
about the contact process. That is, c and p
are not separately identifiable from cp with-
out information on contacts.
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MEASURES OF EFFECT
AND ASSOCIATION

Evaluating interventions and determining
risk factors for infection and disease are im-
portant goals of infectious disease epidemi-
ology. Risk differences and risk ratios are
formed from the measures of disease fre-
quency discussed earlier. Measures of effect
and association based on the transmission
probability are specific to infectious diseases
epidemiology, while those based on the in-
cidence rates or incidence proportion are
common to all fields. Because of the de-
pendent happening relation, interventions
in infectious diseases can also have impor-
tant indirect effects on individuals not re-
ceiving the intervention directly. In this sec-
tion, we focus on the measures of effect and
association that are particularly important
for infectious disease epidemiology. We
begin with a discussion of the difference be-
tween causal effects and association.

Causal Effects Versus Association
Suppose we do a study of condom use and
its relation to the risk of sexually transmit-
ted infection. We observe that the difference
between the proportion of people who con-
tract a sexually transmitted disease in the
group using condoms and the group not
using condoms is 0.4. We can definitely say
we have observed an association between
condom use and risk of infection, and quan-
tify the association using the observed risk
difference. Can we claim, however, that con-
dom use has a causal effect on reducing risk
of infection compared to no condom use?
No, we cannot say that condom use is the
cause of the reduction in risk without fur-
ther restrictions. To clarify the difference be-
tween association and causal effects, we
turn to a formal structure for defining effects
of causes.

The approach for defining the effects of
causes requires that the effect of a cause be
defined relative to another cause. The causes
could be different treatments, preventive in-
terventions, or risk factors. In our example,
the comparison is between condom use and
no condom use. The causal effect of condom

use compared to no condom use by an indi-
vidual is defined as the difference between
what the infection outcome would be if the
person used condoms and what it would be
if the person did not use condoms. This ap-
proach to defining causal effects assumes
that an individual has some potential out-
come for each of the various interventions
or treatments under study. The causal effect
in an individual is the difference between his
or her potential outcomes under the two
treatments (Rubin 1978, Holland 1986).

Consider four individuals who are at risk
for a sexually transmitted disease. The po-
tential outcomes of the four individuals are
listed in Table 5-1. For individual i, let Yi0

and Ytl denote the potential infection out-
comes under no condom use and condom
use, respectively. Then, for any individual i,
the individual causal effect of condom use
versus no condom use is Yi1 — Yi0. For sub-
ject one in Table 5-1, it is 0 — 1= — 1, that
is, condom use prevents infection in subject 1.
For subject 2, the difference in the potential
outcomes is 1 — 1 — 0. That is, there is no
causal effect of condom use in subject 2. The
person becomes infected in either case.

The fundamental problem of causal infer-
ence is that only one of these potential out-
comes is observable in any individual, since
we can observe the individual only either
using condoms or not using condoms. A sta-
tistical approach to solving the fundamental
problem of causal inference is to define the
average causal effect in a population. The
average causal effect, C, in the population is
the average of the individual causal effects.
This, in turn, equals the difference between

Table 5-1 Potential Outcomes under
Condom Use or No Condom Use *

Potential Outcome*

Subject

1

2

3

4

Condom Use
(X=l)
(Yi1)
0
1
0

0

No Condom
Use (X=0)
( Y i 0 )
1

1

0

1

*0,1 denote uninfected and infected, respectively.
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the average value of the potential outcomes
if everyone received one intervention and
the average if everyone received the other in-
tervention. Thus

C = E[Y1 - Y0] = E[Y1] - E[Y0],

where E means the average or expected
value. In Table 5-1, the average causal ef-
fect of condom use compared to no condom
use as measured by sexually transmitted in-
fection is ( - 3)/4 = - 0.50.

Of course we still cannot observe the po-
tential outcomes of each individual under
each intervention. What we can observe is
each person's potential outcome under the
intervention that he or she actually used.
The potential outcomes that we do not ob-
serve are called counter factual. We can ob-
serve the difference in the average potential
outcomes in the people who actually used a
particular intervention (X = 1) and the av-
erage of the potential outcomes in people
who did not use the intervention (X = 0).
We denote this actual observable difference
as A, and write

A = E[Y1|X = 1] - E[Y0|X = 0],

where E[Y1|X = 1] is the average of the po-
tential outcomes in people who actually re-
ceived X = 1, and similarly for E[Y0|X = 0].
In the example above, we observed a differ-
ence of 0.4 between risk of infection in the
two groups, so A — 0.4 in the example. The
value of A expresses an association between
the intervention and the outcome, but does
this association equal the average causal ef-
fect in the population C? The answer is, not
in general. That is, in general

C = E[Y1] - E[Y0] E[Y1|X = 1]
- E[Y0|X = 0] = A,

except under certain conditions.
Under two important assumptions, the

observable association, A, will equal the av-
erage causal effect in the population C. The
first assumption is that the potential out-
comes in one person are independent of the
treatment assignments in the other people.

This allows Table 5-1 to have only two
columns of potential outcomes for each per-
son, one for each treatment. For instance,
the assumption is that subject 1's condom
use does not affect the potential outcomes of
subject 2. This is sometimes called the non-
interference of units assumption (Cox 1958).
The assumption is obviously violated in many
studies in infectious diseases.

The second assumption is that the inter-
vention assignment for each individual is in-
dependent of his or her potential outcomes.
An example of an independent assignment
mechanism is randomization. That is, under
randomization, we do not assign people
whose potential outcome is infection to use
condoms, while assigning people whose po-
tential outcome is no infection not to use
condoms. This would obviously bias our
measure of effect. Formally, under random-
ization and the noninterference of units, the
causal risk difference equals the observed
risk difference,

C = E[Y1] - E[Y0] = E[Y1 |X=1]
- E[Y0|X = 0] = A.

This statement can be interpreted that in a
large population, if half of the people are
randomly assigned to each of the two treat-
ments, the difference in the observed aver-
age outcome of the two groups would be the
same as if it had been possible to observe the
entire population under each of the treat-
ments. Assignment mechanisms are usually
not random. That is, people decide for their
own reasons whether they want to use con-
doms, and it could very well be associated
with their probability of becoming infected.
This is a simple formal argument for using
randomization to estimate causal effects. It
also clarifies the difference between associa-
tion and causal effects.

Most studies are not randomized. Many
studies are observational, with the investi-
gator having little influence over the events
under study. In many experimental or inter-
vention studies, the investigator may have
some control over allocation or the inter-
ventions or covariates of interest, but does
not randomize them. The goal of observa-
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tional and nonrandomized studies may be to
elucidate causal effects, but since they are
not randomized, the objective is difficult to
achieve. Under these circumstances, the dif-
ference in the average outcomes of two
groups could be due to something other
than the measured risk factor or interven-
tion. An estimated association between the
outcomes of interest and the intervention or
risk factors of interest could be due to un-
measured confounders.

For instance, people who use condoms
may also be very careful about whom they
choose for sex partners. Thus people who use
condoms may also have a lower exposure to
infection. Although we may observe a four-
fold decrease in sexually transmitted dis-
eases among people who use condoms com-
pared to those who do not, the reduction
may have nothing to do with condom use it-
self. Thus it would be incorrect to conclude
that use of condoms has a causal effect on re-
ducing sexually transmitted diseases. It would
be correct to say that there is an observed as-
sociation. Causal inference will generally rely
on some untestable assumptions.

There are many sources of bias in obser-
vational studies. Ascertainment or selection
biases result in the actual study population
not being representative of the population
that was targeted to be studied. Ascertain-
ment bias can be important in infectious dis-
ease studies that ascertain transmission units
through an infectious person, such as an in-
dex case. The types of infected persons so as-
certained might not represent the infected
population. Also, larger transmission units
in a population would tend to be ascertained
more often than smaller transmission units
because they have more people in them.
Other sources of biases and potential con-
founders are covered in detail in Rothman
and Greenland (1998) as well as many other
texts.

It is important to measure possible con-
founders in nonrandomized studies to take
them into account in the analysis. However,
it is difficult to measure all confounders.
Sensitivity analyses can be used to quantify
potential hidden biases due to unobserved
covariates (Rosenbaum 1995, Robins et al.

1999). The point of departure for sensitivi-
ty analyses is quite often the paradigm of the
randomized study and causal inference de-
scribed previously. When the goal is to make
causal statements based on observational
studies, sensitivity analyses can provide some
measure of uncertainty about the bias and
how large the bias would need to be to swamp
out the observed association. Although ran-
domization helps in interpreting study re-
sults as causal effects, it does not control for
all confounding of estimates. The interested
reader can find more on this topic in Green-
land and Robins (1986), Greenland (1987),
Greenland et al. (1999), Gail (1986, 1988),
and Gail et al. (1984, 1988).

Despite its general usefulness, the potential
outcome approach to causal effects encoun-
ters difficulty when applied to dependent
happenings, such as in infectious diseases.
The assumption commonly made when using
the potential outcome paradigm is that the
potential outcomes in any individual are in-
dependent of the treatment assignments in
other individuals. This is not true for many
of the situations in infectious diseases.

Suppose a person is vaccinated and does
not become infected, but if he had not been
vaccinated, he would have become infected
and infected another person. This second
person's infection outcome is dependent on
the intervention assignment of the first per-
son. Although the assumption that the po-
tential outcome in one person does not de-
pend on the treatment assignment in another
person is not conceptually necessary for this
approach to causal inference (Rubin 1978,
Rubin 1990), the problems arising when the
assumption is violated have not been solved.

For example, in Table 5-1, related to po-
tential outcomes for two treatments, the
two columns need to be expanded for each
individual to include all the treatment and
outcome possibilities of people with whom
he or she may make potentially infectious
contact. However, this is not generally fea-
sible. Quite simply put, because of the indi-
rect effects in infectious diseases, the popu-
lation causal rate ratio of receiving an
intervention compared to not receiving the
intervention does not necessarily equal the
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observed rate ratio. Another option is to
condition on exposure to infection, as in the
transmission probability. This solution runs
into other problems. Studies that challenge
humans with inoculation by the microbe are
unethical if they pose more than a minimal
risk, so exposure to infection can, in general,
not be randomized. Halloran and Struchiner
(1995) discuss in detail the problem of using
the potential outcome approach to causal in-
ference in infectious diseases. Although solu-
tions are still being sought for applying the
approach to dependent happenings, the par-
adigm is increasingly being used to study
causal effects, association, nonadherence,
and confounding. Infectious disease epide-
miologists need to be familiar with its
strengths and its shortcomings.

Measures of Effect and Association

Commonly, the same ratio and difference
measures are used for estimating both causal
effects and associations. Their interpretation
is simply different. For simplicity of presen-
tation, we generally use the term effect in the
following discussion. In this section we pres-
ent an overview of many of the commonly
used risk ratios. Table 5-2 contains a sum-
mary of some important relative risk meas-
ures in infectious disease epidemiology by
choice of comparison group and level of in-
formation required. In the top row are rela-
tive risk measures based on the transmission
probability. These measures are specific to in-
fectious disease epidemiology. They estimate
the relative susceptibility and infectiousness
associated with risk factors or covariates
conditional on exposure to infection. In the
bottom part of the first column are the un-
conditional relative risk measures based on
the incidence rate, hazard rate, and incidence
proportion. These relative risk measures are
not specific to infectious disease epidemiol-
ogy. The unconditional relative risk meas-
ures estimate either relative exposure to in-
fection or susceptibility depending on the
design of the study and assumptions regard-
ing exposure to infection. In the bottom
right portion of the table are measures of
community level relative risk in which the
comparison groups are transmission dynam-

ically separate populations. They include
the indirect, total, and overall effects of in-
tervention. The indirect effects of interven-
tion are important in the dependent hap-
pening situation.

Transmission Probability Ratio

The transmission probability ratio, TPR, is
a measure of the relative risk of transmission
to susceptibles between different pairs of
risk factors in infectives during a contact.
For any given type of contact and infectious
agent, we can estimate the effect of a co-
variate on susceptibility, infectiousness, or
their combination by our choice of compar-
ison pairs in the transmission probability
ratio. We may want to compare the male-to-
male, male-to-female, female-to-male, and
female-to-female transmission probabilities
of gonorrhea. We may want to know how
transmission of influenza between children
compares to that between adults, or also be-
tween children and adults. We may want to
compare the ability of two types of mosqui-
toes to transmit malaria to humans. The
goal of a study might be to estimate the ef-
fect of vaccination on reducing susceptibili-
ty and infectiousness as measured by the sec-
ondary attack rate. We can also estimate the
transmission probability of differing types
of contacts, infectious agents, routes of in-
fection, or strains of an infectious agent. For
instance, one clade (i.e., strain) of HIV may
be more transmissible than another.

Suppose that there are two types of infec-
tives and susceptibles making a specified type
of contact for a given type or strain of mi-
crobe. We denote the two risk levels as 0 and
1. The risk factors might be vaccinated and
unvaccinated, for example. Then there are
four different possible combinations of the
risk factors in the transmission probability.
If the first subscript denotes the infectious
person and the second denotes the suscepti-
ble in the contact, then the four transmission
probabilities are p00, p01, p10, p11. For in-
stance, p10 denotes the transmission proba-
bility of an infective with risk factor level 1
to a susceptible with risk factor level 0. The
relative susceptibility as measured by the
transmission probability ratio, TPRS, is
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Table 5-2 Various Measures of Relative Risk.

95

A. Parameter conditional on exposure to infection

I Transmission probability, p
Secondary attack rate
(SAR)

B. Parameter not conditional on exposure to infection

Study Design

Hazard (Y)

III Proportional hazards (PH)

IV Incidence proportion (R)

Attack rates (AR)
Adapted from Halloran et al., Am J Epidemiol 146:789-803, 1997.

The subscripts 0 and 1 describe two levels of risk. The subscripts S, I and T denote susceptibility, infectiousness, and combined ef-
fects, respectively. The Cox proportional hazards estimator is denoted by eB . Time has been omitted from the table for notational
clarity.

measured by comparing the transmission
probabilities to susceptibles with different
covariates from infectives. The relative in-
fectiousness, TPRI, of infected people with
the two covariate levels is measured by com-
paring the transmission probabilities from
infectives with different covariate levels to
susceptibles. To measure the combined effect
of the covariates, TPRT, the transmission
probability between people who are both co-
variate level 1 is compared to that between
people in which both are covariate level 0.
The transmission probability ratios are:

relative susceptibility:

relative infectiousness:

and combined effect:

The transmission probability ratios are in
the top row of Table 5-2. In general, there
could be several levels of covariates, with pij

denoting the transmission probability from
an infective with covariate status i to a sus-
ceptible with covariate statusj.

One of the covariates might be considered
a control or baseline value. Table 5-3 pres-
ents an example from a measles vaccine
study of the secondary attack rates from vac-
cinated or unvaccinated index cases to vac-
cinated or unvaccinated susceptibles. Recall
that the secondary attack rate is a special
case of a transmission probability, so we can
use the SARij in place of the pii in the expres-
sions for the transmission probability ratios.
We use the subscripts 0 and 1 to denote un-
vaccinated and vaccinated, respectively. As
an example, consider the data in Table 5-3.
The secondary attack rate if both the index
case and the exposed children are unvacci-
nated is SAR00 = 0.38. If both are vaccinated,

(3)

Comparison Groups and Effect

Combined Change
in Susceptibility

Level Parameter Choice Susceptibility Infectiousness and Infectiousness

Incidence rate (I)
II

I HA IIB III
Direct Indirect Total Overall
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Table 5-3 Secondary Attack Rates by Vaccination Status of the
Index Child and the Vaccination Status of the Exposed Children in a
Measles Epidemic in Senegal, 1994-1995

Secondary Attack Rate

Index Case

Vaccinated

Unvaccinated

Total

Vaccinated,
Exposed
Children

6/83 (0.07)

41/374 (0.11)

47/457 (0.10)

Unvaccinated,
Exposed
Children

3/17 (0.18)

47/124 (0.38)

50/141 (0.35)

All Children

9/100 (0.09)

88/498 (0.18)

97/598 (0.16)
From Cisse et al. 1999.

SAR11 = 0.07. If we calculate TPRS sepa-
rately for children exposed to unvaccinated
or vaccinated index cases, the estimates are
TPRS = SAR01/SAR00 = 0.11/0.3 8 -0.29 and
TPRS = SAR11/SAR10 = 0.07/0.18 = 0.39, re-
spectively. Without stratifying on infective
vaccination status, the effect of vaccination
on susceptibility is estimated as TPRS =
SAR.1/SAR.0 = 0.10/0.35 = 0.29. The dot in
the subscript indicates summation over both
the 0 and the 1 strata. The interpretation is
that the average transmission probability to
vaccinated children is 0.29 that of the trans-
mission probability to unvaccinated chil-
dren. The analogous calculations for the ef-
fect of vaccination on infectiousness are
TPR1 = SAR1 0 /SAR0 0 = 0.07/0.11 = 0.64,
TPRl = SAR11 =SAR01 = 0.18/0.38 = 0.47,
and TPRl = SAR 1. =SAR0. = 0.09/0.18 =
0.50, respectively. The vaccine seems to
have a stronger effect on susceptibility than
on infectiousness. The ratio of the transmis-
sion probability if both the index case and
the exposed children are vaccinated com-
pared to if both are unvaccinated is TPRT =
SAR 1 1 /SAR 0 0 = 0.07/0.38 = 0.18.

The corresponding vaccine efficacies
based on the transmission probability ratios
can be calculated from VES = 1 — TPRS,
VEj = 1 - TPR1, and VET = 1 - TPRT

(Halloran et al. 1997). In this case, the aver-
age vaccine efficacy for susceptibility is
VES = 1 — 0.29 = 0.71, the average vaccine
efficacy for infectiousness is VE1 — 1 — 0.50
= 0.50, and the efficacy if both are vacci-
nated compared to if neither are vaccinated
is VET =1 - 0.18 = 0.82.

A slightly different approach to the TPRS

can be used in the binomial models de-
scribed in Chapter 4. Assume that the effect
of the covariates on infectiousness and sus-
ceptibility are multiplicative on the trans-
mission probability, and that the two effects
are independent. Denote the relative suscep-
tibility of risk factor level 1 to 0 by 0, so that
TPRS = 0, and the relative infectiousness of
level 1 to 0 by o, so that TPRI = o. By the
assumption that the two effects are inde-
pendent, then TPRT = 0o. Assume that p00

is the baseline transmission probability, de-
noted simply by p. The transmission proba-
bility between an infective of covariate sta-
tus u and a susceptible of covariate status v
is written 0V ou p. For example, if both people
in the contact are of covariate status 0, this
reduces simply to p = pO0. If the infectious
person has covariate status u = 1 and the
susceptible person has covariate status
v = 0, then the expression reduces to
op = p10. A simple extension of the binomi-
al model to include covariates is to insert the
appropriate expression for the transmission
probability for each contact observed. The
expression can be solved using numerical
methods for the estimates of p, 0, and o to
obtain the desired TPRS. Other more com-
plex models for estimating transmission
probability ratios are mentioned in the Study
Designs section.

Incidence and Hazard Rate Ratios

Consider the situation that there is just one
covariate with two levels, denoted by 0 and 1.
The incidence rate ratio at time t is
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where I0 (t) and I1 (t) are the incidence rates
in the two covariate groups. The hazard rate
ratio is y1(t)/ y0(t). If the hazard rate ratio in
the two groups is constant over time, the
proportional hazards model is said to hold
(Cox 1972). The proportional hazard ratio
is often denoted eB, where B is the estimated
parameter. In the proportional hazards
model, the baseline hazard rate in the two
groups cancels out and does not need to be
estimated. The incidence rate ratio and haz-
ard rate ratio do not condition on exposure
to infection. They are not specific to infec-
tious diseases. In Table 5-2 the incidence
rate ratio and hazard rate ratio are the sec-
ond and third row of parameters. The fourth
row contains the proportional hazard pa-
rameter, but only under the column for di-
rect effects. Vaccine efficacy estimated by the
incidence rate ratio is VEIR(t) = 1 — IR(t).
Vaccine efficacy can also be estimated from
the hazard rate ratio.

Relative Incidence Proportion

Assume again that there is just one covariate
with two levels, denoted by 0 and 1. The in-
cidence proportion ratio at time T in a study
that goes from time (0, T) is

where R0 (T) and R1 (T) are the incidence
proportions up to time T in the two covari-
ate groups. The bottom row in Table 5-2
contains the incidence proportion ratio. The
incidence proportion ratio does not require
information on exposure to infection and is
not specific to infectious disease epidemiol-
ogy. It is sometimes called the attack rate
ratio. Vaccine efficacy can be estimated from
VERR (T) = 1 - RR(T).

Conditional Versus Unconditional Relative
Risks Measures

The relative risk measures require differing
levels of information for their estimation.

The greatest difference is between the con-
ditional parameters, such as the transmis-
sion probability ratio, and the uncondition-
al parameters, such as the incidence rate
ratio and the incidence proportion ratio. To
estimate the TPR, information on contacts
between susceptibles and infectives and
knowledge of infection events is generally
required. The transmission probability ra-
tios are specific to infectious diseases. For es-
timation of the incidence rate ratio, the time
at which each event occurs and the time at
potential risk are required. Similar time-to-
event data are needed to estimate the rela-
tive hazard rates. For the incidence propor-
tion ratio, only information on whether an
event occurs by the end of the study is re-
quired. Thus the ordering of the rows in
Table 5-2 corresponds to a hierarchy of in-
formation needed for estimating the relative
risks (Rhodes et al. 1996).

In designing a study, a choice needs to be
made about which relative risk measure will
be used in the analysis to help determine
what data to collect. The primary choice is
between using the transmission probability
ratio or one of the unconditional measures,
such as the incidence rate ratio. We can use
the dependent happening relation (1) to
clarify some of the implications of using the
incidence rate ratio. Analogous arguments
would apply to the hazard rate ratio and the
incidence proportion ratio. We expand the
dependent happening relation (1) to include
two covariate groups. We let J1 (t) in covari-
ate group 1 be the product of the contact
rate cl, the transmission probability from an
average infectious person with whom they
make contact, p.l, and the prevalence of in-
fection in those people with whom they
make contact, Pl(t). The index is in the su-
perscript to indicate it is the prevalence in
those people with whom people in covariate
group 1 make contact. This might not be co-
variate group 1 itself. Similarly, the inci-
dence rate I0 (t) in covariate group 0 is the
product of the contact rate c0, the transmis-
sion probability p.0, and the prevalence in
their contacts, P 0 ( t ) . The incidence rate ratio
can then be expressed
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(4)

Although the incidence rate ratio com-
pares the incidence rates in two groups of sus-
ceptibles, its interpretation is not limited to
being a measure of the relative susceptibility
of the two groups. In expression (4), the inci-
dence rate ratio could differ from 1 for a vari-
ety of reasons. The contact rates, c0 and cl,
of the comparison groups could differ. The
transmission probabilities, p.0 and p.1, could
differ either because the susceptibility of the
comparison groups differs, the groups make
different types of contacts, or they make con-
tacts with infective people of differing infec-
tiousness. The proportion of contacts the
groups make with infective people P0(t) and
P 1 ( t ) could differ because they circulate in
differing subpopulations. For example, we
might observe that the incidence rate of yel-
low fever is three times higher in men than
in women. The higher incidence rate in men
could result from: a higher contact rate with
the mosquito vector for yellow fever; men
may be more susceptible to developing yel-
low fever when exposed; or men may spend
time in areas where a higher proportion of
the yellow fever vector mosquitoes are in-
fected.

Consider again a study of the effect of con-
doms on sexually transmitted infection. As-
sume that condom use reduces infectious-
ness, so that the transmission probability
to people whose partners use condoms is
pl — 0.25p0. Assume we conduct a study in
which we do measure contacts of the study
subjects with infectives. Assume that there
are 100 contacts between infectives in each
group. In the group using condoms, four
people become infected, while in the other
group, 16 people become infected. Then we
estimate that p1. = 0.04,p0. = 0.16, and that
TPR1 — 0.25. Suppose that instead of col-
lecting information on contacts with infec-
tives, we collect only time-of-event data and
person-time-at-risk data, and use the inci-
dence rate ratio. If the study is randomized
and people do not change their behavior
after randomization except to use condoms,

the contact rates, prevalence of infection,
and infectiousness in the sexual partners of
the two groups might be equal. Then

In this simple case, we would get a similar
estimate from both the TPR1 and the IR.

Suppose that the study is observational
and that people using condoms have a three
times higher contact rate than people not
using condoms, c1 = 3c0. However, we do
not collect information on the relative con-
tact rates in the groups. Then the expected
estimate of IR(t) would be

Interpretation of the estimate 0.75 would be
difficult without further information. If we
falsely assumed that the behavior of the two
groups was similar, then the results suggest
that condom use reduces transmission by
less than a factor of two, rather than by a
factor of four.

If the contact rate were the same in the
two groups, but people who asked their part-
ners to use condoms chose their sexual part-
ners from a partner pool in which prevalence
was five times higher, then P1(t) = 5 P 0 ( t ) .
The expected estimate would be

It would appear that condom use actually
increases incidence. Thus there could be a
difference in the incidence rates of two
groups for a variety of reasons.

Under what circumstances could we in-
terpret a difference in the incidence rates in
two groups as due to a difference in suscep-

98
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tibility? First, the risk factor (e.g., age) or in-
tervention (e.g., vaccination) in question
would have to be associated with the study
individual's susceptibility, not exposure to
infection. Second, the exposure to infection
in the comparison groups would have to be
the same. Under randomization, and assum-
ing nothing changed postrandomization, we
would expect exposure to infection to be
equal in the two groups. Since several fac-
tors contribute to exposure to infection, it
may be that not each of the factors is the
same in each group, but the overall exposure
to infection is the same. If exposure to in-
fection in the groups is not the same, how-
ever, just as with any confounder, stratifying
on a surrogate measure for exposure to in-
fection can improve the estimates of the
effects on susceptibility. To stratify by sur-
rogates or risk factors for exposure to infec-
tion is not the same as conditioning on ac-
tual contacts with infectives.

In designing and interpreting studies, it is
important to distinguish risk factors for ex-
posure to infection from risk factors for sus-
ceptibility. For any particular risk factor or
intervention, one must give thought to the
component of the dependent happening ex-
pression to which it corresponds. It should
then be clear whether the risk factor corre-
sponds to exposure to infection or to sus-
ceptibility. Behavioral interventions could
affect the contact rate, the transmission
probability, or the probability that a given
contact is infectious (Halloran et al. 1994).
Randomization can help interpretation of
the results. With randomization and mask-
ing, on the average, the comparison groups
should be similar in the absence of interven-
tion. Although estimating the transmission
probability ratio requires more information
than the unconditional measures, it has
clear advantages. Estimates of the transmis-
sion probability ratio can be more directly
interpreted as evaluating relative infectious-
ness and susceptibility (Koopman et al.
1991). In fact, estimation of the relative in-
fectiousness is generally not possible except
by using the transmission probability ratio.
Also, by controlling for contacts between

susceptibles and infectives and exposure to
infection, the transmission probability ratio
is more robust than the unconditional meas-
ures to deviations from randomization.

Population and Community Level
Relative Risks

Because of the dependent happenings in in-
fectious diseases, interventions often have
effects not only on the people receiving the
intervention but also on people not receiv-
ing the intervention. The indirect effects are
defined not only with regard to a kind of in-
tervention, such as vaccination, but for the
allocation of the intervention in the entire
population. Although outcomes will still be
measured on individuals, evaluation of indi-
rect effects of an intervention in a popula-
tion involves comparison of populations or
communities, not just individuals. The pri-
mary unit of analysis and inference is the
population.

We define three different types of effects
at the population level (Fig. 5-1). Indirect
effects are benefits, or detriments, from an
intervention program in a population to indi-
viduals not directly receiving the intervention,
compared to their hypothetical experience if
their population had not had the interven-
tion program. Total effects are the combined
direct effect in individuals actually receiving
the intervention and the benefits due to the
indirect effects of the intervention program
as a whole. The overall effect of an inter-
vention program is the effect on the popula-
tion as a whole, including both those receiv-
ing and those not receiving the intervention.

Vaccination programs are a common ex-
ample in which individuals receive the inter-
vention but its widespread application can
have indirect effects on those who were not
vaccinated. The indirect effects in the un-
vaccinated people may be different from
those in the vaccinated people, which is why
we define both indirect and total effects. For
example, the average age of first infection
may be shifted in both the vaccinated and
the unvaccinated people. However, it may be
shifted even more in the vaccinated people
because of the protection directly conferred
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Figure 5-1. Types of effects of interventions against infectious disease and different study de-
signs based on comparison populations for their evaluation.
Source: Halloran and Struchiner 1991.

by the vaccine. As an example of estimating
overall effects, Hayes and colleagues (1995)
studied the effect of improved treatment of
sexually transmitted disease on HIV infec-
tion in rural Tanzania with a community
randomized controlled trial. Bed net studies
for protecting against malaria infection can
also be evaluated for their effect on popula-
tion level incidence. Some interventions are
not applied at the level of the individual and
have only overall effects. For example, drain-
ing mosquito breeding sites is intended to re-
duce transmission of malaria by reducing the
abundance of mosquitoes. Introducing wells
for obtaining water is supposed to reduce
Guinea worm infection (dracunculiasis).

In Figure 5-1, the assumption is that
some individuals in population A received
the intervention program and population B
did not receive the intervention program.
The different kinds of effects are measured
by comparing different subpopulations in
population A to population B. For indirect
effects, individuals in population A not re-
ceiving the intervention are compared to in-
dividuals in population B, all of whom did
not receive the intervention. To measure
total effects, the subpopulation in A com-
posed of individuals receiving the interven-
tion is compared to population B. For the
overall public health benefits, the average
outcome in the entire population A is com-
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pared to that in B. The comparison of dif-
ferent subgroups from population A to pop-
ulation B are designated study designs IIA,
IIB, and III, respectively They are called the
study designs for dependent happenings
(Struchiner et al. 1990, Halloran and Stru-
chiner 1991,1995). Different strata within
the subpopulations such as age groups or
gender can also be compared.

The bottom right portion of Table 5-2
contains examples of possible comparisons
using the unconditional estimators to esti-
mate the indirect, total, and overall effects.
For example, if the incidence rate ratio is
used to measure the indirect effects, then
IRIIA(t) = IAO (t)/IBO ( t) , where AO and BO de-
note those not receiving the intervention in
A and B, respectively. The total effects are
estimated from IRIIB (t) = IA1 (t)/IBO ( t ) . The
proportional hazards parameter is not in-
cluded in that portion of the table, because
the assumption that the baseline hazard rate
in the comparison groups is equal would
presumably be violated. A change in the
basic reproductive number R0 or shift in age
distribution could also be used for compar-
ison of the overall or indirect effects.

Study designs of type I measure those di-
rect effects discussed previously with un-
conditional parameters and compare people
receiving the intervention with people not
receiving the intervention within the same
population. One important difference to
noninfectious disease epidemiology can be
made explicit here. In noninfectious dis-
eases, the prevented fraction in a covariate
group is generally measured by comparing
the incidence proportion in a group with a
particular covariate value with that in a
group with another covariate value in the
same population. The actual number of pre-
vented cases can be calculated by knowing
what fraction of the population has the co-
variate of interest and the relative difference
in the two incidence proportions. However,
in infectious disease, because of the indirect
effects of intervention, this would not be the
appropriate comparison. For example, if
many people were vaccinated, then the inci-
dence proportion would be lower in both
the vaccinated and the unvaccinated groups

than it would have been without vaccina-
tion. The number of prevented cases is larger
than would be estimated by the comparison
used in noninfectious diseases. The appro-
priate comparison would use a study design
IIB. However, generally, use of study design
IIB is not possible to estimate the prevented
number of cases. If study design type I is
used, then the estimated prevented fraction
will generally underestimate the total num-
ber of cases prevented by the covariate or
intervention. This should be kept in mind
when interpreting the results.

STUDY DESIGNS

Many study designs are the same for infec-
tious diseases as for noninfectious diseases.
Here we focus on concepts relating to these
study designs that are specific to infectious
diseases, such as the interaction of the study
cohorts with the population at large, designs
that allow estimation of the transmission
probability ratio, and the role of assump-
tions about population mixing structures in
the use and interpretation of data. Other
books such as Rothman and Greenland
(1998) describe principles of study designs
to estimate the unconditional relative risks.

Cohort Studies

In cohort studies, usually the investigator
identifies a group of disease-free people and
follows them over time to see how their dis-
ease outcome depends on varying levels of
risk factors or interventions. The question
of interest is how the different levels of risk
factor affect the time to onset of infection or
disease or whether they are infected or not
by the end of the study. Cohort studies are
generally used to estimate the uncondition-
al relative risks such as incidence rate ratio,
hazard rate ratio, or incidence proportion
ratio. With information on contacts be-
tween infectives and susceptibles, cohort
studies can also be used to estimate the
transmission probability ratio. The unit
composed of the susceptible, the infective,
and the contact between them is the irre-
ducible element in the study of transmission.
In the infectious disease setting, the cohort
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may be composed of small transmission
units, such as partnerships, households, or
schools. The small transmission units can be
considered independent of one another and
analyzed as minicohorts. Alternatively, the
small transmission units may be thought of
as embedded within a larger community in
which members of the small units mix with
one another. The contact patterns of the co-
hort members either with one another or
with the population at large can influence
the transmission dynamics and the interpre-
tation of the study results. In this section, we
present some of these different study designs.

A fixed cohort is assembled at one time
and followed, with no new additions to the
cohort. If a fixed cohort does not lose people
during follow up, it is a closed cohort. A
closed population in an epidemic is a closed
cohort. If people leave a cohort before expe-
riencing an event or they do not experience
an event before the end of a study, their
event times are not observed. Their event
times are said to be right censored. Dynam-
ic cohorts can have people entering and
leaving the risk set during the period of ob-
servation. Natural history studies describe
the course of infection, disease, mortality,
and infectiousness within the human host.
Longitudinal studies in which several read-
ings are obtained on the same individual are
quite common. Since the observations with-
in an individual are correlated, longitudinal
studies usually require special methods of
analysis (Diggle et al. 1994). Baseline stud-
ies observe cohorts before an intervention to
learn about the feasibility of doing an inter-
vention and to estimate preintervention in-
cidence of infection. For example, a baseline
study will yield information on retention
rates and how large the study population
needs to be.

The cohort may be composed of people
who are infected, with the goal being to es-
timate disease progression or infectiousness
based on parasite shedding. Ideally, people
will enter the study cohort at the time they
are infected. However, sometimes study co-
horts are recruited among people who were
infected before they entered the study. A co-
hort of people recruited after they were in-

fected is called a prevalent cohort. At the be-
ginning of the HIV epidemic, of necessity,
cohorts of already infected people were as-
sembled. Brookmeyer and Gail (1987) dis-
cuss biases in risk ratios estimated in preva-
lent cohorts.

Cohort within a population
We can assemble either a fixed or a dynam-
ic cohort of susceptibles within a larger dy-
namic population and follow them as in a
usual cohort study. The transmission pro-
cess in the population at large outside the
cohort under study can affect incidence
within the cohort. If we enroll a cohort of
susceptibles and follow them as they be-
come infected, we will observe an epidemic
within the cohort. If the contacts made by
the cohort members are made at random
predominantly with people outside the co-
hort, the prevalence of infection in the con-
tacts will be similar to the prevalence in the
population at large. Prevalence in the popu-
lation at large may be changing rapidly over
time or it may be fairly constant.

Suppose data are collected on the infec-
tion status of the cohort members and the
number of contacts made by them. Assume
also that an estimate of the prevalence, P, of
infection in the pool of potential contacts is
available, either from the study itself or
from other sources. The expression for the
infection probability from a contact with
unknown infection status can be used to es-
timate the transmission probability. The
probability of infection after n total contacts
is pn = 1 — (1 — Pp)n. In this case, the actu-
al infection status of the contacts does not
need to be known to estimate the per contact
infection probability with someone of un-
known infection status. If some estimate of
prevalence P is available, then the expres-
sion can be used to estimate the transmis-
sion probability p. In one study, Hooper and
colleagues (1978) used the number of con-
tacts made by men, the number of men who
became infected, and an estimate of gonor-
rhea prevalence in sex workers to estimate
the transmission probability of gonorrhea
per sex act from women to men. Hudgens
and associates (2001) used an estimate of



OVERVIEW OF STUDY DESIGN 103

HIV prevalence in injection drug users, the
number of needle sharing acts and the num-
ber of injections, and the number of infec-
tions to estimate the transmission probabil-
ity of HIV per needle sharing. If the contacts
are predominantly with other members of
the initially susceptible study cohort, then in
the early phase of the study there will be few
infectious contacts. However, the number of
infectious contacts will increase as the epi-
demic within the study cohort spreads as in
an epidemic process. If contacts are made
with other members of the cohort, then it is
likely the infection status will be known.

Transmission probability
and contact studies
To estimate the transmission probability or
the transmission probability ratio we gener-
ally need information on contacts between
susceptibles and infectives. The concept of a
contact is very broad and must be defined in
each particular study. The microbe's trans-
mission mode determines what types of con-
tact are potentially infectious. Contacts can
be defined between two individuals, or an
individual and a vector. More generally, con-
tacts can also be defined within small trans-
mission units, such as households, child care
centers, school classes, or retirement homes.
Within small transmission units, mixing is
often assumed to be random. A small trans-
mission unit can also be defined as two indi-
viduals, such as a steady sexual partnership
or a household with just two susceptible
people. The definition of a contact within a
study can depend on the definition of the
transmission units. The small transmission
unit can also be thought of as a minicohort.

Different definitions of a potentially in-
fective contact and transmission unit are pos-
sible for the same microbe, and even within
the same study. In a study of chickenpox
transmission, a potentially infective contact
could be defined as being in the same school
on one day with someone with chickenpox.
Alternatively, it could be defined as living in
the same house during the presumed infec-
tious period of the person with chickenpox.
In the first case, the transmission unit is the
school, and in the latter, it is the household.

In the first case, the contact is defined over
one day, and in the latter, it is defined over
the entire infectious period. In tuberculosis,
a contact could be defined as riding on the
same bus with someone with open tubercu-
losis, or as being in the same prison with
someone with tuberculosis. In the former
case, the transmission unit is the bus, and in
the latter, it is the prison.

There could be different definitions of a
contact for one definition of transmission
unit. In an HIV study, a potentially infective
contact could be defined as each sex act be-
tween two sexual partners in a steady rela-
tionship, one of whom is infected with HIV.
Alternatively, the partnership over its entire
duration or over the duration of the study
could be defined as one potentially infective
contact.

In Chapter 4, we discussed transmission
units in the contexts of chain binomial
models and of nonrandom mixing. Here we
further discuss the implications of thinking
about transmission units and contacts with-
in populations for study design and analysis.

Identification of infectives
In one approach to ascertaining transmis-
sion units or contacts, infectious individuals
are identified, then their transmission units
or contacts are identified. The initially iden-
tified infectious person in each unit is called
the primary or index case. The transmission
probability or secondary attack rate is esti-
mated by observing the proportion of the
people in the transmission unit who become
infected. Alternatively, a cohort of suscep-
tible individuals could be recruited and fol-
lowed over time. As individuals become in-
fected the transmission units or contacts
might be ascertained. As mentioned in the
discussion on observational studies, ascer-
tainment bias can be substantial when as-
certaining transmission units by infectives.
The latter method of ascertainment of trans-
mission units would be less prone to ascer-
tainment bias.

To estimate the conventional household
SAR, data on the time of onset of disease for
each case in the household as well as knowl-
edge of who is susceptible are required. Also
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needed are estimates or assumptions about
the minimum and maximum incubation pe-
riods, the latent period, and the maximum
time that a person remains infectious. Using
this information, one then needs to define
the time interval after the occurrence of the
index case that would include the secondary
cases. Based on the time of onset data with-
in each household or transmission unit, each
case is defined as being either a secondary
case or not. In the measles study in Senegal
presented earlier, assumptions about all of
these factors were made to define the sec-
ondary cases presented in Table 5-3. The
estimated household secondary attack rate
is the total number of secondary cases in all
households divided by the total number of
at-risk susceptibles in all households. A gen-
eralized estimating equation (GEE) (Liang
and Zeger 1986) approach can be used to
deal with clustering effects that may occur.
In some cases, tertiary or higher generation
cases may be included in the analysis by call-
ing the secondary cases the index case. Note
that the index cases are not included in the
analysis, nor are any coprimaries. Copri-
maries are people who developed disease
too soon after the index case to have been in-
fected by the index case. The assumption is
that the households or other small transmis-
sion units are independent of one another.

Similar to the household secondary attack
rate is the case-contact approach. In the case-
contact approach, an index case is identi-
fied, then the people who have made contact
with the index case are identified. For ex-
ample, in tuberculosis or HIV, through con-
tact tracing the people who have made con-
tact with the infective person might be
identified and their infection status ascer-
tained. One difficulty in estimating the
transmission probability from such a study
is in determining the temporal order of in-
fection in the contacts. Difficulties in esti-
mating the conventional SAR and case-
contact rates include determination of the
latent and incubation periods, ascertain-
ment of onset times of cases, and determin-
ing when an exposure to infection has taken
place. The actual value of the estimated SAR

can depend on the choice of the transmis-
sion unit and the definition of contact. For
example, in a study of measles transmission
in Senegal, the SARs estimated in schools, at
homes, and in huts differed (Cisse et al.
1999). Kemper (1980) discusses biases in
conventional SAR estimation.

Susceptibles exposed to infective contacts
Another study design approach to estimate
the transmission probability is to assemble a
cohort of susceptibles. The study then fol-
lows the susceptibles and collects informa-
tion on their contacts with infectives or po-
tential infectives. Study subjects might give
information on the average number of con-
tacts rather than the exact number of con-
tacts they each make per unit time. From
this, the expected number of contacts during
the study period can be estimated. The bi-
nomial model is probably the most com-
monly used model for estimating the trans-
mission probability when susceptibles make
more than one potentially infectious con-
tact. It can take on very complicated forms,
depending on assumptions about variability
in the transmission probability, time-varying
covariates, and the amount and quality of
data available. The model can be embedded
in complex Markov or survival models. The
principles of the binomial model were dis-
cussed in Chapter 4. One approach to in-
cluding covariate effects as multiplicative
factors on the transmission probability was
discussed previously in the section on the
transmission probability ratio. The data re-
quired are infection outcome, number of po-
tentially infective contacts, and covariate
status for each person in the study. Parame-
ter estimates are obtained using numerical
methods. Unfortunately, only limited soft-
ware is available for estimating transmis-
sion probabilities using the binomial model.
Software is usually written for particular
situations.

The secondary attack rate can also be de-
fined based on the binomial model for sev-
eral contacts. For example, let m be the
number of sexual contacts between two
partners over the course of a study, where
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one of the partners is infected. Then the
probability of being infected after m con-
tacts is 1 — (1 — p)m, the per partnership
SAR over the study interval.

Studies in a community
of transmission units
In the study designs to estimate the trans-
mission probability ratios described before,
the transmission units such as houses or part-
nerships were assumed to be independent of
each other. The susceptibles in the transmis-
sion unit were assumed to be exposed to in-
fection only by the index case, who had
somehow become infected. In Chapter 4, we
discuss having small transmission units with-
in a larger community. If the small transmis-
sion units (e.g., households or partnerships)
are part of a community in which individu-
als from different transmission units inter-
act, then the individuals can become infect-
ed either within the transmission unit or in
the community at large.

The model developed by Longini and
Koopman (1982) for transmission in a com-
munity of households takes into account
both sources of infection. Two parameters
are estimated. One is the SAR, the probabil-
ity of being infected within the transmission
unit from one infective. The other is the
community probability of infection (CPI),
the probability of being infected in the com-
munity at large over the course of the study
or during an epidemic. Thus the model al-
lows estimation of parameters from two dif-
ferent levels. The SAR is a conditional pa-
rameter from level I of Table 5-2. The CPI
is an unconditional parameter from level IV
of Table 5-2, and is closely related to the in-
cidence proportion. The simplest version of
the model assumes that mixing is random
within the small transmission units and ran-
dom within the community outside of the
transmission units.

In the simplest study design the data re-
quirements to fit the model are to know for
each individual his transmission unit and his
infection status at the beginning and the end
of the study or epidemic. That is, simple
final value data and the distribution of sus-

ceptibles and infected people within the
transmission units are sufficient to estimate
the SAR and the CPI. For any particular per-
son, there would be uncertainty about the
source of infection. The community could be
a town, and the transmission units be house-
holds, schools, or other units. This method
can be used to study transmission of diseases
such as measles, influenza (Longini and
Koopman, 1982), or dengue (Dantes et al.
1988). Alternatively, the community could
be composed of sexually active people, with
nonmonogamous partnerships forming the
transmission units.

Table 5-4 presents data from an Asian in-
fluenza epidemic from households with three
initially susceptible people in them, which
we assume to be the whole community. The
data are the number of households that had
either 0, 1, 2, or all 3 people infected by the
end of the epidemic. Using the model devel-
oped by Longini and Koopman, the esti-
mated SAR is 0.166, and the estimated CPI
is 0.114. The interpretation is that the prob-
ability of being infected from one infective
in a household is 0.166, while the proba-
bility of being infected in the community
at large, allowing for transmission within
households, is 0.114. We emphasize that the
two estimates have very different meanings.
The SAR is conditional on being exposed to
infection, while the CPI is an unconditional
measure related to the incidence proportion.

In fact, we can estimate the usual inci-
dence proportion from these data by simply
ignoring the household structure. That is,

Table 5-4 Observed and Expected Distribu-
tions of Asian Influenza Data (Sugiyama 1960) in
Households of Size Three as Analyzed by Longi-
ni and Koopman (1982)

Number
of Cases

0

1

2

3

Total

Observed
of Number
Households

29

9

2

2

42

Expected
Number of
Households

29.17

7.87

3.62

1.34

42.00



106 FOUNDATIONS

suppose we do not have information on
households. There are 42 households with
three people each, so the total population is
126 people. From Table 5-4, we can calcu-
late that 19 people became infected. The in-
cidence proportion is R = 19/126 = 0.151.
The incidence proportion is interpreted as
the probability of becoming infected with-
in the population without any further as-
sumptions about the dynamics of interac-
tion. Note that the incidence proportion, R,
is higher than the estimate of community
probability of infection, CPI. The simple in-
cidence proportion is higher than the com-
munity probability of infection, because the
incidence proportion includes the portion
of the infected individuals who, under the
model that included the SAR, were esti-
mated to have been infected within house-
holds. This simple example illustrates the
importance of considering the mixing as-
sumptions within a population when devel-
oping models for estimating meaningful
population parameters in infectious disease
epidemiology.

At the other extreme, we could fit the
Reed-Frost model, presented in Chapter 4,
to these data. That model assumes that
households are independent of one another.
The probability of becoming infected from
the community would be 0 and the esti-
mated transmission probability within the
household would be higher than that esti-
mated with the model of Longini and Koop-
man. The Reed-Frost analysis would also
not include the 29 households in Table 5-4
in which no one was infected. The Reed-
Frost model, similar to the conventional
SAR approach, assumes that there is at least
one index case in each transmission unit
included in the analysis. Note that in this in-
fluenza example, we do not have the infor-
mation required to estimate the convention-
al SAR, because we have no data on the time
of onset of infection, and we have made no
assumptions about the latent, incubation, or
infectious periods. Also, we have not made
assumptions about who became infected
from inside the household or outside in the
community. We have partially replaced our
data requirements with model assumptions.

Covariates are easily incorporated into
the model to estimate the effect of risk fac-
tors on both the SAR and the CPI (Longini
et al. 1988, Haber et al. 1988, Magder and
Brookmeyer 1993, O'Neill et al. 2000). In a
study of dengue transmission, Dantes and
associates (1988) used the model to estimate
the relative risk of transmission at both the
individual and the household level.

The general principle of modeling trans-
mission in small units embedded within a
community can be extended in many differ-
ent ways. Time can be incorporated into the
model and time-to-event data used (Addy et
al. 1991, Rampey et al. 1992). We can col-
lect information from study participants on
their number of sexual contacts both within
their partnerships and with other people in
the community (Longini et al. 1999). The
parameters of the model to be estimated are
then the transmission probability per sexual
contact within the partnership and the prob-
ability of infection with a person of un-
known infection status in the community at
large. If an estimate of prevalence of infec-
tion in the population is available, then the
transmission probability in the community
at large can also be estimated (Hudgens
etal. 2001).

The augmented study design is another
extension of the idea of small transmission
units within a community (Longini et al.
1996, Datta et al. 1998). In the augmented
study design, individuals are recruited and
possibly randomized to intervention. The
individual recruitment and randomization
is similar to standard randomized studies
that aim to estimate relative risks based on
one of the unconditional measures, such as
incidence rate. However, then individuals
with whom the primary study participants
make contact, such as in a household or
partnership, are also recruited. That is, the
transmission unit of the participant is re-
cruited into the study and augments the
original primary study. The augmented par-
ticipants may or may not be also random-
ized to intervention. In this way, the design
is similar to that discussed under the con-
ventional SAR studies. The advantage of the
augmented design over conventional indi-
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vidual recruitment with randomization is
that it permits estimation of the transmis-
sion probability ratios and, in particular, the
effect of risk factors or interventions on in-
fectiousness.

Comparison of Assumptions
and Data Structures

There are more variants of study designs
that incorporate information and assump-
tions about contact structures and transmis-
sion units than those presented here, but
they will follow the same principles. To esti-
mate the transmission probability and effects
of risk factors on susceptibility and infec-
tiousness, generally some information about
contacts between susceptibles and infectives
is required. Assumptions about how a pop-
ulation mixes in small transmission units
and how the transmission units interact in-
fluence the transmission model that is devel-
oped. This in turn determines how data are
analyzed, and ultimately what the parame-
ter estimates are and how we interpret them.

In conventional SAR studies, the assump-
tion is that the households or transmission
units are independent, while in the model of
households within communities, infection
can take place both within and outside the
small transmission unit. If the transmission
probability or SAR is estimated without tak-
ing into account the opportunity to become
infected outside of the transmission unit, it
will overestimate the actual probability of
becoming infected per contact. In general,
ratio measures are less biased by this prob-
lem. The drawback in using a model such as
that developed by Longini and Koopman is
that it contains strong modeling assump-
tions about the mixing in the community. It
also requires that the transmission units in
fact are part of a community. An advantage
of the conventional SAR studies or case-
contact study designs is that the minicohorts
or transmission units do not need to be with-
in a single community. The minicohorts are
assumed to be independent of one another.

The data requirements and use of the data
are different in the different approaches.
While in the conventional SAR studies, the
index cases are excluded from the analysis,

in the approach assuming transmission units
within a community, all cases are included in
the analysis. We leave it as an exercise for the
reader to create a hypothetical community
composed of small transmission units. Assign
to each individual a covariate status (0,1) and
also an infection time and infection status at
the end of an epidemic. Consider the various
approaches for estimating the effect meas-
ures, such as the conventional SAR, the SAR
and the CPI simultaneously, and the simple
incidence proportion. How do the data being
used for each approach differ? What pa-
rameters can be estimated? What is the in-
terpretation of the measures under each ap-
proach?

Case-Control Studies

Case-control studies can produce good esti-
mates of either the incidence rate ratio or the
incidence proportion ratio (Greenland and
Thomas 1982). In case-control studies, cases
are ascertained from the population of in-
terest, or source population. Rather than
following an entire cohort or gathering in-
formation on the entire source population,
however, controls are sampled from the
source population to estimate the relative
person-time at risk or the relative propor-
tions of the source population in the differ-
ent treatment or covariate groups. In in-
fectious disease epidemiology, case-control
studies can also be used to estimate the trans-
mission probability ratio and for prelimi-
nary etiologic studies in outbreak investi-
gations. If properly conducted, case control
studies are important, efficient alternatives
to cohort studies as well as randomized tri-
als (Smith 1982, 1987, Smith et al. 1984,
Rodrigues and Smith 1999).

A case-control study might be conducted
within the cohort that is under study (i.e.,
a nested case-control study), or at least with-
in a well-defined population. Thinking of the
case-control study as being nested within a
cohort or a well-defined source population
enables clearer formulation of assumptions
about the underlying dynamics and covar-
iate distributions. This, in turns, aids in
choosing the appropriate sampling method
and method of analysis for estimating the in-
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cidence rate ratio, the incidence proportion
ratio, or the transmission probability ratio.
We consider first estimating the incidence
rate ratio of two covariate groups with a
case-control study. The odds ratio, OR, is

where A0 and Al are the number of cases in
the two different covariate groups, and B0

and B1 are the number of controls selected
in the two groups. To estimate the incidence
rate ratio using the odds ratio, the goal in
sampling the controls is to estimate the rel-
ative person-time at risk in the two groups.

There are two main ways to sample the
controls that give a consistent and unbiased
estimate of the incidence rate ratio under
certain conditions if the incidence rate ratio
is constant in time (Greenland and Thomas
1982). One approach is density sampling,
also called risk set sampling. In this ap-
proach, controls are selected from the pop-
ulation at risk at the time of onset of each
case. By selecting the controls matched on
time with the cases, density sampling sam-
ples the relative distribution of person-time
in the two covariate groups. Another ap-
proach to sample controls does not match
the sampling on time with the cases. In time-
unmatched sampling, controls are selected
so that the expected ratio of the number of
controls in one covariate group to the num-
ber in the other covariate group equals the
expected ratio of the total person-time at
risk in one covariate group to the person-
time at risk in the other covariate group over
the entire case ascertainment period. Thus
the probability that any control is selected
should be proportional to the amount of
time that he or she is at risk in the study to
become a case.

The underlying cohort can be a dynamic
cohort as long as the assumptions are satis-
fied. If people enter and leave the group at
risk so that individuals have different person-
time at risk, then the probability of being
sampled should be proportional to the
person-time at risk. This will occur as a con-
sequence of time-matched sampling, but

would need to be computed with time-
unmatched sampling. In both the time-
matched and the time-unmatched sampling
schemes, controls should be sampled inde-
pendently of the covariates of interest.

If controls are sampled matched on time
with cases using the density sampling, then
the odds ratio can be computed using either
a time-unmatched or a time-matched analy-
sis. If the odds ratio is computed using an
unmatched analysis of the time-matched
cases and controls, then it is a consistent es-
timator of the constant incidence rate ratio
if the proportion of the population at risk
that has a particular covariate value is con-
stant. This assumption would be violated,
for instance, if a vaccination program were
beginning so that the proportion of people
who were vaccinated increased over the
course of the study. If the odds ratio is cal-
culated using a matched pair or discordant
pair analysis that is matched on time, then it
is a consistent estimator of the constant
incidence rate ratio with no further assump-
tions. That is, if vaccine coverage were in-
creasing, density sampling with a time-
matched analysis could still be used to
estimate the incidence rate ratio, and thus,
the vaccine efficacy. In both of these situa-
tions, as long as the incidence rate ratio is
constant, the baseline incidence rate may
vary. For instance, there could be seasonal
variation over the course of the study, such
as in malaria, or there could be an epidem-
ic, as with influenza.

If controls are sampled without matching
on time, then the analysis cannot be
matched on time. The odds ratio computed
from the unmatched sampling scheme is a
consistent estimator of a constant incidence
rate ratio if either (1) the baseline incidence
rate or (2) the proportion of those at risk
who are in each of the covariate groups is
constant. For example, if people were all
vaccinated before the influenza season, then
the time-unmatched approach could be used
to estimate the incidence rate ratio.

If the incidence ratio is not constant, then
there is no unique effect to estimate with the
odds ratio. A useful illustration of these prin-
ciples is found in Struchiner and colleagues
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(1990). Using the example of malaria vacci-
nation and seasonal transmission of malar-
ia, they compare the three different odds
ratio estimators of the incidence rate ratio.

To estimate the relative incidence propor-
tion ratio using a case-cohort study, the con-
trols are used to estimate the relative pro-
portions of the population in each covariate
group. That is, the goal is to use the ratio
B1/B0 to estimate the distribution of the co-
variate among the cohort members rather
than among the person-time at risk. The
controls in the cohort are sampled regard-
less of their person-time at risk (Wacholder
1991, Rothman and Greenland 1998). Indi-
viduals who become cases may also be sam-
pled as controls. Again, the controls should
be selected independently of their covariate
groups.

Case-control studies in infectious diseases
need to satisfy the same assumptions as case-
control studies in noninfectious diseases.
The assumptions underlying many types of
case-control studies may, however, be dra-
matically violated in studies of infectious
diseases. Stationarity (i.e., dynamic equilib-
ria of the human and parasite populations)
assumptions commonly do not apply, the in-
cidence rate ratio may change with time if
the effect of an intervention wanes, and the
proportion of the population with a partic-
ular covariate value can change quickly
(Struchiner et al. 1990). Thus the underlying
assumptions should be examined closely for
their applicability.

To estimate the transmission probability
ratio for susceptibility, cases are those people
in the population for whom information on
exposure to infection is available. Controls
are selected conditional on being exposed
to infection, possibly matched on a similar
level of exposure, to estimate the odds of
having a particular covariate status. The use
of case-control studies to estimate the trans-
mission probability ratio needs more formal
research.

The preceding sampling designs do not
rely on the rare disease assumption for the
odds ratio to be a consistent estimator of the
effect measure of interest (Rothman and
Greenland, 1998). However, a study design

frequently used in infectious diseases does
rely on the rare disease assumption for the
odds ratio estimator to be a good approxi-
mation to the incidence rate ratio or the in-
cidence proportion ratio. In outbreak inves-
tigations where a point source epidemic is
suspected, the potential controls are usually
considered to be those people who did not
get the illness. Sampling of controls general-
ly takes place after the outbreak has oc-
curred, so it is not matched on time. In this
situation, if a large portion of the popula-
tion became ill, the odds ratio could differ
substantially from the population parame-
ter of interest. However, in such studies, the
main interest may be in simply identifying
that people in one covariate group have a
higher risk of being ill than those in the other
covariate group. For example, it may be of
interest to determine that people who ate
potato salad had a higher risk of being ill
than those who did not. An unbiased esti-
mate of the underlying relative incidence
rate or relative incidence proportion is prob-
ably not important.

Two-stage case control studies and studies
with validation sets
Exposure to infection is often difficult to
measure accurately. Also, definitive diagno-
sis of a case of a particular infectious disease
can be expensive or difficult. For example,
in influenza studies the case definition in a
study might be a set of symptoms such as
coughing, fever, aches, or sore throat, but
not include culture-positive confirmation.
In either case, with poorly measured expo-
sure to infection or a nonspecific case defini-
tion, estimates of effects could be very bi-
ased and, in particular, attenuated. Study
designs have been developed in nutritional
and cancer epidemiology that have potential
use in infectious disease epidemiology. The
general idea is to measure an inexpensive or
easily available covariate or outcome meas-
ure on everyone in the study. In a smaller
subsample of the study, called a validation
set, the more accurate exposure or outcome
measure that is somehow correlated with the
poorer value is measured. Statistical meth-
ods have been developed to combine the two
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levels of information (Pepe and Fleming
1991, Carroll and Wand 1991, Reilly and
Pepe 1995, Robins et al. 1994, 1995). The
small group with the good measurement
helps to get more accurate effect estimates,
while the larger study helps to have smaller
variance in the estimate. Case-control studies
can be done as two-stage studies (Cain and
Breslow 1988, Breslow and Cain 1988, Flan-
ders and Greenland 1991, Zhao and Lip-
shitz 1992, Breslow and Holubkov 1997),
where the more accurate measures or addi-
tional covariates are collected on a sample
of the cases and controls. Golm and associ-
ates (1998, 1999) showed the potential for
using two levels of exposure to infection in-
formation for good estimates of vaccine effi-
cacy for susceptibility and infectiousness in
HIV vaccine trials. Increased use of valida-
tion sets and two-stage case-control methods
could greatly improve the design of efficient
studies in infectious disease epidemiology
(Halloran and Longini 2000).

OTHER TYPES OF STUDIES

Cross-Sectional Studies

A cross-sectional study takes place within a
short time window and includes all people
or a sample of the people in the population
at that time. Prevalence studies using a cross-
sectional study design are used to estimate
the current status of infection in a popula-
tion. Similarly, seroprevalence studies meas-
ure the prevalence of immune response to an
infectious agent and give information on the
history of infection in a population. Estimat-
ing incidence rates, also age-specific incidence
rates, from prevalence data is possible, as-
suming that the conditions of disease trans-
mission have remained fairly stable and that
immunity does not wane (i.e., once infected,
the serologic test remains positive) (Grenfell
and Anderson 1985, Keiding 1991).

As shown in Chapter 4, seroprevalence
can be used as a measure of herd immunity.
Seroprevalence can also be used for a simple
method to estimate the basic reproductive
number, R0, if the transmission system is as-
sumed to be in dynamic equilibrium, that
is, not changing a lot over time. The under-

lying idea is that when the average incidence
rate and prevalence of disease are not chang-
ing, an infectious case produces on average
one other infectious case, so the reproduc-
tive number R = 1. From the relation
R = R0x = 1, the proportion susceptible at
equilibrium would be x = 1/R0. Assuming
random mixing, then R0 is roughly estimat-
ed by the reciprocal of the proportion sus-
ceptible. In the study of hepatitis A and E in
Vietnam (Hau et al. 1999), seroprevalence
of anti-HAV IgG was 0.97 and of anti-HEV
IgG was 0.09. The proportion susceptible to
each is then 0.03 and 0.91, respectively. The
estimate of R0 for hepatitis A in this popula-
tion is R0 = 1/0.03 = 33 and for hepatitis E
is R0 = 1/0.91 = 1.1. Hau and colleagues
(1999) express concern that conditions such
as flooding or poor hygiene could favor the
epidemic spread of hepatitis E. Essentially, a
worsening of conditions would increase the
R0 of hepatitis E.

Spatial mapping and GIS systems
Spatial studies of infectious diseases, includ-
ing vector-borne diseases, are becoming more
common. These studies often include the use
of geographical information systems (GIS).
For instance, they may be used to map the
mosquito breeding grounds in relation to
houses.

Community level studies
As mentioned previously, estimation of the
indirect, total, and overall effects of inter-
ventions using the study designs for de-
pendent happenings requires comparison of
populations, not just individuals. Such com-
munity trials fall into the category of cluster
or group randomized trials where whole
social units, rather than independent indi-
viduals are randomly assigned to treatment
groups (Hayes et al. 2000, Koepsell et al.
1992, Donner 1998, Prentice and Sheppard
1995, Klar et al. 1995, Murray 1998). Ob-
servational studies in which the community
is the level of observation are called ecologic
studies. In choosing the communities or pop-
ulations to include in a study, it is important
to assure that they are separated as much as
possible in every way that is relevant for
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transmission. If the populations are not
transmission dynamically separated, then
the intervention in one population will affect
transmission in the other population. The in-
direct effects might be similar in the two
populations. A study that compares nonsep-
arate populations will yield an attenuated es-
timate of the potential indirect effects of in-
tervention. Transmission patterns that differ
greatly among communities can also mask
the indirect effects of intervention. Matching
by transmission characteristics is an option
to consider (Hayes et al. 1995). In selecting
communities, some thought is required
about the transmission patterns and sources
of exposure to infection in a population.
These transmission patterns will greatly in-
fluence the magnitude of the indirect effects.

Analysis needs to be by unit of observa-
tion. For population-level studies, the unit
of observation and level of analysis is the
population, not the individual, so sample
size calculations must be done accordingly.
That is, if a study takes place in two popu-
lations each with 10,000 people and the
comparison is how population A compares
to population B, then the sample size is two,
not 20,000.

ESTIMATION AND INFERENCE

For estimation of incidence rate ratios or
hazard rate ratios, Poisson regression or
stratified survival analysis is used most
often. Special to infectious disease epidemi-
ology is the possibility of using the depend-
ent happening relation (1) to incorporate in-
formation on people who are infected in any
given time interval to model the shape of the
baseline hazard (Longini and Halloran
1996). The proportional hazards model
(Cox 1972) is often used to estimate the re-
gression parameters when time-to-event data
are available. In the proportional hazards
model, the baseline hazard rate need not be
estimated, but just the ratio of the two haz-
ard rates. For example, in malaria, with the
high variability of mosquito densities as the
seasons change, it is possible to estimate
the hazard rate ratio of two covariate groups
without having to estimate the actual sea-

sonal variation in transmission. However, if
using the proportional hazards model, it is
important to check whether the assumption
of proportionality holds. These methods of
analysis are discussed in detail elsewhere
(Cox and Oakes 1984, Andersen et al. 1993).

In the discussion of the incidence rate
ratio as the ratio of two dependent happen-
ing expressions, we made some strong as-
sumptions without making them explicit.
By writing the expressions as we did, there
is an implicit assumption that within each of
the covariate groups, everyone is the same.
That is, each covariate group is assumed ho-
mogeneous with respect to the contact rate,
transmission probability, and the prevalence
of infection in their contacts. However, it is
likely there will be unmeasured heterogene-
ities within study groups. Then, even if the
effect of the risk factor in question does not
change over time, the effect may appear to
change. Some people may be exposed to in-
fection more than others. Some may be more
susceptible to infection than others. Those
people with the higher susceptibility or
higher exposure tend to develop the disease
first. The estimated relative risk will change
with time. If the estimated relative risk
changes with time, the question is whether it
is a true time-varying effect or an artifact of
the unmeasured heterogeneities. If the effect
is truly changing over time, then models for
time-varying effects should be used (Schoen-
feld 1982, Durham et al. 1998). If it is pos-
sible to measure the heterogeneities, then
the analysis can be stratified accordingly. It
is generally not possible to measure all hete-
rogeneities, however. If the effect seems to
vary because of unmeasured heterogenei-
ties, frailty models can be tried. These are
random effects models for time-to-event
data (Vaupel et al. 1979, Longini and Hal-
loran 1996).

Logistic regression is often used to ana-
lyze data obtained on whether an event oc-
curs because the outcome data are binary,
not time dependent. The model allows in-
corporation of covariates. In a cohort study,
the estimates of the logistic regression pa-
rameters can be transformed to obtain an es-
timate of the incidence proportion ratio. Lo-
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gistic regression can also be used to analyze
some case-control data.

Little standard software exists for esti-
mating transmission probabilities or the mo-
dels that are variants of transmission units
within communities. Conventional second-
ary attack rate ratios can be estimated using
logistic regression or generalized estimating
equations (Liang and Zeger 1986), for which
software is available. Generalized estimat-
ing equations take into account clustering
within households in the variance estimates.

In this chapter we have primarily dis-
cussed questions of estimation. Inference as
a general topic goes beyond the scope of this
chapter. The epidemiologist is well advised
to include a biostatistician in the study team
early in the design stage. Statistical inference
has to do with predicting what might be ex-
pected of further observations or further
studies, and quantifying degrees of certainty
or uncertainty about the results we have ob-
tained. The design of epidemiologic studies
needs to include clear statements about the
degree of certainty desired in the results.
These have important consequences for sam-
ple size and power required in the studies.

There are different approaches to statisti-
cal inference, including the frequentist, likeli-
hood, and Bayesian approaches. They differ
in their emphasis on use of prior informa-
tion, whether testing or estimation is more
important, whether decision or inference is
central, and in their sensitivity to the sam-
pling procedure (Oakes 1990). Because of
their emphasis on estimation and inference,
rather than on testing and decision making,
likelihood and Bayesian approaches to in-
ference are more natural than frequentist
approaches for epidemiologic studies. Baye-
sian approaches are being used increasingly
as the complex computational methods they
require become more feasible. The Bayesian
approach allows integration of information
from different sources in a natural way, and
thus is particularly useful for observational
studies. In epidemiology, inference using
confidence intervals is preferred over using
p-values. The usual confidence intervals de-
pend on a normal approximation. Bootstrap
confidence intervals do not require a normal

approximation (Efron and Tibshirani 1993)
and should be considered for use in the
analysis. Clayton and Hills (1993) provide a
readable book on statistical models in epi-
demiology.

SUMMARY

Because of the fundamental role of trans-
mission of the infectious agent and depend-
ent happenings, epidemiologic measures of
interest in infectious disease epidemiology
include the transmission probability, the
contact rate, infectiousness, the basic repro-
ductive number, R0, as well as direct and in-
direct effect measures. The key dependent
happening relation is that the incidence rate
is a function of the contact rate, the trans-
mission probability, and the prevalence of
infectives in the population. The dependent
happening relation helps distinguish risk
factors for susceptibility from risk factors
for exposure to infection. Measures such as
the transmission probability that condition
on contact between infectives and suscepti-
bles are called conditional parameters. Mea-
sures of disease frequency that do not, such
as incidence rate and incidence proportion,
are unconditional measures. Association and
causal effects differ under most circum-
stances. Study designs in infectious disease
epidemiology include several that enable es-
timation of the transmission probability
ratio. These generally include information
on contacts between individuals or within
small transmission units. In estimation of in-
direct and overall effects of an intervention
program, the unit of analysis is the popula-
tion. The dynamics of infection and trans-
mission units within a population need to be
taken into account when designing and in-
terpreting studies in infectious disease epi-
demiology.

Dr. Halloran was partially supported in writing this
chapter by NIH grants RO1-AI32042 and RO1-
AI40846.
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6
Sources of Data

D. PETER DROTMAN and MARC A. STRASSBURG

It is error to argue in front of your data. You find yourself
insensibly twisting them around to fit your theories.

Sherlock Holmes (Sir Arthur Conan Doyle)

WHAT ARE DATA?

Data are defined as "factual information (as
measurements or statistics) used as a basis
for reasoning, discussion, or calculation"
(Webster's 1990). In a broader sense, data
are the lifeblood of research, regardless of
the discipline. Obtaining, analyzing, inter-
preting, evaluating, and communicating data
are major activities of all scientists, not just
those who concentrate on the epidemiology
of infectious diseases. Arguably, thanks to
computerization, data are now more readi-
ly available to researchers and the public
alike than at any time in history. Why then
include a chapter on data sources in a text
called Epidemiologic Methods for the Study
of Infectious Diseases? The reasons are
manifold. First, attention to the judicious
collection and evaluation of data is the
major determinant of the quality of re-
search, as opposed to the quantity of data
collected. Second, even though data can be
easily accessed or attractively presented (for
instance in publications or on the Internet),
this alone is no indicator of their reliability,

accuracy, or veracity. One needs only to re-
call the caveat of Sir Josiah Charles Stamp,
the British economist, who pointed out a
century ago that, "The government are [sic]
very keen on amassing statistics. They col-
lect them, add them, raise them to the nth
power, take the cube root and prepare won-
derful diagrams. But you must never forget
that every one of these figures comes in the
first instance from the village watchman,
who just puts down what he damn well
pleases" (Stamp 1929). The contemporary
way of expressing this observation is "gar-
bage in, garbage out." A more sophisticated
statement might be that "the inherent bias in
the collection instrument can lead to erro-
neous conclusions based upon subsequent
analysis of the data." A major goal of this
chapter is to provide the means to recognize
and avoid such hazardous situations.

Surveillance efforts for infectious diseases
clearly depend on the medical care system,
the main purposes of which are to diagnose
and treat human illnesses, not necessarily to
generate or gather data. Nevertheless, when
an individual contracts an infectious disease
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and comes to the attention of a health care
provider, almost inevitably a large number
of "official" documents or records are cre-
ated during the diagnostic workup and the
course of treatment. Such documents not
only serve as a clinical record of the illness
and the medical management but also have
a legal basis. Examples of commonly gener-
ated records and reports, in addition to the
medical record (or clinician's notes), include
laboratory test results, radiographs and
pathology reports, prescription and phar-
macy records, and insurance and billing
records. Some infectious diseases are re-

portable, meaning that clinicians who make
the diagnosis or laboratories that report the
diagnostic findings are required to notify
public health officials (Table 6-1). The de-
gree of compliance is far from complete and
is highly influenced by such disparate fac-
tors as disease severity, social stigmatization
associated with the diagnosis (such as sexu-
ally transmitted diseases), local reporting
practices, and many other factors, a number
of which are covered within this chapter.
Depending upon the infectious agent in-
volved and the quality of the data, relevant
information may be used by epidemiologists

Table 6-1 Nationally Notifiable Infectious Diseases, United States, 1999*
Acquired immunodeficiency syndrome (AIDS)

Anthrax

Botulism

Chancroid

Chlamydia trachomatis, genital infections

Cholera

Coccidioidomycosis (regional)

Cryptosporidiosis

Cyclosporiasis

Diphtheria

Ehrlichiosis, human granulocyctic

Ehrlichiosis, human monocytic

Encephalitis, California serogroup

Encephalitis, Eastern equine

Encephalitis, St. Louis

Encephalitis, Western equine

Escherichia coli, 0157:H7

Gonorrhea

Haemophilus influenzae, invasive disease

Hansen's disease (leprosy)

Hantavirus pulmonary syndrome

Hemolytic uremic syndrome, postdiarrheal

Hepatitis A

Hepatitis B

Hepatitis C/non A, non B

HIV infection, pediatric

Legionellosis

Lyme disease

Malaria

Measles

Meningococcal disease

Mumps

Pertussis

Plague

Poliomyelitis, paralytic

Psittacosis

Rabies, animal

Rabies, human

Rocky Mountain spotted fever

Rubella

Rubella, congenital

Salmonellosis

Shigellosis

Streptococcal disease, invasive, group A

Streptococcal toxic-shock syndrome

Streptococcus pneumoniae, a drug resistant invasive
disease

Syphilis

Syphilis, congenital

Tetanus

Toxic-shock syndrome

Trichinosis

Tuberculosis

Typhoid fever

Varicella deaths

Yellow fever

*Although varicella is not a notifiable disease, the Council of State and Territorial Epidemiologists (CSTE) recommends reporting
of cases via the Nationally Notifiable Disease Surveillance System (NNDSS).

tAt its 1999 meeting, CSTE voted to add listeriosis, Q fever, and tularemia to this list.
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and researchers to reveal modes of transmis-
sion and causal pathways, or to identify risk
factors related to the disease. The amount of
information obtained may range from a
very limited frequency count (incidence or
prevalence number) to detailed clinical and
demographic information, which can be
used to help determine a source of infection
or test a hypothesis. The latter is especially
useful when dealing with newly identified or
emerging infectious diseases.

This chapter describes the principal
sources of data for infectious diseases. Al-
though the data sources are similar at the
local, state, and national (and even global)
levels, the analyses of such data may differ
considerably from one jurisdiction to the
next. Epidemiologists at each level attempt
to create a picture of disease occurrence in
the community under their purview. Each
level has unique strengths and weaknesses.
This chapter focuses on the main sources of
infectious disease data, which usually origi-
nate at the local level. Challenges in extrapo-
lating and combining primary data sources
to create larger databases (sometimes to carry
out meta-analyses) and the role of informa-
tion systems, including data warehousing,
are introduced.

HISTORY OF INFECTIOUS
DISEASE DATA

Although the germ theory of disease was not
established until the nineteenth century, in-
fectious disease data sources can trace their
origins to at least the seventeenth century.
The year 1662 was notable for two impor-
tant events in England. First, John Graunt
published his Natural and Political Obser-
vations Mentioned in a Following Index and
Made Upon the Bills of Mortality, in which
he clearly demonstrated the usefulness of
mortality data. Basing his analysis on the
number of weekly burials, he attempted to
categorize causes of death into those result-
ing from "acute" and "chronical diseases"
(Lilienfield 1994). That same year, the Royal
Society of London was founded and pro-
vided a forum for the reporting of scientific
progress. During this period, the communi-

cability of diseases such as smallpox, measles,
and cholera was being considered (contag-
ium vivum theory). For many years, the re-
porting of infectious diseases occurred only
indirectly. Major progress occurred first in
England in 1836, when William Farr, a phy-
sician, became the director of the Registrar-
General's Office (Humphries 1985). The con-
cept of mortality surveillance was born when
death information began to be routinely col-
lected and analyzed to discern changes in the
health of the population. This was soon fol-
lowed by the founding of the Office of Popu-
lation Censuses and Surveys, which proved
a critical step in eventually providing data to
generate population-based rates. When Dr.
John Snow, the acknowledged "father" of
epidemiology and friend of Farr, investigat-
ed the cholera outbreaks in London in 1854,
he had to collect much of the data himself.
His successful efforts, resulting in the impli-
cation of water as the vehicle for whatever
caused cholera, were so thorough and com-
pelling that he stimulated not only the im-
provement of water supplies but also the
collection of key demographic information
by registrars on persons who died of cholera
(Shephard 1995).

The United States Constitution, ratified in
1787, makes no mention of health, but does
call for a national census (by "actual enu-
meration") every 10 years. The first was car-
ried out in 1790. While accomplished for
the specific purpose of apportioning con-
gressional representation among the states,
the data gathered in the census have proved
extraordinarily useful for many economic,
social, health, and epidemiologic purposes.
Whereas notifications and reports of infec-
tious diseases provide us with the numera-
tors, census data—with their age, race, sex,
and geographically specific population sta-
tistics—generally provide the denominators
that are needed for the calculation of rates,
which are the most commonly presented
health statistics after crude or raw numbers.
The U.S. Census Bureau, whose mission is
"to be the preeminent collector and pro-
vider of timely, relevant, and quality data
about the people and economy of the Unit-
ed States," maintains an extensive Internet
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website at: http://www.census.gov. Access-
ing census data via the Internet is far more
user-friendly than wading through the Cen-
sus Bureau's voluminous publications.

An epidemic of yellow fever in 1793 may
have resulted in the deaths of as many as
20% of the 50,000 inhabitants of Philadel-
phia, then the capital of the United States,
but there was no public health department
or similar resource to assess the disaster ac-
curately. The sketchy data and estimates we
have are derived from contemporary news-
paper accounts (Estes 1997). The 1878
Quarantine Act marked the beginning of na-
tional disease surveillance in the United
States, including publication of the "Bul-
letin" (Mullan 1989), the first issue of which
reported two cases of yellow fever on ships
harbored in Key West, Florida. That period-
ical, which was short-lived, was the fore-
runner of the Morbidity and Mortality
Weekly Report (MMWR), which began
publication under that name in 1952 by an
agency that became the National Center for
Health Statistics (NCHS). Responsibility
for publishing the MMWR was transferred
to the Centers for Disease Control (CDC) in
Atlanta in 1961, and NCHS itself became
part of CDC (even though it did not move
from its Maryland headquarters) in the mid-
1980s. MMWR remains the official organ
for weekly and annual publication of re-
portable diseases in the United States. Ac-
cess to current and some historical data is
freely available through CDC's extensive In-
ternet site at http://www.cdc.gov. CDC it-
self was established as the Communicable
Disease Center in Atlanta in 1946, as a di-
rect outgrowth of its predecessor agency's
successful malaria control efforts, which
were focused on the southeastern states. Al-
though its name and mission have expand-
ed over the years, CDC has retained both its
acronym (now standing for the Centers for
Disease Control and Prevention) and its pri-
macy as the national infectious diseases data
collection and public health agency (Ethe-
ridge 1992).

The well-established public health data
collection and dissemination systems in place
today use several disease notification and

registration processes. Some of these systems
are relatively new, most having been devel-
oped during the twentieth century. By 1928,
all 48 states (plus Hawaii, Puerto Rico, and
Washington, DC) were reporting infectious
disease to the U.S. Public Health Service,
mainly via weekly telegrams. Recognizing the
need for close coordination among the state
health departments and the federal govern-
ment in the early 1950s, CDC's pioneering
epidemiologist, Dr. Alexander Langmuir,
helped form a consortium of infectious
disease epidemiologists representing each-
state, a group now known as the Council
of State and Territorial Epidemiologists
(CSTE; whose website address is: http://
www.cste.org). CSTE is the organization
that by vote at its annual meeting deter-
mines which conditions will be designated
as reportable nationally by the states to
CDC for publication weekly or at other in-
tervals in the MMWR. As public health pre-
vention and control programs have become
increasingly important and sophisticated,
the corresponding scope of data collected has
been widened and improved. For example,
one only need look at the reporting of ac-
quired immunodeficiency syndrome (AIDS)
cases, which began as a basic case count
and evolved into an extensive information-
gathering effort, resulting in one of the most
comprehensive public use databases and
surveillance reports available on any infec-
tious disease (Centers for Disease Control
and Prevention 1998).

Globally, only four infectious diseases are
required to be reported to the World Health
Organization (WHO; http://www.who.int)
under the International Health Regulations:
cholera, plague, yellow fever, and smallpox,
the last of which was eradicated in 1979.
Virtually every nation is a member state of
WHO and has a listing of nationally notifi-
able diseases, but the lists vary from nation
to nation and the capability to carry out na-
tional data collection varies even more
greatly. The United States is a founding
member of the Pan American Health Or-
ganization (PAHO; http://www.paho.org).
which serves as the WHO Regional Office
for the Americas.
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IDENTIFYING DATA SOURCES

For any given disease or condition, a large
number of data sources may be available;
however, the key lies in knowing where to
find the data sources and, more important,
how to access them. Some are public, others
privately owned; some contain actively
gathered data, others contain only passively
collected reports; some are obvious, others
obscure; some quantitative, others qualita-
tive; some mundane, others limited only by
the creativity of their seeker. Sources of data
can be categorized as either "ongoing" pro-
grams, which collect data routinely, or "ad
hoc" efforts to collect data for a particular
purpose or nonrecurring event, or from a
unique opportunity (for example, when stu-
dents collect data for a project, or when a
special project for some other purpose has
collected useful information that provides
new unexpected data). Routinely collected
and publicly available data on infectious
diseases usually are collected by local gov-
ernments and support a variety of commu-
nity and disease control surveillance sys-
tems. Ad hoc data generally are obtained in
special studies, during investigations of out-
breaks, or from the study of specific public
health problems.

Routinely collected data may be obtained
from systems such as reportable disease regi-
stries, vital records (defined as records of
births, deaths, marriages, and divorces) de-
partments, special registries (such as for can-
cer or conditions of special interest such as
the Gulf War syndrome), dedicated (some-
times referred to as sentinel) surveillance
systems, ongoing or recurrent health surveys
(such as the National Health and Nutrition
Examination Surveys carried out by CDC's
NCHS), and hospital (or managed care or-
ganization)-based data collection systems.

Notifiable disease reporting systems oper-
ate in virtually all public health jurisdictions
the world over in some form or other and
generally are based on legal mandates. In the
United States, such mandates are generated
by states, but authorize local (county or city)
public health officials to carry them out.

Table 5-1 lists the infectious diseases that

are reportable in all states. Many states
mandate that additional infectious and non-
infectious diseases be reported by clinicians
or laboratories to health officials. These con-
ditions vary from infectious diseases of re-
gional importance such as coccidioidomy-
cosis (common in desert regions of the
western United States) to toxic exposures
such as pesticide or lead poisonings to con-
ditions such as diabetes or epilepsy that
might disqualify a patient from maintaining
a driver's license.

How to Access Data on
Notifiable Diseases

Traditionally, researchers, writers, clini-
cians, or those simply curious about infec-
tious disease data could take several some-
what cumbersome alternative approaches to
obtaining data from public health officials:
subscribe to official newsletters in which the
data are published, pay a personal visit to
the health department, or contact the keeper
of the data by phone or letter. Those options
still exist, but the advent of the Internet has
been a boon for those who wish to access
public data sources. Websites now exist for
many health departments, and a view of the
reports and data they post is literally a few
clicks away from anyone with Internet ac-
cess and minimal search skills. CDC main-
tains links to all state health department In-
ternet home pages at: http://www.cdc.gov/
other.htm. Virtually every state health de-
partment posts data on reportable infec-
tious diseases on the Internet.

Judging the Quality of Data Sources

The hallmarks of a good data collection sys-
tem are ultimately reflected by its scientific
worth, the care with which data are col-
lected, and how well the procedures used
are documented. The ideal data source has
ongoing and in-depth quality control proce-
dures in place, a high degree of clarity (con-
cise and clear documentation), and accessi-
bility (i.e., user-friendliness) (Centers for
Disease Control and Prevention 1988). In
addition, there should be a reasonable de-
gree of completeness of reporting (or a
known fraction of underreporting), consis-
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tency in reporting levels (or reporting frac-
tion) over time, a sufficient period over
which the data have been collected to allow
for secular trend analysis, standardized case
definitions that are well defined and compa-
rable to other systems (Centers for Disease
Control and Prevention 1997b), and care-
fully crafted and maintained safeguards for
confidentiality of both patients and the indi-
vidual clinicians who do the reporting. Cus-
todians or owners of data sources should be
able to list the ways they adhere to these
data system attributes so that users can
judge the integrity of the system. Failure to
do so should prompt skepticism on the part
of data users.

Classification of Infectious Diseases

Several informal classification systems exist
for infectious diseases. Some are based on
the agents themselves and others on routes
of transmission. The following broad cate-
gories are generally utilized: bacterial dis-
eases (e.g., salmonellosis, tuberculosis, syph-
ilis), viral infections (e.g., smallpox, measles,
chickenpox, poliomyelitis, HIV), fungal in-
fections (e.g., histoplasmosis, coccidioido-
mycosis), protozoan (e.g., cryptosporidio-
sis, malaria) and metazoan infections (e.g.,
hookworm, onchocerciasis), and rickettsial
diseases (e.g., typhus and Rocky Mountain
spotted fever). Classifications of routes of
transmission typically include sexually trans-
mitted diseases (e.g., chlamydia), food- and
waterborne diseases (e.g., Escherichia coli
H7:O157, hepatitis A), bloodborne infec-
tions (e.g., hepatitis B and C), nosocomial
infections (infections transmitted in health
care settings, such as surgical wound infec-
tions), infections transmitted through the
respiratory route (e.g., TB and influenza),
zoonotic infections (infections transmitted
from animals to humans, such as rabies),
and vector-borne infections, such as Lyme
disease. Sometimes vaccine preventable dis-
eases (rubella, mumps, and pertussis) and
antibiotic-resistant bacterial infections (such
as methicillin-resistant Staphylococcus au-
reus) are regarded as unique categories. Re-
cently, infectious agents with the potential

to be used in bioterrorism or as biological
weapons threats have been listed (including
smallpox virus, anthrax spores, botulinum
toxin) (Kortepeter 1999).

The major official codification of all dis-
eases, health conditions, and injuries is the
International Statistical Classification of Dis-
eases and Related Health Problems, which
has gone through many revisions and edi-
tions. The Tenth Revision (ICD-10) is the
latest in a series that originated in 1893 as
the Bertillon Classification or International
List of Causes of Death (see: http://www.
who.int/whosis/icd10/). The ICD is contin-
ually being revised as new conditions, in-
cluding emerging infections, are described.
Every infectious and noninfectious disease
of humans is assigned a unique three-digit
number (plus multiple decimal places) in the
ICD system. The numbers are used in many
medical and public health records, such as
hospital discharge reports, billing records,
and death certificates. The widely available
and standard American Public Health Asso-
ciation handbook, Control of Communi-
cable Diseases Manual, lists ICD codes for
each of the several hundred infectious dis-
eases it describes in its alphabetically ar-
ranged chapters (Chin 2000).

Hospital Data Used to Measure Morbidity

Hospital records are voluminous and vary
greatly in their usefulness from place to place
and from diagnosis to diagnosis. Further-
more, data based on hospital admissions or
discharges can provide a biased picture of
certain diseases in the community. Hospital
visits may be limited to only the more severe
forms of a disease, and therefore cases and
or controls that are selected from a hospital
base may suffer from "Berkson's bias"; that
is, admission practices are selective, being in-
fluenced by such factors as access, finances,
availability of beds, policies, physician acu-
men, and culture (Berkson 1946). Although
there have been improvements in the stan-
dardization of data collection, no uniform
mechanism has yet been accepted national-
ly for collection and utilization of epidemi-
ological data from hospitals. Attempts to
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standardize hospital reporting by a number
of states have met with only modest success.
Initially, these data sets included hospital dis-
charge diagnoses, but the explosive growth
of outpatient surgery and home health care
has prompted extension of such systems to
outpatients visits as well. Such data sets are
by their nature very large and require con-
siderable "data cleaning" prior to being
made available for research use. In addition,
they may have confidential patient informa-
tion sections and may not be available to the
general public. Of particular interest for in-
fectious disease studies are separate hospital
internal reporting or monitoring systems of
infectious diseases. Such systems are gener-
ally maintained by Communicable Disease
Committees or staff in charge of nosocomial
infections. In response to major cost-cutting
efforts in hospitals, some have become
"data entrepreneurs" by packaging and sell-
ing their databases, usually through vendors
with considerable computing expertise and
always after removal of individual identifiers.
Purchasers have included both public health
and economic researchers. Paying close at-
tention to the data system's quality parame-
ters is very important for purchasers.

Hospital emergency room data can serve
as a sensitive indicator to monitor both new
and existing community infections. Howev-
er, medical records in emergency venues are
not the best or most legible. Problems often
arise with the way the information is main-
tained, which is generally in log books that
are not computerized. Sometimes, the best
emergency room data are the billing records
or laboratory results.

Disease Registries

Some jurisdictions have created specific dis-
ease registries. A registry is defined as a sys-
tem that keeps track of individuals with
specific diseases or conditions. These may
include tuberculosis, typhoid carriers, lep-
rosy (Hansen's disease), congenital syphilis,
and pregnant women with HIV. Such reg-
istries help provide follow-up and can be
used to elucidate the natural history of a dis-
ease in a given area. Some registries are pop-

ulation-based, while others are more nar-
rowly focused. They are often useful in
doing cohort studies and in determining
case fatality rates. Users of data from reg-
istries must pay careful attention to the de-
gree of ascertainment of these systems (i.e.,
how sensitive and specific they are), which
often depends on how confidentially they
maintain their reports (particularly true for
potentially stigmatizing diseases).

Morbidity Surveys

Disease-specific surveys are especially valu-
able in obtaining the prevalence of non-
reportable diseases. Point prevalence sur-
veys, however, tend to be most useful for
those infectious diseases that are more chron-
ic in nature such as hepatitis C and coccidi-
oidomycosis (valley fever), where long-term
damage to the liver and lungs, respectively,
can be detected years after primary infec-
tion. For example, the National Health and
Nutrition Examination Survey, conducted
by CDC's NCHS during 1988 through 1994,
revealed the national prevalence of hepatitis
C to be about 1.8% (2.7 million chronic ac-
tive infections) (Alter 1999).

The NCHS conducts a variety of ongoing
and special surveys of high quality. The Na-
tional Health Survey provides a continuing
source of information about the nation's
health status but may not contain much on
infectious diseases, or may not be specific
enough for local jurisdictions to use the
data. However, this survey can be useful for
immunization coverage rates and some self-
reported history data on infectious diseases.
Without good documentation, parental
memory may not correlate well with actual
disease occurrence (e.g., "measles" could be
recalled and recorded as any number of viral
or even noninfectious exanthems). The
Health Interview Survey similarly lacks
medical confirmation of diagnoses. The
Health Examination Survey includes physi-
cal exams. The Health Records Survey in-
corporates institution-based sampling. The
National Survey of Family Growth reveals
fertility patterns. Information on these sur-
veys and data reports from them can be



126 DATA SOURCES AND MEASUREMENT

found on the Internet. Some of the data sets
are quite large.

National Surveillance Data Sets

Many infectious diseases are chronically un-
derreported for a variety of reasons includ-
ing social stigmatization of patients with
AIDS and other sexual transmitted diseases,
improper diagnosis, lack of laboratory sup-
port, inconvenience to the clinician, and ig-
norance of the requirements. On the other
hand, reporting may be essentially complete
for infections that are severe, infrequent,
and easy to recognize. CDC publishes an an-
nual summary of notifiable diseases as well
as Surveillance Summaries at irregular inter-
vals as supplements to its MMWR (Centers
for Disease Control and Prevention 1997a).
Some reflect data on reportable diseases,
such as malaria (Centers for Disease Con-
trol and Prevention 1999a). Others reflect
special analyses of data collected for other
reasons, such as the extraction of trends in
opportunistic infections derived from AIDS
case reports (Centers for Disease Control
and Prevention 1999c). The sexually trans-
mitted diseases surveillance data are pub-
lished annually as a free-standing volume
(Division of STD Prevention 1998), as are
HIV/AIDS surveillance data (Centers for
Disease Control and Prevention 1998).

Linked Health Records

Some countries, such as Finland and Swe-
den, have advanced medical record linkage
systems. The possibility of integrating all
recorded information into one record sys-
tem has long been a dream of health re-
searchers. Such linked records could pro-
vide a means to correlate vital statistics with
health events, or they could help link immu-
nization coverage with the incidence of vac-
cine preventable diseases. The ability to link
preventive services, primary clinical care,
and inpatient care records has obvious clin-
ical and research utility, but linking such sys-
tems in the United States has proved insur-
mountably difficult so far. Concerns have
related to fears of discrimination, loss of con-
fidentiality, and misuse of the data as well as
financing and portability of records. Where

the systems exist, mainly in geographically
demarcated managed care organizations,
they are quite useful.

CENSUS DATA

Census data are key to providing informa-
tion about the size and composition of the
population one is studying. There are two
principal methods for enumerating a popu-
lation: "de facto"—at time of enumeration
or survey (this might be better for studies in-
volving migrant or homeless populations)
and "de jure"—usual place of residence
(this is a better indication of permanent pop-
ulation and household composition of a
study area). The U.S. Census Bureau defines
and numbers census tracts (the basic unit of
enumeration, roughly equivalent to a neigh-
borhood) and Metropolitan Statistical
Areas (MSAs). These are urban areas with a
population of 50,000 or more. Although
many of the census data are confidential, ag-
gregate data are available by census tract
and zip-code groupings. However, not all
data are summarized and available by these
geographic designations. Small numbers are
suppressed if individuals could be identified
from the data.

VITAL EVENTS

Deaths, births, fetal deaths, marriages, and
divorces are all considered "vital events." In
every state, registration systems are legally
mandated to collect and compile such infor-
mation on a routine basis. Registration sys-
tems were incrementally implemented. For
example, in the United States, death regis-
tration was begun in some states in 1902, but
it was not until 1933 that all states adhered
to a system. The information included on
birth, fetal death, and death certificates can
be viewed in Figures 6-1, 6-2, and 6-3.

Mortality Data

Death is one of the "vital" records required
for legal and demographic purposes in al-
most every country. Although there are dif-
ferences among states, most locales in the
United States use the standard death certifi-
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PRIVACY NOTIFICATION
This information is collected by the State of California, Department of Health Services, Office of Vital Records, 304 S Street, Sacramento, CA 95814.
The information is required by Division 102 of the Health and Safety Code. This record is open to public access except where prohibited by statute.
Every element on this form, except items 18 through 23C, 32, and 33, is mandatory. Failure to comply is a misdemeanor. The principal purposes
of this record are to: 1) Establish a legal record of each vital event; 2) Provide certified copies for personal use; 3) Furnish information for demographic
and epidemiological studies; and 4) Supply data to the National Center for Health Statistics for federal reports. Items 32 and 33 are included pursuant
to Section 102425(b)(14) of the Health and Safety Code, and may be used for child support enforcement purposes.

Definition of Live Birth
"Live Birth" means the complete expulsion or extraction from its mother of a product of conception (irrespective of duration of pregnancy) which,
after such separation, breathes or shows any other evidence of life such as beating of the heart, pulsation of the umbilical cord, or definite movement
of voluntary muscles, whether or not the umbilical cord has been cut or the placenta is attached.

Figure 6-1. State of California birth certificate.

OSP 99 26681

cate format developed by the NCHS. Al-
though most variables (demographic and
causal) have remained constant over the
years, some have varied, and comparisons
between years and between locales must
therefore be made with caution. As men-
tioned in the section of this chapter titled

History of Infectious Disease Data, death
registration formed the rudiments of early
infectious disease surveillance systems. It is
still useful as a source for case ascertainment
of diseases with high case fatality rates, such
as rabies, botulism, and AIDS in the 1980s.
Where case fatality rates are low or decreas-
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Figure 6-2. State of California fetal death certificate.

ing, however, using death data alone can be
misleading. Another consideration is the in-
terval between onset of the disease and
death; for pneumonia and influenza, the
leading infectious cause of death in the Unit-
ed States, the interval is very short, while for
rabies it may be long and variable.

Although death registration is nearly com-
plete in most Western countries, in many de-
veloping countries it tends to be biased. As-
certainment in these countries is better in
urban than rural areas and for persons who
have been hospitalized or can afford the care
of a health professional.

Regardless of location, the coding of the
cause of death on the certificate is also highly

variable, particularly for infectious diseases,
where the laboratory support for any diag-
nosis may be critical or the diagnosis stig-
matizing (as with AIDS). Deaths that are
unexpected or that occur in undiagnosed
patients or under unusual circumstances are
usually handled by the medical examiner,
who provides autopsy findings. These are
important for classifying some infectious
diseases, which are sometimes not recorded
on the certificate (but may be added as an
amendment later and included in the data-
base). The accuracy of diagnosis may vary
with the specific diagnosis, level of labora-
tory support, or host characteristics. In ad-
dition, coding may be complex, as may clas-
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Figure 6-3. State of California death certificate.

sification of the disease itself. Further, many
systems only code a single underlying cause
of death rather then include multiple causes
of death, although this trend has been chang-
ing in recent years. The system of death cod-

ing is revised periodically by the WHO, and
is known as the ICD. A good example is
pneumonia, which might be specified as an
immediate cause but not coded as such if the
underlying cause was considered to be car-
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diovascular disease. To further complicate
things, different countries use different meth-
ods for selecting an underlying disease.

Occasionally, crude death rates (nonspe-
cific causes) can be useful in monitoring in-
fectious disease events that have great im-
pact on the community. Gauging the impact
of severe influenza epidemics is frequently
cited as an example, where both the total
deaths and cause-specific influenza death
rates are clearly elevated during pandemics.
In the future, improved linkages from death
certificates to other clinical and epidemiolo-
gic databases may provide more complete
ascertainment of case fatality rates and out-
comes for a variety of infectious diseases.

Autopsy records can serve as a source of
mortality data. Although such data sources
may provide a wealth of details not general-
ly found on the death certificate, such data
are subject to selection bias: autopsy data
may not be representative of the population
from which the data are drawn because un-
usual deaths tend to be overrepresented.

Natality Data (Birth Certificates)
Another vital record is certification of birth.
For infectious diseases, birth certificates
offer a more limited arena of case ascertain-
ment than death certificates. But a number
of perinatal conditions may be recorded.
During the 1960s, many jurisdictions added
sections to the certificate to include infor-
mation on complications of pregnancy and
abnormalities of the infant. Although not al-
ways filled out completely, this section has
been a source of case ascertainment for a va-
riety of congenital conditions, including con-
genital rubella syndrome, HIV infection,
and congenital syphilis. Alone, however, the
birth certificate is inadequate for surveil-
lance of these infectious diseases, because
the diagnoses are often confirmed well after
the birth is certified.

Fetal Deaths

Fetal deaths are not complete in their regis-
tration. Most jurisdictions only require re-
porting of abortions that occur after 20 or
more weeks of gestation. Information relat-
ed to infectious diseases of the mother may

not be coded but can sometimes be found in
other sections of the certificate, for example,
in the "contributing conditions" section. De-
spite incomplete reporting, fetal deaths are
important. If such deaths are included in a
study, a visual review of the certificates may
be necessary. Given the relatively low re-
ported rate of fetal deaths (usually 1 per
1000 live births), visual review is not a diffi-
cult task in most local jurisdictions. Com-
pleteness of reporting varies considerably by
location, time period, and population group.
Nevertheless, such reports have been used to
identify a number of infectious diseases as-
sociated with fetal demise, such as listerio-
sis. A problem common to all vital records
systems is the delays between registration
(which usually occurs reasonably soon after
the event) and availability of the preliminary
data, and the generation of a final report.
Sometimes the interval can be several years.
However, it is not uncommon for localities
to set up a "hand-review" system in which
clerks and registrars involved in the process
of registration are on the lookout for certain
birth, death, or fetal death certificates and
send copies as soon as they receive them to
the appropriate public health units for fur-
ther analysis. NCHS publishes monthly
(National Vital Statistics Reports) and more
comprehensive annual reports of vital sta-
tistics, the most useful of which for disease
researchers are those summarizing annual
mortality. For example, NCHS published
final mortality data for 1997 in mid-1999
(Hoyert 1999). Reports are available on the
Internet (see: http://www.cdc.gov/nchs/) as
well as in print.

LABORATORY DATA

Louis Pasteur, the nineteenth-century French
scientist and founding father of microbiolo-
gy, called laboratories "temples of the fu-
ture" (Valdiserri 1993). The ever-increasing
number, speed, and types of laboratory as-
says available seem to support Pasteur's
metaphor. The variety of biomedical labora-
tories is great, as are the populations they
serve. Some laboratories are public, others
privately owned; some operate for profit,



SOURCES OF DATA 131

others do not; some serve specific hospitals
and thus reflect the patients admitted there,
while others are large corporate networks
that serve a national clientele via express in-
terstate transportation of specimens. Some
laboratories specialize in selected infectious
diseases such as sexually transmitted dis-
eases or tuberculosis, while others serve spe-
cial functions, such as blood bank laborato-
ries, that have a specific mission to screen
donations of blood and plasma for seven in-
fectious agents: hepatitis B and hepatitis C
viruses, human immunodeficiency virus
(HIV)-l and HIV-2, human T-lymphotropic
virus (HTLV)-1 and HTLV-2, and the bacte-
ria that cause syphilis. Data from each of
these types of laboratory are useful for study
purposes, but only if the population that is
the source of the specimens can be described
epidemiologically.

The characteristics of laboratory data
generally include personal identifiers in ad-
dition to test results and sometimes include
disease-specific clinical information, al-
though not always. In general, laboratory
data specify the results of specific tests and
the source of the specimen (e.g., blood,
urine, cerebrospinal fluid, throat swab), not
clinical conclusions. Test results are often
viewed as "hard data," but many laborato-
ry test results may require additional in-
terpretation in a clinical or epidemiologic
context, and their utility for surveillance
purposes varies from disease to disease. For
some diseases, a laboratory result essential-
ly defines a case (e.g., positive culture from
normally sterile sites for invasive bacterial
pathogens). For others, such as syphilis,
hepatitis B, or toxoplasmosis, serologic an-
tibody test results alone fail to distinguish
between recent and past infections and must
be supplemented by clinical information or
more specific tests.

Laboratory data can be useful in many
areas of infectious disease epidemiology, in-
cluding case confirmation and identifica-
tion, detection of outbreaks or epidemics,
monitoring changes in infectious agents
(e.g., antibiotic resistance), defining a clini-
cal spectrum (ranging from asymptomatic
to fatal cases), facilitating epidemiologic

studies (both prospective and retrospective
studies, which may rely on stored labora-
tory specimens), and evaluating diagnostic
methods. In many situations, knowing neg-
ative test results may be as valuable as know-
ing positive ones.

Obtaining access to clinical laboratory re-
sults, however useful they may be, can be
difficult. Access may depend on the type of
laboratory and the purpose of the research.
The institutional review board may play a
role in facilitating access to data collected by
the laboratory.

Distinguishing laboratory from surveil-
lance data is important because they are not
always the same, although many infectious
disease surveillance systems rely on clinical
data from both the laboratory and the phy-
sician. Both paper and electronic laboratory
data can support surveillance systems but
rarely provide surveillance independently.

CDC, CSTE, and the Association of Pub-
lic Health Laboratories convened a Working
Group on Electronic Laboratory Surveillance
(ELS), which drafted a set of recommenda-
tions on electronic reporting of laboratory
data. Despite many past improvements, the
review panel agreed that "laboratory re-
porting to public health lags behind other
applications of state-of-the-art technology."
The experts cited the lack of standardized
and connected electronic formats, and noted
that many laboratories still rely mainly on
paper to communicate results. Electronic re-
porting of clinical laboratory data is a wor-
thy goal advocated by many in the public
health community (Centers for Disease Con-
trol and Prevention 1999b).

MANAGED CARE DATA

The health care system in the United States
is in a major state of flux because of the
rapid growth of managed care plans. The
impetus for this growth is not medical or sci-
entific, but economic. Yet one rationale for
economies of scale, that is the "managed"
part of managed care plans, is that findings
from the analysis of huge data warehouses
created by the plans will result in efficiencies
not otherwise achievable. The plans' unique
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ability to generate and store thousands of
data elements derived from a known popu-
lation of patients is a potential boon to data
users. Some managed care or other health
insurance plans make their information
available. For example, with Blue Cross/
Blue Shield of Tennessee, more than 200
users can log on to review quality manage-
ment, Health Plan Employer Data and In-
formation Set (HEDIS) reporting, managed
care contracting, provider profiling, utiliza-
tion management, product management,
and forecasting information. Specific infec-
tious disease information may not be easy to
obtain from such databases, but some indi-
rect measures can be, such as trends in out-
patient visits for otitis media.

A major measurement of quality of med-
ical care provided by managed care plans is
the HEDIS, which is somewhat like a "report
card" in that it represents a standard set of
criteria that the plan is "graded" on. Because
the data are generated by a variety of differ-
ent systems, data sets are not always easy to
compare, however. HEDIS was developed
by the National Committee for Quality As-
surance (NCQA), which expected that such
data would be used for performance meas-
ures to ensure that health care providers give
consumers information they need to evalu-
ate managed care plans, including effective-
ness of care, access to/availability of care,
satisfaction with the experience of care, in-
formed health care choices, health plan de-
scriptive information, cost of care, health
plan stability, and use of services. HEDIS is
widely used by health and consumer organ-
izations and state and federal regulators,
less for its quality or utility than for its avail-
ability as one of the few standard measure-
ment tools. HEDIS uses a standardized
method to the integrity of the collection and
calculation process that consists of four
major components: data capture and pro-
cessing verification, system verification and
review, specification and source code verifi-
cation, and validation of data derived from
medical records and administrative sources.

The vision for HEDIS 3.0 (see: http://www.
outcomes-trust.org/srcpages/pml2.htm)

and future versions of HEDIS is of an inte-
grated measurement broad enough to re-
spond to the range of issues that matter to
all who make choices about health plans—
public as well as private purchasers and all
consumers. Although most measures relate
to noninfectious diseases, many managed
care health plans use HEDIS procedures to
measure childhood immunization rates.
HEDIS data can serve as very useful sources
for adult and childhood immunizations in
appropriate populations. An important lim-
itation of HEDIS and other managed care,
plan-based studies is the substantial turn-
over in plan membership over time.

PURCHASING DATA

Managed care plans, insurance companies,
pharmaceutical and laboratory companies,
and vendors of various sorts have seen un-
tapped value in the data they collect. Exer-
cising their entrepreneurial spirit and seek-
ing to derive "added value" from their
products, many have begun to market data-
bases or to perform searches and reviews for
fees. Caveat emptor (buyer, beware) applies.
Some of these data sources are highly repu-
table, science based, quality controlled, and
peer reviewed. One such example is the
Cochrane Collaboration, based in England,
which gathers and synthesizes evidence from
controlled clinical trials in all fields of medi-
cine. Subscriptions to its findings may be pur-
chased in several ways, including over the
Internet. Other vendors simply sell what-
ever they have, often results of billing, ad-
mission, or laboratory records, sometimes
from large, but epidemiologically uncharac-
terized, populations. Some vendors can cus-
tomize outputs for purchasers, such as print-
outs of hospital discharge diagnoses over a
set time period, for a set of states, by race or
age or sex. Purchasers should be careful how
they phrase the questions they buy the an-
swers to, because changes are likely to add to
the costs. Such data tend to be more useful
for common infectious diseases like pneumo-
nia and sepsis, but less useful for conditions
rarely diagnosed in the United States such as
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malaria, leprosy, measles, and Chagas' dis-
ease. Some purchased data sources are in en-
tirely new arenas of infectious disease con-
cern, such as those sold by laboratory or
pharmaceutical companies reporting iso-
lates or summarizing findings related to an-
tibiotic resistance. Their usefulness and rep-
resentativeness are typically unknown.

DATA AND COMPUTER SECURITY

Just as data recorded on paper should be held
securely—as in a locked filing cabinet in a
locked room in a locked building—so as to
limit unauthorized access, so should data
maintained in a computer or other electronic
storage system be secured, albeit the system
of limiting access is altogether different. Sev-
eral products and methods are commonly
used to protect computer data against threats
to confidentiality, reliability, and integrity.
Such threats may be in the form of human
error or deliberate sabotage (including intru-
sion by computer hackers), as well as from
power outages and natural disasters. With
increased use of networks and remote access
via the Internet, the need to protect data has
increased by degrees of magnitude. Catego-
ries of measures include authorization, at-
tribution, and data interface, while specific
measures include authentication, firewalls,
encryption, antiviral software, power pro-
tection, and approaches to disaster recovery.

Authentication

The most commonly used authentication
technique is use of a password. Passwords
may be either software or hardware coded,
such as by requiring the user to insert a read-
able "smart card" with or without a PIN
(personal identification number). Other au-
thentication techniques include biometrics,
which employs stored facial, fingerprint, or
cornea scans of authorized users. For busi-
nesses, a popular method is the Secure Sock-
ets Layer, which requires both the server and
the client to communicate with a third site,
which, at least initially, holds the key for
access.

Firewalls

Firewalls, as the name implies, are barriers
that control access to networks. Firewalls
are set up by many public and private or-
ganizations to help keep the "open" or pub-
lic portions of their Internet site segregated
from their internal networks. They are also
used to separate internal networks from one
another (for example, a university's library
catalog may be open to the public, but its
payroll records and students' grades are
not). The firewall consists of both hardware
and software, allowing only authorized
"traffic" to pass.

Encryption

Cryptography involves encoding messages
so their content can only be understood by
the intended recipient. Use of cryptography
dates back to ancient times. Currently, en-
cryption is used to transmit sensitive data
across computer networks or internally to
keep sensitive computer files private. The
messages are changed from readable to un-
readable and back again by using complex
mathematical algorithms and keys.

Antiviral Software

Computer virus protection is a basic securi-
ty measure. Viruses, or viral bugs, are com-
puter programming instructions that, when
attached to various computer programs and
documents sometimes intentionally by crim-
inals, pranksters, or terrorists, can damage
the "infected" computer's software. Viruses
can be spread via floppy disks, downloaded
files, e-mail, e-mail attachments, or by macro
files. Antivirus software protects against vi-
ruses by scanning the computer for known
malicious signatures, or strings of zeroes and
ones. Such software is highly recommended.

Security Administration Tools

Security management tools can help net-
work administrators to manage user per-
missions and sign-ons and to monitor activ-
ities. Special monitoring software helps to
identify security breaches. These tools are
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typically found in larger networks like those
maintained in universities and government
agencies and thus go beyond the purview of
individual researchers and users.

Power Protection

Electrical power outages, current varia-
tion, blackouts, and line noise all pose poten-
tial threats to hardware and data. Damage
can be prevented from such unpredictable
events as lightning, downed power lines,
and peak-period electricity demands. Surge
suppressors, power conditioners, and unin-
terruptible power supplies (UPSs) assist in
maintaining an even power supply, and any
network or individual researcher should
have such safeguards in place. Some compu-
ters have such protections built in by manu-
facturers.

Disaster Recovery

Most organizations should have a clearly de-
fined disaster recovery plan. Mission-critical
systems need to have provisions for data re-
placement and access in case of a natural
disaster, fire, or other disruptive act. Regu-
lar data backups and redundant storage are
necessary and may even include complete
duplicates of systems software, data, and
hardware. Individuals would be well ad-
vised to maintain a frequently updated, se-
cure, and backed-up version of any data
they would be hard-pressed to reproduce.

Epi Info
Epi Info is a software program developed by
CDC in collaboration with WHO. This pro-
gram is widely used by public health profes-
sionals, with over 100,000 copies distrib-
uted in over 100 countries. Described as
"A Word-Processing, Database, and Statis-
tics Program for Public Health on IBM-
Compatible Microcomputers," the software
is provided without cost and can be down-
loaded from the CDC Internet site (http://
www.cdc.gov/epiinfo).

Epi Info has a full range of tools including
the capability to develop questionnaires and
data entry forms, customize the data entry
process, and analyze routines for databases.
Epidemiologic statistics, graphs, and tables

can be produced with user-friendly basic
commands. A particular strength of Epi Info
is its ability to aggregate and summarize data,
for example, by generating stratified 2-by-3
tables. A component called Epi Map gener-
ates and displays geographic maps with data
from Epi Info.

A strength of Epi Info has been its porta-
bility. The previous DOS versions could eas-
ily run on most basic computer systems. Epi
Info 2000 has additional resource require-
ments in terms of both operating systems
and memory. Regardless, either system can
be installed on computer laptops and there-
fore maintains its usefulness in field opera-
tions. Data entry can be carried out either
directly in the field or later back in the office.
The number of variables that can be created
is virtually unlimited; however, close atten-
tion should be paid to collecting only that
information needed to answer specific study
questions. Otherwise, data entry can over-
whelm the researcher. Although Epi Info
provides reasonably good-looking graphics,
they are not up to the quality of a profes-
sional graphics program such as PowerPoint
or Freelance. Epi Info 2000 does have ex-
port capability, however, which allows the
user to create files that can be used by such
graphics programs.

Many versions of Epi Info have been dis-
seminated, but only the one titled Epi Info
2000 is compatible with Microsoft Win-
dows 95, 98, NT, and 2000. Written in Vi-
sual Basic, Version 5, Epi Info 2000 data are
stored in Microsoft Access files, but many
other file types can be accessed and ana-
lyzed. Output is transferred to the user's
browser in HTML-compatible files. A use-
ful feature is that CDC supports the Epi Info
Hotline, offering free technical help to Epi
Info users during normal East Coast work-
ing hours. The hotline can be reached by
telephone at (770) 488-8440, FAX (770)
488-8456, and e-mail at epiinfo@cdc.gov.
CDC maintains a LISTSERVer for users of
Epi Info. Users who send an e-mail to sub-
scribe to the List will receive an e-mail with
instructions in return, and then will auto-
matically receive messages submitted by
other users to the List.
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PUBLIC HEALTH INFORMATICS

Information resources are becoming larger,
more dynamic, and more numerous, mak-
ing public health information widely acces-
sible via computer and electronic media.
With the advent of the Internet, a new field
combining both communications and infor-
mation is rapidly evolving. Referred to as in-
formatics, data-source-related applications
of the new discipline generally aim to im-
prove mechanisms for: (1) finding and re-
trieving information, (2) querying and ana-
lyzing data files, (3) entering data on-line as
well as transmitting surveillance and other
data files, (4) electronic messaging (subscrib-
ing to and exchanging electronic mail as
well as being able to communicate via dis-
cussion groups with one's peers on a myriad
of topics, and (5) disseminating state and
local health information and data. "Paper-
less" medical records, telemedicine, and ex-
tensive educational and training applica-
tions are among the many uses of health
informatics.

A topic that often appears in conjunction
with informatics is data visualization, one
major aspect of which is geographic infor-
mation systems (GIS). Combining mapping,
public health data, and graphics with com-
puter science, GIS can simultaneously depict
and analyze such variables as disease occur-
rence, infectious disease exposure and risk,
morbidity and mortality, health-inducing
behavior, and access to preventive care and
services. GIS may allow for increased cost-
effective use of scarce disease prevention re-
sources in regional and localized settings.

Enterprise-wide information systems have
proliferated in recent years. Such systems
tend to provide a uniform and one-stop ap-
proach for almost all of an individual's data
needs in a certain area. Despite the prolifer-
ation of these systems in the business envi-
ronment, few government organizations
have developed them. One of the lead agen-
cies for disease resource and health infor-
mation retrieval tools is CDC. Many of
CDC's systems cover a specific disease (e.g.,
HIV infection and AIDS) or a public health
practice area (e.g., surveillance or training).

For both public and private data sources,
the ease of information retrieval varies, as
does the complexity of the technology re-
quired at the user's end, ranging from tele-
phone, to stand-alone microcomputer, to
microcomputer-plus-modem, to the Inter-
net. Additionally, information retrieval is
not always cost-free to the user.

DATA WAREHOUSING

Simply put, a data warehouse is a place, not
necessarily a physical place, where users can
access data. Data warehouses typically com-
bine data from a variety of sources into a
single Internet site or other access point
from which an individual can query a num-
ber of different systems. Sometimes, the sys-
tems consist of a variety of personal, mini,
and mainframe computers. Many are con-
sidered to be "legacy" systems, that is, sys-
tems that employ older programming lan-
guages or depend on older (possibly obsolete)
technology. The copying and moving of data
sets into the warehouse generally focus on
the development of subject-oriented tables,
accessed via networked computers (which
may include the Internet).

Users of data warehouses, who usually
must obtain security clearance beforehand,
can retrieve and manipulate data. These
data may be accessed and analyzed by using
either prepackaged reports or software tools
available to the user for reporting, assessing,
and planning functions. Usually, the data
available in warehouses are copies of origi-
nal data sets, and may even be a smaller sub-
set with certain information removed (such
as confidential identifiers). Generally, such
systems are updated periodically.

Data warehouses became major features
of information system architectures in the
1990s. Generally, the building of a data
warehouse takes a step-by-step approach.
One of the key attributes of a data ware-
house is that the data standards must be
integrated throughout the system. The inte-
gration appears in a variety of ways: in nam-
ing conventions, in measurement of vari-
ables, in encoding structures, and in the
attributes of the data. For example, a local
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health department with a well-integrated data
warehouse in place would have standardized
race fields for death and morbidity data.

Ultimately, data warehouses will improve
researchers' ability to obtain and analyze
data, tasks that previously required expen-
sive mainframe computers and specialized
software and training to use it properly. In
addition, data warehouses facilitate timely
retrieval of data directly by end users as well
as provide increased flexibility for mixing
and matching variables and fields from dif-
ferent data sets, all at a single location.

CHALLENGES FOR THE FUTURE

The generation of data is perhaps less of an
issue for the future than access is. Comput-
er-based data systems exist or are in devel-
opment that can track and link everything
from consumer purchases to patient health
information to financial and government
records. Many individuals are concerned
that those with access to some or all of these
databases will not always have their best in-
terests at heart. The debate is under way on
how individual rights to privacy can be sus-
tained in an era when information is so rap-
idly and widely generated and disseminated.
Public health data are a small but important
part of the debate involving researchers,
public health officials, medical care provid-
ers, insurers, and consumers.

Some issues researchers face today will
surely remain challenges in the future, such
as knowing how representative any particu-
lar database is. Ascertainment bias, report-
ing bias, and access to care will all continue
to need attention, but perhaps differently
than in the past. Electronic reporting of no-
tifiable diseases may increase the speed and
efficiency of collection of such data, but
measuring completeness of reporting will
remain an important factor in determining
the usefulness of a system and in analyzing
trends.

Evolving bioethical issues, while some-
times administratively challenging, must not
be overlooked by database users and man-
agers. If individuals and their health care

providers do not have assurance that the
data they supply or rely on are generated
and maintained in confidence and applied
fairly (e.g., genetic screening information is
not used to "label" a particular population,
resulting in discrimination), no one can ex-
pect such systems to thrive or even survive.
Informed consent for data-gathering efforts,
institutional review board oversight, and pre-
vention of discriminatory uses of data are
among the challenges data source managers
and users will face.

The future is bright for databases, largely
because of major advances in hardware and
software development and communications
capabilities, but preventing misapplications
and frank abuse will be more important
than ever. And we must still pay attention to
that "village watchman, who just puts down
what he damn well pleases."

The internet addresses cited in this chap-
ter were correct at the time that the chapter
was written but they are subject to change.
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7
Disease Surveillance

TERENCE L. CHOREA

In 1348, the Republic of Venice erected its
first quarantine station at which all travelers
from plague stricken ships were detained to
monitor for signs of disease (Moro 1988).
The term "surveillance" was introduced into
English at the time of the Napoleonic wars,
and in public health terms was restricted
until 1949 to such monitoring of contacts of
persons with serious communicable diseases
(Langmuir 1971). As numerous disease sur-
veillance systems have evolved in many cul-
tures, various definitions have been offered
for surveillance in its application to human
morbidity and mortality data.

Epidemiologic data may be gathered
through time-limited cross sectional or lon-
gitudinal studies or through surveillance sys-
tems that function continuously. In A Dic-
tionary of Epidemiology, J.M. Last (1983)
defines surveillance of disease as "the con-
tinuing scrutiny of all aspects of occurrence
and spread of a disease that are pertinent to
effective control." He also includes the sys-
tematic collection and evaluation of mor-
bidity and mortality data, special reports of
field investigations and epidemics and of in-

dividual cases, laboratory findings, data re-
garding use of vaccines and other substances
used in control and their sequelae, informa-
tion regarding immunity levels in the popu-
lation, and other relevant epidemiological
data. In this chapter we address these varied
and important elements.

The definition of disease surveillance that
is most frequently applied in the United
States has evolved over many years of epi-
demiological research at the World Health
Organization (WHO) (Raska 1996, 1983)
and the Centers for Disease Control and
Prevention (CDC) (Thacker 1988): surveil-
lance is the ongoing, systematic collection,
analysis, and interpretation of health data
used in the planning, implementation, and
evaluation of public health programs. As
with any set of information systems, disease
surveillance systems pertaining to the occur-
rence of specific diseases need to be designed
to support decision making and action, and
to assess the effectiveness of intervention
programs. Hence, the final links in the sur-
veillance chain are the timely dissemination
of aggregated and analyzed data to those
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who have contributed information to the
system and those who need to know, and the
subsequent application of the processed in-
formation to disease control and preven-
tion. Analysis and distribution of data in a
timely and systematic manner is integral to
the goal of a surveillance system to deter-
mine priorities, identify and evaluate control
measures, generate and evaluate hypothe-
ses, determine strategies, monitor changes
in infectious agents, identify and target pop-
ulations at high risk, and implement and
evaluate programs (Kaslow 1997).

As noted by Thacker and Berkelman
(1988), surveillance systems are usually de-
signed to monitor trends, to detect and de-
scribe problems, and to establish hypotheses
to be tested in more refined research designs.
The similarity has been noted between the
feedback cycle of public health surveillance
and the basic element of total quality man-
agement (TQM), the "Shewhart Cycle for
learning and improvement" (Halperin 1996).
This cycle consists of four stages: (1) plan
a change or test aimed at improvement,
(2) carry out the change or the test, (3) study
the results, and (4) adopt the change, or
abandon it, or run through the cycle again.

Classically, publicly financed surveillance
systems concerned with infectious diseases
have focused on monitoring mortality, and
to lesser extent, morbidity. The determina-
tion of what diseases, conditions, or risk fac-
tors should come under surveillance should
reflect how the information will influence
decision making, especially in a resource-
constrained environment. Indeed, a disease
or condition must be important enough to
warrant time and effort of surveillance. In
many countries, lack of interest, lack of feed-
back, and the voluminousness of the list of
reportable diseases have greatly impeded
surveillance activities (Anon 1976). At a na-
tional and regional level, Canada has taken
the lead in developing criteria in a rational
system for setting priorities in determining
the relative importance of surveillance for
specific infectious diseases (Carter 1992).
The criteria developed are predicated on the
goals of facilitating the prevention and con-
trol of the diseases under surveillance, and

satisfying the needs of government, health
care professionals, voluntary agencies, and
the public for information on risk patterns
and trends in the occurrence of commu-
nicable disease. The criteria include WHO
interest, Agriculture Canada and federal
food regulatory agency interest, incidence,
morbidity, mortality, case fatality rate, com-
municability and potential for outbreaks,
socioeconomic impact, public perception of
risk, vaccine preventability, and necessity
for an immediate public health response
(Carter 1992). In considering developing a
surveillance system of any size for infectious
diseases, inclusion of these or similar crite-
ria should be considered, depending upon
the goals of the surveillance system pro-
posed.

ELEMENTS OF A GOOD
SURVEILLANCE SYSTEM

To be useful, an infectious diseases surveil-
lance system has attributes for which it
should be periodically evaluated as useful
performance criteria (Centers for Disease
Control 1988):

Simplicity of design
Flexibility and acceptability
Timeliness
Sensitivity
Positive predictive value
Representativeness
Cost

Simplicity of Design
The simplicity of a surveillance system refers
to both its structure and ease of operation.
Often, in the interest of gathering as much
data as possible, infectious diseases surveil-
lance systems become very complex in terms
of the amount of information gathered on
each and every case of infectious disease,
with multiple layers of reporting involved,
much time required to collect case informa-
tion, and many individuals involved in main-
taining the system. In developing systems,
there are often significant duplication of ef-
fort and greater possibility of error intro-
duction in multiple entry and transmission
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of data. It is also intuitive that as data are ag-
gregated at higher and higher levels of a cen-
tralized disease surveillance system, the abil-
ity to detect clusters of localized outbreaks
may be lost.

Flexibility and Acceptability

Flexibility describes the extent to which a
surveillance system can adapt to changing
information needs or operating conditions
with little additional cost in time, personnel,
or allocated funds. For example, when peni-
cillinase-producing Neisseria gonorrhoeae
(PPNG) appeared in the United States in
1976, it was detected by the state-based sys-
tem for the surveillance of gonorrhea (Cen-
ters for Disease Control 1976). The same sys-
tem was subsequently used to monitor the
spread of the disease in the United States, di-
rect prevent programs, and assess the impact
of intervention procedures (Thacker 1988).

Acceptability reflects the willingness of
individuals and organizations to participate
in the surveillance system. In the United
States, the consistent variations from dis-
ease to disease seen in reporting of notifi-
able diseases in the National Notifiable Dis-
eases Surveillance System (NNDSS) may in
part be disease-specific variations in accept-
ability of this surveillance system. The ac-
ceptability of a largely voluntary system
depends on the perceived public health im-
portance of the events under surveillance,
minimization of the burden of time and ef-
fort in participating, and feedback for the
individual's contribution to the system in
which the value of the contribution can be
recognized.

Timeliness

The timeliness of a surveillance system
should be evaluated in terms of availability
of information for disease control—either
for immediate control efforts or for long-
term planning. Notification of certain con-
ditions within hours of suspicion of a diag-
nosis provides for rapid implementation of
control and prevention measures by public
health authorities. Prompt reporting per-
mits rapid case investigation and early de-
tection of epidemics. Thus if an ill person

seeks medical attention promptly, there is a
minimum amount of time between onset of
symptoms and the report of the event to the
public health agency responsible for insti-
tuting control and prevention measures.
There have been published cases in which
failure to report certain conditions in a time-
ly fashion has delayed the identification of
disease clusters, thus hindering the initiation
of prevention measures (Anon 1989). A few
studies have examined the timeliness of re-
porting and its potential impact on disease
prevention (Birkhead 1991, Rosenberg
1977, Centers for Disease Control 1968,
Thacker 1986, Bernier 1974). In a study of
disease reports to the NNDSS in the United
States, the timeliness of reporting was found
to vary widely by type of disease (Fig. 7-1)
and by state (Birkhead, 1991).

In settings where there is a common prac-
tice to self-medicate, as in the developing
world, timeliness of reporting of diseases
will be problematic. When cholera entered
Peru in 1991, it spread through the existing
sanitation and water systems, resulting in
more than 3000 deaths and estimated losses
of $770 million in one year to the Peruvian
economy because of seafood export embar-
goes and decreased tourism (Heymann
1998). Because reporting of cholera cases
was often delayed, the scope of the epidem-
ic was initially unclear. Thus there can be
both burden of disease and financial consid-
erations that merit attending to the timeli-
ness of reporting.

Sensitivity

Sensitivity is the measure of the system's
ability to account for all incidents of a con-
dition that occur. An alternative measure of
sensitivity is the ability of the system to de-
tect clusters or epidemics. The sensitivity de-
pends on the proportion of disease detected,
correctly diagnosed, and reported. Quanti-
tatively, sensitivity is the ratio of the total
number of cases or health events detected by
a system over the total number of true cases
or health events as determined by some
"gold standard." Lack of sensitivity is a
classic shortcoming of infectious diseases
surveillance systems, a frequently cited ex-
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ample of which was the finding that, dur-
ing the smallpox eradication program, only
1%-10% of cases were reported, and that
due to loss of data, only about 25% of the
cases reported by first-line providers were
registered nationally (Henderson 1976). To
increase the likelihood that gathering sur-
veillance data will result in timely applica-
tion of effective interventions, increasing the
sensitivity of surveillance systems often
takes priority over increasing positive pre-
dictive value.

Positive Predictive Value
Positive predictive value is the likelihood
that a case report of a disease does, in fact,
constitute a true case of that disease. Quan-
titatively, it is the ratio of the number of all
persons detected by the surveillance system
who truly are cases, as determined by some
"gold standard," over the total number of
persons identified by the system as being
cases. If a system encourages reporting of
suspected cases as well as reporting of con-
firmed cases of disease, the positive predic-
tive value of suspected case reporting could
be evaluated, based on what percentage of
suspected cases is later confirmed. Howev-
er, the positive predictive value of prelimi-
nary reports would be of little concern, ex-
cept where expensive and labor-intensive
control measures are routinely instituted
immediately upon receipt of a suspected
case report. Relative lack of laboratory con-
firmation of diagnosis and reliance on phy-
sician diagnosis as to what constitutes a case
may result in substantial variation in the
positive predictive value of data reported.
Where there is lack of codification of case
definitions and lack of "gold standards" for
diagnosis, the evaluation of the positive pre-
dictive value of a surveillance system is dif-
ficult. For well-functioning infectious dis-
ease surveillance systems, there is a need for
identifying, developing, and agreeing on the
use of standardized case definitions for sur-
veillance.

Representativeness
A surveillance system that is representative
accurately describes (1) the occurrence of a

Figure 7-1. Reporting delay by type of disease
1987 NNDSS data.
Source: Birkhead 1991.

health event, and (2) its distribution in the
population by place and person. Where com-
pleteness of reporting is high, data tend to be
representative, for example, measles report-
ing in the United States. A major concern is
that nonrepresentativeness of reporting in a
surveillance system may direct prevention
activities away from populations at risk
(Kimball 1980).

Cost
As with any health information system, sur-
veillance systems for infectious conditions
and diseases should be minimized with re-
spect to number of diseases reported and fre-
quency of reporting in the interest of meet-
ing the goals of the surveillance system
within the budget allocated. The cost of rou-
tine reporting systems is thought to be sub-
stantial: in seven countries in Latin America
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in 1987, the cost of the routine health infor-
mation system was estimated to range from
10% to 25% of the total wage bill of the min-
istries of health (Ledogar 1988).

Costs should be judged relative to bene-
fits, but unfortunately few evaluations of
surveillance systems have included cost-
benefit analyses. In a 1985 report from Ken-
tucky, the economic benefits from health
department-initiated surveillance of hepati-
tis A far exceeded the costs (Hinds 1985). As
a more sophisticated model, the reader is re-
ferred to an analysis of the costs and bene-
fits of a computerized system of notification
and analysis of infectious diseases in Shef-
field, England, in which the hours invested
in developing the system were offset by a
continuing saving of those hours every two
years (Payne 1992). The marginal utility of
data that are gathered should drive deci-
sions with respect to what disease events are
deemed reportable. It is technically ineffi-
cient if the desire to collect data exceeds the
ability to act on those data.

The attributes just discussed can be devel-
oped into specific criteria for surveillance
program development and evaluation (Cen-
ters for Disease Control 1988). Using these
specific criteria, surveillance systems should
also be reviewed periodically and modified
as needed.

USES AND NEEDS

Surveillance is necessary for effective public
health practice, which requires accurate as-
sessment of the public health problems at
hand, definition of specific public health pri-
orities, development and implementation of
research and control programs to improve
health, and evaluation of these programs.
Surveillance data should provide the factual
basis for appropriate policy decisions and
allocation of scarce resources, health servic-
es, and infrastructure; analyses of these data
should also contribute to the redefinition of
public health priorities as problems are re-
solved and new needs arise, and enable re-
searchers to identify areas of interest for fur-
ther investigation (Thacker 1992).

Conceptually, the importance of surveil-

lance is not limited to infectious disease
problems. Valid data, in an accessible and
understandable form, are the foundation
of any effective program in public health,
whether the problem be one of infectious
disease, environmental exposures, injury
control, nutrition, chronic disease, or any of
a host of other problems that concern the
health practitioner. Standardized data are
essential for identifying problems, factors
associated with these problems, and emerg-
ing issues, as well as for evaluating the ef-
fectiveness of interventions and making in-
formed judgments about where to invest
limited resources.

In the world of infectious diseases, effec-
tive surveillance is necessary to halt the
spread of communicable disease. In most
countries, the reporting of cases of infec-
tious diseases has been and remains a vital
step in controlling and preventing the spread
of infectious diseases. These reports are use-
ful in many ways, including assurance of
provision of appropriate medical therapy
and determination of resource allocation
(e.g., tuberculosis), determination of a base-
line for detection of epidemic activity (e.g.,
human immunodeficiency virus [HIV]), early
detection of common-source outbreaks (e.g.,
food-borne outbreaks) and epidemics, and
planning and evaluating prevention and con-
trol programs (e.g., vaccine preventable dis-
eases). Renewed interest in the surveillance
of infectious diseases has occurred in re-
sponse to the HIV/AIDS epidemic, emer-
gence of drug-resistance complicating infec-
tions with common bacterial pathogens and
tuberculosis, reemergence of malaria as a
health threat to travelers, and the spread of
dengue fever to Australia (Hall 1991) and its
potential spread to the continental United
States.

HISTORICAL BACKGROUND

The control and prevention of infectious dis-
ease has traditionally been a primary public
health mandate, and in most developed
countries, notifiable disease reporting sys-
tems have evolved as the basis of infectious
disease surveillance (Moro 1988, Valleron
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1986,Thacker 1983). Records of vital events
were preserved in many European towns be-
ginning in the sixteenth century, as local
governments assumed responsibility for rudi-
mentary health concerns of the population
(Hartgerink 1976). In the seventeenth cen-
tury, John Graunt attempted to define the
basic laws of "natality and mortality," esti-
mated the population of London and the
numbers that died from specific causes, and
advocated the use of numerical data to study
the causes of disease (Eylenbosch 1988). In
the eighteenth century, William Farr, the su-
perintendent of the Statistical Department
of the General Registry in London, analyzed
and disseminated vital statistics with the
purpose of controlling and preventing in-
fectious diseases, hazardous work condi-
tions, and occupational diseases and injuries
(Eylenbosch 1988).

In the United States, a publisher and book-
seller, Lemuel Shattuck, produced the Re-
port of the Massachusetts Sanitary Com-
mission in 1850, relating deaths, infant and
maternal mortality, and communicable dis-
eases (scarlet fever, typhus, typhoid fever,
diphtheria, and tuberculosis) with living con-
ditions. Shattuck recommended a decennial
census, standardization of nomenclature of
causes of disease and death, and the collec-
tion of health data by age, sex, occupation,
socioeconomic level, and locality (Trask
1915). As an outgrowth of the work of Shat-
tuck, systematic reporting of various dis-
eases in the United States began in 1874
when the State Board of Health of Massa-
chusetts inaugurated a plan for the weekly
voluntary reporting of prevalent diseases by
physicians. A model disease reporting post-
card was designed to "reduce to the mini-
mum the expenditure of time and trouble"
entailed in reporting (Bowditch 1915). Be-
cause many aspects of communicable dis-
ease control were more appropriately ad-
dressed from a national perspective, the
federal Quarantine Act of 1878 authorized
the United States Public Health Service
(USPHS) to collect morbidity data for use in
quarantine measures against cholera, small-
pox, and yellow fever.

In 1883, Michigan became the first U.S.

jurisdiction to mandate the reporting of spe-
cific infectious diseases, and the Quarantine
Act of 1893 authorized the USPHS to collect
morbidity information each week from state
and local public health authorities through-
out the United States. By 1901, all states re-
quired notification of selected communi-
cable diseases to local health authorities.
The poliomyelitis epidemic in 1916 and the
influenza pandemic of 1918-1919 height-
ened interest in reporting requirements, re-
sulting in the participation of all states in na-
tional morbidity reporting by 1925.

In the United States, the concept of sur-
veillance evolved further under the National
Poliomyelitis Surveillance Program, which
was established at CDC in 1955 in response
to six cases of paralytic polio following the
use of Salk vaccine (the "Cutter incident");
the cases had been reported through state
and local health departments. The intent of
the program was to monitor polio trends,
measure the effectiveness of polio immu-
nization programs, and detect potential
vaccine-associated cases (Nathanson 1963).
In 1957, the Asian influenza surveillance sys-
tem was created at CDC as a fundamental
part of the national efforts to control an influ-
enza pandemic. CDC and the Council of State
and Territorial Epidemiologists (CSTE), an
affiliate of the Association of State and Ter-
ritorial Health Officers (ASTHO), have con-
tinued to evolve other ongoing systems of
reporting, usually in response to national
emergencies, for example, shellfish-associated
hepatitis A in 1961, toxic shock syndrome
in 1980, identification of the HIV/AIDS epi-
demic in the early 1980s, and eosinophilia-
myalgia syndrome in 1990.

In the United States, CDC has also had re-
sponsibility since 1961 for operating the
NNDSS, for the purpose of tabulating and
disseminating summary morbidity data. Per-
sonal identifiers are not included in the
NNDSS. All states and territories of the
United States participate in this system, re-
porting on a weekly basis to CDC the ag-
gregate or case-specific data for a set list of
infectious diseases and related conditions.
CSTE determines the list of diseases in col-
laboration with CDC, revising it annually as
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needed; the list includes those infectious dis-
eases for which data can provide a basis for
state and local agencies to plan more effec-
tive programs for disease prevention and
control (Roush 1999).

In recent years, the specter of bioterrorism
has attracted the attention and resources
of governments (Henderson 1999), and has
heightened awareness of the need for infec-
tious disease reporting systems that maxi-
mally meet the performance criteria out-
lined earlier in this chapter (McDade 1998,
Hughes 1998).

ELEMENTS OF INFECTIOUS DISEASE
SURVEILLANCE AND DATA SOURCES

Fundamental Variables
and Case Definitions

In assembling epidemiological information
on an infectious disease problem, for ex-
ample, ascertaining who is affected with a
disease or condition and the circumstances
surrounding the event, two descriptive vari-
ables referent to personal characteristics are
almost universally collected: age and gender.
Other descriptive variables referent to per-
sonal characteristics are often routinely
gathered: age, marital status and measures
referent to race, ethnic group (e.g., Hispan-
ic vs. non-Hispanic), socioeconomic status,
and occupation. Other important variables
that would be integral to interpretation of
data with respect to the incidence or preva-
lence of any infectious disease include the
relevant place (place of domicile, place of
occupation, place of death, etc.) and time (as
in date of onset or date of exposure).

Issues of the use of different clinical, labo-
ratory, and epidemiological criteria to define
cases are also of paramount importance, as
the use of different diagnostic criteria have a
great impact on the comparability of disease
data reported from different geographic
areas or in different years. Before 1990, lack
of uniformity among states regarding the
case definitions for many diseases made
comparisons between states difficult. For
example, some states have required any per-
son with a culture positive for Salmonella to

be reported whereas other states have re-
quired reporting of culture-positive individ-
uals only if they were symptomatic (Moro
1988). To facilitate comparison of surveil-
lance data among states, standardized case
definitions for the nationally notifiable dis-
eases were developed by CDC and CSTE,
approved by CSTE in 1989 (Centers for Dis-
ease Control 1990) and revised in 1997
(Centers for Disease Control and Prevention
1997). Standardized case definitions have
also recently been revised in Canada (Advi-
sory Committee on Epidemiology and Bu-
reau of Infectious Diseases 2000). It is
hoped that these definitions will also facili-
tate interstate and interprovincial reciprocal
notification of disease. In general, in devel-
oping case definitions for a disease surveil-
lance system, criteria should allow for char-
acteristics of person, time, and place, as well
as clinical and/or laboratory diagnostic cri-
teria, and epidemiological features. Case
definitions need to be simple, acceptable,
understandable, and to have diagnostic cri-
teria that are unambiguous and easy to com-
prehend or obtain (Declich 1994). During
periods in which epidemics, outbreaks, or
clusters are being monitored, cases that are
epidemiologically linked may satisfy a case
definition, whereas in nonepidemic periods,
a more strict case definition may require
serologic or other specific criteria (Teutsch
1995).

Vital Records Registration

Morbidity registration is the oldest form of
disease reporting and has the advantages of
being the only health-related data available
in a standard format in most countries, being
legally required and having a high order of
completeness. Most infectious diseases of
sufficient severity to cause death exhibit
characteristic clinical findings that allow di-
agnosis. The possibility of an autopsy also
contributes to the accuracy of identification
of the disease process. In the United States,
about 90,000 deaths per year are attributed
to infectious diseases (McGinnis 1993).

Mortality registration is useful only for
diseases that result in fatalities. If the case fa-
tality rate is too low, then mortality statistics
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may not provide an accurate assessment of
the occurrence of the disease. For example,
most viral diseases are not fatal, and as a re-
sult, mortality data have limited usefulness
in surveillance of the occurrence of most
viral diseases.

The quality of mortality data depends on
numerous factors, including completeness
of registration, relevance of categories used
for diseases, injuries, or other conditions,
accuracy of demographic data and diagnoses
provided on death certificates, and the com-
puterization and accessibility of these data
(Stroup 1994). Unfortunately, there is often
a long delay in the tabulation and publica-
tion of mortality data. Although birth and
death certificates are filed shortly after the
event occurs, the process of producing final
vital statistics at a national level from these
data can take several years (Stroup 1994).

Vital statistics data regarding infectious
diseases can be used to monitor long-term
trends (Chorba 1994, Brzezinski 1986) and
monitor deaths that are generally consid-
ered to be preventable (Lew 1991, Weiss
1990, Sutter 1990). An example of such use
of death data for assessing the impact of
HIV/AIDS on mortality among persons
with hemophilia is given in Figure 7-2. An-
other example of the use of mortality data
for surveillance is the collection of pneumo-
nia and influenza weekly mortality reports
from American cities. The USPHS has pub-
lished pneumonia and influenza deaths in a
large group of U.S. cities on a weekly basis
since 1925 (Collins 1930). To maintain na-
tional surveillance of influenza, 121 urban
jurisdictions representing about one-third
of all deaths in the United States voluntarily
participate in CDC's Mortality Reporting
System, often known as the "121 Cities Sur-
veillance System" (Centers for Disease Con-
trol 1978). Weekly counts for all deaths and
for deaths from pneumonia or influenza in
each reporting jurisdiction are reported by
age group to CDC by local vital statistics
registrars located in health departments or
vital records offices. Published CDC proce-
dures for reporting of an influenza death to
this system specify that an influenza death
should be reported if a diagnosis of influen-

za appears anywhere on the death certificate
(Manual of Procedures for National Mor-
bidity Reporting and Public Health Surveil-
lance Activities 1985). Death certificates
filed in each city for each one-week period
are tabulated by age group and published
weekly in the Morbidity and Mortality
Weekly Report (MMWR). Total deaths due
to pneumonia and influenza for each city are
also presented in the MMWR. Evaluations
of trends in mortality from all causes and
from pneumonia and influenza have demon-
strated that such data are useful for estimat-
ing overall U.S. mortality trends (Collins
1932, Serfling 1963, Barker 1981, Choi
1981a, b, c, Lui 1987, Baron 1988, Stroup
1988). Weekly data on deaths from influen-
za and pneumonia in 121 cities are com-
pared to the average number of deaths in the
same week of the five previous years, and
when two consecutive weeks occur in which
influenza and pneumonia deaths exceed the
95 % confidence limits of the historical val-
ues, the deaths that exceed this "epidemic
threshold" are attributed to influenza. Be-
cause the cyclic nature of influenza activity
is such that long-term data on mortality are
important supports to the inexact science
of epidemic prediction, data from the 121
Cities Surveillance System can also be used
to supplement other surveillance systems,
such as the U.S. Vital Records or the Na-
tional Hospital Discharge Survey, in study-
ing long-term trends in influenza morbidity
and mortality.

To serve these purposes, data from the
121 Cities Surveillance System must be sen-
sitive and specific enough to detect the ma-
jority of outbreaks with reasonable accura-
cy. This does not require that all pneumonia
and influenza deaths be detected by the sys-
tem. However, those deaths that are detect-
ed must be representative of all deaths on
demographic characteristics. If substantial
bias were to occur in detection of pneumo-
nia and influenza deaths as a proportion
of all deaths, excess mortality from these
causes would either be submerged in back-
ground noise or would appear to be more
dramatic than it is. Fortunately, seasonal ex-
cess mortality based on the 121 Cities Sur-
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Figure 7-2. Hemophilia A death rates and median age at death by year, United States,
1968-1989.
Source: Chorba 1994.

veillance System correlates well with na-
tional data, and can be used for the timely
assessment of the severity of future influenza
epidemics and pandemics (Simonsen 1997).
The timeliness of this system is a great ad-
vantage, because these are the only influen-
za data in the United States that are widely
available within a few weeks of occurrence
of the case.

Passive Morbidity Reporting

Most infectious disease surveillance systems
rely primarily on receipt of case reports
from physicians or other health care provid-
ers. Such passive reporting systems have
variability and incompleteness as major de-
ficiencies. There are substantial differences
among states as to the specific list of diseases
for which reporting is required. Similar dif-
ferences exist for the lists of reportable dis-
eases in other countries as well, including
the various Canadian provinces and territo-
ries ( Carter 1988). In agreement with CSTE,
CDC provides forms to state health depart-

ments for reciprocal notification for (1) cases
of all diseases having onset in one state but
hospitalized or transferring to another state,
(2) cases of reportable diseases having onset
within the state, but presumably infected in
another state, and (3) cases regarding which
epidemiological information or other public
health action may be needed, for example,
contact tracing (Centers for Disease Control
1985).

Case reports provided to state and local
health departments by physicians and other
health care providers usually contain in-
complete data and may not be representa-
tive for certain populations; completeness of
reporting varies greatly for many of the
common notifiable diseases (Moro 1988)
and is affected by the severity of the disease
in question (Thacker 1983). For example,
an analysis in 1977 of the completeness of
reporting of 570 cases of notifiable commu-
nicable diseases from 11 hospitals in Wash-
ington, DC, revealed an overall reporting
rate of 35%, with considerable variation
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from disease to disease (Marier 1977). Sim-
ilarly, an analysis of the completeness of re-
porting of 364 cases of eight notifiable com-
municable diseases from 16 hospitals in
Vermont for 1982-83 revealed an overall
reporting rate of 35%, with considerable
variation from disease to disease, but with
gonorrhea as the disease most frequently re-
ported (Vogt 1986). Hypotheses that have
been advanced to explain the phenomenon
of underreporting in passive disease surveil-
lance systems include lack of importance or
saliency of the case, patient interference, vi-
olation of the physician-patient relationship,
insufficient incentives, and excessive admin-
istrative costs to the reporter (Rothenberg
1980). However, if the level of completeness
is consistent over time, case reports pro-
vided to state and local health departments
by physicians and other health care provid-
ers usually are the best source of informa-
tion about the temporal and geographic
trends and the characteristics of the persons
affected. Clinician-based surveillance has
also been useful in identifying common-
source outbreaks of diseases, for example,
hepatitis A (Lowry 1989), hepatitis B (Cen-
ters for Disease Control 1986, Reingold
1982), and hepatitis non-A, non-B (Centers
for Disease Control 1989).

One of the strengths of the NNDSS as a
surveillance system in the United States is its
timeliness. Reports of cases received in state
health departments are forwarded to CDC
and disseminated to epidemiologists, clini-
cians, and other health professionals within
a week of receipt (Stroup 1989). The CDC
reports surveillance data weekly in the
MMWR and annually in its Summary of
Notifiable Diseases. To encourage partner-
ship with those physicians or other health
professionals who report, most state health
departments also use newsletters to provide
feedback of data to the health care profes-
sionals who contribute to the notifiable dis-
eases surveillance database.

Active Morbidity Reporting

Surveillance activities are often strength-
ened when the disease in question is given a
high priority, such as when primary preven-

tion of most or all cases is feasible (e.g.,
measles) or when the disease is targeted for
eradication (e.g., dracunculiasis, poliomye-
litis), when the disease is targeted for elimi-
nation (e.g., neonatal tetanus, leprosy), or
when the disease is severe and newly emerg-
ing (e.g., AIDS, toxic shock syndrome).
These activities frequently include working
closely with hospitals to identify cases, re-
viewing hospital discharge records, and
working closely with physicians who are
likely to diagnose and treat patients. Such
active surveillance systems can validate the
representativeness of passive reports, assure
more complete reporting of conditions, or be
used in conjunction with specific epidemio-
logic investigations (Teutsch 1994). Exam-
ples of such increased surveillance activities
include those to estimate rates of occurrence
and to describe the epidemiology of toxic
shock syndrome (Todd 1985) and non-A
non-B hepatitis (Alter 1987), to determine
the adequacy of treatment of gonorrhea in a
community (Eisenberg 1976), and to moni-
tor the occurrence of Reye syndrome fol-
lowing public warning to avoid use of sali-
cylates in young febrile children (Centers for
Disease Control 1982).

Some active surveillance systems are
unique, being designed to fit the specific
needs of the disease or condition of par-
ticular importance, and because resources
are often limited, active systems are often
used only briefly and for discrete purposes.
For example, nationwide surveillance for
Guillain-Barre syndrome following the ini-
tiation of the National Influenza Immu-
nization Program in October 1976 was
conducted and accomplished through a net-
work of neurologists (Centers for Disease
Control 1980). Recently, population-based
active surveillance has been used in four U.S.
areas to determine the incidence of crypto-
coccosis and its risk factors among HIV-
infected persons (Hajjeh 1999). Additional
active surveillance systems are the three that
are activated and used by CDC for tracking
influenza morbidity and mortality on an
acute basis in addition to the 121 Cities Sur-
veillance described earlier in this chapter:
state epidemiologists telephone a weekly as-
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sessment of influenza activity (none, spo-
radic, regional, widespread) to CDC; CDC
receives weekly reports of influenza isolates
and the number of specimens submitted
from the WHO Collaborating Laboratories;
and CDC receives weekly reports of office
visits for influenzalike illness from about
150 family practitioners (Centers for Dis-
ease Control 1991). Data from these three
systems are published in periodic MMWR
reports or in annual summaries.

Epidemic or Outbreak Reporting

Centralized disease surveillance systems are
usually of little use for the detection and con-
trol of outbreaks. Frequently, there is quanti-
tative improvement of reporting when clus-
ters of cases occur. A cluster is defined as a set
of events occurring unusually close to each
other in time, space, both time and space, or
within demographic characteristics, for ex-
ample, persons in the same occupation
(Thacker 1989). Single cases of salmonellosis
or shigellosis may go unreported, but if there
is an epidemic, then most or all cases meeting
a case definition may be reported during the
epidemic. A major use of infectious disease
surveillance data is the determination of
whether increases in the number of cases with
a given infection represents an outbreak or
epidemic meriting immediate attention and
intervention. The recognition and identifica-
tion of epidemic infectious diseases are com-
monly more accurate than individual case re-
ports, because public health officials and
laboratory facilities are usually involved. For
example, this is true of outbreaks of yellow
fever, influenza, rubella, rubeola, hepatitis,
and arbovirus infections. Thus, surveillance
systems can serve as early warning systems
for public health officials (Cates 1994). In-
creases in numbers of cases of hepatitis B
among U.S. military recruits provided a stim-
ulus to intervene with drug-prevention pro-
grams (Cowan 1984). In the United States,
monitoring of regional trends in rubella and
congenital rubella resulted in the identifica-
tion of outbreaks among the Amish in 1989-
1990 (Centers for Disease Control 1991).

Unfortunately, outbreaks of infection for
some communicable agents with potentially
life-threatening consequences for some mem-
bers of the population may go unrecognized
because they produce primarily mild or un-
apparent infection in the majority of per-
sons infected (Chorba 1986).

Laboratory-, Clinic-, and Hospital-Based
Surveillance Systems

There is growing interest in surveillance sys-
tems for infectious diseases that need not
rely on mandatory reporting by clinicians;
many states have developed reporting re-
quirements for laboratories and/or hospitals,
especially for those diseases requiring speci-
fic laboratory results for confirmation. Oth-
ers have used special provider-based surveil-
lance systems (Valleron 1986, Vogt 1983),
periodic reviews of hospital discharge sum-
maries for selected infectious diseases (Vogt
1986), laboratory-based surveillance systems
(Sacks 1985, Reichelderfer 1987, Godes
1982), and other nonprovider-based sys-
tems (Francis 1984). These systems can
complement and improve on the coverage
and timeliness of clinicians' reporting.

Isolation and/or serological identification
of the causative agent is necessary for the
etiological diagnosis of individual cases of
viral diseases, with the exception of polio-
myelitis and some viral exanthems that
have characteristic clinical features (Kaslow
1997). In the developing world, the absence
of appropriate infrastructure makes epi-
demic surveillance difficult, as it often re-
quires trained personnel, specialized equip-
ment, availability of resources such as clean
water and reagents including standardized
antigens and antiserum, and reliable elec-
tricity sources for refrigeration. Gastroen-
teritis is another example of a disease with
multiple etiologies that cannot always be
differentiated on the basis of clinical or epi-
demiologic data, and for which microbio-
logic data are routinely gathered by state
health departments, independent of data
gathered from clinicians, and for which the
time-person-place links among cases might
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go unrecognized by individual practitioners
(Berkelman 1991). In the United States,
multistate epidemics of infection with Salmo-
nella newport (Van Beneden 1999), Salmo-
nella enteritidis (St. Louis 1988), and Shigel-
la sonnet (Centers for Disease Control 1987)
have been detected through laboratory-
based surveillance systems. Information
routinely collected through hospital claims,
emergency department claims, outpatient
claims, and automated pharmacy dispens-
ing records can be the basis of an efficient
passive surveillance system for identifying
surgical site infections occurring after hos-
pital discharge (Sands 1999). Unfortunately,
for some pathogens, laboratory reports pro-
vide little clinical information and rarely
distinguish between new and old cases of
some diseases, as in the case of a positive test
for hepatitis B surface antigen.

National health care plans and prepaid
health insurance groups may include mor-
bidity and mortality information in their
computerized record systems that can be
used for infectious disease surveillance. For
example, the Kaiser Permanente Plan in Cal-
ifornia and the Cooperative Group Health
Insurance Plan in Seattle have been used for
these purposes (Kaslow 1997). Unfortu-
nately, notifiable disease surveillance based
solely on International Classification of Dis-
eases (ICD) diagnosis codes (International
Classification of Diseases 1980) from hospi-
tal discharge summaries does not appear to
be very sensitive (Watkins 1991).

In recent years, increases in antimicrobial
resistance among common pathogens has
affected treatment and control of important
diseases, resulting in prolonged illness and
duration of epidemics, and in increases in
morbidity and mortality. The monitoring
and management of antimicrobial resist-
ance is an important laboratory function
that has to be pursued at the local level, as
the movement of resistance genes and strains
through the populations of a community, a
hospital, an intensive care unit, or even a
single patient, may be more complex than
the movement of a strain of influenza virus
throughout the world (O'Brien 1997). De-

tailed surveillance can guide antimicrobial
choices and aid in limiting the spread of
pathogens (Stelling 1997).

Sentinel Surveillance Systems

Because of the prohibitive expense and ef-
fort required to conduct active surveillance
on complete populations, networks of sen-
tinel health care providers are active in many
European countries, Australia, New Zea-
land, Israel, Canada, and the United States
(Van Casteren 1991, Freedman 1999). In
most networks, primary care physicians re-
port a minimum amount of information, usu-
ally at weekly intervals, on a select group of
health events that are relatively common in
general practice (Stroup 1994, Monto 1995).

In some areas, networks of cooperating
physicians record morbidity data intended
to address broader needs, which can also
provide valuable information with respect
to infectious diseases. For example, the Na-
tional Disease and Therapeutic Index is the
result of the cooperative efforts of over 1500
participating U.S. physicians providing data
on the frequency of different diagnoses and
drug prescribing patterns throughout the
United States (National Disease and Thera-
peutic Index 1969).

Although they can give more timely in-
formation on infectious disease occurrence
and may yield more detailed information,
one provider's patients may not be represen-
tative of the general population. However,
although one may not be able to infer pop-
ulation-based rates, these systems do pro-
vide relatively constant denominator (clinic
clientele) data, allowing one to infer fluctu-
ations in morbidity at the population level.
Since 1982, CDC has conducted intensive
surveillance of hepatitis in four sentinel
counties (Denver County, CO; Jefferson
County, AL; Pierce County, WA; Pinellas
County, FL) (Centers for Disease Control
1988). Through this system, changes were
identified in the 1980s and corroborated in
terms of the principal modes of transmission
of hepatitis B infection in the United States:
the numbers of persons citing homosexual
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behavior as a risk factor decreased; the num-
bers of persons citing intravenous drug use
or heterosexual behavior as a risk factor
increased; and approximately 30% of hep-
atitis patients had no known source of in-
fection (Alter 1987, Centers for Disease
Control 1988). In addition, this system has
heightened awareness that those who are
at the greatest risk of infection—intrave-
nous drug users, persons acquiring disease
through heterosexual exposure, and homo-
sexual men—often are not reached by hep-
atitis B vaccine programs.

Surveillance of the number of patients
with acute respiratory infection in emer-
gency rooms, outpatient clinics, and pedi-
atric clinics combined with prospective vi-
rologic surveillance can provide sensitive
and specific indicators of influenza out-
breaks (Kaslow 1997). It is the level of acute
respiratory tract illness reported in student
health clinics of a number of universities in
North Carolina that serves each winter to
monitor influenza activity in the state. There
is a general assumption that such sentinel
surveillance systems for certain infectious
diseases, for example, influenza and hepati-
tis, are cost-effective. Unfortunately, demon-
strations of the cost-effectiveness of sentinel
surveillance systems of this type do not exist
in the indexed literature for infectious dis-
eases, although use of hospital discharge
records has been found to be a cost-effective
system for accomplishing prevention-related
goals with respect to silicosis surveillance
under the Sentinel Event Notification Sys-
tem for Occupational Risks (SENSOR), a
state/federal system for the surveillance
and intervention of occupational conditions
(Watkins 1991).

Existing databases such as computerized
hospital discharge summaries are useful in
surveillance of infectious diseases, but a lack
of timeliness often precludes the computer-
ized hospital database from being the pri-
mary source of data. In addition, diagnostic
serology can be costly and may not be rou-
tinely drawn for all suspected cases of some
notifiable diseases, and laboratory reports
may select only those atypical cases where
the diagnosis is uncertain. There also remain

diseases (e.g., Lyme disease) for which there
is no sensitive and specific laboratory test
(Brown 1999) and, although serious, may
be treated on an outpatient basis and thus
would not be captured by many of these al-
ternate data sets (Young 1998).

Vaccine-Related Injury Surveillance

A unique system was created by the Na-
tional Childhood Vaccine Injury Act of
1986 (NCVIA) that required that health
care providers who administer certain vac-
cines and toxoids record permanently cer-
tain information and report to the U.S. De-
partment of Health and Human Services
(DHHS) selected adverse events occurring
after vaccination. Events occurring after re-
ceipt of publicly purchased vaccines were
reported through local, county, and/or state
health departments to CDC; events occur-
ring after receipt of a privately purchased
vaccine usually were reported directly to the
Food and Drug Administration (FDA) by
the health care provider or the manufacturer
(Smith 1988).

The enactment of the NCVIA was an at-
tempt to reduce threats to the stability of the
immunization program and to compensate
persons who may have been injured by a
vaccine. DHHS has since determined that a
Vaccine Adverse Event Reporting System
(VAERS) be established to provide a single
system for the collection and the analysis of
reports on all adverse events associated with
the administration of any U.S. licensed vac-
cine in all age groups (Centers for Disease
Control 1990). To meet CDC's responsi-
bilities for control of vaccine preventable
diseases and for providing financial and
technical assistance to public sector vaccine
programs, and to meet FDA's responsibili-
ties for licensing and regulating vaccines,
CDC and FDA have worked together since
1988 to develop and implement VAERS
(Centers for Disease Control 1990), and,
in 1990, VAERS became fully operational
for reporting vaccine adverse events in the
United States (Chen 1994). The VAERS form
is designed to permit description of the ad-
verse event, as well as type of vaccine(s) re-
ceived, timing of vaccination and adverse
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event, demographic information about the
recipient, concurrent medical illness or med-
ications, and prior history of adverse events
following vaccination. The form is pre-
addressed and postage-paid; copies of the
form are mailed annually to physicians in
the United States who are likely to adminis-
ter vaccines. These include approximately
200,000 physicians in the specialties of pe-
diatrics, family practice, general practice, in-
ternal medicine, obstetrics/gynecology, and
emergency medicine. Copies of the form are
also available through the state health de-
partments to public health clinics that ad-
minister vaccines.

Reports to VAERS may initiate addition-
al clinical, epidemiologic, or laboratory in-
vestigation to assess whether there is a
causal association. Reports of adverse out-
comes to vaccine prior to VAERS have trig-
gered investigations of possible associations
of poliomyelitis with administration of in-
activated polio vaccine (Nathanson 1963)
and oral polio vaccine (Henderson 1964);
sudden infant death syndrome following
vaccination for diphtheria, pertussis, and tet-
anus (Bernier 1982, Mortimer 1987); men-
ingoencephalitis following mumps vaccina-
tion (McDonald 1989, Cizman 1989, Miller
1993); and Guillain-Barre syndrome follow-
ing influenza vaccine administration (Schon-
berger 1979, Chen 1992). Such investiga-
tions may reveal that the associations were
unsubstantiated (Mortimer 1987), statisti-
cally impossible to assess due to small sam-
ple sizes (Bernier 1982, Wentz 1991), or in-
deed causal (Nathanson 1963, Henderson
1964, McDonald 1989, Schonberger 1999).
While VAERS has many methodological
limitations intrinsic to such systems, it has
been important in helping to monitor vac-
cine safety and maintain public confidence
in immunizations (Chen, 1994).

Other Data Sources

Additional sources of data may be useful to
supplement routine surveillance data (Kas-
low 1997):

1. Biologies and drug utilization data.
The use of biologies and drugs for treatment
or prophylaxis of a disease may potentially

be used to monitor disease occurrence. The
most dramatic example of this was unusual
clustering of five cases of Pneumocystis ca-
rinii pneumonia among young males at three
hospitals in Los Angeles and the resulting in-
crease in requests to CDC to provide pen-
tamidine to treat this rare entity that led to
the identification of the HIV/AIDS epidemic
in 1981 (Centers for Disease Control 1981).
One might expect that in the face of a diar-
rheal disease outbreak, there would be local
increased sales of antidiarrheal medications,
or during influenza season there would be
increased sales of over-the-counter cold med-
icines. A similar application of monitoring
the use of biologies is the use of cluster sam-
pling techniques to assess immunization
coverage by WHO's Expanded Programme
on Immunization (EPI), the goal being elim-
ination of lack of immunization as a risk fac-
tor for disease (Cutts 1993).

2. Animal-reservoir and vector-distribu-
tion studies. Animal-reservoir and vector-
distribution studies are important in surveil-
lance of diseases acquired from animals or
of diseases in which the vector is arthropod-
borne (Li 1998). For example, knowledge of
rabies in animal reservoirs is important in
determining treatment regimens for persons
bitten by unidentified animals, seroconver-
sion of sentinel chickens has been used for
monitoring St. Louis encephalitis activity
(Reisen 1990), and the occurrence of plague
in rodents can be helpful in diagnosing
human plague. Integration of veterinary and
epidemiologic activities is often necessary
for adequate approaches to surveillance for
zoonoses such as leptospirosis and anthrax,
as well as dengue and the hemorrhagic
fevers. Entomological services are valuable
for surveillance and understanding of vari-
ous vectors such as ticks in the case of Rocky
Mountain spotted fever and mosquitoes for
yellow fever, malaria, and arbovirus infec-
tion (Reisen 1990).

3. Media and news broadcasting reports.
News media often identify and report out-
breaks of disease before they have been de-
tected by disease reporting mechanisms, and
many state health departments use news-
clipping services as a supplement to their
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disease surveillance activities. News media
may also report outbreaks of nonreportable
diseases that have an infectious etiology.
Media coverage driven by community inter-
est and medical interest in newly emerging
diseases or conditions may also improve re-
porting. For example, a significant increase
in reporting of toxic shock syndrome was
observed after media publicity first ap-
peared (Davis 1982).

4. Disease registries and specialized sur-
veillance systems for medical research. Reg-
istries designed to collect information on a
specific topic and specialized surveillance
systems developed for research purposes
can have great public health application, al-
though they are usually limited in scope. For
example, Virus Watch Programs in New
York City and Seattle involve the systemat-
ic sampling of a population of families for
enteric and respiratory viruses, antibody
testing, and analyses of coincident illness
patterns (Cooney 1970, Fox 1966). Similar-
ly, human population laboratories such as
the one intended for the study of gastroin-
testinal illnesses in Dacca, Pakistan, have
served as valuable sources of information in
the diagnosis, treatment, and prevention of
infectious diseases (Black 1982). Similarly,
routine surveillance systems targeted at in-
fectious diseases can serve as a catalyst for
further epidemiological, clinical, or behav-
ioral research.

Technological Improvements
in Surveillance

The tools for surveillance are improving.
Telephone notification, provision of pread-
dressed prestamped forms, and computer-
based telecommunication have improved
the efficiency of disease reporting. With the
use of computers and the Internet, databas-
es may be better managed and analyzed.

In the United States, NETSS is a computer-
based telecommunications system initiated
in 1984 for reporting the NNDSS data from
the states to CDC (Graitcer 1987). This com-
puterized system allows more efficiency, case
detail, and analytic capability than previ-
ously available with only summary reports
available by telephone; disease distribution

can be mapped by county, onset dates of dis-
ease can be examined more precisely, and
comparative information on age, race, and
sex distribution is available.

Specific technological applications for
computer-based infectious disease surveil-
lance are developing rapidly. For example,
WHO has now developed WHONET, a com-
puter program for microbiology laborato-
ries to facilitate the management of antibi-
otic susceptibility test results from routine
clinical isolates (Stelling 1997), and it is en-
visioned that the network of national micro-
biology laboratories using WHONET will
allow ongoing surveillance of antimicrobial
resistance at the regional and global levels
(Leduc 1994) as well as locally (Stelling
1997). There is also an increasing sophis-
tication of statistical methods for evaluat-
ing surveillance data (e.g., to estimate com-
pleteness of reporting) and for analysis
(e.g., to detect spatial and temporal trends)
(Stroup 1989, 1993).

As computer-based infectious disease sur-
veillance systems have enjoyed rapid tech-
nological advances, confidentiality concerns
have arisen that have necessitated the devel-
opment of confidentiality procedures and
protections including computer encryption
of data, physical security, limited access, and
penalties for abuse (Chorba 1989). All states
and many localities have legal safeguards of
confidentiality for government-held data,
and these laws tend to provide greater pro-
tection than laws protecting the confiden-
tiality of health information held by private
health care providers. Most states also have
specific statutory protections for public
health data related to HIV (Chorba 1989).

DATA ANALYSIS AND APPLICATIONS

The usefulness of surveillance data and the
programs to which the data are applied vary
with the disease, but generally such data are
used to monitor short- and long-term trends,
to identify epidemics, to alert health profes-
sionals to important changes in trends, and
to estimate the magnitude of morbidity and
mortality. Surveillance facilitates epidemio-
logic and laboratory research both by pro-
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viding cases for more detailed investigation
or a case-control study, and by directing
which research avenues are most important.
More specifically, all individuals reported
with selected diseases (e.g., tuberculosis,
syphilis) are routinely followed up by health
departments either directly or through their
physicians to assure initiation of appropri-
ate therapy of the individual. Health de-
partments also provide diagnostic tests and
prophylactic therapy, as needed, for con-
tacts of persons with infectious conditions
such as hepatitis and tuberculosis. Counsel-
ing and partner notification activities may
be provided to persons such as those infect-
ed with HIV, so that those who test positive
may appreciate the significance of that fact
and know how to protect others from infec-
tion. Reports of unusual clusters of disease
are often followed by an epidemic investiga-
tion to identify and remove any common-
source exposure or to reduce other associ-
ated risks of transmission. For example, of
307 domestic epidemic assistance requests
received by CDC in fiscal years 1985
through 1988, 134 (44%) were for prob-
lems related to specific diseases reportable in
the requesting jurisdictions (Centers for Dis-
ease Control 1999). With advances in epi-
demiologic expertise and ability to analyze
large quantities of data rapidly, the majority
of infectious disease epidemics identified in
the United States are now handled at the
state or county level.

Surveillance data have been used to iden-
tify and characterize previously unidentified
syndromes. As noted earlier, the HIV/AIDS
epidemic was first detected because of in-
creases in requests for pentamidine, the dis-
tribution of which was being overseen by
CDC (Centers for Disease Control 1981).
Surveillance data also provide the basis for
determining public health priorities, plan-
ning, and implementing prevention and
control programs. Policymakers use these
data to determine overall priorities for re-
sources for public health programs; and, in
certain instances, these data may be the
basis for geographic distribution of funds
for treatment (e.g., federal reimbursement
to states for zidovudine therapy in individu-

als with severe disease due to HIV infec-
tion). In addition to directing resources, sur-
veillance data are the basis for evaluating
the success or failure of prevention and con-
trol programs; for example, the success of
immunization initiatives can be inferred from
the decreases in the numbers of cases of vac-
cine preventable diseases. Thus through par-
ticipation in surveillance systems, physicians
and other health care providers are integral
to assuring that public health resources are
used most effectively. Because of the discrim-
inating climate and stigma that surround in-
fection with HIV, acknowledgment should
also be given here of the important surveil-
lance function that is served by access to
confidential and/or anonymous counseling
and testing (Kegeles 1990).

Time, Person, Place
In the planning of any surveillance system,
there are several fundamental considera-
tions, including the enumeration of vari-
ables necessary to address the questions that
are relevant to the goals of disease preven-
tion and control. It is customary that fol-
lowing an assessment of the crude numbers
of cases and rates (incidence rates, attack
rates, prevalence rates), one evaluates the
period in which the cases occurred (time),
the geographic distribution in which the
cases occurred (place), and the population
in which the disease occurred (person). Con-
siderations of these basic analyses dictate
what information needs to be systematical-
ly collected and at what level of detail.

Time
In considering issues of time relative to sur-
veillance systems for infectious disease, sev-
eral intervals need to be kept in mind be-
cause there are delays that occur between
disease exposure, expression of symptoms,
diagnosis of the problem, and report of the
illness to health authorities. Analyses of sur-
veillance data by time necessitate considera-
tion of four types of time trends:

1. Secular trends. Secular trends refers to
the occurrence of disease over a prolonged
period of time such as years. The long-term
or secular trend of diphtheria is one of grad-
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ually decreasing incidence. A decreasing sec-
ular trend of an infectious disease is usually
the result of specific and nonspecific immu-
nity and improved hygiene among the in-
volved population, as was the situation with
tuberculosis in the United States before the
HIV/AIDS epidemic began. Changes in the
case definition used for surveillance, changes
in methods of diagnosis including diagnostic
criteria, and changes in reporting require-
ments or practices can cause perturbations
in secular trends that merit understanding
and explanation when conveying data to
wider audiences. For example, the 1987 re-
vision of the surveillance case definition for
AIDS resulted in an increase in the number
of reported cases among heterosexual drug
abusers that required interpretation for
those monitoring trends in the epidemic
(Selik 1990). Understandably, another in-
crease in the reported incidence of AIDS was
observed when the AIDS case definition was
further expanded in 1993 to include persons
infected with HIV who had low T-lympho-
cyte counts, pulmonary tuiberculosis, recur-
rent pneumonia, or invasive cervical cancer
(Singleton 1996).

2. Periodic trends. Periodic trends refers
to temporary variations from the secular
trend. For example, in the case of pertussis
in the United States, periodic increases in
incidence occur approximately every five
years, superimposed on a background of a
secular trend of decreasing incidence. The
periodic trends represent variations in the
level of immunity to the etiological agent as
reflected either by natural infection or vac-
cination of the population or by changes in
the antigenic composition of the agent.

3. Annual variation. Annual variation fre-
quently represents seasonal patterns. Food-
borne diseases are associated with seasonal
increases in the late summer and fall. Respi-
ratory illnesses are associated with seasonal
increases in the late fall and winter. Vector-
borne illnesses are associated with exposure
during the summer months when people are
most inclined to engage in outdoor recre-
ation.

4. Epidemic occurrence. An epidemic may
be detected by analysis of surveillance data,

especially when cases are scattered over
several health jurisdictions. For example,
Salmonella-contaminated food may result
in the occurrence of cases over the distribu-
tion route of the food. It is customary to
graph the number of cases of an outbreak,
using a histogram; if the histogram is used to
portray the duration of an epidemic, it is re-
ferred to as an epidemic curve.

Person
Person factors to be defined in analyzing
surveillance data may include age, sex, race,
nationality, level of immunity, nutrition, life
style, socioeconomic status, and occupation.
If a single or special attribute can be ascribed
to the majority of cases, it may indicate the
group at risk, the source of exposure, or the
mode of spread. The use of race and ethnic-
ity in reporting systems has been largely
hampered by inaccuracies and misclassifica-
tion (Hahn 1992), as well as by lack of sci-
entific consensus on the nature of race and
ethnicity and on the measurement of these
variables (Hahn 1999). However, the iden-
tification of patterns of health and disease
among subpopulations is integral with sur-
veillance. Although flawed, the use of race
and ethnic variables in public health surveil-
lance remains a cornerstone in identifying
and targeting groups at risk and in address-
ing differential racial health status.

Place
The concept of place in the context of sur-
veillance refers both to the geographic loca-
tion of the source and reservoir of the or-
ganism, and to the location of the patient at
the time infection occurred and at the time
of onset of clinical disease. The development
of effective control and prevention measures
depends on carefully defining each of these
areas, as the place of exposure and the place
of onset are often different. Control meas-
ures directed at the site where the host came
into contact with the agent can lead to con-
trol of additional similar cases immediate-
ly related to the initial case, but may not
prevent future cases if there are multiple
sources of the organism that can be brought
into contact with other susceptible hosts.
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For example, Salmonella contamination of
food at the factory level and exposure of the
host in a restaurant will not prevent further
cases from occurring in association with an-
other restaurant that obtained contaminat-
ed food from the same factory.

Other Practical Considerations

The frequency with which data from a sur-
veillance system need to be analyzed is de-
pendent on the use of the summary data.
Routinely, surveillance programs may re-
quire analyses at monthly intervals, but in
epidemic situations, analysis at weekly and
even daily intervals may be necessary. At-
tention must also be paid to how carefully
and systematically data are analyzed, inter-
preted, and presented for understanding.

For further illustration of the concepts
and applications described previously, the
reader is directed to Disease Surveillance
On-Line, Canada's Laboratory Centre for
Disease Control's Interactive web-based
tool for easy access to surveillance data, at
http://www.hc-sc.gc.ca/hpb/lcdc/webmap/.
This is a new tool that allows visitors to use
LCDC's website to access notifiable disease
data over a range of years, and to customize
the data for their specific needs. Data can be
generated according to choice of parame-
ters, for example, disease type, geographic
area (provinces, territories, and all of Cana-
da), period of time, type of data to be viewed
(cases, rates, ratios) and choice of presenta-
tion mode, that is, tables, maps, or charts
(multiline graphs, pie charts, bar graphs).
With growing use of the Internet, it is antic-
ipated that access to national data sets will
result in a much broader understanding of
epidemiologic principles, including surveil-
lance issues, in the general population.

ISSUES IN UNDERREPORTING

During the training of clinicians, little atten-
tion has been given to the legal requirements
or the importance of reporting. A study of
New York City physicians demonstrated
that many do not know the requirements or
methods for reporting in their state; reasons
given by physicians for underreporting in-

clude not knowing which diseases are re-
quired to be reported, not knowing how it
should be reported, concerns about confi-
dentiality and perceptions that the list of re-
portable diseases is too extensive (Konowitz
1984). A more recent study in Vermont con-
cluded that physicians often failed to report
because they assumed that the laboratory
would have reported the case (Schramm
1991). For many diseases, the laboratory is
a vital component, but the physician and
other primary health care providers are still
integral to the notifiable disease reporting
systems. Indeed, there are a number of re-
portable diseases, such as Haemophilus in-
fluenzae disease and meningococcal infec-
tions, for which timeliness of reporting is
important and waiting for laboratory re-
ports is not practical (Davis 1984).

Although surveillance systems do not
need complete reporting to be useful, un-
derreporting may adversely affect public
health efforts by distorting trends observed
in incidence of disease (Kimball 1980, Alter
1987); distorting attributable risk estimates
for disease acquisition (Todd 1985, Alter
1987); preventing accurate assessment of
potential benefits or impact of control pro-
grams (Chalker 1988); preventing timely
identification of disease outbreaks (Kimball
1980, Anon. 1989); distorting observed pe-
riods at risk and geographic distribution of
cases (Kimball 1980); and undermining the
success of prevention and control programs
for tuberculosis, sexually transmitted dis-
eases, and immunization programs (Thacker
1983, Eisenberg 1976, Hinman 1982).

DISSEMINATION OF SURVEILLANCE

Reports/Publications

In the first section of this chapter, it was
noted that the working definition of disease
surveillance in the United States includes the
timely dissemination of aggregated and an-
alyzed data to those who have contributed
information to the system and those who
need to know, and the subsequent applica-
tion of the processed information to disease
control and prevention. The effective com-
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munication of data, analyses, and interpreta-
tion to those who are responsible for action
is integral to the purpose of surveillance.
The recent Hong Kong outbreak of an avian
influenzalike virus, with 18 confirmed hu-
man cases, many of which were severe or
fatal, underscores the need for health facili-
ties to communicate in a timely fashion at
local and national levels, and at internation-
al levels when warranted (Snacken 1999).

The effective communication of data,
analyses, and interpretation to those who
have participated in providing data has the
added effect of encouraging continued par-
ticipation in the system of data collection.
Several weekly publications have a very
wide readership in the epidemiologic com-
munity and provide valuable surveillance
information that in turn is made available to
a much wider audiences through secondary
publication and communication in print and
broadcast media. These include the WHO
Epidemiological Record, the PAHO Weekly
Epidemiological Report, and the MMWR.

In the United States, surveillance data,
analyses, and reports are disseminated
through the MMWR series of publications,
monthly public health bulletins in states,
and special reports in peer-reviewed jour-
nals. Since 1961, CDC has had responsibil-
ity for publication of the MMWR. As noted
previously, data from the 121 Cities Surveil-
lance System are published in the MMWR
within a week of receipt by CDC. Also as
noted before, CDC has had the responsibil-
ity of operating the NNDSS since 1961 for
the purpose of tabulating and disseminating
summary morbidity data. Since 1990, all re-
porting states and localities have trans-
mitted data electronically to CDC through
NETSS (Centers for Disease Control 1991).
National case counts for most notifiable dis-
eases are published in the MMWR in provi-
sional form in the week after they are re-
ported to CDC and are made available to
epidemiologists, clinicians, and other public
health professionals in a timely manner.
Since December 1989, the MMWR has also
published on a weekly basis a graph that
uses horizontal bars to indicate the ratio of
the current level of disease to the previous

five-year average, an example of which is
presented in Figure 7-3. This graph is in-
tended to facilitate interpretation of routine
notifiable-disease data. Striping in the bars
indicates whether the number of reported
cases during the most recent four-week in-
terval was higher or lower than the expect-
ed based on the mean and two standard de-
viations of the four-week totals. Numbers of
cases in the current four-week period are
listed to facilitate interpretation of instabil-
ity caused by small numbers. Using this ap-
proach, changes in the occurrence of disease
can be identified that merit more detailed
scrutiny of the data.

Annual summaries are also prepared and
published in the last issue of each volume of
the MMWR. Other public health publica-
tions such as the CDC Surveillance Sum-
maries, provide detailed in-depth analyses
and interpretations of data (Centers for Dis-
ease Control 1983). Journals aimed at health
care providers also serve as conduits for sur-
veillance data, for example, JAMA regular-
ly reprints articles from the MMWR to fa-
cilitate the access of the readership to this
information.

CONCLUSION

The intent of this chapter has been to de-
scribe the methods for conducting disease
surveillance in the context of its practice in
the United States and Canada. Numerous
topics have been presented, but for more in-
depth reading on infectious disease surveil-
lance issues, the reader is referred to several
excellent texts (Teutsch 1994, Gregg 1996,
Halperin 1992). One principle that will
change despite the technological changes is
the fact that infectious diseases surveillance
systems must be useful, and to that end, sur-
veillance systems must be reassessed on a
routine basis according to the concepts and
criteria discussed above.

The use of computers and the potential of
the Internet are rapidly changing every as-
pect of our lives, including how we engage
in disease surveillance. Not only are data
more manageable and accessible, but record
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*Ratio of current 4-week total to mean of 15 4-week totals (from previous, comparable, and
subsequent 4-week periods for the past 5 years). The point where the hatched area begins
is based on the mean and two standard deviatons of these 4-week totals.

Figure 7-3. Selected notifiable disease reports, comparison of provisional 4-week totals end-
ing March 11, 2000, with historical data—United States.
Source: MMWR March 2000.

linkages and epidemiologic and statistical
analyses are greatly facilitated, and more so-
phisticated analyses can now be applied to
detect changes in patterns of disease occur-
rence. Although in the past two decades we
have seen great improvements in the analy-
sis of surveillance data and dissemination of
written reports published periodically by
state and federal agencies, the use of elec-
tronic media is revolutionizing the access
and speed with which information can be re-
ported, analyzed, and disseminated. More
importantly, the use of microcomputers has
provided many levels with the opportunity
to reconsider needs and to reevaluate the
utility of the data gathered (Sandiford
1992). Laboratory techniques will continue
to improve, also facilitated by computer-
based improvements. Surveillance systems
that are currently in use will be improved
upon or replaced by more efficient method-
ologies, and public health officials will have
to grapple with many ethical and legal issues

raised by the burgeoning technology and in-
formation access. In all of this, surveillance
principles will have broader application to
emerging areas of public health practice and
newly identified diseases, risk factors, and
other public health issues.
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8
Microbial Molecular Techniques

LOREEN A. HERWALDT, MICHAEL A. PFALLER,
and STEFAN WEBER

An avalanche of new molecular typing tests
has recently overwhelmed hospital epidemi-
ologists, field epidemiologists, and infec-
tious disease clinicians. The plethora of new
acronyms confuse even experts in the field,
many of whom have given up following
each development unless it is related to their
own research. In a letter published in the
Journal of Clinical Microbiology, Achtmann
coined several acronyms to describe the cur-
rent state of the art: YATM (Yet Another
Typing Method), TBCA (Totally Boring
Clonal Analysis), and TATBSTM (Tried And
True But Stodgy Typing Method) (Acht-
mann 1996). The extremely rapid pace of
development is illustrated by the fact that a
review of molecular typing methods pub-
lished in December, 1989 referred to poly-
merase chain reaction (PCR) and ribotyping
as "newer methods" but did not mention
pulsed field gel electrophoresis (PFGE),
which is now one of the most commonly
used typing methods (John, 1989). Even a
cursory review of the literature documents
that the number of published manuscripts

describing molecular typing methods has
grown exponentially.

When used properly in conjunction with
classical epidemiologic studies or appropri-
ate clinical evaluations, molecular typing
methods facilitate the epidemiologist's and
the infectious diseases clinician's work.
When used inappropriately, molecular typ-
ing methods will at best add substantial cost
to an investigation or clinical evaluation and
at worst could lead the epidemiologist or cli-
nician to incorrect conclusions.

The purpose of this chapter is to review
typing methods that have been used suc-
cessfully in the practice of hospital epidemi-
ology, field epidemiology, and infectious
diseases. We explain the basic principles of
these methods and describe their strengths
and weaknesses. In addition, we cite pub-
lished studies and our own experience in
hospital epidemiology and clinical medicine
to demonstrate how epidemiologists and
clinicians can use these methods to solve
problems. We hope that our approach will
allow readers to use these methods wisely
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so that they do not stray into a morass of
YATMs and TBCAs.

HOW EPIDEMIOLOGISTS
AND CLINICIANS USE

TYPING METHODS

Hospital epidemiologists often want to de-
termine whether isolates causing a cluster of
infections are all the same strain (i.e., an out-
break exists) or are unrelated strains (i.e.,
there is no outbreak). This step is particu-
larly important if the etiologic agent is a
common environmental contaminant or if it
is a member of the normal microbial flora.
In addition, hospital epidemiologists must
identify either the reservoir or the mode of
transmission (or both) for the epidemic
strain so that they can terminate the current
outbreak and prevent similar outbreaks in
the future.

Like their counterparts in hospitals, epi-
demiologists in the field or the community
often must determine whether an outbreak
exists and if one exists, they must identify
the reservoir or mode of transmission. How-
ever, the populations about which they are
concerned are larger and more difficult to
define than those evaluated by hospital epi-
demiologists. In addition, epidemiologists
in the community may conduct population-
based surveillance studies over a long peri-
od of time to determine whether particular
strains, especially those with known viru-
lence factors or those with specific antimi-
crobial resistance genes, are spreading with-
in a population. Epidemiologists can use
such studies to identify appropriate preven-
tive strategies, to assess the efficacy of inter-
ventions, and to identify emerging or re-
emerging pathogens.

Clinicians, in contrast to epidemiologists,
are more interested in the fate of individual
patients. Clinicians often must determine
whether an infection represents a reinfec-
tion with a different strain or is a relapse
caused by a strain that caused a previous in-
fection. In the latter case, the clinician must
ask whether:

the prior treatment did not eradicate the
first infection because the treatment was
inadequate,
the patient has a metastatic focus of in-
fection that persisted after the first infec-
tion (e.g., osteomyelitis after a Staphylo-
coccus aureus blood stream infection),
a foreign body is persistently infected, or
the infecting organism acquired resistance
to the antimicrobials used to treat the first
infection. (Wendt et al. 1999)

Thus, epidemiologists and clinicians often
ask questions that routine epidemiologic,
clinical, and microbiological investigations
cannot answer. Epidemiologic typing tech-
niques may help epidemiologists and clini-
cians answer these tough questions. Howev-
er, to be a useful epidemiologic or clinical
tool, a typing system must meet several cri-
teria. The method must:

provide an unambiguous result for each
isolate (typeability),
provide the same result each time an iso-
late is tested (reproducibility),
differentiate among epidemiologically un-
related strains (discriminatory power).

Occasionally, methods that are used for rou-
tine microbiological purposes such as anti-
microbial susceptibility testing or biotyping
can fulfill these criteria adequately. How-
ever, antibiotic susceptibility profiles (i.e.,
antibiograms) frequently lack discriminato-
ry power. Modern molecular typing meth-
ods are more likely to discriminate among
strains, but some methods have limited ty-
peability and others are not reproducible. At
present, no typing system fulfills all criteria
for the perfect method. Epidemiologists and
clinicians must remember this fact whenev-
er they use typing methods or evaluate re-
sults produced by these methods.

In many instances, simple species identifi-
cation and antimicrobial susceptibility test-
ing can be used to determine whether iso-
lates from a possible outbreak are all the
same strain or to track a particular strain
over time. However, if the infection of inter-
est is caused by organisms such as Esche-
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richia coli, Staphylococcus epidermidis, or
Pseudomonas aeruginosa, which are fre-
quent or universal members of the normal
flora or often contaminate the environment,
additional tests might be required to deter-
mine whether the isolates are related. The
additional tests are done to determine
whether members of a microbial species can
be further delineated into subgroups known
as strains or subtypes. Isolates that give the
same result or "fingerprint" with one or
more typing tests are considered to be indis-
tinguishable and represent the same strain,
and isolates that give different results to
these tests are considered to be unrelated or
different strains. If the same strain is isolated
from a group of patients, the strain may
have been transmitted among patients from
a common source or by a common mecha-
nism. Similarly, if the same strain is repeat-
edly isolated from a single patient, the or-
ganism most likely is infecting or colonizing
the patient, not just contaminating the cul-
tures (Herwaldt et al. 1990).

The earliest typing methods used for epi-
demiologic purposes evaluated phenotypic
characteristics, such as antimicrobial sus-
ceptibility, biochemical reactions, bacterio-
phage susceptibility, and surface proteins
(e.g., multilocus enzyme electrophoresis
[MLEE], and immunoblotting) (Tables 8-1
and 8-2). Phenotypic methods detect char-
acteristics expressed by microorganisms in
response to antibiotics or other inhibitors,
as a product of one of their enzymes, or as a
protein on their cell surface. Phenotypic
characteristics are not as stable as the or-
ganism's genetic material. Thus the results
of phenotypic methods may vary depending
on the test conditions, the number of times
the organism is passaged, and environmen-
tal stresses. Phenotypic methods often are
labor intensive. In addition, these methods
tend to lump isolates together in large groups,
and thus do not discriminate between strains
as well as DNA-based methods.

Today, investigators often use typing
methods that evaluate genetic material (i.e.,
plasmid or chromosomal DNA) to discrimi-
nate among strains. Consequently, we will

review only a few phenotypic methods that
have been used successfully in epidemiologic
studies. Our primary purpose is to describe
how epidemiologists and clinicians can use
genotypic methods to enhance their under-
standing of hospital-acquired or community-
acquired infections, to identify trends in
antimicrobial susceptibility, and to deter-
mine whether a patient has a relapsing in-
fection. Before describing the methods, we
present two scenarios to illustrate the power
of molecular typing methods in some situa-
tions and the limitations of these same meth-
ods in other situations.

Scenario 1
Back et al. (1993) reported two outbreaks
caused by erythromycin-resistant S. aureus
(ERSA) in the well-baby nursery of a 700-
bed university teaching hospital. The first
outbreak, which occurred in April 1990, af-
fected 15 babies. The investigators obtained
cultures from 45 health care workers to de-
termine the source of the outbreak. Nine-
teen health care workers carried S. aureus,
and in four of them it was an erythromycin-
resistant isolate. The antibiogram of three
isolates matched that of the epidemic strain.
An epidemiological investigation identified
a nursing assistant (nursing assistant A) as
the most likely source of the epidemic. She
was removed from the nursery, treated, and
allowed to return to work only after several
follow-up cultures were negative. No ERSA
infections were identified while the nursing
assistant was on furlough. After she returned
to work, two additional ERSA infections oc-
curred but each time the nursing assistant's
cultures were negative. The nursing assis-
tant subsequently retired in October 1990.

In September 1991, 11 infants became in-
fected with ERSA. The isolates all had simi-
lar antibiograms that matched the antibio-
gram of the previous epidemic strain. The
investigators obtained cultures from 57
health care workers, 12 of whom carried
S. aureus. Six of these isolates were ERSA.
By plasmid pattern analysis and pulsed-field
gel electrophoresis (PFGE), all isolates ob-
tained from infected infants were identical,



Table 8-1 Epidemiological Typing Systems*
Discriminatory

Typing System Typeability Reproducibility Power Advantages Disadvantages

Phenotypic Methods

Biotyping Excellent Fair Poor

Susceptibility
testing

Excellent Good Poor

Inexpensive, readily
available, unique
pattern may be a
marker

Easy to perform,
inexpensive, useful
for most bacteria,
readily available,
unique pattern may
be a marker, method/
interpretation
standardized

Not stable, detects
enzyme function,
designed for taxo-
nomic purposes,
not validated for
some organisms

May not be stable,
limited sensitivity
for highly susceptible
or resistant strains,
question how many
and which antibiotics
to test, question how
many differences
distinguish unrelated

Phage typing Variable Fair

Serotyping Variable Good

PAGE/Immunoblot Excellent Good
(Polyacrylamide
gel electro-
phoresis)

Excellent ExcellentMLEE
(Multilocus
enzyme
electrophoresis)

Genotypic Methods

Plasmid analysis Variable Fair

Variable Standardized for
S. aureus, useful for
S. aureus and
S. epidermidis

Variable Rapid, long
established, reagents
for some species
widely available,
e.g., Salmonella,
Shigella, Legionella

Unknown All organisms should
be typeable,
relatively simple,
inexpensive

Good Stable profiles,
phenotype reflects
genotype, detects
variation in enzyme
structure, profiles
reflect differences in
electrophoretic
mobility of enzymes

Variable Technically simple,
inexpensive, types
numerous organisms,
can digest DNA with
restriction enzymes

Not standardized for
most organisms, not
time-efficient, not
readily available,
many organisms
untypeable

Standardized reagents
lacking for most
species, many isolates
are not typeable

Few data, patterns
very complex,
immunoblot sera
not standardized,
scanning equipment
expensive, method/
interpretation not
standardized

Few data, time/
labor intensive,
requires specialized
equipment
expensive enzymes
and reagents

Technical factors may
affect results, Detects
possibly unstable
extrachromosomal
element, few data on
some organisms,
interpretation not
standardized

(continued)
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Table 8-1—Continued
REA of chromo- Excellent Variable
somes (Restriction
enzyme analysis)

Ribotyping Excellent Excellent

PFGE Excellent Excellent
(Pulsed-field gel
electrophoresis)

PCR Excellent Excellent
(Polymerase
chain reaction)

Variable Many organisms
typeable, genomic
DNA relatively stable

Good Ribosomal genes
highly conserved,
completely
automated device
available

Excellent Less hands-on time,
many organisms
typeable, fewer
bands so patterns are
easier to interpret, no
probes required but
may be included,
efforts to standardize
method/interpretation
have been made

Unknown Rapid, relatively in-
expensive, universally
applicable when non-
specific primer used;
types organisms that
grow slowly or not at
all, are nonviable, are
in tissues, are hazard-
ous to grow; can use
sheared/single
stranded DNA, needs
only nanograms of
DNA, equipment can
be used for diagnostic-
tests

Limited data,
patterns very
complex, question
which enzymes are
the best, question
how many enzymes
to use, interpreta-
tion not standard-
ized, scanning
equipment very
expensive

Automated method
very expensive,
limited data,
interpretation not
standardized

Limited data, high
start-up costs, may
need two gels to
visualize upper and
lower molecular
weight ranges, level
of standardization
is still low

Amplifies any
contaminating
DNA, sensitive to
conditions (Mg+2-
content, tempera-
ture), method/
interpretation not
standardized,
difficult to find the
right primers, each
primer pair
requires a new gel,
limited data

Source: Weber S, Pfaller MA, and Herwaldt LA. Role of molecular epidemiology in infection control. Infect. Dis. Clin. North Am.

The rankings reflect the opinions of the authors and are primarily based on how the tests function when bacteria are typed.

but isolates obtained during the first epi-
demic from staff, including nursing assistant
A, were different strains. In contrast, three
of six isolates obtained from health care
workers during the second outbreak had the
same plasmid pattern as the epidemic strain.
By PFGE two of these isolates were identical
to the epidemic strain.

Nursing assistant B and an attending phy-
sician carried the epidemic strain. The nurs-
ing assistant was present during the two out-

breaks and also continuously during the 15-
month interval between the epidemics. The
physician was attending at the onset of both
outbreaks but was not present continuously
between the epidemics. The attending phy-
sician had contact with most of the cases
and she remembered a "boil" on her face at
the time of the second epidemic. She did not
remember any similar lesions during the first
epidemic. The nursing assistant's follow-up
culture was negative so she was not treated.
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Table 8-2 Utility of Typing Systems for Different Organisms*
Typing System Bacteria

Biotyping + +

Susceptibility testing + +

Phage typing +

Serotyping +

PAGE* Immunoblot + +

MLEE ++/+ + +

Plasmid analysis + +/+ + +

Chromosomal REA + + /+ + +

Southern blot/Ribotyping ++/ + + +

PFGE + + + +

PCR + + +/+ + + +

Fungi Viruses

+ na

-

— na

+ +

+ + na

+ + na

— na

+ + + + +

+ + /+ + +

+ +/ + + +

+ + + + + +/+ + + +
Source: Weber S, Pfaller MA, and Herwaldt LA. Role of molecular epidemiology in infection control.
Infect. Dis. Clin. North Am.

*The rankings reflect the opinions of the authors and are primarily based on how the tests function
when bacteria are typed.

+ + + + Considered the best method for an organism. A high degree of discriminatory power and ty-
peability.

+ + + Method has been used for a variety of organisms in the group, acceptable degree of discrimi-
natory power or typeability.

+ + Method has been used for a variety of organisms in the group, fair to moderate degree of dis-
criminatory power or typeability.

+ Method has been used for only few organisms in the group. Except for some special cases (e.g.,
serotyping of Salmonella spp., Legionella pneumopbila or Streptococcus pneumoniae) only limited
discriminatory power.

—Method not recommended, because of insufficient data.

Na Method not applicable for this organism group.

PAGE = Polyacrylamide gel electrophoresis; MLEE = Multilocus enzyme electrophoresis; REA =
Restriction enzyme analysis; PFGE = Pulsed-field gel electrophoresis; PCR = Polymerase chain re-
action.

The physician, who was already off the serv-
ice, was treated with mupirocin.

In this scenario, antibiograms and classi-
cal epidemiological methods identified the
wrong person as the source of the initial out-
break. If the investigators had used molecu-
lar typing methods during the first outbreak,
they could have identified and treated the
actual source of the epidemic strain, thereby
preventing both the second outbreak and
the emotional trauma experienced by nurs-
ing assistant A who was identified incor-
rectly as the source.

Scenario 2
Torrea et al. (1996) probed restriction frag-
ment length polymorphisms (RFLP) with
IS6110 to type Mycobacterium tuberculosis

isolates obtained from 105 patients who
were hospitalized during 1993, in three hos-
pitals in Paris, France. Eighty-eight patients
were infected with genetically different iso-
lates. IS6110 typing identified six clusters.
Persons involved in clusters 1 and 2 were
relatives and the patients in cluster 3 were
HIV seropositive friends, two of whom lived
together. The authors could not identify epi-
demiologic links between the patients in
the remaining three clusters. Further RFLP
analysis with two different probes (i.e.,
small fragments of DNA) and with poly-
merase chain reaction (PCR) could not sep-
arate the isolates in these clusters. Alland et
al. (1994) conducted a similar study in a
highly endemic area of New York City. In
contrast to the investigators in France, Al-

-

-

-
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land and colleagues successfully used epide-
miological and molecular typing methods to
identify the routes by which M. tuberculosis
was transmitted.

The second scenario demonstrates that
molecular typing methods do not always
discriminate among epidemiologically unre-
lated isolates. This can occur for several rea-
sons: (1) the species may have minimal
strain variation, (2) the method may lack
discriminatory power, or (3) a particular
strain may have become endemic in a com-
munity. Thus investigators should interpret
the results of molecular typing methods cau-
tiously if they do not have epidemiologic ev-
idence for transmission. In addition, this
scenario illustrates that a method may be
useful in some settings but not in others.

PHENOTYPIC METHODS

Biotype

The genus and species of an organism can be
identified by its reactions to a panel of bio-
chemical reagents. Because biotyping meth-
ods were developed to identify organisms to
species level, these tests aggregate isolates
into large groups. Therefore, biotyping meth-
ods do not discriminate well between strains
of the same species. However, biotyping
methods are available in all clinical micro-
biology laboratories and they are inexpen-
sive. If the laboratory identifies a cluster of
organisms that has an unusual biotype, the
epidemiology team would be wise to inves-
tigate further to determine whether the or-
ganisms were transmitted in the hospital
(Perl et al. 1999). In fact, several investiga-
tors have used biotyping to detect important
outbreaks, including a nationwide epidemic
of bacteremia caused by Enterobacter amni-
genus (Maki et al. 1976). Investigators sus-
pected a common-source outbreak when the
Centers for Disease Control (CDC) received
reports of numerous nosocomial infections
caused by an unusual species (biotype) of
Enterobacter. Subsequently, the investiga-
tors determined that intrinsically contami-
nated intravenous fluid was the source of the
epidemic (Maki et al. 1976).

Antimicrobial Susceptibility Patterns

Like biotyping methods, antimicrobial sus-
ceptibility testing is routinely performed for
most bacteria by staff in clinical microbiol-
ogy laboratories. In fact, antimicrobial sus-
ceptibility testing is the only widely avail-
able typing method that has standardized
methods and interpretation. However, many
important nosocomial pathogens such as
methicillin-susceptible S. aureus and vanco-
mycin-susceptible Enterococcus spp. ex-
hibit little variability in their antimicrobial
susceptibility patterns. Thus, like biotypes,
antibiograms are not very discriminatory.
Antibiotic susceptibility patterns also can
change over time. For example, several bac-
terial genera including Pseudomonas spp.
and several species of Enterobacteriaceae
can acquire or lose antimicrobial resistance
rapidly.

On occasion, epidemiologists can identify
an outbreak if they identify a cluster of or-
ganisms that has a distinctive susceptibility
pattern (Perl et al. 1999). Some laboratories
use computer software programs that track
antimicrobial susceptibility patterns. Such
programs may allow the epidemiology staff
to identify a possible epidemic strain amidst
the many sporadic or endemic strains. How-
ever, antibiograms rarely provide enough in-
formation. Therefore epidemiologists often
must conduct additional studies to fully
evaluate a possible cluster identified by anti-
microbial susceptibility testing. Investiga-
tors at the Miriam Hospital in Providence,
Rhode Island have published reports of sev-
eral investigations in which they used an-
tibiotic susceptibility patterns to identify the
outbreaks. Subsequently, these investigators
conducted meticulous epidemiologic and
molecular epidemiologic studies to identify
the source and mode of transmission (Boyce
et al. 1990, 1992, 1993). One of these out-
breaks was caused by an S. epidermidis strain
that was resistant to penicillin, oxacillin, gen-
tamicin, and trimethoprim-sulfamethoxazole
and susceptible to erythromycin, clindamy-
cin, tetracycline, chloramphenicol, and van-
comycin (Boyce et al. 1990). The surgeon
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implicated by the epidemiologic study car-
ried a strain of S. epidermidis that had the
same susceptibility pattern and plasmid pat-
tern (Boyce et al. 1990).

Other Phenotypic Methods

Phenotypic methods such as phage typing
and serotyping were used extensively in the
past. Phage typing has been used primarily
to investigate the epidemiology of S. aureus
but has also been used to study other organ-
isms including Salmonella spp. Serotyping
has been used to study the epidemiology of
organisms such as Salmonella spp. (DuPont
1991, Paton et al. 1991), Legionella pneu-
mophila (Helms et al. 1983, Meenhorst et
al. 1985), and Streptococcus pneumoniae
(Grandsen et al. 1985, Smart et al. 1987). In
addition, serotyping identified Escherichia
coli O157:H7 as a subspecies that causes
outbreaks of hemorrhagic colitis with he-
molytic uremic syndrome (Whittam et al.
1988). Neither phage typing nor serotyping
are very discriminatory and both have poor
typeability. Thus most reference laborato-
ries in the United States no longer keep
phage stocks, and serotyping data usually
must be supplemented with data from mo-
lecular typing studies.

Some investigators have used polyacry-
lamide gel electrophoresis (PAGE) of cellu-
lar proteins with or without immunoblot-
ting as typing methods for epidemiologic
investigations (Mulligan et al. 1988a,b).
Other investigators have used multilocus
enzyme electrophoresis (MLEE) as an epi-
demiologic typing method (Arthur et al.
1990). MLEE is a very powerful tool for
studying populations of bacteria (Cookson
et al. 1998, Blackall et al. 1998, Tomayko
1995), but it has only limited applicability
for epidemiologic analysis of clinical iso-
lates. For example, Arthur and associates
(1990) showed that many virulent E. coli
isolated from patients with pyelonephritis
have the same MLEE pattern although they
are epidemiologically unrelated. Like most
phenotypic methods, PAGE, immunoblot-
ting, and MLEE are generally more useful for
identifying species rather than for discrimi-
nating among isolates of the same species.

Furthermore, these methods are rarely per-
formed outside of research laboratories. In-
vestigators who use these methods to study
microbial pathogens are usually those who
use these methods in their research or they
have a colleague who does the typing.

GENOTYPIC METHODS

Background Information

Investigators have used a variety of DNA-
based methods to genotype microbial path-
ogens (Tables 8-1 and 8-2). All of these
methods use electric fields to separate pieces
of DNA, including whole chromosomes,
plasmids, restriction endonuclease digestion
fragments of chromosomal or plasmid DNA,
and amplified DNA fragments. The unique
patterns or "fingerprints" are visualized by
staining the DNA with ethidium bromide or
by hybridizing the DNA with labeled
probes. In the future, improved methods of
genomic analysis, including automated nu-
cleic acid sequencing and DNA chip tech-
nology, may allow epidemiologists to detect
and characterize organisms in clinical spec-
imens. Such methods could improve signifi-
cantly the speed and sensitivity of molecular
typing methods.

DNA-based typing methods can also be
categorized into comparative methods and
library typing methods (Struelens et al.
1998). Investigators use comparative meth-
ods most often in outbreak investigations
to determine whether a single strain was
transmitted in a hospital or a community. In
this setting, the investigator uses the typing
method to compare a limited number of iso-
lates collected during a limited time period
(e.g., days to months). The typing methods
appropriate for this application must be re-
producible within a single assay, have a high
index of discrimination (>0.95), and have
full typeability (provide results for each or-
ganism) (Struelens et al. 1998). Methods
shown to be effective for this purpose include
PFGE analysis of large genomic restriction
fragments and PCR fingerprinting including
arbitrarily primed [AP]-PCR, randomly am-
plified polymorphic DNA (RAPD), and in-
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terrepetitive element PCR typing (rep-PCR)
(Struelens et al. 1998). In general, the speci-
fic DNA patterns produced by comparative
typing systems are relevant only to a partic-
ular investigation.

Library typing methods can be used in
long-term prospective epidemiologic sur-
veillance studies to evaluate the efficacy of
preventive strategies, to detect and monitor
emerging and reemerging pathogens, and to
track the development of antimicrobial re-
sistance. In a surveillance study, a typing sys-
tem enables the investigator to map the
spread of specific organisms and to deter-
mine whether the prevalence of epidemic
and endemic clones changes over time (Stru-
elens et al. 1998). The investigators must
balance the discriminatory power of the
method against the evolutionary stability of
the organism of interest if they want to study
the dispersion of specific clones over pro-
longed periods of time (i.e., high number of
infection cycles) (Struelens et al. 1998). Such
studies typically involve hundreds to thou-
sands of organisms collected over months to
years. Thus the typing methods must be
standardized, provide highly reproducible
results over time and in different laborato-
ries, and allow the investigator to evaluate
numerous isolates quickly. The patterns
generated by these methods must also be
amenable to computer-based storage and
analysis. Methods appropriate for this pur-
pose include: analysis of RFLPs of the chro-
mosomal DNA (e.g., ribotyping, insertion
sequence [IS] probe fingerprinting), repet-
itive elements PCR spacer typing (e.g.,
16-23S rDNA, inter-IS elements) [for refer-
ences pertaining to repetitive PCR spacer
typing, see Appendix, section A], selective
amplification of genome restriction frag-
ments, multilocus allelic sequence-based
typing (e.g., PCR-RFLP, PCR sequencing),
and assessment of high density oligonu-
cleotide hybridization patterns (DNA chip)
(Struelens et al. 1998).

Investigators can adapt molecular typing
methods so that they identify specific genes
rather than produce nonspecific banding
patterns or fingerprints. For example, re-
searchers have used hybridization with

probes or DNA amplification techniques to
detect various genes that encode for antimi-
crobial resistance factors, thus providing an
antimicrobial resistance genotype (Arlet
1992, Persing et al. 1996, Tenover et al.
1995). Antimicrobial resistance genotyping
is not highly discriminatory (Tenover et al.
1994), however, when combined with other
genotyping methods, it is an excellent means
for characterizing the epidemiology of anti-
microbial resistance among nosocomial-
and community-acquired pathogens (Pers-
ing et al. 1996, Bergeron 1998, Jones et al.
1997, Marshall et al. 1998). Moreover, mi-
crobiologists can use methods that detect
antimicrobial resistance genes to calibrate
conventional susceptibility tests (Cormican
et al. 1996, Che et al. 1998). In the future,
clinicians might consider the results of such
tests when choosing antimicrobial therapy
so they use agents that are least likely to se-
lect resistant organisms given the isolate's
genetic background (Bergeron et al. 1998).

DNA-based typing methods have enabled
investigators to study the relationship be-
tween colonizing and infecting isolates in
individual patients, distinguish contaminat-
ing from infecting strains, document cross-
infection among hospitalized patients, eval-
uate reinfection versus relapse in patients
being treated for an infection, and to follow
the spread of specific antimicrobial resistant
strains within and among different hospitals
over time. [Numerous references pertaining
to these methods are listed in the Appendix,
section B, DNA typing methods used to
study the relationship between colonizing
and infecting isolates in individual patients;
section C, DNA typing methods used to dis-
tinguish between contaminating and infect-
ing strains; section D, DNA typing methods
used for documenting cross-infection among
hospitalized patients; section E, DNA typ-
ing methods used for evaluating reinfection
versus relapse in patients; section F, DNA
typing methods used in surveillance of re-
sistant pathogens within and among hospi-
tals over time.]

All laboratory tests have limitations, and
the genotypic typing methods are no excep-
tions. Epidemiologists and clinicians must
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understand these limitations so that they do
not misinterpret the test results. The DNA
patterns generated by these techniques are
often highly complex and difficult to ana-
lyze. Thus investigators must become well
versed in the basic principles of molecular
biology and epidemiology and must learn
the art of reading the patterns. Computer-
assisted systems can help investigators com-
pare complex banding patterns (Struelens et
al. 1998, Pfaller et al. 1998, 1996); howev-
er, these systems are not entirely automated
and the user must do considerable editing.
The banding patterns may vary if the DNA
is not extracted and digested properly, if
the conditions of amplification (PCR-based
methods) or electrophoresis are not consis-
tent, or if the DNA undergoes rearrange-
ments over time (Echeita et al. 1998). Con-
sequently, isolates can be compared only if
they were typed under identical conditions.
The laboratory ideally should assess all iso-
lates from a particular study simultaneously.
This is often not possible for large outbreaks
or for prospective surveillance studies. In-
vestigators then either must use a highly stan-
dardized molecular library typing method
or must repeat the typing several times so
that critical isolates can be processed and
evaluated simultaneously.

To date, investigators have not developed
standardized methods for processing DNA
or for interpreting the results for most mo-
lecular epidemiologic tests. Flexible and so-
phisticated computer-based analysis systems
such as Dendron (Solltech, Iowa City, IA)
and fully automated molecular typing sys-
tems such as the RiboPrinter (Qualicon, Wil-
mington, DE) have helped standardize some
of the molecular typing methods and quan-
tify analysis of the results (Jones et al. 1997,
Marshall et al. 1998, Pfaller et al. 1998,
1996, Schmid et al. 1990, Struelens et al.
1996). In addition, groups of investigators
are developing standards and guidelines for
the use of DNA-based typing methods, but
more work remains to be done in this area
(Struelens et al. 1996, Arbeit et al. 1997,
Tenoveretal. 1995).

Investigators can use many DNA-based
methods to study microbial infections, but

particular methods may be easier to perform
or may be more useful for specific studies.
Several excellent and comprehensive reviews
provide more detailed information on each
technique and discuss the practical applica-
tions, strengths, and weaknesses of each
method. [For references pertaining to DNA-
typing methods, see Appendix, section G.]

Analysis of Plasmid DNA

Plasmids are mobile genetic elements that
can be exchanged within a bacterial species
and between species. Investigators have
shown that some plasmids carry one or
more genes that code for antibiotic resist-
ance or virulence factors. Other plasmids
are known as cryptic plasmids because their
functions have not been ascertained. Mem-
bers of some bacterial species (e.g., S. epi-
dermidis) frequently carry several plasmids,
whereas, some bacteria (e.g., 5. aureus) usu-
ally carry only one plasmid, and others (e.g.,
P. aeruginosa and streptococci) rarely or
never carry plasmids.

Plasmid pattern analysis can be used to
type many bacterial pathogens. The tech-
nique is easy to perform, and the methods
have been well described (Meyers et al.
1976). At present, several companies market
kits that substantially simplify the method
for isolating plasmid DNA and decrease the
amount of time needed to do the procedure.
For example, the conventional miniprep
method for isolating plasmid DNA takes
eight hours but a method that incorporates
a commercial kit takes only four hours.
With either method the electrophoresis step
requires four hours. Thus an investigator
who uses the commercial kit could have the
results at the end of one work day. Further-
more, most of the equipment (e.g., incuba-
tor, centrifuge, pipetters, etc.) required for
plasmid pattern analysis is already present
in a standard clinical microbiology labora-
tory. The additional equipment, including the
electrophoresis apparatus, ultraviolet light
box, and camera, is relatively inexpensive.

The primary limitation of plasmid pattern
analysis is that some bacteria do not carry
plasmids and are, therefore, not typeable by
this method. Another limitation of plasmid
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pattern analysis is that plasmids exist in
different conformations (i.e., supercoiled,
closed circular, and linear). Thus, the same
plasmid can migrate to one or more loca-
tions, depending on the conditions under
which the gel is run. Consequently, the same
strain could produce several different pat-
terns. The laboratory can easily overcome
this limitation by digesting the plasmid
DNA with a restriction enzyme. This modi-
fication, known as restriction endonuclease
analysis of plasmid DNA (REAP), is also
useful when a bacterium such as S. aureus
has a single large plasmid that migrates only
a short distance into the gel.

Another limitation of typing methods
that assess plasmid DNA is that these genet-
ic elements are mobile and they can be
shared with organisms that are not related
at the genomic level. Because plasmids may
be gained or lost over time, plasmid patterns
or REAP patterns may not remain stable.
The frequency with which plasmids are
gained or lost depends on the bacterial spe-
cies and on the antibiotic pressure in the en-
vironment. An epidemiologist who is trying
to track an epidemic strain over a long peri-
od of time may be misled if the strain has
gained or lost plasmids or if the plasmid has
been shared with epidemiologically and ge-
netically unrelated members of the same
species. At times epidemiologists can turn
this disadvantage into an advantage. For
example, O'Brien et al. (1980) described an
outbreak in which a plasmid carrying the
gene for 2" aminoglycoside nucleotidyl-
transferase spread within their hospital. The
investigators identified a particular suscepti-
bility pattern (gentamicin, chlorampheni-
col, sulfonamides, ampicillin, and carbeni-
cillin) that was "epidemic" in their hospital.
This susceptibility pattern was identified in
isolates from Klebsiella pneumoniae, Serra-
tia marcescens, E. coli, Enterobacter spp.,
Citrobacter spp., and Proteus morganii. Re-
gardless of their species designation, all iso-
lates that had this antibiogram carried the
same or "epidemic" plasmid. If the investi-
gators thought of an outbreak only in tradi-
tional terms—a single pathogen spreading
over time in a particular geographic area—

they would have missed the outbreak.
Prodinger et al. (1996) obtained similar re-
sults when they investigated an outbreak
caused by K. pneumoniae that produced
SHV-5-B-lactamase. In both outbreaks, plas-
mid pattern analysis allowed the investiga-
tors to track the real culprit—a transmis-
sible resistance determinant.

Despite the limitations inherent in assess-
ing plasmid DNA, many investigators have
used these techniques successfully to solve
outbreaks and to elucidate the epidemiolo-
gy of bacterial pathogens. A humorous ex-
ample is the multistate outbreak of gastro-
enteritis caused by Salmonella muenchen
that was described by Taylor et al. (1982).
The investigators found an epidemiologic
link between illness and smoking marijuana.
They confirmed this observation by identi-
fying the same plasmid in isolates obtained
from patients and marijuana samples but
not in control isolates (Taylor et al. 1982).

Boyce and colleagues (1992) used anti-
biograms and plasmid pattern analysis to
study a putative outbreak of ampicillin-
resistant enterococci in their hospital. These
investigators determined that rates of infec-
tion increased because one strain spread
among 19 patients and because the incidence
of infections caused by unrelated strains of
Enterococcus faedum also increased. Arroyo
and associates (1987) used plasmid pattern
analysis to determine that an apparent out-
break of Acbromobacter xylosoxidans in-
fections was caused by unrelated strains and
did not result from transmission of a single
strain. The investigators used whole cell
polypeptide analysis to confirm the results
of plasmid pattern analysis.

Typing methods that evaluate plasmid
DNA were once the molecular typing meth-
ods of choice for epidemiologic and clinical
investigations. Subsequently, techniques that
evaluate the chromosomal DNA have as-
sumed this role. However, we think that
plasmid pattern analysis and REAP are still
useful techniques. In general, we think these
methods are used best either as screening
tests with which to identify the isolates that
should be subjected to genomic-based typ-
ing methods or as methods for subtyping
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isolates that have been evaluated by a ge-
nomic method. In some instances, plasmid
pattern analysis or REAP alone may be ade-
quate.

Investigators have used plasmid pattern
analysis or REAP to study many nosocomi-
al pathogens. We refer readers who are in-
terested in further information to two excel-
lent manuscripts that review the use of those
methods for infection control purposes
(Hawkey 1987, Wachsmuth 1986).

Restriction Endonuclease Analysis
of Chromosomal DNA (REA)
Like plasmids, chromosomal DNA can be
digested with restriction enzymes and the
fragments can be separated by agarose gel
electrophoresis. The number of bands de-
pends on the recognition sequence of the en-
zyme and the composition of the DNA. Re-
striction endonuclease digestion of whole
chromosomal DNA usually creates so many
small DNA fragments that the patterns pro-
duced by conventional gel electrophoresis
look to an untrained eye like smears of DNA
(Fig. 8-1A). Because the banding patterns
are too complex to be compared easily,
this technique has either been modified by
hybridizing the chromosomal DNA with
probes or has been supplanted by other
genotypic typing methods. The banding pat-
terns generated by this and other methods
that distinguish between organisms on the
basis of the number and size of the frag-
ments are called RFLPs.

Use of Probes

One way to simplify the RFLP generated by
digesting chromosomal DNA is to transfer
the DNA fragments onto a nitrocellulose
membrane (Southern blot) and then incu-
bate the membrane with a probe labeled
with an isotope, a chemiluminescent sub-
stance, or an enzyme such as horseradish
peroxidase. The probe will bind only to
areas of complementary DNA. After un-
bound probes are removed, the bound
probe is visualized by exposing the mem-
brane to a photographic film or by adding
the enzyme's substrate. The result is a sim-
plified banding pattern that can be assessed

visually or by scanning equipment. The
more highly related the organisms are, the
more likely it is that the sequences identified
by the probe are distributed similarly over
their genomes and will produce identical
or similar banding patterns after digestion
with endonucleases. This highly reprodu-
cible technique can type all organisms that
have regions in their chromosomal DNA
that are complementary to the probe. How-
ever, the discriminatory power of the tech-
nique is affected by the probe; probes that
detect a region that is repeated numerous
times in the chromosome will produce more
bands on the gel and will have a greater dis-
criminatory power than probes that detect a
region that occurs infrequently.

Ribotyping

Ribotyping assesses the RFLPs within the
genes coding for ribosomal RNA (Fig. 8-
1B). These sequences are highly conserved
(i.e., are quite similar from species to spe-
cies), and thus, probes such as E. coli rRNA
can be used to type most bacterial pathogens
(Stull et al. 1988). Furthermore, the results
usually are highly reproducible, and isolates
from outbreaks typically have the same ri-
botype. The discriminatory power of this
method is comparable to MLEE (Arthur et
al. 1990, Tenover et al. 1995a). Ribotyping
works well for a number of different noso-
comial pathogens; however, its discrimina-
tory power is usually less than that achieved
by PFGE (Pfaller et al. 1996, Gordillo et al.
1993, Prevost et al. 1992). Our own experi-
ence and that of other investigators indicate
that one must use two different restriction
enzymes to achieve discriminatory power
similar to that provided by PFGE (Widmer
et al. 1992, Gustaferro 1993).

The RiboPrinter produced by Qualicon
(Wilmington, DE) automates ribotyping
(Pfaller et al. 1996). The system, which can
be applied to virtually all bacteria, types and
analyzes a batch of eight isolates within
eight hours. New batches can be started
every two hours so that 32 isolates can be
analyzed in one day. The advantages of this
system include a high level of automation
and standardization, use of chemilumines-
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Figure 8-1A and B. A: Restriction endonuclease analysis of chromosomal DNA. Whole chromosomal
DNA from five isolates of coagulase-negative staphylococci digested with Hind III and separated by
conventional agarose gel electrophoresis. The bright bands are plasmid DNA. B: Ribotyping. The
Southern blot of the DNA shown in Figure 7-1A was probed with the E. coli ribosomal RNA gene that
was labeled with 32P. The patterns in lanes 2 and 3 are similar but not identical. All other patterns are
unique.

cent labels rather than isotopes to detect
bands, and a sophisticated computerized
imaging system that digitizes and normal-
izes the banding patterns. An extensive com-
puter database allows the laboratory to
compare stored banding patterns both with-
in a gel and between gels and to identify
clusters of related isolates. This system ap-

pears to be a major step toward standardi-
zation of molecular typing. Given the high
cost of the equipment, few hospitals will be
able to buy it. However, reference laborato-
ries could use this equipment to screen or-
ganisms so that the staff can determine
which isolates should be evaluated by tests
that are more discriminatory.
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Insertion Sequence Typing

Insertion sequences (IS), mobile genetic ele-
ments usually present in numerous copies
within a bacterial genome, can also be used
as probes. Because the number and location
of IS elements vary, each strain has a unique
banding pattern. This method has been used
to type methicillin-resistant 5. aureus, Can-
dida spp., M. tuberculosis, and Salmonella
typhimurium (Soria et al. 1994). Insertion
sequence typing in which IS6110 was used
as the probe has helped elucidate the epide-
miology of M. tuberculosis and is currently
the typing method of choice for this organ-
ism (van Embden et al. 1993). The discrim-
inatory power of this method depends on
the number of copies of the IS element that
are present. One major advantage of IS6110
typing is that the entire process, including
interpretation, has been carefully standard-
ized to ensure that results obtained in differ-
ent laboratories can be compared (van Emb-
den et al. 1993).

Pulsed-Field Gel Electrophoresis (PFGE)

DNA fragments larger than 20-25 kilobases
are separated poorly by conventional aga-
rose gel electrophoresis, which uses a uni-
directional current. PFGE separates large
fragments of 40-1000 kilobases (mega base
sized DNA) in agarose gels by varying the du-
ration of the electrical pulse and shifting the
direction of the current frequently (Schwartz
1984). To ensure that the PFGE patterns are
reproducible, the genomic DNA must be
isolated in a manner that minimizes damage
from shearing or crushing. This is accom-
plished by embedding a suspension of the
organism in agarose before the cell wall is
lysed and the DNA is digested. The number
of DNA fragments is limited by using re-
striction enzymes with recognition sites that
occur infrequently in the genome. The choice
of the restriction enzyme is critical because
each enzyme produces a different number of
fragments and particular enzymes work best
for certain species. Readers who want to
know which enzymes have been useful for
specific organisms are referred to the reviews
by Maslow and Mulligan (1996), Maslow
et al. (1993), and Pfaller et al. (1992). We

have also included references to 27 studies
in which the investigators used PFGE suc-
cessfully (for references pertaining to PFGE,
see Appendix, section H). Figure 8-2 illus-
trates a variety of RFLP produced when
S. aureus chromosomal DNA was digested
with Sma I and the fragments were sepa-
rated by PFGE.

PFGE has several important advantages
compared with techniques that use conven-
tional electrophoresis such as REA of chro-
mosomal DNA, ribotyping, and IS typing.
Because the chromosomal DNA is digested
with restriction enzymes that cut only in a
few places, PFGE patterns have only 15-20
well-separated bands. Consequently, inves-
tigators can assess the patterns of a limited
number of isolates without using scanning
equipment and without simplifying the pat-
terns with probes. PFGE patterns are highly
reproducible and the discriminatory power
of this method is excellent. In special situa-
tions, investigators may want to increase the
discriminatory power of the test by digest-
ing the DNA with two enzymes.

The main disadvantages of PFGE are the
cost of the equipment and the time that the
procedure requires. The equipment required
for PFGE costs $15,000 to $20,000, which
may prohibit many clinical laboratories
from acquiring a system. Moreover, the en-
tire PFGE protocol takes about one week.
Although one week is adequate turn-around
time for most epidemiologic investigations,
there may be situations in which it would be
advantageous or even essential to have the
results within 24 to 48 hours. Some PFGE
protocols allow laboratory staff to decrease
the amount of time required for various
steps. Despite these shortcuts, PFGE cannot
produce results as quickly as plasmid pat-
tern analysis or PCR-based methods. Fur-
thermore, certain organisms such as Clos-
tridium difficile and Aspergillus spp. may
not be typeable by PFGE because their DNA
cannot be extracted intact.

Tenover et al. (1995a) published recom-
mendations that stipulate how PFGE pat-
terns should be interpreted. They recom-
mended that isolates be considered the same
strain if all bands match, closely related
strains if the patterns differ by one to three
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Figure 8-2. Pulsed-field gel electrophoresis. Pulsed-field electrophoresis of 18 5. aureus isolates.
Lanes 1 and 20 contain the molecular weight standard. Lanes 2 to 5 contain chromosomal DNA
from isolates obtained from a patient who carried one strain during the course of the study. Lanes
6 to 9 contain chromosomal DNA from isolates obtained from a patient who carried two differ-
ent strains. Lanes 10 to 13 contain chromosomal DNA from isolates obtained from a patient who
carried three different strains over time. Lanes 14 to 17 contain chromosomal DNA from a patient
who carried one strain during the course of the study. Lanes 18 and 19 contain chromosomal DNA
from a patient who carried one strain during the course of the study.

bands, possibly related strains if the patterns
differ by four to six bands, and unrelated
strains if the patterns differ by more than six
bands. These recommendations are very im-
portant, because they represent the first at-
tempt to standardize the interpretation of
results obtained by a molecular typing tech-
nique. To date, no one has recommended
a standardized procedure for performing
PFGE.

Polymerase Chain Reaction (PCR)
Polymerase chain reaction is another molec-
ular method that has become increasingly
important for epidemiological purposes. In-
vestigators have developed many different
PCR methods, most of which have similar
advantages and disadvantages. The primary

advantage of PCR is that it detects and am-
plifies minuscule amounts of DNA. Theo-
retically, PCR could be done with only one
copy of the template. In reality, 10 to 100
copies of the template DNA must be present
in the sample. Thus PCR can be used to type
organisms that either grow slowly on labo-
ratory media (e.g., M. tuberculosis) (Hance
et al. 1989) or do not grow in vitro (e.g., My-
cobacterium genavense, Pneumocystis cari-
nii) (Boettger et al. 1992, Kitada et al. 1991).
PCR can also be used to detect and type path-
ogens in patients treated with antimicrobial
agents before cultures were obtained. More-
over, PCR can be used to amplify the DNA
of organisms that are present in tissues pre-
served in formalin (Sung et al. 1993, von
Weizsacker et al. 1994). These advantages
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may on occasion be of use to epidemiologists
if they must investigate outbreaks caused by
fastidious organisms or if they are informed
of problems after the fact. Unlike other typ-
ing methods, PCR may allow epidemiolo-
gists, clinicians, and laboratory personnel to
salvage samples and, consequently, to solve
seemingly insoluble epidemiologic and clini-
cal problems.

Unfortunately, PCR's biggest advantage is
also its biggest disadvantage. Because PCR
amplifies minute amounts of DNA, any bit
of contaminating DNA, of which there is an
endless supply in a clinical microbiology lab-
oratory, can produce inaccurate results. To
minimize contamination, PCR should be
conducted in a laboratory that is dedicated
to that procedure (McCreedy and Calloway
1993). In addition, minor deviations from
the ideal temperature or from the ideal con-
centrations of particular cations (e.g., mag-
nesium) can alter the results (Persing 1993).

Conventional PCR

In conventional PCR, the test organism's ge-
nomic DNA (template) is denatured, two
oligonucleotide probes are hybridized to the
complementary DNA strands, and a DNA
polymerase replicates the template from the
points at which the primers are attached.
The process is repeated about 20 to 30 times
(cycles). After several cycles, only the DNA
between the insertion sites of the two
primers is replicated. During this process,
the number of copies of the DNA between
the two primers is exponentially multiplied.

To use conventional PCR methods, the in-
vestigator must know the DNA sequence to
which the primers are annealed, because
unique primer pairs must be created for each
species. Investigators have successfully used
these methods to assess the epidemiology of
nosocomial pathogens.

PCR-RFLP

Amplified DNA segments of a known region
in the bacterial genome can be digested with
a restriction enzyme and the resulting frag-
ments can be separated by agarose gel elec-
trophoresis. If the DNA fragments from two
isolates produce different patterns, the or-
ganisms are not likely to be related. PCR-

RFLP has been used to subtype slow grow-
ing or fastidious bacteria like Rochalimaea
henselae, (now Bartonella henselae), which
causes cat-scratch fever (Norman et al.
1995), the etiologic agent of Whipple's dis-
ease (Relman et al. 1992), and Neisseria men-
ingitidis (Kertesz et al. 1993, McLaughlin
et al. 1993, Zhu et al. 1995). This method
has also been used to type viruses such as
cytomegalovirus and herpes simplex virus.
PCR-RFLP has some advantages over meth-
ods that assess RFLPs of the whole chromo-
somal DNA, because additional Southern
blotting is not necessary and the amplifica-
tion product is cleaved more efficiently than
genomic DNA. However, it may be difficult
to amplify a fragment that is large enough to
be digested, and the method is not very dis-
criminatory. We include three additional
references for readers who wish to know
more about PCR-RFLP (Desai et al. 1998,
Nachamkin et al. 1993, Goh et al. 1992).

Random Amplified Polymorphic
DNA (RAPD)

Random amplified polymorphic DNA, also
known as arbitrarily primed PCR (AP-PCR),
has increased the applicability of PCR for
epidemiologic purposes. The basic principle
of RAPD is that short primers, which are not
complementary to known genetic sites, hy-
bridize randomly in the genome. If two such
sites are located close enough (i.e., within
a few kilobases) then the intervening se-
quences will be amplified and can be visual-
ized by gel electrophoresis. In general, the
investigator must assess each isolate with
several PCR reactions, each of which uses a
different primer. For each primer, the inves-
tigator compares where the amplified frag-
ments from each isolate migrate in the gel,
to determine whether the isolates are closely
related.

In theory, this technique has several at-
tractive features. One can generate a finger-
print from very little DNA and the template
DNA can be quite crude. In addition, one
does not need to know the sequence of par-
ticular genes, and the same primer set could
be used to type most organisms. Moreover,
some primer sets (e.g., Operon random
primer kits) are commercially available.
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Investigators have used this technique to
type numerous species, including fungi such
as Aspergillus fumigatus (Cohen et al. 1992,
Loudon et al. 1993). In some instances,
RAPD has provided useful molecular epide-
miologic data when other methods, such as
PFGE, did not (Villanueva et al. 1997). How-
ever, current data indicate that RAPD is
fraught with many problems, the chief of
which are poor reproducibility and lower
discriminatory power than other methods.
We include two additional references for
those readers who would like to know more
about RAPD (Lai et al. 1998, van Belkum
et al. 1997).

PCR of Repetitive Chromosomal
Elements (Rep-PCR)

PCR of repetitive chromosomal elements is
another modification of the PCR technique
that is more suitable for epidemiologic pur-
poses than is conventional PCR. In this case,
the primers are directed toward repetitive
chromosomal elements (rep-PCR) such as
IS6110 in M. tuberculosis and the Entero-
bacterial repetitive intergenic consensus
(ERIC) sequences in other bacteria (Versa-
lovic et al. 1991). If two sequences are close
enough to each other, the genomic sequence
between those elements is amplified. Be-
cause IS and other repetitive elements are
present in more than one copy, rep-PCR
produces several bands of different size. As
with RAPD, organisms that are related have
similar banding patterns. The reproducibil-
ity of this technique is high and the discrim-
inatory power is comparable to MLEE
(Woods et al. 1992). This technique has also
been applied to higher organisms like fungi
and amoeba (Niesters et al. 1993, van Belk-
um et al. 1992). We include two additional
references for readers who would like to
know more about rep-PCR (Cimolai et al.
1997, Lessing et al. 1995).

Other Amplification Methods

The literature is replete with reports of new
amplification methods including cleavase
fragment length polymorphism (Olive and
Bean 1999), amplified fragment polymorph-
ism (Olive and Bean 1999), DNA sequenc-

ing (Olive and Bean 1999), ligase chain re-
action, self-sustaining sequence replication,
QB replicase, and strand displacement ampli-
fication. At present, these methods are used
primarily for research and are most useful as
detection methods. However, when they are
developed further, these methods could have
a role in epidemiologic studies. In the future,
rapid detection methods could allow the
laboratory to quickly identify organisms
that carry genes for methicillin or vancomy-
cin resistance or that are likely to be resist-
ant to numerous antimicrobial agents. For
example, amplification of the mycobacteri-
al gene rpoB by PCR followed by a DNA
conformation-dependent method such as
single-stranded conformational polymor-
phism (SSCP) is the most rapid method
available for identifying M. tuberculosis iso-
lates that are resistant to numerous antimi-
crobial agents (Telenti et al. 1993). Further-
more, some newer techniques may allow
epidemiologists to study the transmission of
organisms that are difficult to grow or do
not grow in culture. For example, Yusof
et al. (1994) used PCR followed by SSCP to
study transmission of hepatitis B virus. The
amplification techniques could have many
applications in the future; however, most of
them are not readily available for routine
use in epidemiologic or clinical investiga-
tions at the present time.

Choosing the Right Method—
Mission Impossible?

Tables 8-1 and 8-2 summarize basic char-
acteristics of several phenotypic and geno-
typic typing techniques used to study noso-
comial pathogens. Even our short list of
typing methods resembles a confusing con-
glomerate. After reviewing such informa-
tion, epidemiologists and clinicians are often
left asking which method is best for their set-
ting, in general, or which is best for the cur-
rent outbreak, endemic situation, or a par-
ticular patient.

In an earlier section on how epidemiolo-
gists and clinicians use typing methods, we
discussed several criteria for assessing typ-
ing methods—typeability, reproducibility,
and discriminatory power. Although these
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criteria are important, the ideal typing meth-
od for epidemiologic and clinical purposes
should also have several other characteris-
tics. The test should be rapid, reliable, and in-
expensive. Furthermore, the method should
allow epidemiologists and clinicians to an-
swer the questions they commonly ask:

Are the isolates from numerous patients
the same?
Are the isolates from the environment the
same as the patients' isolates?
Does the patient have a relapsing infec-
tion with the same organism or reinfec-
tion with a different one?

As the reader has surmised already, no single
typing system fulfills all these characteristics
or can answer every question. The answer to
the question of which method is the best will
vary with:

the organism of interest,
the goals of the particular investigation,
the situation—epidemic investigation vs.
prospective surveillance system, and
the available resources.

A one-size-fits-all approach does not work
when applied to molecular epidemiologic
typing. We have included for interested read-
ers references to 45 additional studies that
illustrate how these methods are used in real
life situations. [For references pertaining to
molecular methods used in outbreak inves-
tigations, see Appendix, section L] In addi-
tion, the review by Olive and Bean compares
several molecular techniques and describes
situations in which they have been useful
(Olive and Bean 1999).

A review of the literature shows that in-
vestigators routinely use only a few tech-
niques to assess the epidemiology of clini-
cally important pathogens (Table 8-2). (See
John 1989, Struelens et al. 1998, 1996, Ar-
beit 1997, 1995, Tenover et al. 1995a,
Maslow et al. 1996, 1993, Pfaller et al.
1997, Sader et al. 1995, Olive and Bean
1999, Farmer 1988, Jarvis 1994, Falkiner
1988). Currently, REAP, PFGE, PCR-RFLP,
and RAPD (or AP-PCR) are the most fre-
quently used techniques. REAP often is con-
sidered to be an old-fashioned method.

However, commercially available kits stan-
dardize the process for extracting plasmid
DNA and simplify the method. In addition,
commercial kits may allow clinical labora-
tories to do REAP analysis as an adjunct
to an epidemiologic investigation or as a
screening test.

PCR is the technique of choice whenever
the suspected agent grows slowly or does
not grow in culture. Thus investigators fre-
quently use PCR to study the epidemiology
of viral diseases. With bacterial diseases the
choice of methods is between REAP, varia-
tions on PCR, and PFGE. The authors have
used PFGE when investigating the epidemi-
ology of common bacterial pathogens, be-
cause PFGE provides excellent typeability,
reproducibility, and discriminatory power.
In many instances, PFGE has been superior
to PCR in terms of reproducibility and dis-
criminatory power (Liu 1997a, De Gheldre
et al. 1997). However, we acknowledge that
the equipment and supplies for PFGE are
more expensive than those for PCR, and the
cost of equipment is often very important
for the laboratory. Furthermore, PFGE takes
about five days to perform, whereas PCR
techniques require only one to two days
(Table 8-3, also reviewed by Olive and
Bean [1999]).

Epidemiologists or directors of clinical
laboratories who wish to start doing molec-
ular typing must remember that they cannot
introduce these techniques instantaneously.
Even if the procedural aspects go well, per-
sonnel also must learn how to interpret the
results. We would recommend that individ-
uals who wish to implement molecular tech-
niques should spend time in a laboratory
that is already using these methods. In this
manner, novices can learn both the technical
aspects of the methods and also the art of in-
terpreting the results.

Molecular Epidemiology at the University
of Iowa Hospitals and Clinics

The University of Iowa Hospitals and Clin-
ics has benefited for years from a symbiotic
relationship between the infection control
program and the microbiology laboratory.
Although we realize that our approach can-
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Table 8-3 Comparison of the Costs and Time Required for Genotypic Typing Methods*
Pulsed-Field Gel

Plasmid Pattern Analysis Electrophoresis Polymerase Chain Reaction

Supplies ($/run)

Hands-on time (min)

Overall time (days)

Equipment costs ($)

8

120

1.5

2,000-4,000

17

125

5

15,000-20,000

8

90

1

8,000-10,000
Source: Weber S, Pfaller MA, and Herwaldt LA. Role of molecular epidemiology in infection control. Infect. Dis. Clin. North Am.

*We calculated the costs and times based on our experience with doing PCR or PFGE on a batch of 18 strains or with doing plas-
mid pattern analysis on a batch of 10 strains.

not be generalized to all hospitals, we think
that personnel in other hospitals may bene-
fit from our experience. Since 1984, staff
from the infection control program and the
clinical microbiology laboratory have col-
laborated closely on numerous investiga-
tions of nosocomial infections. To facilitate
this collaboration, the laboratory banks all
isolates from normally sterile sites and all
isolates obtained from documented nosoco-
mial infections. The laboratory saves these
isolates for five years. The laboratory also
facilitates the infection control effort by
processing surveillance cultures and cul-
tures of the environment when the hospital
epidemiologist and the laboratory director
deem that these cultures are necessary. A
team of personnel from both the clinical mi-
crobiology laboratory and a research labo-
ratory perform molecular typing in the clin-
ical microbiology laboratory.

In general, we do not conduct full-scale
epidemiologic investigations before typing
the isolates. We usually screen the organisms
by their antibiograms and gather basic de-
mographic and epidemiologic data. If these
basic data suggest the possibility of nosoco-
mial transmission, we assess the isolates by
automated ribotyping to determine whether
they are the same or different. If the ribo-
types are all different, we do not type the iso-
lates further. If the ribotypes are all identical
or very similar and if the epidemiologic and
clinical situation warrants, we do addition-
al typing with PFGE. Moreover, we imme-
diately begin an appropriate epidemiologic
investigation and implement interventions
while we wait for the typing results if the
outbreak includes serious infections.

Over the years, we have saved countless
hours, which would have been spent doing
case-control studies, by first determining
whether isolates were related genetically.
We often find that all of the isolates are dif-
ferent and conclude that further epidemio-
logic investigation is not warranted. For ex-
ample, we detected an unusual cluster of S.
aureus infections in patients on our neuro-
surgery service. The organisms had similar
antibiograms but PFGE demonstrated that
each isolate was a unique strain. Therefore
we reminded the staff about infection con-
trol precautions and the pseudooutbreak
disappeared. In contrast, if we find that all
of the isolates are the same strain, we care-
fully determine whether we should conduct
a case-control study to identify the source or
whether cultures of possible carriers or of
potential environmental reservoirs are like-
ly to identify the source more quickly (Meier
et al. 1996, Berrouane et al. 1996, Weber et
al. 1996). Thus we save time and optimize
our resources by tailoring our approach to
each cluster or endemic problem.

CONCLUSION

Epidemiologists and clinicians should use
typing methods wisely in a hierarchic man-
ner, which entails first using readily avail-
able, inexpensive tests and proceeding with
more sophisticated typing tests only if the
results of the simple tests and the basic epi-
demiologic investigation indicate that more
extensive molecular typing is warranted. We
recommend that epidemiologists read sever-
al articles to see how a hierarchic approach
to typing works in real situations. [For ref-
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erences pertaining to the hierarchic ap-
proach to molecular typing methods, see
Appendix, section J.]

Epidemiologists also must remember that
no individual typing method is ideal. At
times, epidemiologists, clinicians, and labo-
ratory staff must combine the results of two
or more methods to answer the question at
hand. Even more important, molecular typ-
ing methods, regardless of their sophistica-
tion, cannot replace epidemiologic studies
in the arsenal of weapons used by epidemi-
ologists. To be efficient and effective in the
twenty-first century, epidemiologists must
use both traditional epidemiologic methods
and molecular typing methods, choosing
their weapons on the basis of what is re-
quired to end the current skirmish or battle.
At times, one or the other method might suf-
fice; at other times, a combination of both
may be required. Even in the situations that
require both epidemiologic and molecular
epidemiologic studies, the balance of power
may shift between battles—some may re-
quire more traditional epidemiology and
others may require more molecular epide-
miology.
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9
Evaluation of Diagnostic Tests

ROBERT H. FLETCHER and SCOTT B. HALSTEAD

Central attributes of infectious diseases are
the enormous number of potential disease-
causing organisms, the limited repertoire of
acute human responses to invasion of tissues
by these organisms, and the wide diversity
of late effects that may occur. During the
acute phase of infection, many different
agents can cause a similar host response syn-
drome. Diagnostic tests are needed to deter-
mine which specific organism is responsible.
To complicate matters, some syndromes,
such as abdominal abscesses, may be caused
not by a single but by a combination of or-
ganisms.

The diagnosis of acute infectious disease
and its causal organism or organisms, usu-
ally proceeds through three stages. The first
stage is to describe and identify a clinical
syndrome. Here, in addition to physical ex-
amination and clinical judgment, the physi-
cian requires an understanding of the per-
formance of diagnostic procedures and
clinical laboratory tests that measure physi-
ologic manifestations of infectious diseases
but not the infecting organism itself. The
second stage is to establish a differential di-

agnosis. This requires a basic understanding
of the pathogenesis of infection and global
epidemiology of the candidate infectious
agents. For example, many microbial or-
ganisms are opportunistic and may express
pathogenicity only when the human host's
immune defenses are compromised. Others
selectively infect people with a specific ge-
netic inheritance. At the other extreme, at a
time when millions of people undertake in-
ternational travel each year, often over great
distances in a very short time, exotic infec-
tious diseases must be considered in the dif-
ferential diagnosis of nearly every serious in-
fectious disease. The third stage of diagnosis
involves the performance and interpretation
of laboratory tests designed to establish the
specific infectious agents that are causing
the syndrome.

Tests to establish etiology may involve a
very broad array of techniques from many
disciplines, such as the direct visualization
of the organism by light or electron micro-
scopy, histology, culture, animal inoculation,
identification of amino acid or nucleotide
sequences, serology, and clinical laboratory
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tests such as X-ray, sonography, computer-
ized axial tomography (CAT) scans, and
magnetic resonance imaging (MRI). The di-
agnostic tests of infectious diseases are used
by epidemiologic and clinical researchers to
study pathogenesis and define causal rela-
tionships, by clinicians who base decisions
about diagnosis and treatment on the test re-
sult, and by public health workers who may
design interventions or establish policies
based upon the results of diagnostic tests.

Regulatory oversight is provided by the
U.S. government for some diagnostic tests.
Some tests/diagnostic reagents based on bio-
logical products are reviewed and licensed by
the U.S. Food and Drug Administration. In-
formation is available on the U.S. FDA web-
site (www.fda.gov), Center for Device and
Radiological Health, or at 1-800-532-
4440. Many other commercial diagnostic
test kits or diagnostic reagents are evaluated
informally by various branches of the Center
for Infectious Diseases, Centers for Disease
Control and Prevention, Atlanta, Georgia.
Individuals interested in more information
can access the website, www.cdc.gov. A spe-
cial diagnostic service is available for para-
sitic diseases: www.dpd.cdc.gov/dpdx/.

Diagnostic tests may not be the most ac-
curate, for practical reasons, such as cost,
acceptability, simplicity, or because of the
need for a rapid answer. The possibility then
arises that the test result is misleading. There-
fore a central question—for researchers, cli-
nicians, and public health officials—is the
nature and magnitude of misclassification
relative to the best possible identification of
etiology, and how misclassification can be
minimized.

In this chapter, we discuss the conceptual
basis for describing the performance of tests
that establish the etiology of infectious dis-
ease. We begin by outlining the simple case,
where the test is considered either normal or
abnormal and the disease either present or ab-
sent. Next we consider how misclassification
arises and can be minimized. We then con-
sider the next level of complexity: when the
cut-point between normal and abnormal is
varied, when different degrees of abnormal-
ity are considered, and when tests are used

in combination. Finally, we consider how di-
agnostic testing fits into technology assess-
ment as a whole, especially studies of the
cost and effectiveness of diagnostic testing.

THE DISEASE

Infection and Acute Infectious Disease
Infection can occur with or without overt
consequences to the host, so a conceptual
distinction should be made between infec-
tion and infectious disease. In general, it is
easier to establish unambiguously whether
infection is present than whether the infec-
tion is causing the disease in question. For
example, recovery of streptococci from the
tonsils of a person with sore throat does not
mean this bacterium is causing the symp-
toms, because asymptomatic carriage of
streptococci is common. Similarly, infec-
tions with Mycobacterium tuberculosis and
most of the herpesviruses may be silent for
many years but manifest late effects—
tuberculosis or fever blisters, genital lesions,
and shingles.

A special challenge in deciding whether
an infectious disease is present is to sort out
whether current infection is causing acute
disease or whether the host has evidence of
a past infection, a contemporary inapparent
infection, or a chronic infection, none being
the cause of the acute syndrome. For exam-
ple, if an individual has a silent, chronic in-
fection, the recovery of an organism from
tissues and the identification of specific anti-
bodies circulating in the person's blood may
be coincidental and without etiologic rela-
tionship to the present illness. The protean
nature of infectious disease syndromes and
the occurrence of silent infections place
stringent requirements on the evidence
needed to prove causation of infectious dis-
eases. Recognizing this, the pioneers in the
field of microbiology struggled to define
rules of evidence for causation. The most fa-
mous of these, Koch's postulates, are still
useful but are often superseded by other
kinds of evidence in this technologically so-
phisticated era (see Chapter 3 for a fuller
discussion of causal criteria).
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Infection and Late Effects

One of the most dramatic areas of recent
causal research has been the discovery that
infectious organisms, after an interval of
months or years, may produce pathologic
changes that are totally unlike acute phase
host responses to infection. Often, these
changes are in the form of neoplasia, for ex-
ample, chronic infection with Epstein-Barr
(human gamma herpesvirus type 4) virus
and Burkitt's lymphoma or nasopharyngeal
carcinoma; chronic infection with hepatitis
B and carcinoma of the liver; or chronic in-
fection with Helicobacter pylori and peptic
ulcer, or gastric cancer. Here, Koch's postu-
lates are of some value if an experimental
animal infected with the organism develops
the late effects. Otherwise, etiology is based
upon evidence of past or chronic infection,
such as antibody, but preferably the detec-
tion of an organism's genetic material in or
near tissues involved in the late disease.
When relying on indirect measures of infec-
tion, such as antibody, case-control studies
are crucial in establishing causal linkage.
The complexity of documenting strong evi-
dence on etiology is reflected in the slow
pace at which infectious chronic disease
causal associations have been identified and
the controversy which stills surrounds some
of the data.

Gold Standards

The standard used to establish with the
greatest certainty possible whether an infec-
tion is present has come to be called the
"gold standard." Two kinds of evidence,
taken together, are regarded as the gold
standard: identification of the organism and
host reaction.

The first is isolation or specific identifica-
tion of the organism/antigen in affected tis-
sues, or on mucosal surfaces in the case of
infections of the respiratory, gastrointesti-
nal, or genitourinary tracts. As a general
rule (with human immunodeficiency virus
[HIV] infection as the exception), the suc-
cess in identifying or recovering microor-
ganisms is a function of the stage of the dis-

ease. Organisms are most abundant early in
infection. As humoral and cellular immune
responses are mounted, invading organisms
may be attacked, resulting in death of the or-
ganism and loss of diagnostic antigens. The
ability to recover living organisms progres-
sively decreases. Even if infecting organisms
persist in the tissues, antibodies may block
the diagnostic antigens required for identifi-
cation. Generally, specific nucleic acids re-
main in tissues after the viability of the in-
vading organism is destroyed. Tests for
RNA or DNA may be positive when it is no
longer possible to recover organisms or de-
tect specific antigens. However, with time,
organism-specific nucleic acids are lost. For
research purposes, reisolation in one labo-
ratory or independent isolation in two or
more laboratories of causal agents are im-
portant evidence against environmental con-
tamination and inadvertent recovery of an
infectious agent from biological materials.

The second part of the evidence of cause
is a specific, concurrent host response to the
organism, usually the identification of speci-
fic antibody of the IgM class. After a period
of one to three months, the IgM response is
terminated and replaced by antibodies of
the IgG class. Thus the presence of IgM anti-
bodies is accepted as evidence of a recent
infection. In general, there is greater uncer-
tainty in establishing the presence of infec-
tion by detecting specific antibodies than by
recovering a disease-producing organism.
This is best illustrated with the well-known
example of serological tests for HIV-1 infec-
tions. A large number of screening tests are
on the market that have the advantage of
high sensitivity, but unacceptable specificity.
Even the gold standard Western blot, which
measures the existence of antibodies direct-
ed against viral subunits, has resulted in
false positives and false negatives. Antibody
detection is affected by a variety of factors
such as the concentration of antibodies in
the test sample, concentration and purity of
test antigens, the correctness of three-dimen-
sional conformation of test antigens, the test
conditions, for example, pH, solutions, ob-
server reliability, and recording reliability.
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Increasingly, tests used to document chronic
infections are based upon the detection of
antigen or organism-specific nucleic acid in
appropriate diagnostic specimens.

When there is no gold standard
Many infectious diseases present for diag-
nosis when the optimal period for direct
identification or recovery of the causal or-
ganism has ended. Other categories of in-
fectious diseases, such as arthropod-borne
viral encephalitis, result in infections of or-
gans that cannot be sampled (e.g., brain—
the virus is seldom found in CSF), and if
virus circulates in the blood it has done so
long before the onset of symptoms. This
group of viral diseases, and virtually all
other viral diseases observed after the peri-
od of fever has ended, must be identified
serologically. Here, the IgM test, often ap-
plied in an enzyme linked immunosorbent
assay (EIA or ELISA), gives excellent evi-
dence that an acute infection has just oc-
curred. But viruses occur in antigenically re-
lated families that cannot be discriminated
by antibody-based tests. Finding the correct

antigen in the laboratory to match the in-
fecting virus is a matter of hit or miss.

Other tests that may exhibit relatively low
sensitivity and specificity include skin tests,
widely used to detect the existence of infec-
tion, present or past, such as systemic myco-
sis, tuberculosis, leprosy, or leishmaniasis.

Some diseases are believed to be infec-
tious before the causal microorganism has
been identified and it is necessary to create a
working case definition, for surveillance and
studies of risk factors. Examples are the
early definitions of toxic shock syndrome
(Table 9-1) and acquired immunodeficien-
cy syndrome (AIDS) before HIV was dis-
covered.

DIAGNOSTIC TESTS

Cultures
Recovery of the suspected microorganism
from nonsterile body tissues or secretions
(such as the gastrointestinal tract or mucous
membranes) represents evidence of infec-
tion, as long as it can be established that it

Table 9-1 Case Definition of Toxic Shock Syndrome
Fever: temperature > 38.9°C

Rash: diffuse macular erythroderma

Desquamation of palms and soles one to two weeks after onset of illness

Hypotension: systolic blood pressure <90 mm Hg for adults or below fifth percentile by age for children below
16 years of age, orthostatic drop in diastolic blood pressure >15 mm Hg from lying to sitting, or orthostatic
syncope

Multisystem involvement—three or more of the following:
Gastrointestinal: vomiting or diarrhea at onset of illness
Muscular: severe myalgia or creatine phosphokinase level at least twice the upper limit of normal for

laboratory
Mucous membrane: vaginal, oropharyngeal, or conjunctival hyperemia
Renal: blood urea nitrogen or creatinine at least twice the upper limit of normal for laboratory or urinary

sediment with pyuria (>5 white cells per high-power field) in the absence of urinary tract infection
Hepatic: total bilirubin, SGOT,* or SGPT at least twice the upper limit of normal for laboratory
Hematologic: platelets < 100,000 per cubic millimeter
Central nervous system: disorientation or alterations in consciousness without focal neurologic signs when

fever and hypotension are absent

Negative results on the following tests, if obtained:
Blood, throat, or cerebrospinal fluid cultures
Rise in titer to Rocky Mountin spotted fever, leptospirosis, or rubeola

*SGOT, serum aspartate aminotransferase.

SGPT, serum alanine aminotransferase.
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is not there because of contamination. The
organism's presence, however, may repre-
sent colonization and not the cause of dis-
ease. In normally sterile areas (such as blood
or cerebrospinal fluid) recovery of the or-
ganism is infection by definition, although
the infection may be asymptomatic. Thus
pneumococcus would rarely be found in the
blood except with an acute pneumococcal
infection such as pneumonia, whereas its re-
covery from a throat culture might simply
represent colonization. The case for a true
positive test indicating that the organism
plays a role in a disease is weakened if other
organisms are recovered in the same speci-
men, such as diphtheroids in a blood culture
growing staphylococcus.

Microscopic Identification

Some microorganisms have such a charac-
teristic appearance that they can be identi-
fied by microscopy alone with conventional
or special stains. Examples include eggs in
feces for intestinal parasites, which an expe-
rienced examiner can identify with confi-
dence in stool specimens—fresh and con-
centrated, with and without iodine staining.
Similarly, Pneumocystis pneumonii organ-
isms in sputum have a characteristic appear-
ance in methenamine silver-stained sputum,
and malaria infection, including species dif-
ferentiation, can be diagnosed reliably by
examination of stained blood smear.

Tests for Antibody
The presence of antibodies to microbial
antigens circulating in the host's blood is
taken as evidence of infection, though not
necessarily disease. An example is EIA an-
tiviral antibodies to hepatitis C, which con-
note recent or chronic infection. The level
of antibody is commonly expressed as a
titer, the dilution at which the serum still re-
acts, using a specific laboratory method
such as precipitation or agglutination, but
does not react at the next dilution. Typical-
ly, dilutions are twofold, resulting in titers
of 1/2, 1/4, 1/8, 1/16, etc. A common form
of antigen-antibody reaction occurs on
what is termed a "solid state." In this test,

one of the reagents, antigen or antibody, is
adsorbed to the inside surface of a small,
plastic well. An appropriate second reagent
is reacted with the adsorbed reagent; next,
a third reagent is added, usually an anti-
antibody (or an antigen). This antibody
carries with it an indicator system, often an
enzyme that acts on a substrate producing a
color reaction. There are many variations
on this theme.

Because immunologic reaction to one anti-
gen may cause a rise in antibodies to other
related antigens, there is a possibility that a
low titer might suggest a specific infection is
present when it is not. To diminish the prob-
ability of a false positive test, several strate-
gies are used. Small molecules, peptides or
polypeptides, may be synthesized and used
instead of complete protein antigens. Prob-
lems may result with the use of such specific
reagents, since the antibodies or antigens
that occur in nature are often unpredictably
heterogeneous and may not interact at all or
interact improperly with highly specific test
reagents. The evidence of specific infection
is stronger if the level of antibody measured
at one point in time after infection is espe-
cially high; stronger yet if the level is sub-
stantially higher than at a previous time. If
the rise is from before to after clinical dis-
ease (acute and convalescent sera), and large
enough—for example, a fourfold rise—to
not be discounted as measurement varia-
tion, the evidence is stronger. The evidence
is most compelling if the specific class of an-
tibody that rises is one known to respond to
the acute phases of disease. For example,
simply having a fourfold or greater rise in
titer of antibody to hepatitis B is not nearly
as convincing evidence that the patient's re-
cent disease is caused by hepatitis B virus
than if IgM antibody is present.

Tests for Cell-Mediated Immunity
Skin tests are used to detect the occurrence
of infection, usually at some unspecified time
in the past. They are convenient but espe-
cially prone to inacccuracy. Skin tests can be
falsely positive in the presence of infection
with a related organism—for example, the
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reaction to antigen for Mycobacterium tu-
berculosis in a patient who has had an atyp-
ical mycobacterial infection. They can be
falsely negative if the host has an impaired
ability to mount a cellular immune reac-
tion—for example, because of overwhelm-
ing infection, chemotherapy, malignancy, or
treatment with immunosuppressive drugs.

Detection of Antigen

Examples of antigen detection include iden-
tification of specific antigen in blood or body
secretions: hepatitis B, malaria, influenza,
and other respiratory pathogens in respira-
tory tract secretions. Microorganisms can
also be identified by immunofluorescence
staining either of antigens or organisms in
tissues or skin lesions; examples include
cestodes, nematodes, fungi, protozoa, plas-
modia and protista, mycobacteria, certain
other bacteria, and viruses (e.g., rabies). De-
tection of antigens, or of specific organisms
in tissues or following culture, requires the
use of antibodies. Antibodies are biologic
reagents. Antibody-antigen reactions can be
exquisitely specific and sensitive. However,
"raising" of antibodies, both polyclonal and
monoclonal, follows biologic and not bio-
chemical principles and is inherently subject
to error. Many antigen-antibody reaction
systems require an indicator reaction (i.e., a
reaction that indicates in some visible way
the presence of a material or organism). For
example, in the hemagglutination-inhibition
test for rubella antibody, inactivated rubella
viruses are adsorbed to the surface of a red
blood cell where the viruses serve as ligands
binding together several red blood cells
forming a visible clump. This reaction is de-
pendent on various conditions such as the
composition of the suspension medium, pH,
the concentration of antigen, and the precise
chemical modification of antigen.

Antigen-antibody interactions may iden-
tify heterophile antigens (i.e., unexpected
antigenic similarities across species or on
proteins with different functions). This may
be a source of false positive test results. Oc-
casionally, heterophile antigens have utility,
as in the diagnosis of infectious mononucle-

osis caused by Epstein-Barr virus (human
gamma herpes virus type 4), in which conva-
lescent human antibodies react with beef
erythrocytes.

Detection of Nucleotide Sequences

The principle involved in detection of genes
is the synthesis of a short, complementary
DNA or RNA nucleotide sequence used as a
genetic probe. The probe is labeled with a
radioisotopic or visible labeling system and
applied to a source of DNA or RNA. If the
probe sequences are matching and comple-
mentary to a sequence to be detected, the
probe will bind to the target. The radioiso-
tope or visible indicator permits identifica-
tion. A common and more sensitive genetic
sequence detection method is the extraction
of DNA or RNA from the specimen and its
amplification through the polymerase chain
reaction (PCR). If the test specimen contains
RNA this can be transformed to DNA, using
the enzyme reverse transcriptase (RT). It is
possible to use a short probe to fish out a
longer length of gene and then amplify this
by PCR. Large amounts of DNA obtained
from PCR are gel-electrophoresed then
stained, permitting precise identification of
the nucleotide sequences that form the ge-
netic code.

PCR or RT-PCR have many applications
in the direct identification of microbial ge-
netic material in fluids, secretions, or excre-
tions. Examples include identification of in-
fluenza or respiratory syncytial viruses in
respiratory secretions; or hepatitis B or
HIV-1 in blood, urine, or saliva. Direct ge-
netic probes are used to detect microbial
DNA or RNA in tissue specimens obtained
at biopsy, surgery, or autopsy. Examples in-
clude detection of mycoplasma in swabs of
cervical epithelial cells and herpes simplex
or varicella in biopsies of herpetic lesions. A
source of test nonspecificity is inherent in
the uniqueness of the nucleotide sequence of
the probe in relation to all sequences found
in nature. Because these sequences are vir-
tually infinite, identifications may be ex-
pressed as a probability. The probability of
correct identification varies directly with
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uniqueness in composition and the length of
the gene probe.

PCR is an enormously sensitive and speci-
fic test but it can result in false positives if the
specimen is contaminated. Since PCR can
identify and amplify as few as several gene
copies, incomplete removal of genes from
the laboratory environment and their trans-
fer from one test to another test is a common
source of false positive results. Great care
must be taken to keep test specimens sepa-
rate, in order to protect against false positive
identification. Special isolation facilities are
usually dedicated for this purpose.

Gene sequences are surrogates for defined
regions of proteins. Direct detection of spe-
cific gene sequences or amplification fol-
lowed by detection of specific sequences are
the basis of the most sensitive and reliable
methods of detecting infectious agents. Gene
probes are short nucleotide sequences, usu-
ally synthetic, coupled with a detection sys-
tem (e.g., radioisotope or enzyme). This probe
interacts with a target gene sequence when
there is a high degree of complementarity.

Other

During infection some organisms release de-
fensive or excretory products, including pro-
teins. Some, such as H. pylori urease, can be
used to establish the presence of the organ-
ism. Some replicating agents either may not
yet have been identified or yield no unique
diagnostic antigen. Recognition of the dis-
ease may result from the identification of
suggestive findings from appropriate clini-
cal diagnostic tests (e.g., EEG patterns in
Creutzfeldt-Jakob [prion] disease).

MISCLASSIFICATION

It is common practice to consider a diagnos-
tic test either normal or abnormal and the
disease either present or absent. But in fact,
both test and disease usually occur over a
range of values (i.e., they are continuous
variables) and information is lost when they
are dichotomized. Epidemiologic studies
often forfeit richer data (e.g., continuous
measures) for measures that are easily inter-
preted, such as estimates of the proportion

of people likely to experience a particular
outcome.

Figure 9-1 shows the relationship be-
tween test and disease when both are di-
chotomous. There are two opportunities for
misclassification. The disease may be pres-
ent and the test is negative, in which case the
test result is called "false negative." Or the
disease may be absent and the test is posi-
tive, in which case the test is a "false posi-
tive." Misclassification can arise for many
reasons, both biologic and technical. For ex-
ample, a PPD skin test for Mycobacterium
tuberculosis might be falsely negative if the
patient has a diminished immune response
(as with AIDS, advanced age, treatment
with immunosuppressive agents, or in the
presence of overwhelming infection), and
falsely positive if the patient has been infect-
ed with another mycobacterium.

Sensitivity and Specificity
While it is easy to accept that such misclas-
sification can occur, the more important
question is the direction and degree of mis-
classification. This information can be used
to estimate the extent to which misclassifi-
cation leads to misleading conclusions in epi-
demiologic research, and the consequences
of the error (Fletcher et al. 1996, Sackett et
al. 1991, Riegelman and Hirsch 1989, Sox
1996, Griner et al. 1981). One kind of ques-
tion about misclassification is how well a
test performs in the presence or absence of
disease. Two summary statistics, sensitivity
and specificity, are commonly used to de-
scribe this kind of misclassification by diag-
nostic tests (Fig. 9-2). Estimates of sensitiv-
ity and specificity are properties of a given
test under the specific conditions of the study
to which the research question applies. Stud-
ies summarize the experience with a group
of people, for research and public health
purposes, but can be used to estimate the
probability of disease in individual patients
for clinical purposes.

Sensitivity describes the proportion of
people with the disease who have a positive
test. It is a measure of how well the test de-
tects disease if it is present, without regard
to whether or not it produces false positive
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Figure 9-1. The relationship between a
diagnostic test result and the occurrence

of disease. There are two possibilities for
the test result to be correct (true positive
and true negative) and two possibilities

for the result to be incorrect (false
positive and false negative).

results in the process. Sensitivity is a ratio,
with the numerator the number of people
with a true positive test and the denomina-
tor the number with disease in the sample
being described. A synonym is the "true pos-
itive rate" (though it is in fact a ratio, not a
"rate," which implies a time dimension).
Good examples of sensitive tests for infec-
tious disease are those based on polymerase
chain reaction, which can in theory react to
a single molecule of organism-specific DNA.

The meaning of the term "test sensitivity"
in epidemiology should not be confused
with another use of the term, sometimes
called "analytic sensitivity," in clinical and
laboratory studies of infectious diseases: the
ability to react to a very small quantity of a
biologic entity. The two are related but the
epidemiologic "sensitivity" is a summary

statistic describing how well a test picks up
disease on average in a group of people,
whereas biologic sensitivity refers to how
well a laboratory method performs relative
to a biologic standard.

Specificity is the proportion of people
without disease who have a negative test. It
measures the degree to which people with-
out disease are called normal by the test.
Specificity is a ratio, with the numerator the
number of people in the sample with a true
negative test result and the denominator the
number of people without disease. Many
find it easier to interpret the same concept
with its complement, "false positive rate,"
the proportion of people without disease
who are called abnormal by the test, which
is [1 - specificity]. Examples of specific tests
are the recovery of herpesvirus from brain in

Figure 9-2. Diagnostic test characteristics and definitions. Se = sensitivity;
Sp = specificity; +PV = positive predictive value; — PV = negative predic-
tive value; P = prevalence of disease in the sample.
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a patient with encephalitis or of onchocerca
in skin nodules.

Sensitivity and specificity should be con-
sidered as a pair, because for a given test the
level of one is traded off against that of the
other. Therefore it is not possible to inter-
pret one properly without information on
the other.

Predictive Value

Another kind of question concerning mis-
classification has to do with interpreting the
results of a test once it has been performed:
how well does the result of the diagnostic
test predict the presence or absence of dis-
ease? Two summary statistics are used to de-
scribe this information.

The positive predictive value is the pro-
portion of people with a positive test who
actually have the disease. It expresses the de-
gree to which a positive test result represents
disease. The numerator is the number of
people in the sample with a true positive test
and the denominator all people with a posi-
tive test. For example, if 120 people in a
sample have a positive test and 80 of them
actually have the disease, the positive pre-
dictive value is 67%. The negative predic-
tive value is the comparable statistic for a
negative test: the proportion of people with
a negative test who are true negatives.

Predictive values depend not only on sen-
sitivity and specificity, which are properties
of the test, but also on the overall probabil-
ity of disease in the group being tested. In
a population, this probability is called the
point prevalence, the proportion of people
in a defined population who have the dis-
ease. In samples or individuals, it is common
to refer to the same statistic as the "pretest
probability."

For a given sensitivity and specificity, pos-
itive predictive value declines as the preva-
lence falls (Fig. 9-3). With the prevalence
below about 1 in 100, positive predictive

Figure 9-3. The relationship between positive
predictive value and prevalence.
Source: From Fletcher RH, Fletcher SW, Wagner
EH. Clinical Epidemiology. The Essentials. 3rd
ed. Baltimore: Williams & Wilkins, 1996.

values are relatively low, even for highly sen-
sitive and specific tests. Most infectious dis-
eases occur at a much lower prevalence in
the general population, but not necessarily
in clinical settings with groups of patients
who have strong risk factors for disease or
clinical evidence that it might be present. A
consequence is that false positive tests are a
fact of life in most epidemiologic surveys and
screening programs. In the case of research,
misclassification of variables can affect the
validity of the conclusion. In screening pro-
grams, false positive and false negative tests
have personal consequences to the individu-
als who are incorrectly classified.

Interrelationships

The definitions and interrelationships of sen-
sitivity, specificity, and predictive value are
summarized in Figure 9-3.

The description of the way to think about
the probability of disease, given a particular
test result and prevalence of disease before
the test was conducted, is based on Bayes'
theorem, proposed by the Reverend Thomas
Bayes in the 1700s. The general formula can
be found at the foot of this page. Bayes' the-
orem is increasingly used in epidemiologic

Positive predictive value =

(sensitivity X pretest probability)

(sensitivity X pretest probability) + [(1 - pretest probability) X (1 - specificity)]
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and clinical research to estimate how pre-
dictions change based on new information
(e.g., with changes in disease prevalence).

VALIDITY

Misclassification arises because of variation
inherent in all measurement. In general
terms, variation arises by two processes:
bias (systematic error) and chance (random
error). To obtain measurements with as lit-
tle misclassification as possible, it is neces-
sary to know the sources of variation, mini-
mize bias, and have a large enough sample
to yield a precise estimate of test perform-
ance. It is then necessary to estimate the ex-
tent to which random variation and remain-
ing bias might affect the estimate of test
performance.

Sources of Variation

Variation in epidemiologic observations, in-
cluding diagnostic tests for infectious dis-
eases, can be attributed to two general
sources: biologic and measurement.

Biologic variation occurs within and
among individuals. First, the individual's
actual state varies over time. For example,
people infected with HIV may be seronega-
tive one week and seropositive the next, as
time passes since the onset of infection. Sim-
ilarly, people with a positive tuberculin skin
test may convert to a negative test with over-
whelming infection or immunodeficiency (as
in AIDS). A survey at any point in time may
catch some of the people who ordinarily
have a positive test at a moment when their
test is negative. Biologic variation among in-
dividuals occurs because of differences across
individuals in the state of infection.

Measurement variation is partly attribut-
able to the instrument used to make the meas-
urement (culture media, gels, gene probes,
and the like). Thus an improperly prepared
culture medium for Neisseria gonorrhoeae
will result in false negative test results, where-
as contaminated blood cultures will give false
positive results. Some measurement varia-
tion can also be attributed to the person
making the measurement—for example, the
clinician reading the skin test, the patholo-

gist reading the tissue stained for specific or-
ganisms, or the technician doing the Gram
stains.

Biases

Any systematic error in measurement con-
tributes to variation and, in the case of a di-
agnostic test, increases misclassification so
that the information available from the test
is diminished (Begg 1987). In an epidemio-
logic study of infectious disease, all results
that are based on faulty measurement are
misleading.

Two kinds of observer error tend to create
a greater correspondence between the re-
sults of the test and the true state of disease
than actually exists in nature. The liability
for these biases is greater in situations where
there is a large element of judgment in either
the test interpretation or diagnosis, such as
reading of acid fast stains for mycobacteria
or silver stains for Pneumocystic carinii or
assigning a clinical diagnosis of influenza or
hantavirus infection.

On the one hand, the person interpreting
the test result may be biased if he or she has
other information on whether the patient
has the disease and takes this information
into account when interpreting the test re-
sult. On the other hand, the person assign-
ing the diagnosis might know the results of
the test and take it into account when mak-
ing the judgment whether the disease is pres-
ent. In both instances, the reasoning is cir-
cular: the diagnostic test result and disease
status are more strongly related to each
other under the conditions of the study than
they would otherwise be because of a natu-
ral tendency to make the test result fit with
the diagnosis or the diagnosis fit with the
test result. Users of the information are left
uncertain about how much additional infor-
mation the test result really contributes to
the diagnosis.

Quality Control

Diagnostic instruments must be continually
calibrated. It is important for the laborato-
rian and user of diagnostic tests alike to un-
derstand that gauges and other measuring
instruments can err. Quality assurance is an
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ongoing challenge and failure of quality as-
surance is a major source of error. Some
level of insensitivity and nonspecificity is
continually introduced into diagnostic tests
due to quality assurance failures. Such events
occur as a result of human error and with
wear and tear. The manufacturer usually pro-
vides gauges, rotor meters, or other sensors
that are used routinely for calibrating per-
formance. These in turn must be calibrated.
Calibration is often done by the manufac-
turer's representative or by quality assur-
ance teams from the home institution or gov-
ernment agencies. Instrument performance
must be tested against a gold standard and
retested at appropriate intervals.

Similar principles apply to questionnaire-
based instruments. The properties of the in-
strument are established through studies of
validity, including whether it includes all as-
pects of the thing being measured (content
validity), yields results that are consistent
with existing theory (construct validity), and
predicts physically verifiable manifestations
of the thing being measured (criterion valid-
ity). Quality is maintained by training ses-
sions for research assistants and surveillance
on how the instruments are being used.

For tests that depend on an observer's
judgment, observer error can be reduced by
several methods. (1) One can choose an ob-
jective outcome, one that involves relatively
little judgment, such as the results of a cul-
ture or gene probe. However, one would do
so only if that measurement were to cor-
respond to the research question; not only
to achieve more objective measurements.
(2) Researchers can create explicit, detailed
"decision rules" for using the data to assign
test results and diagnoses. An example is the
set of criteria for a research diagnosis of
toxic shock syndrome shown in Table 9-1.
(3) Researchers can also assure that decision
rules are followed uniformly by all who col-
lect and code data by beginning the data col-
lection phase of the study with training ses-
sions and continuing with regular meetings
to revise the rules to take into account situ-
ations that were not anticipated when the
rules were first established. (4) Observers
may be masked so that those who interpret

the test do not have other information about
the diagnosis and those assigning the diag-
nosis do not have information about the
test. (5) In every case, investigators should
measure agreement between observers dur-
ing data collection and institute measures to
correct any identified causes of disagreement.

Random Variation

Misclassification can also arise because of
random variation. The main issue is the ex-
tent to which a sample of people included in
a study, even if selected by an unbiased (ran-
dom) method, misrepresents the situation
for the source population as a whole be-
cause of random variation in samples. This
risk is especially high for small samples of
patients and can be reduced by studying
large samples. The extent to which random
error might account for the observed test
performance is estimated by statistical meth-
ods and commonly expressed as a confidence
interval for the estimate, also called the
"statistical precision" of the estimate (Heck-
erling 1988, Gardner et al. 1989). A 95%
confidence interval—for example, of the
sensitivity, specificity, or predictive value—
is interpreted as having at least a 95%
chance of including the true value in the
population studied.

For the simple situation, common in
epidemiologic studies, in which the meas-
urement (e.g., sensitivity) is expressed as a
proportion, the 95% confidence can be ap-
proximated by assuming that the results
have a binomial distribution. Thus

95% Confidence Interval =

where ± 1.96 is the proportion of a binomi-
al distribution that includes 95% of the val-
ues, p is the observed proportion (e.g., sen-
sitivity or specificity), and N is the number
of observations.

In general, the effect of random variation
is to decrease the observed relationship be-
tween test result and disease, relative to
what it is in nature. Even with meticulous
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methods, such as decision rules, training ses-
sions, and masking, random error in diag-
nostic test results introduces noise that, if
accumulated over measurements of many
phenomena, can drown out the signal and
result in a negative study.

GENERALIZABILITY

The samples of people with and without an
infectious disease that are included in a
study of a diagnostic test determine the ob-
served performance of the test (Ransohoff
and Feinstein 1978). The characteristics of
people in the sample can be strongly related
to sensitivity and specificity, and therefore to
predictive value. The particular mix of pa-
tients with these characteristics has been
called the "spectrum" of patients. The ques-
tion then arises: to whom do the results of
the study apply? The answer is called the
"generalizability" of the test performance.

The sample of people with disease deter-
mines the observed sensitivity of the test.
Not all patients with a disease have a simi-
lar likelihood of having a positive test. In
general, those with long-standing, advanced,
or classic disease are more likely to have a
positive test than those with recent, mild,
and atypical disease. If sampling results in a
group of patients who are especially likely to
have a positive test, sensitivity will be high.
For example, sputum smears and cultures
for Mycobacterium tuberculosis infection
are likely to be very sensitive in patients with
well-established AIDS and pulmonary dis-
ease, a situation in which mycobacteria mul-
tiply to massive numbers. On the other hand,
the sensitivity is likely to be lower in a sam-
ple of patients with a positive skin test and
infiltrate but who are not immunocompro-
mised and not coughing.

The sample of people without disease de-
termines the specificity of the test. The more
they resemble those with the disease, the
more likely are false positive test results (i.e.,
the lower the specificity). Thus people with
a variety of diseases that elevate serum im-
munoglobulins have false positive reactions
on second-generation tests for hepatitis C.
These are, unfortunately, the very diseases

for which one would want to use the test in
order to distinguish people without hepati-
tis C from patients actually infected with
hepatitis C. On the other hand, the more
healthy the noncases are, the higher the
specificity. It has been shown many times
that if normal volunteers are used as the
nondiseased controls, few have abnormal
tests and specificity is very high.

Although prevalence itself does not affect
sensitivity and specificity, there is common-
ly an association between the two because
the settings in which high and low preva-
lence occurs are also ones in which the spec-
trum of patients differ. Thus the predictive
value for chlamydia tests in a sexually trans-
mitted disease clinic might be higher than in
the general population not only because of
the high probability of disease in the clinic
but also because patients there are more se-
verely affected, and so more likely to pro-
duce a positive result, than those with less se-
vere infections in the general population.

The main goal in choosing a sample is to
get one that matches the research question.
For example, if one wants to know the ac-
curacy of a skin test for tuberculosis among
patients with AIDS, cases should be those
with AIDS and tuberculosis and noncases
those with AIDS and similar symptoms and
signs but without tuberculosis.

Data for studies of diagnostic tests usually
come from clinical records, not experiments.
Often data on the ideal samples of noncases
are not available because the process of es-
tablishing the gold standard diagnosis is so
costly and invasive that it is not acceptable
to apply it to patients who do not have evi-
dence, from simpler observations such as
epidemiologic risk factors and clinical symp-
toms and signs, that the disease is likely to be
present. Thus a pediatrician in office practice
would not obtain blood cultures on children
with fever unless there was strong evidence
of bacteremia, even though some of the
children not cultured might in fact have bac-
teremia. As a consequence, when data are
from clinical practice there is incomplete in-
formation about the performance of the test
in people without the disease; only those
with earlier positive tests, a biased sample of
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all patients without disease, are included.
The result is an inability to determine sensi-
tivity and specificity, and although positive
predictive value can be obtained, negative
predictive value cannot. This is a major
problem; if the data are not available, no
amount of analyses can make up for the
deficit. Sometimes the problem can be over-
come by obtaining consent for testing from
people without positive results from prelim-
inary tests or by finding a naturally occur-
ring sample, perhaps in a different setting, in
which such testing has been done.

AGREEMENT

When there is no standard of validity for a
diagnostic test, it may be useful to summa-
rize the extent to which two observers' ob-
servations are concordant, either to arrive at
a consensus diagnosis or to describe the level
of agreement. Here the observers are on an
equal footing; neither is taken as a standard
of validity for the other.

If the data are dichotomous, as they are in
the usual situation where there are two ob-
servers deciding whether disease is present
or absent, the data can be placed in a 2 X 2
table and agreement described by the pro-
portion of all cases that falls in the two cells
representing agreement. However, this does
not take into account the amount of such
agreement that might occur by chance
alone. To obtain a better view of the extent
of agreement beyond chance, the kappa sta-
tistic is used (Fleiss 1981).

Two observers may be asked to place
people into more than two categories of dis-
ease status. An example is when the pres-
ence of disease is rated on an ordinal scale:
present, probably present, possibly present,
probably absent, and absent. There is then
the possibility of degrees of disagreement. It
would be misleading to rate a near miss
(such as one saying probably present and the
other present) the same as a wide miss (one
says present and the other absent). In this
situation it is advisable to present the data
for visual inspection in a N X N table, with
each patient represented by a dot (or all
patients in a cell represented by a number).

One can also obtain a summary statistic
for agreement beyond chance (a weighted
kappa) by weighting the magnitude of dis-
agreement on the diagnosis in individual
cases, giving more credit for near misses
than for large ones. This presents a fairer
picture of agreement beyond chance than an
unweighted kappa but the weighted kappa
statistic may be heavily affected by the par-
ticular weighting scheme chosen.

If the data are continuous, they can be dis-
played by a figure. If there are few patients
in the study, it is best to represent each case
by a data point, allowing the reader to judge
the distribution of values for each observer,
the number of observations (hence, statisti-
cal stability of the observed relationships),
observed agreement, and the number and
extremity of outliers. The data can also be
summarized by a correlation coefficient (r),
and a statistical test of whether r exceeds 0
(no association) beyond what might have
been expected by chance.

BEYOND DICHOTOMOUS TEST
AND DISEASE

Up until this point, test result and disease
presence have been discussed as dichoto-
mous variables. Tests for the presence of in-
fection using various methods ranging from
culture to molecular diagnosis do in fact
yield a present/absent result. However, tests
for infectious disease (such as serologic and
skin tests) that are based on the host's bio-
logic reaction to the infection are rarely ac-
tually dichotomous. Nearly all can take on
a range of values, that is, they are expressed
as continuous variables. Thus urine cultures
(the test) in women with carefully docu-
mented urinary tract infection (the disease)
can vary over 100,000-fold, from a few or-
ganisms to over 106/mm3. There is usually
an overlap in test result values for people
with and without infection. Moreover the
distribution of values in a population of
people with and without the disease usually
has no humps or breaks that suggest a bio-
logic reason for deciding where to place a
cut-point between normal and abnormal
values. For example, while it is clear that
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urine cultures showing greater than 105 bac-
teria per ml or mm3 clearly represent urinary
tract infection, and that negligible concen-
trations of bacteria are detected in spe-
cimens collected from people who are not
infected, there is uncertainty in how to in-
terpret values in the 102 to 105 range.

Defining Normal and Abnormal

It is common to define a level beyond which
a test is considered abnormal. Often a sta-
tistical definition of abnormal is used, in
which unusual is considered abnormal. This
is usually defined as beyond two standard
deviations from the mean of a population of
apparently healthy people. The statistical
definition of abnormal is artificial, from the
epidemiologic or clinical point of view. For
example, by this definition, the prevalence
of all infectious diseases would be 5%. More
substantive decisions about what to consid-
er abnormal take into account the range of
values that is associated with clinical disease
or improvement with treatment.

Choosing a Cut-Point

By whatever means the definition of normal
is assigned, creating a dichotomous variable
from a continuous one requires a choice
about where the cut-point between normal
and abnormal is placed in a distribution
of test result values. The choice is up to
the investigator and necessarily involves a
trade-off.

Sensitivity and specificity are inversely re-
lated as one moves the cut-point from a low
to a high value. It is possible to establish a
tuberculin skin test that is highly sensitive
for Mycobacterium tuberculosis infection
(or, alternatively, very specific) by where one
places the cut-point. Experience has shown
that cut-points of around 5-15 mm provide
diagnostically useful information. If one
were to set the point at which the test was
called positive extremely low, perhaps at
2 mm of induration, the test would detect
nearly all cases (i.e., high sensitivity) but
would result in many false positive diag-
noses. On the other hand, if one were to call
positive only those tests resulting in greater
than 2.0 cm of induration, few people with-

out tuberculosis would be falsely labeled as
having the disease (i.e., high specificity) but
there would be many false negatives. Be-
cause it is possible to raise sensitivity at the
expense of the specificity, and vice versa, see-
ing one or the other in isolation does not tell
one whether the test contributes a net gain
in information about the diagnosis. In gen-
eral, sensitivity and specificity can be traded
off against each other for a given test, with
no gain in information. To have more infor-
mation, one must devise a better test, not
just move the cut-point.

Epidemiologic information can help in-
vestigators or clinicians choose a cut-point
that improves both sensitivity and specifici-
ty. For example, one might choose to call a
PPD with 5 mm of induration a positive test
in people with an abnormal chest roentgen-
ogram, a 10 mm PPD positive in a person
who has had a recent negative test, and a 15
mm PPD positive in people in whom there is
no other reason to suspect tuberculosis.

The relationship between sensitivity and
specificity at various cut-points for normal
and abnormal is shown graphically as a re-
ceiver operating characteristic (ROC) curve.
Figure 9-4 shows an example. The test is a
culture of clean catch urine, the disease is
gram-negative bacterial infection of the uri-
nary tract, confirmed by either catheteriza-
tion or needle aspiration of the bladder, and
the population young women with symp-
toms suggesting urinary tract infection. A
traditional cut-point for infection is 105 bac-
teria per ml or mm3; it was established in
women with pyelonephritis and worked
well for them. However, some less severely ill
women were infected with counts as low as
102. As the cutoff point between normal and
abnormal urine culture is raised, sensitivity
declines and specificity increases. At the tra-
ditional point of 105, 48% of infected
women are called normal.

In the general case, ROC curves plot
sensitivity on the vertical axis against (1 -
specificity) on the horizontal axis. The curve
shows the sensitivity and (1 - specificity)
corresponding to each cut-point. Tests that
distinguish well between normal and abnor-
mal occupy the upper left corner of the fig-
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Figure 9-4, A receiver operating char-
acteristic (ROC) curve: quantitative
urine culture versus true presence of
bacteria in the urine.
Source: Data from Stamm WE, Counts
GW, Running KR, et al. Diagnosis of
coliform infection in acutely ill dysuric
women. N. Engl. J. Med. 307: 463-
468, 1982.

ure. Those that contribute no information
beyond what was known before the test was
applied (the pretest probability) have ROC
"curves" on the diagonal. It is possible to
characterize the information contributed by
a test by the area under the curve and to
compare the performance of tests by com-
paring their areas and seeing if observed dif-
ferences are beyond chance.

The choice of where to place the cut-
point is driven by the consequences of the
resulting misclassification. A test that is in-
tended to be sensitive—because it is im-
portant (for the purposes of epidemiologic
description, patient care, or research) to
discover most cases—should have a low
cutoff point, even if this results in a sub-
stantial number of false positive test results.
On the other hand, a test that should be very
specific, because of major consequences of a
false positive diagnosis, as is the case with
HIV infection, may need to be operated with
a high cut-point, even at the expense of sen-
sitivity.

For a given test, the trade-off between
sensitivity and specificity is inescapable.
However, a new test may be better in both
sensitivity and specificity, not requiring as
much of a trade-off between the two as its
predecessor. On an ROC curve, the new test
would be farther in the upper left corner
than the old test.

Likelihood Ratios

It is somewhat artificial to consider tests
simply normal or abnormal, even taking
into account different cut-points. Tests can
take on a range of values and it is intuitive-
ly obvious (and established by studies) that
extremely high values are more likely to rep-
resent disease than ones just above the cut-
point. The exact result of the test carries
more information, which is discarded when
the test is dichotomized. To take into ac-
count how different levels of a test represent
different probabilities of disease, another
summary statistic of test performance, the
likelihood ratio, is useful.

A likelihood ratio (LR) is defined as:

Probability of disease
in people with a

positive test
LR =

Probability of disease
in people with a

negative test

Likelihood ratios carry the same kind of in-
formation as sensitivity and specificity to-
gether, but for various levels of test results.
In addition, they have an attractive math-
ematical property: it is relatively easy to
calculate posttest probability from pretest
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probability and the test result. However, to
take advantage of it, one must first convert
probabilities to odds and odds back to prob-
ability using the following formulae:

Probability =

Odds =

odds

1 + odds

Probability of event

1 — Probability of event

It is then possible to get posttest odds by
simply multiplying pretest odds by the like-
lihood ratio corresponding to the test result:

Posttest odds = Pretest Odds
X Likelihood Ratio

Although likelihood ratios have many de-
sirable mathematical and conceptual prop-
erties, their meaning is not as intuitively ob-
vious as sensitivity and specificity and so
they have not been as widely used for sum-
marizing the information conveyed by a di-
agnostic test. Many investigators do sum-
marize the performance of a test both ways,
however, allowing the reader to choose the
methods that suits him or her best.

COMBINATIONS OF TESTS

Single diagnostic tests are rarely sufficient;
ordinarily several are used together. The
combination of diagnostic tests makes up a
diagnostic strategy. Several kinds of strate-
gies are possible, depending on how the tests
are combined.

Using Tests in Series

In serial testing if the first test is positive, a
second is employed; if the second is positive,
a third is done; and so on. This strategy is
common for screening for infectious dis-
ease. The first test is chosen to be sensitive,
so as to miss few cases, to be inexpensive,
because it will be applied to many people,
and to be safe, because it is not ethical to ex-
pose people to risk when they are well. Some
(often the majority) of the people with a pos-
itive test have false positive results. A second

test is chosen to be specific, to avoid labeling
people with disease who do not have it, be-
cause of the many consequences, financial
and human, that accompany a false positive
test. If a subsequent test is needed, it may
legitimately be more expensive and risky,
because it is being applied to relatively few
patients and they have an increased proba-
bility of having the disease, relative to the
original, screened population.

Serologic testing for syphilis is an example
of serial testing. Any of several tests based
on a lipid nontreponemal antigen (probably
present in treponemes but in other tissues as
well) is sensitive and inexpensive, and so it
is used first. If the reagin test is positive, it is
then worth proceeding to a much more spe-
cific, sensitive, and expensive test for trepo-
nemal antigen, FTA-ABS.

Testing in series tends to decrease the sen-
sitivity and increase the specificity for the
strategy as a whole, relative to the individ-
ual tests in the series. In effect, it sets a high-
er standard, with several filters, before a di-
agnosis is assigned.

Using Tests in Parallel

A second strategy is to test in parallel. One
applies several tests together and a positive
result for any one of them is considered evi-
dence for disease. If none is positive, this is
considered evidence against disease. An ex-
ample is testing for fungal infections, many
of which are difficult to detect, where a cli-
nician might use sputum cultures and stains,
skin tests, and serologic testing together to
see if any suggests infection. Parallel testing
tends to increase the sensitivity and decrease
the specificity for the strategy as a whole,
relative to any of the individual tests.

Prediction Rules

The information from several tests may be
used together to arrive at a single diagnosis.
This is a special case of using tests in paral-
lel. For example, one can pool the informa-
tion contained in the clinical and epidemio-
logic features of a patient with sore throat
(fever, purulence, cervical adenopathy, age,
geographic location, season of the year) to
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predict whether that patient has infection
with group A beta-hemolytic streptococcus.

Modern prediction rules are often con-
structed by using logistic regression to model
the relationships between several variables
and the presence or absence of disease in a
sample of people (Wasson et al. 1985). The
model as a whole is the test and its compo-
nent observations are in effect subtests. The
values for a specific patient can be entered
into the model, based on data from a sample
of similar patients, and his or her probability
of disease calculated. The coefficients for
each variable are sometimes reduced to
whole numbers, to simplify calculations
and in recognition of the underlying impre-
cision of individual components of the
model. Even simpler models consider the
variables present or absent.

THRESHOLDS FOR
DECISION MAKING

Diagnostic tests are a prelude to action.
Those using the information must decide on
the basis of the test whether to treat or not,
report to health officials or not, or enter a re-
search variable as present or absent. Two
thresholds for these decisions, defining three
courses of action, are diagrammed in Figure

9-5 (Pauker and Kassirer 1975). When the
test suggests a low probability of disease one
may decide not to act further, on the convic-
tion (based on data) that disease is suffi-
ciently unlikely. At higher probabilities, one
reaches a threshold where further testing is
warranted, but disease is not likely enough
to act on it (e.g., by prescribing antibiotics
or entering the patient in a data set as a con-
firmed case without the results of the test).
At a still higher probability of disease, one
reaches another threshold where disease is
considered sufficiently likely that it is judged
present without further testing. The loca-
tion of these thresholds depends on the dis-
ease and test, and also the judgment of the
tester and the norms in the setting in which
the test is done. For example, in some set-
tings, with few resources, fever alone is suf-
ficient evidence for malaria to begin treat-
ment; in others, the presence of parasites on
blood smear, confirmed by a parasitologist,
is required. In general, research definitions
of disease are more stringent than those used
in patient care and public health, because
misclassification of variables is cumulative
and small decrements in the quality of the
data can have large effects on the results of
the study, possibly obscuring important re-
lationships in the data.

Figure 9-5. Threshold for decision making: The concept of probability at which an infectious dis-
ease is considered likely enough to treat (clinical medicine) or code as present (epidemiologic re-
search) or to require further testing to decide. Tt = test. Ttrx = treat without further testing.
Source: Adapted from Pauker SG, Kassirer JP. The threshold approach to clinical decision-making.
N. Engl. J. Med. 302: 1109-1117, 1980.
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TECHNOLOGY ASSESSMENT

Diagnostic tests in and of themselves do not
help people. To be helpful the information
they convey must be used to select effective
intervention. Therefore when diagnostic
tests are evaluated for practical purposes—
to establish public or clinical policy—it is
necessary to describe the test's contribution
by following through the cascade of events
from result of the test to health outcomes
(Sox et al. 1988). This process, for tests for
infectious and other diseases, has come to be
called "technology assessment"; it is a
major public policy interest, because of the
rising cost of health care and concern that
not all care necessarily achieves its main
purpose, better outcomes of disease.

First, the test result must be noticed and
acted on. Many studies have shown that a
distressingly high proportion of tests per-
formed in the care of patients fails to be use-
ful at this level. Additional testing might be
necessary to confirm the presence or absence
of disease. With the diagnosis confirmed,
there must be effective treatment. The treat-
ment must be acceptable to patients and
health care providers—because of conven-
ience, comfort, cost, and safety—so that the
treatment is actually received. Finally, there
must be evidence that the treatment im-
proves the health outcomes.

Health Outcomes

There is a growing consensus that all efforts
to improve health should be judged mainly
by their effects on clinical outcomes, the sort
that could be recognized and valued by the
affected people themselves. These health out-
comes include: symptoms (e.g., pain, dys-
pnea, or nausea); disability (e.g., being un-
able to perform daily activities at work or
home); and death (especially if untimely).
Biologic outcomes such as negative cultures,
fall in antibody titers, or improvement in
tests of organ dysfunction, may well be re-
lated to health outcomes but this cannot be
assumed without strong evidence.

Cost
There is also consensus that cost is a major
outcome of health care interventions, cer-

tainly including diagnostic tests and their
consequences. The cost of diagnostic tests
is especially at issue with the advent of new
technologies such as computerized tomogra-
phy, magnetic resonance imaging, and gene
probes. Cost analysis is a specialized skill
that is not squarely within the discipline of
epidemiology, but it is highly relevant to
some epidemiologic questions, especially
when epidemiologic studies are used to in-
form public policy decisions.

The total cost attributable to a test in-
cludes not only the cost of the test itself but
all of the effects that follow from the test.
These are commonly divided into two gen-
eral types: direct and indirect. Direct costs
are those directly related to the test and its
clinical consequences. Direct medical costs
include those that are incurred in the medi-
cal setting. Examples for gram-negative sep-
sis include the cost of diagnostic tests, anti-
biotics, hospital bed, and physician services.
Direct nonmedical costs, which may be a
substantial proportion of direct costs, in-
clude such things as transportation to a
medical facility and food and lodging for
family. Indirect costs are the rest, mainly the
loss of wages for patient and family either
during the illness and its evaluation and
treatment until recovery or, if the illness leads
to permanent disability or death, lost wages
up until the expected time of retirement.

In calculating the costs of a decision to use
a diagnostic test, three issues must be borne
in mind. First, charges for a service are
rarely a fair reflection of its true monetary
value because of the widespread accounting
practice of charging more than their true
costs for some services and less for others.
Second, the value of money depends of when
it is spent. In general, the present value of
money is different in the future because of
inflation and the opportunity to invest the
money to make it increase in value over
time. Therefore analyses of costs that are in-
curred over many years must discount fu-
ture costs. Third, the importance of cost de-
pends on who must pay. While many cost
analyses are from the perspective of society
as a whole, actual costs are often incurred at
a more local level—an individual insurance
plan, practice, or family.
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Cost-Benefit Analysis
Cost-benefit analysis is a way of summariz-
ing the purely monetary consequences of a
test. One expression is net cost, the difference
between the benefits (in dollars) attributed
to the test minus the costs (also in dollars)
attributed to the test. Cost-benefit analysis is
of limited value in the assessment of health
technologies because it fails to take into ac-
count nonmonetary aspects of health and
disease; it is better suited to commerce.

Cost-Effectiveness Analyses

It is helpful to calculate a number that sum-
marizes the relationship between cost and ef-
fect, so that the cost for a given effect for dif-
ferent diagnostic tests can be compared. Cost
effectiveness is the ratio of the cost (in dollars
or other monetary units) to the effects, such
as death averted or disease detected. A com-
mon example is the cost per year of life saved.
To take into account outcomes of care other
than money one can calculate the cost per
quality adjusted year of life saved.

SUMMARY

In this chapter, we reviewed the most common
quantitative measures for evaluating the va-
lidity and reliability of tests used to diagnose
infections. We also made brief mention of
measures of the utility of tests in terms of their
relative costs. Diagnostic tests that are speci-
fic to particular infections, such as vector-
borne and sexually transmitted infections,
are discussed in more detail in Chapters 10-
13, addressing the research methods pertain-
ing to the particular types of transmission.
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10
Respiratory Transmission

JACK M. GWALTNEY, JR., and J. OWEN HENDLEY

Richard Riley, a pioneer aerobiologist of the
twentieth century, traced concern over respi-
ratory spread of disease back to the time of
the ancient Egyptian dynasties (Riley 1980).
In fact, early theories of contagion tended to
focus on respiratory spread of disease more
than subsequent work has shown to be war-
ranted. The nineteenth century discovery of
important water and foodborne transmission
routes shifted attention away from respirato-
ry mechanisms of spread. Interest in the res-
piratory area was renewed in the twentieth
century by the work of William Wells who
proposed the concept of droplet nuclei, small
(<10u) infectious particles that remain sus-
pended in air (Wells 1934). This mode of
transmission was subsequently shown to be
important in some respiratory diseases such
as tuberculosis and measles. The route by
which common cold viruses spread remained
speculative. More recent work has implicat-
ed virus contaminated fingers in the trans-
mission of rhinovirus colds (Hendley et al.
1973). This discovery has shifted attention to
direct contact as a method of transmission
for some respiratory viruses.

It now appears that not all respiratory
pathogens are transmitted in the same
manner and that small particle aerosol, large
(>10u) particle aerosol, and direct contact
may each have a role. This in turn affects the
methodology required for epidemiologic
studies of respiratory pathogens. A broad
range of microbial pathogens infects the
respiratory tract of humans including bac-
teria, mycobacteria, mycoplasmas, chlamy-
dia, fungi, and viruses. The biological char-
acteristics of these organisms and the
environmental and behavioral features that
influence risk of infection are so diverse that
a comprehensive review of the subject is im-
practical in one chapter. Consequently, this
chapter addresses methodology related to
studying the viruses that cause acute respi-
ratory infection.

VIRAL PATHOGENS

A number of viruses are spread by respira-
tory secretions and/or infect by way of the
respiratory tract (Table 10-1). This group is
composed of more than 200 antigenically

213
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Table 10-1 Viruses that Are Transmitted in
Respiratory Secretions and/or Infect by Way of
the Respiratory Tract
Predominant Manifestations
of Disease

No.
Serotypes

Respiratory

Upper airway
Rhinovirus
Coronavirus

Upper and lower airways
Influenza virus
Parainfluenza virus
Respiratory syncytial virus
Adenovirus virus

Nonrespiratory

Skin
Measles virus
Rubella virus
Varicella virus

Systemic
Hantavirus

CNS
ECHO virus
Coxsackie virus

>100
4

3
4
2

>33

1
1
1

1*

31
29

*Serotypes Puumala (PUU), Seoul (SEO), Hantaan (HTN), or
HTN-like types, and Dobrav.

distinct types and several different virus
families. Some of these viruses produce dis-
ease that is primarily restricted to the respi-
ratory tract. Others enter by the respiratory
tract and then disseminate by way of the
blood stream to produce disease elsewhere,
such as in skin and the central nervous sys-
tem. The reservoir of the major respiratory
viruses is the respiratory tract of humans. In
general, respiratory viruses cause acute self-
limited infections. Long-term carriage can
occur with some such as adenovirus, but
"colonization" as with the respiratory bac-
teria does not occur. The genome of most of
the viruses in Table 10-1 is composed of
RNA with the exceptions of adenovirus and
varicella virus, which contain DNA. Most
of the viruses are surrounded by a lipid-con-
taining envelope or membrane except for
rhinovirus, adenovirus, and the enterovi-
ruses (ECHO and Coxsackie A and B). The
viruses vary in size from the picornavirus
family (25-30 nm) to the myxoviruses and
varicella virus (100-300 nm).

Certain biologic characteristics of these
viruses appear to be associated with their

epidemiologic behavior. The site(s) at which
virus replicates in the respiratory tract may
influence the route by which virus exits the
infected host. For example, replication of
virus in the lower respiratory tract coupled
with cough would be expected to result in
the production of virus- containing aerosols,
while viral replication in the nose would be
associated with virus in nasal secretions but
not in droplet nuclei. Once released into the
environment, the virus's duration of survival
is an important characteristic that is related
to the chemical and physical properties of
the viral coat. Enveloped viruses show some-
what less stability on surfaces and in aero-
sols than viruses that do not have envelopes.
For example, rhinovirus, a nonenveloped
virus, has been shown to survive at least four
days on hard surfaces (Hendley and Gwalt-
ney 1988), while respiratory syncytial virus,
an enveloped virus, survived for less than
seven hours on nonporous surfaces (Hall et
al. 1980). Also, nonenveloped viruses, such
as rhinovirus and adenovirus, survive better
in relative humidities above 50%, while en-
veloped viruses, such as influenza and para-
influenza viruses, survive better at low rela-
tive humidity (Buckland and Tyrrell 1962,
Gwaltney 1984). Humidity affects virus sur-
vival both on surface and in aerosols.

Another feature of respiratory viruses
that is important in epidemiologic behavior
is the capacity to evoke immunity. For ex-
ample, infection with a rhinovirus serotype
usually, but not always, leads to long-lasting
immunity to that serotype, while respirato-
ry syncytial virus and coronavirus infections
do not usually provide lasting immunity. An
important characteristic of influenza virus is
its capacity for antigenic change. The anti-
genie shifts and drifts of influenza virus are
clearly associated with its epidemiologic be-
havior.

POPULATIONS

Acute Respiratory Infections Are Universal

Epidemiologic studies of natural respiratory
illness have been conducted in various groups,
including industrial populations (Lidwell and
Williams 1961, Gwaltney et al. 1966), fami-
lies (Dingle et al. 1964, Dick et al. 1967,
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Hendley et al. 1969), military recruits (John-
son et al. 1962, Voors et al. 1968), and stu-
dents (Hamre and Procknow 1963, Glezen
et al. 1975). Also, following the lead of Dr.
Walter Kruse, who originated the method
(Kruse 1914), a considerable amount of
work has been done with experimentally in-
fected volunteers (Andrewes 1965, Tyrrell
1965, Douglas 1970, Dick et al. 1987, Hay-
den et al. 1996, Gwaltney In press).

CASE IDENTIFICATION
AND MEASUREMENT
OF ILLNESS SEVERITY

The clinical features of acute viral respirato-
ry illness, especially of the common cold, are
primarily subjective in nature. This influ-
ences the methods that have been used in
epidemiologic studies to diagnose illness.
The methods of case identification used for
common colds includes self-diagnosis by the
patient, diagnosis by the investigator, and
specific diagnostic criteria based on symp-
tom reporting (Monto 1994).

Self-Diagnosis by the Patient

Some of the classic epidemiologic studies of
acute respiratory illness, such as the Cleve-
land (Dingle et al. 1964) and Tecumseh
(Monto et al. 1971) studies, used self-diag-
nosis by the patient for case definition. Iden-
tification of illness was based on the indi-
vidual subject's perception of what he or she
believed constituted a common cold or in-
fluenzal illness. An adult family member,
usually the mother, identified illness in chil-
dren and sometimes other family members.

Case definition by self-diagnosis has the
advantage of simplicity, but variables such
as cultural background and age may influ-
ence the perception of what constitutes ill-
ness. This method can be used to collect
nominal data, presence or absence of illness.
It also has been used to collect information
on individual symptoms, using a diary.

Diagnosis by the Investigator

Diagnosis by the investigator has been used
in epidemiologic studies of acute respiratory
illness both with natural illness (Hilleman et
al. 1962, Selwyn 1990) and in experimental

infection (Murphy et al. 1980). Investigator-
based diagnosis reduces the individual vari-
ation associated with self-diagnosis, but the
major disadvantage in the method is that
much of respiratory illness is subjective in
nature. Objective findings of excessive nasal
secretions, sneezing/coughing, and erythe-
ma of the mucosa of the upper airways are
too episodic and variable to be valid meas-
ures of the occurrence of illness. Thus an in-
dividual with a severe cold based on symp-
toms experienced may show only minimal
objective evidence of disease at the one point
in time when seen by the investigator.

Criteria-Based Diagnosis

In recent decades, epidemiologic studies of
acute respiratory illness have moved toward
identification of illness based on preestab-
lished criteria. With these methods, subjects
use a standardized form to report on the
presence or absence of a preselected list of
respiratory and general symptoms (Gwalt-
ney et al. 1966). Recording of symptoms is
either done by the subject or by a member of
the investigative team on a daily basis. This
system can provide either nominal data based
on presence or absence of symptoms or or-
dinal data when the severity of symptoms is
quantified. Case identification is based on
preselected criteria for diagnosis of an ill-
ness. Criteria-based diagnosis has the im-
portant advantage of yielding data that can
be replicated by other investigators, thus
providing consistency over space and time.

The Jackson Method
One of the early criteria-based methods was
reported in 1958 by Dr. Jackson and col-
leagues, who used it for identifying the
occurrence of acute respiratory illness in
volunteers with experimental respiratory in-
fections (Jackson et al. 1958). This method,
slightly modified for use with the rhinovirus
challenge model, has been widely used and
proven to be very useful. With the Jackson
method, the subject reports each morning
on the occurrence and severity of the follow-
ing symptoms: sneezing, rhinorrhea, nasal
obstruction, sore (or scratchy) throat, cough,
headache, malaise, and chilliness. Symptom
severity is graded absent (0), mild (1+), mod-
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erate (2 + ), severe (3 + ). In some studies, a
very severe category (4 + ) has been used.

Baseline symptoms present prior to virus
challenge are also collected. Scoring is done
by subtracting the score of any symptom
present at baseline from the score of that
symptom on each day it is present after virus
challenge. The daily scores of the individual
symptoms are summed and the sums of all
symptoms over the five-day observation
period added to give a total symptom score.
In Jackson's original work, which was with
Coxsackie A-21 virus infection, the diagno-
sis of illness depended on the subject having
a total symptom score of >14 over five days
plus the subjective impression (at the end
of the study) that he or she had had a cold
and/or the presence of rhinorrhea on > 3 of
the five days of observation. Because rhino-
virus colds are less severe on average than
Coxsackie A-21 respiratory illness, the ref-
erence standard for the total symptom score
was reduced from 14 to 5 or 6 for use with
the rhinovirus challenge model (Hendley
et al. 1972).

A number of data sets have been collected
using the modified Jackson Method for
scoring experimental rhinovirus colds. With
this method, the mean (±SD) total symptom
score over five days in experimental rhino-
virus colds is approximately 16 (Parekh et
al. 1992, Gwaltney, Park et al. 1996). The
performance characteristics of the rhinovi-
rus challenge model have been examined,
and the relationship between effect size,
variance, and statistical significance has
been defined (Gwaltney, Buier et al. 1996)
(Fig. 10-1). Currently, the Jackson Method
of case identification (with modification for
rhinovirus) is the best validated and most
widely used method for diagnosing acute
respiratory illness in experimental models.
New methods of scoring and diagnosis
should be validated against the Jackson
Method before they are employed in epide-
miologic studies.

The University of Virginia Method
The University of Virginia Method is anoth-
er criteria-based system for the diagnosis of
the acute respiratory illness that has prima-
rily been used with natural colds. In a long-

term epidemiologic study of acute respira-
tory illness, begun in 1963, in a population
of insurance company employees, subjects
recorded the daily presence or absence of
sneezing, runny nose, nasal obstruction, sore
(scratchy) throat, cough, headache, malaise,
feverishness, and chilliness on symptom rec-
ord cards that covered a two-week period
(Gwaltney et al. 1966). They were visited
weekly at their desks by a member of the in-
vestigative team to encourage complete and
accurate recording of symptoms. Subjects
were instructed not to record symptoms that
they believed to be of allergic etiology.

The criteria for the diagnosis of an acute
respiratory illness was the presence of two
or more respiratory symptoms on one or
more days or of one or more respiratory
symptom(s) on two or more days. Sneezing
alone on two or more days was not counted
as an illness, because it became apparent that
the occurrence of this single symptom was
not representative of a common cold. Simi-
lar criteria-based methods have been used in
other epidemiologic studies, sometimes with
quantification of symptom severity to pro-
vide ordinal data (Elkhatieb et al. 1993).

Objective measurements of illness seventy
Although the features of acute respiratory ill-
nesses are primarily subjective in nature, sev-
eral objective measurements provide interval
data. These include sneeze and cough counts,
nasal resistance, nasal mucus weights, eu-
stachian tube function, middle ear pressure,
and sinus CT examination.

Sneeze and cough count. Sneeze and cough
counts have been manually recorded by sub-
jects in some studies. With the rhinovirus
model, good correlations have been ob-
served between the number of sneezes and
coughs per day and the subjective severity of
these symptoms graded by the Jackson
Method (Gwaltney, Park et al. 1996, Gwalt-
ney and Druce 1997). Also, tape recordings
of coughs have been used in trials of cough
treatments (Kuhn et al. 1982).

Nasal resistance. Nasal resistance has
been measured by anterior rhinomanometry
(Connell 1982). This measurement has con-
siderable person-to-person variation and is
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figure 10-1. The influence of signal variance and treatment effect size on significance level in experi-
mental rhinovirus colds. Student's t test was used to evaluate the mean differences in total symptom
scores between treatment and control groups. The beginning mean total symptom score (15.9) for the
control group and the associated SD (var = 10.7) are from part of the data set (58 young adults) of an
earlier clinical trial (Gwaltney, Park et al. 1996). Values represented by • are based on the amount of
variance in the actual data set.

subject to the normal nasal cycle of turbin-
ate engorgement. Measured nasal resistance
does not correlate well with severity of the
subjective feeling of nasal obstruction. In
one study, evidence of swelling of the nasal
turbinates or thickening of the nasal walls
was present in only 9 of 16 subjects with el-
evated airway resistance (Gwaltney et al.
1994). Nasal resistance measurement has
been used most successfully in clinical trials
of nasal decongestants, especially when
studies were conducted over short intervals
of time and compared sequential changes in
the same individual.

Nasal mucus weight. A method of meas-
uring nasal mucus weights in subjects with
experimental colds was developed by Knight
(Kravetz et al. 1961). With this method, all
paper tissues that have been used for nose
blowing by a subject are stored in an airtight

container. The weight of a 24-hour collec-
tion of used nasal tissues is compared to the
weight of an equal number of unused tissues
to give the mucus weight. In a data set from
151 young adults with experimental rhino-
virus colds, the mean (±SD) total mucus
weight per subject for five days was 22.6
(±28.2) gm (Parekh et al. 1992). Nasal mu-
cus weights have correlated well with sub-
jective scores of rhinorrhea severity (Parekh
et al. 1992, Gwaltney, Park et al. 1996,
Gwaltney and Druce 1997) but did not cor-
relate well in multivariant analysis with nasal
obstruction or total symptom score (Parekh
et al. 1992). Nasal mucus weight measure-
ment is perhaps the best objective measure-
ment of cold severity currently available.
Nasal mucus weight is usually performed on
subjects who are housed in a research facility
or motel room where it is convenient for the
subject to collect and store the used tissues.
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Eustachian tube function and middle ear
pressure. Measurement of eustachian tube
function by the nine-step test and middle ear
pressure by tympanometry have been adapted
to common cold studies. Abnormalities in
both parameters occur regularly in experi-
mental (McBride et al. 1989, Buchman et al.
1994) and natural (Elkhatieb et al. 1993)
colds and have been used in clinical trials of
cold remedies (Sperber et al. 1992). Because
of the role of colds in the pathogenesis of
middle ear disease, these tests, when appropri-
ate, can provide a useful addition to epide-
miologic studies of acute respiratory disease.

Sinus CT scan examination. The recent
discovery of sinus involvement in the com-
mon cold has provided another objective
measurement of illness. The common cold is
correctly viewed as a viral rhinosinusitis,
with up to 85% of adults showing sinus ab-
normalities on CT examination (Gwaltney
et al. 1994). The abnormalities consist pri-
marily of viscous fluid accumulations in the
sinus cavities and drainage passages (Gwalt-
ney 1996, Gwaltney et al. 2000), but the
findings are frequently misread as "mucosal
thickening." Attempts to develop quantita-
tive scoring systems for determining the de-
gree of sinus abnormality have focused on
the amount of "mucosal thickening" and
have not been very successful. At present, it
is most useful to determine if sinus disease is
present or absent in patients with colds and
if present, to follow the subject for evidence
of clearing. CT measurement of sinus abnor-
mality can be used to study the pathogene-
sis of viral and bacterial rhinosinusitis and to
evaluate the effectiveness of treatments for
these diseases.

MEASUREMENT OF INFECTION
AND VIRUS IDENTIFICATION

Studies of the epidemiology of acute respi-
ratory illness were greatly facilitated by the
development of cell culture techniques for
virus propagation. Cell culture remains the
criterion standard for the diagnosis of most
known respiratory viruses. Serologic diag-
nosis using acute and convalescent serum

specimens has also been a standard method
in epidemiologic work. More recently, other
techniques including electron microscopy,
fluorescent antibody, immunoperoxidase, re-
verse transcriptase-polymerase chain reac-
tion (RT-PCR), and nucleic acid probe have
become available. The newer methods bring
various advantages and disadvantages, but
all fall short of the validity of serial propa-
gation of a viral isolate in cell culture as the
standard for detecting infection. Without
content validity, epidemiologic studies have
no value. Therefore it is important with a
new virus detection method to determine if
it has been validated against viral recovery
in cell culture (when possible) and to know
its sensitivity and specificity against this
standard. Newer methods of viral identifi-
cation that appear to have greater sensitivity
than cell culture are especially suspect until
reasonable efforts have been made to assure
that findings are valid and do not represent
false positives for technical reasons.

Cell Culture

Most of the major respiratory viruses in-
cluding influenza virus, rhinovirus, respira-
tory syncytial virus, adenovirus, and the
parainfluenza viruses grow well in appro-
priate cell cultures. An exception is corona-
virus, for which sensitive cell cultures have
not been developed. Cell culture has the dis-
advantage, compared to some methods, of
the cost of operating a virology laboratory
and of the time required for testing. In epi-
demiologic studies, the time factor is usual-
ly not a consideration. Cell culture has the
advantage of being the reference standard
for most respiratory viruses and of thus pro-
ducing the highest degree of content validi-
ty for an investigation. The various methods
of cell culture for respiratory viruses are de-
scribed in appropriate texts (Lennette 1992).

Serology
Isolation of the respiratory viruses in cell
culture provided the viral antigens needed to
develop serologic tests for diagnosis of in-
fection. These methods include neutraliza-
tion, hemagglutination inhibition, comple-
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ment fixation, and ELISA (Lennette 1992).
In some instances, such as with rhinovirus,
virus isolation in cell culture is more sensi-
tive than serologic diagnosis. The 100 anti-
genically distinct rhinovirus serotypes make
serologic testing impractical. Serum anti-
body to respiratory syncytial virus is present
in everyone over the age of two years, mak-
ing detection of antibody rises with this in-
fection not very useful. With other viruses
such as influenza, serologic diagnosis may
be more sensitive than cell culture in years in
which influenza virus strains do not adapt
well to cell culture. Newer, rapid serologic
tests are commercially available for some of
the respiratory viruses. It is important to de-
termine that new serologic tests have ac-
ceptable sensitivity and specificity against
the performance standard of virus isolation
in cell culture before relying on them for di-
agnosis of infection. Serologic diagnosis, to
be most accurate, has the disadvantage of re-
quiring acute and convalescent blood speci-
mens. This adds to the difficulty of specimen
collection and delays diagnosis. On the other
hand, serologic diagnosis may identify cases
that were not detected by virus isolation or
other methods and provides useful informa-
tion on the immunology of the infection
under investigation.

Fluorescent Antibody and
Immunoperoxidase

Viral antigens in specimens of respiratory
secretions or in inoculated cell cultures can
be detected by fluorescent antibody (Ahlu-
walia et al. 1987) and immunoperoxidase
techniques (Turner et al. 1982). These meth-
ods lack sensitivity under some circum-
stances and their specificity must be assured
if they are to provide valid results.

Reverse Transcriptase-Polymerase
Chain Reaction (RT-PCR)

RT-PCR appears to hold promise for diag-
nosis of infection using samples of respira-
tory secretions (Hendley 1999). Assays have
been developed for rhinovirus and corona-
virus (Arruda et al. 1997, Makela et al.
1998) and for simultaneous diagnosis of res-
piratory syncytial virus, parainfluenza vi-

ruses, and influenza virus (Fan et al. 1998).
Because of the low concentrations of virus in
respiratory secretions, the amplification ob-
tained by RT-PCR is important for provid-
ing the sensitivity needed for accurate diag-
nosis of infection. With rhinovirus, RT-PCR
showed 98%-100% sensitivity compared
to testing in two sensitive cell culture lines
(Arruda et al. 1997, Makela et al. 1998).
Cell cultures showed 76%-82% sensitivity
compared to RT-PCR. RT-PCR requires
careful attention to detail in performing the
test and strict precautions to prevent false
positives that result from contamination of
specimens with exogenous nucleic acid.

Nucleic Acid Probes

Hybridization with virus nucleic acid in res-
piratory secretions using labeled synthetic
oligonucleotide probes does not have suffi-
cient sensitivity to be practical for use in di-
agnosis of infection (Hendley 1999). More
than 102 copies of the viral genome are re-
quired for detection with this method. How-
ever, nucleic acid probes have been used
with in situ hybridization assays to detect
virus in respiratory tissue. This technique is
useful in studies of viral transmission and
pathogenesis where accurate location of
viral replication is desired.

SPECIMEN COLLECTION

A variety of specimens has been used for di-
agnosis of respiratory virus infection using
the methods described previously. Nasal
and pharyngeal swabs and nasal rinses are
generally used for viral isolation. Nasal
rinse appears to give better virus recovery on
average than the swab method (Cate et al.
1964, Arruda et al. 1996). Conjunctival
swabs provide an additional specimen for
adenovirus culture. Hand rinses with viral
collecting broth have been used to detect
rhinovirus on the fingers in transmission
studies of rhinovirus colds. Respiratory spe-
cimens are usually inoculated into a protein
containing viral collecting broth for trans-
portation (and storage) prior to inoculation
in cell culture (Lennette 1992). When pos-
sible, testing of specimens prior to freezing
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is desirable. Scrape and punch biopsies of na-
sal epithelium have been used for viral cul-
ture as well as for in situ location of viral nu-
cleic acid using nucleic acid probes (Bardin
et al. 1994, Arruda et al. 1995). Sampling of
the paranasal sinuses requires sinus aspira-
tion to obtain uncontaminated specimens for
culture (Gwaltney 1996). Claims that cul-
ture of the middle meatus by endoscopy re-
flects conditions in the sinus cavity have so far
not been adequately substantiated. Specimens
of lower respiratory tract secretions collect-
ed by bronchoscopy have also been used for
viral isolation (Halperin et al. 1983). Bron-
choscopic specimens may be contaminated
with upper airway virus during collection
and thus are difficult to interpret.

Aerosol samples in studies of airborne
transmission of infection have been collected
by means of air sampling devices such as a
large volume air sampler (Artenstein et al.
1968). A simpler method of collecting cough
and sneeze specimens has been to have sub-
jects cough or sneeze directly onto petri dishes
containing viral collecting broth (Hendley et
al. 1973). This method does not distinguish
whether the virus is present in a large or
small particle aerosol, but by collecting
coughs and sneezes separately, sites at which
virus-containing aerosols are being generat-
ed may be identified.

Biopsies of respiratory epithelium can be
obtained by curette and other scraping de-
vices; full thickness specimens of epithelium
can be obtained by punch biopsy. Venous
blood is processed to provide serum speci-
mens for antibody measurements. Also, nasal
washes have been used for measuring anti-
body produced in the nose. A method to ad-
just for the dilution of nasal washes has been
developed using simultaneous blood and
nasal wash urea concentrations (Kaulbach
et al. 1993).

EXPERIMENTAL DESIGNS

Virus Challenge Models

Successful experimental virus challenge re-
quires that the subject be susceptible to in-
fection with the challenge virus (Mufson
et al. 1963, Hendley et al. 1972). This is ac-

complished by determining that the subject
does not have protective levels of antibody to
the challenge virus. Most virus challenge stud-
ies have been done with rhinovirus and in-
fluenza virus. Other respiratory viruses have
been used less frequently for the purpose,
partially because it is difficult to locate adult
subjects without antibody to these viruses.

Challenge models have been used to study
transmission (Hendley and Gwaltney 1988),
pathogenesis (Naclerio et al. 1988), risk fac-
tors (Cohen et al. 1995), vaccines (Murphy
et al. 1981), and treatments (Gwaltney and
Druce 1997). Experimental infection has a
number of advantages over natural infec-
tion including control of the time and dose
of virus inoculation, predictability of the
time of symptom onset, potential for the ma-
nipulation of different routes of exposure,
close monitoring of clinical parameters,
compliance in dosing (in treatment trials),
and lower noise to signal ratio (Gwaltney,
Buier et al. 1996). Effect sizes are generally
larger in treatment trials using the challenge
model than in comparable studies of pa-
tients with natural colds. Certain aspects of
viral transmission and pathogenesis can be
studied with more precision in a model than
with natural colds and efficacy of treatments
more precisely evaluated. On the other
hand, experimental infection has the disad-
vantage of allowing study of only one type
of virus at a time and of collecting observa-
tions under artificial conditions.

Recruitment and Screening

Most virus challenge studies require sub-
jects to remain in isolation from the general
public. Thus subjects are recruited who have
periods of five to seven days that can be
spared from their regular routines. Since the
closing of the Common Cold Research Unit
in Salisbury, England (which used vacation-
ers), most subjects have been recruited from
college and university populations. The cur-
rent practice is to measure serum antibody
titers of a group of potential subjects against
the challenge virus. With rhinovirus chal-
lenge, neutralizing antibody titers of 1:2 or
less are the cut-off point usually selected for
participation.
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Virus Challenge

Rhinovirus and influenza virus challenge is
usually performed by means of coarse drops
delivered into the nose. Other forms of in-
oculation have included drops onto the con-
junctiva (Bynoe et al. 1961, Winther et al.
1986) and aerosols (Couch et al. 1966).
Aerosol challenge is not considered safe with
viruses such as influenza that have the po-
tential to cause severe and even fatal pneu-
monia. In studies of transmission routes,
rhinovirus has also been introduced into the
nose or eye by means of virus-contaminated
fingers (Gwaltney et al. 1978). Challenge by
means of dropping rhinovirus into the mouth
is not efficient (Hendley and Gwaltney 1988)
nor is prolonged kissing (D'Alessio et al.
1984). The human infectious dose50 for rhi-
novirus ranges from 0.1 to 5.7 TCID50

(Douglas 1970, Hendley et al. 1972). Viral
challenge doses in the range of 100 to 1000
are usually given in order to produce consis-
tent infection. With influenza virus, larger
challenge doses (~105 TCID50) are needed to
reliably produce infection in susceptible vol-
unteers (Hayden et al. 1996).

Measurement of Illness and Infection

A modification of the previously described
Jackson Method of symptom severity scor-
ing and diagnosis of illness is most com-
monly used in association with measure-
ment of nasal secretion weights. These
standard measurements of illness may be
supplemented by other methods, depending
on the nature of the study. Infection has been
detected by isolation of virus from daily cul-
tures of respiratory secretions and measure-
ment of homotypic antibody response. In-
fection is usually defined as recovery of the
challenge virus on one or more days and/or
a fourfold rise in serum antibody. Newer
methods such as RT-PCR may supplement
these techniques in the future.

Sample Size Calculations

Based on calculations using a data set ob-
tained with the rhinovirus challenge model,
the relationship between variance, effect
size, and probability has been described

(Gwaltney, Buier et al. 1996). The amount
of variance in symptom severity in data sets
from the rhinovirus challenge model is such
that sample sizes of 50 or more subjects per
cell are required to detect a "clinically rele-
vant" (>30%) effect size at p < 0.05 for
cold treatments.

NATURAL INFECTIONS

Recruitment
Colds are frequent during the respiratory
disease season (early fall to late spring) and
recruiting in suitable populations usually
provides subjects for epidemiologic studies.

Surveillance
A major problem with enrolling persons
with natural colds is to obtain subjects in the
early phase of the illness. The major burden
of illness in rhinovirus colds occurs in the
first three days of infection (Rao et al. 1995,
Gwaltney, Buier et al. 1996). The first three
days of infection also is the period of maxi-
mum viral shedding (Douglas et al. 1966,
Winther et al. 1986) and appears to be the pe-
riod of maximum contagiousness (D'Alessio
et al. 1976). A substantial proportion of
subjects with natural colds recruited "off
the street" will not be in the first day or two
of their illness when they report (Gwaltney,
Buier et al. 1966, Gwaltney In press). This
problem can be solved to some extent by en-
rolling a population for prospective surveil-
lance at the beginning of or during the res-
piratory disease season (late August or early
September to early May). These individuals
maintain a daily record of the presence or
absence of respiratory and general symp-
toms as described previously and immedi-
ately report to the investigative team when
any symptoms begin. At this time, they are
then enrolled into the phase of the study
dealing with its specific investigative goal,
such as transmission or treatment.

Sample Size Calculations
Data sets are available for determining vari-
ance in symptom severity in patients with
natural colds (Turner et al, 1997). As dis-
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cussed earlier, larger sample sizes are usual-
ly required to detect equivalent effect sizes
with natural colds than with the challenge
model.

Comparison of Natural and
Experimental Infection

Natural and experimental rhinovirus colds
share a number of features including low
viral inoculum to initiate infection (Douglas
1970, Hendley et al. 1972), similar sites of
viral shedding (Hendley and Gwaltney
1988), similar symptom profiles and dura-
tion of illness (Rao et al. 1995), and similar
response or lack of response to specific treat-
ments (Gwaltney In press). Findings in the
rhinovirus challenge model have also corre-
lated with the results of natural cold studies
in the areas of transmission (Hendley and
Gwaltney 1988), and pathogenesis (Nacle-
rio et al. 1988, Proud et al. 1990). Correla-
tions have been observed with experimental
and natural influenza infection, but fewer
data are available for this virus. Although
useful extrapolations can be made from re-
sults obtained in challenge model experi-
ments, it is still necessary to confirm impor-
tant findings obtained with the models by
observations from natural infection.

Study of Viral Transmission

To provide valid information, transmission
studies must have content validity (accurate
identification of illness and infection), sensi-
tive methods of detecting virus in respirato-
ry samples and the environment, and a de-
sign that focuses on only one route of
transmission at a time. Techniques for the
detection and measurement of illness, infec-
tion, and viral presence have been discussed.
Experimental designs have been developed
for focusing on specific routes of viral trans-
mission, especially hand contact and small
particle aerosol. In these studies, subjects
who are known to be susceptible to the
study virus (recipients) are exposed to ex-
perimentally infected subjects who are
symptomatic (donors). An example of one
study design is the hand contamination self-
inoculation design. This method of expo-
sure produces high transmission rates and

has been used in a number of studies with
rhinovirus (Gwaltney et al. 1978, Gwaltney
In press). In another design that focuses on
aerosol spread, recipients are placed in
elbow restraints that prevent finger-to-nose
and finger-to-eye contact (Dick et al. 1987).
To produce high transmission rates, this
method requires using serial donors with se-
vere cough.

Studies of the hand contact route of trans-
mission have been done under natural con-
ditions in the home setting using a virucidal
finger treatment to interrupt cold virus
spread (Hendley and Gwaltney 1988). Stud-
ies using ultraviolet light to interrupt aero-
sol spread of natural respiratory infections
were performed under natural conditions in
the 1940s/50s (Riley 1980). The ultraviolet
lights were used primarily in school class-
rooms. The results of these studies were dif-
ficult to interpret because of the inability to
apply ultraviolet lighting throughout the
environment of the study populations, re-
sulting in exposures in unirradiated atmos-
pheres.

Transmission Postulates

The study of respiratory virus transmission
has led to the development of a set of five
postulates that address the problem of accu-
rately identifying routes of microbial spread
(Table 10-2) (Gwaltney and Hendley 1978).
The first four of the postulates are based on
inductive inference, while the fifth, and key,
postulate, is deductive in nature. The fifth
postulate requires (1) that transmission be
interrupted by a measure that would only
affect the hypothesized route of spread, and
(2) that the intervention is effective under
natural conditions.

DIRECTIONS FOR FUTURE
EPIDEMIOLOGIC RESEARCH

Although progress has been made over the
last half century in understanding the natu-
ral history and epidemiology of acute respi-
ratory illness, a great deal is still unknown.
Important unanswered questions in this
field follow.
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Table 10-2 Postulates to Address Routes of Microbial Transmission
Postulate Description

Postulate Number One

Postulate Number Two

Postulate Number Three

Postulate Number Four

Postulate Number Five

Microbial growth occurs at the proposed anatomic site of replication

Microbes are present in secretions or tissues shed from the site of origin

Microbes contaminate and survive in or on postulated environmental substances
or objects

Contaminated substances or objects reach a portal of entry of a new host

Interruption of transmission by a hypothesized route reduces the incidence of
natural infection

Etiology and Natural History

Despite the discovery of over 200 different
respiratory viruses, it has not been possible
to assign an etiology to an important pro-
portion of colds, especially during the late
fall, winter, and early spring. The reason for
this is unknown, with some experts con-
tending that known but underdiagnosed
viruses are responsible for the unexplained
illness, and others that there are respiratory
pathogens that have yet to be discovered.
Work on the etiology of acute respiratory ill-
ness has virtually ceased because of lack of
funding and interest, although new diagnos-
tic methods like RT-PCR detection may help
address this question. Without ongoing stud-
ies in the field, work on the natural history
of acute respiratory illness has also suffered.

Transmission

With rhinovirus, the best studied respirato-
ry virus, an important proportion of infec-
tions (40%-60%) appears to result from di-
rect contact spread by hand contamination/
self-inoculation. However, the support for
this conclusion is, as yet, limited (Hendley
and Gwaltney 1988, Corley et al. 1987).
Respiratory syncytial virus may also spread
by the hand contact route, but data address-
ing this question are also limited (Hall and
Douglas 1981). Measles is generally accept-
ed as spreading in small particle aerosol (air-
borne route) as the result of clinical obser-
vation and epidemiologic investigations of
apparent common source outbreaks (Rem-
ington et al. 1985). Common source out-
breaks of influenza have also been reported,
supporting airborne transmission for this

virus (Moser et al. 1979). Also, data have
been collected on survival of influenza virus
on objects in the environment, supporting
the feasibility of hand contact spread. Work
on respiratory virus transmission is also
progressing poorly because of lack of sup-
port and interest.

Interruption of Transmission

The idea of a virucidal hand treatment for
interrupting direct contact spread of rhino-
virus colds has shown promise (Hendley
and Gwaltney 1988), but this approach has
not been reduced to practical application.
To be most effective, this approach requires
compounds that safely provide long-lasting
antiviral activity on the skin. Interruption of
transmission by the aerosol route presents a
difficult problem in practical application.
While the technology of air filtration and
purification has progressed, its application
on a broad enough scale to have practical
value in control of airborne infection re-
mains daunting.

Vaccine Development. Control of micro-
bial transmission by creating artificial barri-
ers of immunity with vaccines has been very
successful. Work continues on vaccine de-
velopment for influenza, respiratory syncy-
tial virus, and the parainfluenza viruses.
Live influenza vaccines have had successful
testing, but their superiority over inactivat-
ed vaccines is at best marginal. Live influen-
za vaccines also present production prob-
lems that do not exist with inactivated
vaccines. Live adenovirus vaccine has been
very successful in controlling acute respira-
tory disease (ARD) in military recruit popu-
lations. It is ironic that the supply of this
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vaccine is now exhausted, and the military
seems unable or unwilling to find a replace-
ment source. Recent experience with mili-
tary recruits who failed to get the vaccine in-
dicates that adenovirus acute respiratory
disease will reemerge as a serious problem
unless the vaccination is resumed (Barraza
et al. 1999).

Antiviral Development

New antivirals for prophylaxis and treat-
ment of respiratory infections, especially
rhinovirus and influenza, are being devel-
oped by pharmaceutical companies. Testing
of these compounds is in progress in chal-
lenge models and in populations with natu-
ral infections. Success with rhinovirus treat-
ment has been reported with a combined
antiviral-antimediator approach (Gwaltney
1992) and with the use of soluble ICAM re-
ceptor to block viral attachment to nasal cells
(Turner et al. 1999). Work on antiviral treat-
ment for influenza is also continuing. New
compounds that are selective inhibitors of
types A and B neuraminidases have shown
promise (Hayden et al. 1997). Two neur-
aminidase inhibitors have been FDA ap-
proved for use in the United States.
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Fecal-Oral Transmission

KARIN E. BYERS, RICHARD L. GUERRANT, and BARRY M. FARR

Infections with organisms transmitted by
the fecal-oral route most often manifest in
diarrhea. Viruses, bacteria, and protozoa
may be responsible for diarrheal illnesses. In
recent years, there have been tremendous
advances in the understanding of infectious
diarrhea and improved sanitation has de-
creased its occurrence in developed coun-
tries. However, gastrointestinal infections
remain a major cause of morbidity and mor-
tality worldwide. Diarrhea is still the lead-
ing cause of childhood death worldwide
with 4.6 to 6 million children dying from di-
arrheal disease in Asia, Africa, and Latin
America every year (Guerrant and Bobak
1991). Even in developed countries, there
are frequent outbreaks in child care centers,
nursing homes, and hospitals. The fecal-oral
pathogens of concern vary geographically
and among different age groups. New path-
ogens are being recognized in patients with
immunosuppression due to infection with
human immunodeficiency virus (HIV),
chemotherapy, and transplantation. Conta-
minated food and water continue to be com-
mon sources of infectious illness due to well-

recognized pathogens (e.g., E. coli, Cryp-
tosporidia, and Salmonella). Risk factors
for fecal-oral infections include low socioe-
conomic status, poor hygiene, malnutrition,
not breastfeeding infants, parenthood, work
with animals, and time spent in institutional
setting, such as day care or nursing homes.

We address in this chapter the biological
factors of the host and the pathogens that af-
fect epidemiologic methods, measurement
of infection, and study design issues. Other
chapters in this book that also touch specifi-
cally on research methods for pathogens
transmitted by the fecal-oral route are Chap-
ters 14 and 18.

BIOLOGIC FACTORS OF THE HOST

Two general factors that affect the host's
risk of infection are the exposure to infec-
tious organisms and the resistance to infec-
tion, also known as the host defenses. In this
section we describe the aspects of host de-
fenses that are relevant to epidemiologic
studies. The types of host defense, their
mechanisms of action, and factors that can

228
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disrupt them are tabulated in Table 11-1.
A more detailed description of general im-
munology is presented in Chapter 2.

The host defenses are relevant when in-
fection is the outcome (i.e., the dependent
variable) of interest, as well as when it is an
independent variable, as in a treatment trial.
In both instances, variations in immune
function between two comparison groups
can confound estimates of effect. Therefore
it is important to know the variety of host
resistance mechanisms and factors affecting
host susceptibility.

Host Defenses Against Infection

An individual's host defenses are generally
classified as nonspecific or specific, depend-
ing on whether they are directed at a speci-
fic organism. These are summarized in Table
11-1. The nonspecific host defenses are the
first line of defense against the large number
of organisms in the intestinal tract. These

include natural barriers such as mucous
membranes, gastric acidity, gastrointestinal
motility, and other physical clearing mecha-
nisms as well as the patient's normal en-
dogenous flora. The specific defenses are an
immune response to the agent and depend
on the host's nutritional status, age (either
very young or old), stress (Shavit 1985, Stein
1985), pregnancy (Weinberg 1984), and
underlying diseases such as HIV, renal dis-
ease, liver disease, or malignancy (Tramont
1990).

Mucosal integrity prevents direct inva-
sion of pathogens or seeding of the blood
stream. When this anatomic barrier is dis-
rupted, such as after chemotherapy, the gut
can be an important source of bacteremia.
Many pathogens depend on their ability to
disrupt this barrier in order to cause disease.

Gastric acidity is important in eliminating
organisms before they reach the intestinal
tract. The normal pH of gastric juice (<3.0)

Table 11-1 Host Defenses to Infections with Organisms Transmitted by the Fecal-Oral Route
Method of DisruptionHost Defense Mechanism of Protection

Nonspecific Barrier

Mucous membranes

Gastric acidity

Gastrointestinal motility

Normal endogenous flora

Specific Immune Response

IgA

IgE

IgM, IgG

Natural killer (NK) cells

Mucosal macrophages

Anatomic barrier that prevents direct
invasion of pathogens or seeding of blood
stream

Eliminates pathogens prior to their reaching
the intestines

Prevents bacterial adherence and eliminates
pathogens before adherence to the
mucosal epithelium

Competes with pathogens for nutrition;
inactivates bacterial toxins; may inhibit
bacterial adherence to the intestinal
mucosa; stimulates mucosal immune
system, which prepares it for exposure to
pathogens

Blocks bacterial adherence to epithelial cells
and prevents viral attachment and
penetration

Protects against parasitic infection

Activate the classical complement pathway

Cytotoxicity to pathogens

Phagocytosis of pathogens

Chemotherapy

Surgery
Antiacids
H2 antagonists
Proton pump antagonists

Antimotility drugs
Opiates
Severe illness

Antibiotics
Chemotherapy

IgA deficiency (inherited)

Corticosteroids

IgM, IgG deficiency (inherited)

Corticosteroids
Immunosuppressives

Chemotherapy
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has bactericidal activity (Sarker and Gyr
1992). When this is altered with H2 block-
ers or proton pump inhibitors, there is a
consequent increase in intragastric bacterial
counts. The condition known as hypochlor-
hydria has been associated with an in-
creased rate of infection from typhoidal and
nontyphoidal strains of Salmonella (salmo-
nellosis), bacillary dysentery (shigellosis),
Giardia (giardiasis), V. cholerae (cholera),
Diphyllobotbrium latum (tapeworm), and
Strongyloides (strongyloidiasis) (Cook 1985,
Giannella 1973).

Another important nonspecific defense
mechanism is the patient's endogenous
flora. The normal flora competes for impor-
tant nutrients, inactivates bacterial toxins,
and may inhibit bacterial adherence to the
intestinal mucosa either by competitive in-
hibition or by secretion of materials that in-
hibit adherence. These organisms produce
bacteriocins and secrete short-chain fatty
acids that are directly harmful to some path-
ogens. Finally, the normal flora stimulates
the mucosal immune system that prepares
it for exposure to pathogenic organisms
(Strober and Brown 1988). When the en-
dogenous flora are altered by antibiotics, for
example, the patient becomes susceptible to
superinfection with pathogens such as C/os-
tridium difficile.

Physical clearing mechanisms prevent
bacterial adherence and eliminate patho-
gens before they can adhere to the mucosal
epithelium. Peristalsis is important in pre-
venting bacterial overgrowth as is frequent-
ly seen in diabetic patients or patients with
blind loop syndrome after surgical resec-
tions. Bacterial overgrowth causes malab-
sorption by altering the intraluminal envi-
ronment and by direct injury to enterocytes,
and can cause diarrhea. Mucus secretions
form a thin film that protects the mucosa
from pathogen attachment. Mucus blocks
toxins and binds and coats pathogens to
prevent them from attaching to the mucosa
(Strober and Brown 1988).

Other nonspecific factors that are impor-
tant in creating an unfavorable environment
for intestinal pathogens include lactoferrin,
IgA antibodies, unconjugated bile salts, ly-

sozyme, and lactoperoxidase. Lactoferrin
binds proteins and inhibits the growth of
organisms by depriving them of iron. IgA
antibodies act through both specific and non-
specific mechanisms by neutralizing virus in
infected cells and transporting immune com-
plexes formed in the lamina propria through
the adjacent mucosa, preventing absorption
into the circulation (Mazanec 1993). Un-
conjugated bile salts inhibit the growth of
anaerobic bacteria primarily in the upper
part of the small intestine, and lysozyme
lyses organisms. Lactoperoxidase has anti-
microbial effects. Various other secreted
materials inhibit the attachment of organ-
isms to mucosal surfaces (Strober and
Brown 1988).

Specific host defenses generally refer to
the humoral arm of the immune system in
which specific antibodies are made against
the invading organism or other toxins. Each
class of immunoglobulin has a specific func-
tion. The most important isotypes in gastro-
intestinal infections are IgA and IgE, while
IgM and IgG play a more important role in
tissue and systemic infections. IgA acts pri-
marily at mucosal surfaces and is found in
human secretions such as saliva, tears, co-
lostrum, milk, and gastrointestinal secre-
tions. It is the predominant class of immu-
noglobulin in intestinal secretions, where
it is most often found in its dimeric form
(Kagnoff 1993). Secretory IgA is thought to
block bacterial adherence to epithelial cells
and to prevent viral attachment and pene-
tration (Strober and Brown 1988, Mazanec
1993). Specific IgA antibody may also be
able to neutralize virus intracellularly while
it is being transported across the epithelial
cell layer (Mazanec 1993). It has been pro-
posed that IgA may function at the level of
the lamina propria by binding and then ex-
creting microbial constituents through the
mucosal epithelium rather than absorbing
them into the circulation (Mazanec 1993).
IgE appears to play an important role in pro-
tecting against parasitic infections (Butter-
worth 1977, Densen 1978, Joseph 1983,
1986, Spiegelberg 1983). IgM and IgG are
found in the highest concentrations in the
serum.
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The gastrointestinal tract includes several
unique features that are also important in
preventing infection. Organized lymphoid
aggregates are found throughout the gastro-
intestinal tract with high concentrations in
the tonsils, Peyer's patches, and the appen-
dix. These are morphologically similar to the
spleen and lymph nodes. They contain spe-
cialized "M cells," also known as follicular-
associated epithelium, which have a high de-
gree of affinity for antigenic material. These
cells bind microorganisms and present them
to the interior of the lymphoid aggregates
that contain antigen-responsive B and T
cells. At this time it is believed that this func-
tion is important in promoting immune pro-
tection for the host although it has been pro-
posed that it may give pathogens easy access
to the host (Sneller and Strober 1986,
Strober and Brown 1988, Strober 1992).
These aggregates are able to produce IgA,
IgM, and IgG in response to antigenic stim-
uli (Strober and Brown 1988, Strober 1992).

The gastrointestinal tract also has lym-
phoid cells that are diffusely distributed
along the mucosa. Most of these are plasma
cells and the majority of these cells contain
IgA. IgM- and IgG-containing cells are also
present in smaller numbers (Strober and
Brown 1988, Heinzel and Root 1990). Lym-
phoid cells are distributed differently in two
layers, the lamina propria and the intraep-
ithelial layer. In the lamina propria there are
more T cells of the helper-inducer type,
while in the intraepithelial layer the sup-
pressor-cytotoxic T cells are predominant
(Strober and Brown 1988). The intraepithe-
lial layer also contains mast cells that may be
distinct from nonmucosal mast cells because
they respond to different stimuli and have
lesser amounts of histamine (Strober and
Brown 1988).

Finally, important cellular mechanisms in
the gastrointestinal tract include the natural
killer (NK) cells, mast cells, eosinophils, and
mucosal macrophages, all of which are im-
portant in preventing or limiting infections.
These cells act by a number of mechanisms
including direct cytotoxicity by NK cells,
the production of chemotactic factors and
altered vascular permeability mediated by

mast cells, phagocytosis by macrophages,
and antibody-mediated cell-mediated cyto-
toxicity by both eosinophils and IgA/IgE
(Strober and Brown 1988).

A Compromised Immune System

People with defects in any component of
their immune system may be either more
susceptible to infection or they may have
different manifestations of their infection.
For example, in the normal host Vibrio vul-
nificus is most often implicated in soft tissue
infections from a contaminated wound. Al-
though in the normal host it rarely causes
bacteremia from a gastrointestinal source, it
has been strongly linked to primary bacter-
emia after ingestion of raw oysters in pa-
tients with liver disease, illnesses associated
with elevated serum iron, or other causes of
immunodeficiency (Blake 1979, Klontz
1988, Ah and Raff 1990, Bullen 1991,
Koenig 1991). The mortality rate in people
with underlying disease is 43%-55%
(Blake 1979, Klontz 1988, Levine 1993).
Strongyloides stercoralis may also cause se-
vere and even fatal infections in patients
with impaired cellular immunity or who are
on high doses of corticosteroids. This infec-
tion is commonly acquired in endemic areas
such as the southern United States and trop-
ical regions and is also seen with increased
frequency in institutionalized patients. Pa-
tients may harbor this infection for many
years with minimal symptoms. If they later
become immunocompromised they are at
risk for life-threatening disseminated dis-
ease even years after the initial exposure.
This has been seen in patients with lym-
phomas, leukemias, lepromatous leprosy,
and with HIV (Mahmoud 1990).

HIV affects both the cellular and humor-
al components of the immune system and
predisposes patients to a large number of
viral, bacterial, fungal, and protozoal in-
fections. Cytomegalovirus (CMV), adeno-
virus, and herpes simplex virus (HSV) may
cause chronic diarrhea in these patients
(Smith 1992). CMV and HSV may also cause
severe esophagitis. Other novel viruses that
have been associated with diarrhea in these
patients include astrovirus and picornavirus
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(Grohmann 1993). Salmonella may also
present atypically with a paucity of gastro-
intestinal symptoms but with recurrent
bacteremia in these patients requiring life-
long treatment (Celum 1987, Sperber and
Schleupner 1987). Fungal infections with
Candida sp. may cause a severe esophagitis
while Histoplasma capsulatum has been im-
plicated in colitis. Protozoal infections may
also be seen in these patients with Crypto-
sporidium, Isospora belli, or Enterocyto-
zoon bieneusi (Microsporidia) (Quinn
1992). Sexual practices of infected homo-
sexual men may put them at risk for procti-
tis caused by gonorrhea, HSV, syphilis, or
chlamydia with symptoms of tenesmus,
pain, or diarrhea.

The presence of these or other unusual
pathogens or an infection with an atypical
and unusually severe presentation may war-
rant an evaluation for defects in the host de-
fenses. Similarly, patients who are known to
be immunocompromised may have unusual
pathogens and atypical presentations.

Immunocompromised states also occur
among transplant patients; people with se-
vere underlying diseases like liver or renal
disease or undergoing chemotherapy for can-
cer; and people who are malnourished, ex-
periencing high levels of stress, or pregnant.

BIOLOGICAL FACTORS
OF THE PATHOGEN

The biological characteristics of pathogens
transmitted by the fecal-oral route affect de-
cisions related to epidemiologic study de-
sign, such as the timing of data collection
measurement. The pathogen-related char-
acteristics we discuss here are the incubation
period, the infectious dose, and the particu-
lar mechanism of fecal-oral transmission.
The most common pathogens and their re-
spective infectious doses and incubation
periods are presented in Table 11-2.

Incubation Period

The incubation periods of pathogens caus-
ing fecal-oral disease must be taken into
consideration when designing question-
naires or surveys. Questions about exposure

must include adequate time periods that
allow for the pathogen's incubation period.
This can be difficult when the pathogen is
not known, since incubation periods vary.
For example, the incubation period of Ba-
cillus cereus can be as short as one hour,
while that of Giardia can be as long as two
weeks. A questionnaire that elicits a retro-
spective 24-hour food history (or informa-
tion about exposures in general) would be
useful in identifying Bacillus cereus as a re-
sponsible pathogen (incubation period 1-
16 hours) but probably would not be useful
in identifying Campylobacter jejuni (incu-
bation period 16-72 hours).

If information is sought about possible
exposure to pathogens that have long incu-
bation periods, questions may require recall
of numerous behaviors (eating, drinking,
personal contacts, travel) for several weeks.
When information about exposure is retro-
spective, there is always the potential for in-
accurate recall. Knowing the specific mecha-
nism through which fecal-oral transmission
occurred can sometimes help in discerning
the appropriate time period to investigate,
but in many cases, the aim of the study is to
determine the mechanism of transmission.
In an outbreak investigation (see Chapter
14), the incubation period can be an impor-
tant clue to the responsible pathogen, but it
is often difficult to ascertain unless a num-
ber of people who can be associated with
each other in some way become infected
within a short period of time, or their ill-
nesses, which may be experienced after a
longer period of time, can be recognized as
a cluster (Goodman and Segreti 1999). In
prospective studies of a known pathogen,
the follow-up time for persons exposed to
the pathogen need to take into considera-
tion the incubation period and allow suffi-
cient time for symptoms to develop.

Infectious Dose

The dose of an organism that is needed to
cause infection is highly variable. It is de-
pendent on the specific pathogen, its viru-
lence, and the host susceptibility. To become
infected with most enteric pathogens, pa-
tients must ingest 105 to 108 organisms,
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Table 11-2 Infecting Dose and Incubation Period of Fecal-Oral Pathogens
Pathogen Infecting Dose Incubation Period

Viruses

Hepatitis A

Norwalk virus

Rotavirus

Bacteria

Bacillus cereus

Campylobacter jejuni

Clostridium difficile

Clostridium perfringens

Enterohemorrhagic E. Coli

Enteroinvasive E. Coli

Enteropathogenic E. Coli

Enterotoxigenic E. Coli

Salmonella sp.

Shigella

Vibrio parahaemolyticus

Protozoa

Cryptosporidium

Giardia lamblia

10-102 (U.S. Food and Drug
Administration 1992)

Unknown

Unknown

Unknown

102-106 (Guerrant 1990a);
<8X102 (Black 1988)

Unknown (toxin titers of >10-3

to 1(T-5) (Fekety 1990)

108 (Bartlett 1990)

Unknown*

108 (Doyle and Padhye 1989)

2 X 109 (Ferguson 1956)

108 (Evans 1978, Satterwhite
1978)

105-8 (Guerrant 1990a)

10-102 (DuPont and Hornick
1973, Guerrant 1990a)

Unknown

3 X 10-102 cysts (Dupont 1995)

10-102 cysts (Guerrant 1990a)

60-90 days (45-180 days)

24-48 hours (10-50 hours)

24-72 hours

1-6 hours emetic syndrome

8-16 hours diarrheal syndrome

(Hughes and Tauxe 1990)

16-72 hours (Hughes and Tauxe
1990); 53-68 hours (Black 1988)

4-9 days (Guerrant 1990b), may appear
up to 6 weeks after antibiotic exposure
(Fekety 1990)

8-16 hours (Hughes and Tauxe 1990)

3-9 days (Doyle and Padhye 1989)

8-24 hours (Doyle and Padhye 1989);
16-48 hours (Hughes and Tauxe 1990)

17-72 hours (Doyle and Padhye 1989)

16-72 hours (Hughes and Tauxe 1990)

8-48 hours (Guerrant 1990b)

6 hours-9 days (usually <72 hours)
(Guerrant 1990b)

9-25 hours (Dadisman 1973, Guerrant
1990b)

1-12 days (Jokopii and Jokipii 1986)

1-2 weeks * (Hill 1990)

*Estimated to be less than Salmonella because implicated meat vehicles are usually only slightly undercooked and subsequently were
not held for many hours at warm temperatures that would have permitted bacterial growth (Griffin and Taux 1991).

1cc of 1/10,000 dilution of broth culture has been reported to cause illness (Takikawa 1958).

Symptomatic illness may occur before the cysts can be detected in the stool.

while for more hardy organisms, including
Campylobacter jejuni, Shigella, and the
cysts of Giardia lamblia and Cryptosporidi-
um parvum, only 101 to 103 organisms are
required to cause disease (Guerrant and
Bobak 1991).

Clinical studies in which typhoid fever
has been induced by Salmonella typhi have
used doses ranging from 103 to 109 organ-
isms. Disease was not seen until doses of 105

were ingested. The median incubation peri-
od varied inversely with the size of inoculum

with a median period of nine days when in-
fected with 105 organisms and only five days
after ingestion of 109 organisms. Once the
illness occurred, the clinical courses were
similar regardless of the dose used (Hornick
1991). Similar results have been seen with
nontyphoidal Salmonella infections with
most reports indicating that 105 organisms
are needed to cause infection (DuPont and
Hornick 1973, Guerrant 1990a).

Despite these findings, outbreaks have
been reported after ingestion of fewer or-
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ganisms (D'Aoust and Pivnick 1976). In one
outbreak attributed to carmine dye contam-
inated with Salmonella cubana, patients be-
came ill after ingestion of as few as 1.5 X 104

organisms. Many of these patients were at
increased risk of infection because they were
elderly and debilitated or infants with gas-
trointestinal abnormalities (Lang 1967). As
noted earlier, gastric acid is an important
host defense. Not surprisingly a higher risk
of infection has also been noted when inoc-
ula are ingested with acid-neutralizing food
or are otherwise protected from the hostile
gastric acidity. Salmonella is almost always
a foodborne or waterborne pathogen, but in
certain settings, such as in nursing homes
and among hospitalized patients, it may be
spread from person to person.

Fewer studies have looked at the inoculum
necessary to cause viral gastroenteritis. Stud-
ies by Kapikian and colleagues (1983a, b)
demonstrated that 5 of 18 volunteers given
1 mL of a 0.2% stool suspension containing
rota virus had viral shedding and 4 of the 18
volunteers with low titers of antibody de-
veloped diarrhea. Twelve of their patients
developed serologic evidence of infection.
The presence of serum antibody measured
by immunofluorescence prior to inoculum
or high levels of neutralizing antibody to ro-
tavirus was associated with resistance to di-
arrheal illness. Two patients who had ini-
tially developed diarrhea were rechallenged
19 months later and neither developed di-
arrhea although one noted constitutional
symptoms. The infecting dose for another
important pathogen, Norwalk virus, is un-
known. For many protozoal diseases (e.g.,
Cryptosporidium and Giardia) the inoculat-
ing dose is very low (10-30 cysts).

Particularly when an infectious dose is
high, a person may come into contact with
the organism but not become infected. This
can result in misclassification of infection
status when exposure to the pathogen is de-
termined by the recall of a study participant
or the observation of an investigator but not
confirmed by testing biological specimens.

Mechanism of Fecal-Oral Transmission

When seeking the source of an outbreak, it
is helpful to know the usual reservoir and

mode of transmission for the pathogen in
question. Many organisms have been asso-
ciated with particular food items or envi-
ronmental exposures. These are summa-
rized in Table 11-3. However, these typical
patterns may not always accurately predict
the source of an outbreak.

Measurement of environmental exposure
to fecal-oral pathogens may require subjec-
tive and/or objective techniques, depending
on the suspected pathogen and the availa-
bility of specimens. Subjective information
obtained through questionnaires or inter-
views usually includes behavioral character-
istics of the person, such as hygiene practices,
travel or recreational information, eating or
drinking patterns, and personal contact. It
may also include information about a per-
son's environment, such as source of drink-
ing water, milk supply, agricultural meth-
ods used, and swimming pool chlorination
(Hertz-Picciotto 1998). Objective informa-
tion includes field and laboratory data, such
as environmental samples (e.g., water, food,
or soil) or biologic specimens from humans
(e.g., stool samples). If a pathogen is known
or suspected, exposure assessment can be
limited to specific methods based on the
mode of transmission (e.g., food question-
naires for information about exposure to a
foodborne pathogen or laboratory analysis
of water for the presence of waterborne path-
ogens). Ideally, exposure assessment should
include information about host defense
mechanisms, which affect a person's suscep-
tibility to a number of pathogens.

Some measurement issues are specific to
the particular mechanism by which fecal-
oral transmission occurs. We consider here
transmission via food, water, direct contact
between people, and contact with environ-
mental sources.

Foodborne transmission
Foodborne pathogens have been identified
from unexpected sources including some
that were previously thought to inhibit their
growth. For example, enterohemorrhagic
E. coli (T.HEC) was initially implicated in
outbreaks of diarrheal illness and hemolytic
uremic syndrome associated with under-
cooked beef and was later associated with
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other meats including pork, poultry, and
lamb (Doyle and Padhye 1989). A recent
outbreak in New England was not associat-
ed with any of these sources and was even-
tually traced to contaminated apple cider,
which had previously been considered to be
a "safe" food item because of its acidity. It
was later found that E. coli O157:H7 could
survive at a pH of 3.6-4.0 and could still be
detected after 20 days of refrigeration at 8°
(Besser 1993). Fruits whose interior was
considered sterile (e.g., cantaloupes) have
served as the source of outbreaks when in-
jected with contaminated water to increase
their "sale" weight.

Bacillus cereus is another foodborne
pathogen of concern because of its ability to
form spores and survive high temperatures
and then regerminate during cooling. It
causes two distinct syndromes. One is an
"emetic syndrome" characterized by nau-
sea, vomiting, and malaise that has been at-
tributed to cooked rice from Chinese restau-
rants or "take-aways" in 95% of cases. The
high frequency in this setting has been
linked to the common practice of cooking
large volumes of rice at one time and then
storing it for up to several days without re-
frigerating it. Any B. cereus present in the
raw rice is able to form spores that resist the
high temperatures for cooking but which
can germinate and grow rapidly at ambient
temperatures. The preformed toxins result
in illness within several hours of consuming
the rice (Kramer and Gilbert 1989).

B. cereus also causes a "diarrheal syn-
drome" with symptoms of abdominal pain,
profuse watery diarrhea, rectal tenesmus,
and nausea that do not occur until 10-12
hours after ingestion. This presentation is
caused by toxins that are formed in vivo. A
number of different food items have been
implicated including meat products, soups,
vegetables, puddings and sauces. In Hun-
gary, a high incidence of meat-related illness
has been attributed not just to meat but also
to the use of a large number of spices that
contain B. cereus spores (Kramer and Gil-
bert 1989).

Measurement of pathogens in foodborne
illnesses has become challenging in recent
years because of the involvement of wide

geographic areas, possibly due to food pro-
cessing, refrigeration, and distribution sys-
tems (Goodman and Segreti 1999). Thus
contamination of food in one factory with a
subsequent regional or national distribution
may result in illnesses across the country
that are difficult to associate with one an-
other. Furthermore, new food vehicles such
as fresh produce, eggs, apple cider, and dish-
es with combined ingredients have joined
traditional food vehicles such as under-
cooked meat, poultry, seafood, and unpas-
teurized milk (Tauxe 1997), increasing the
risk of exposure as well as the difficulty in
measurement. Those experiencing illness
may recall consuming foods traditionally
associated with foodborne illness but fail to
consider other foods now known to also
carry the pathogen. In addition, contami-
nated food often smells and tastes normal
(Goodman and Segreti 1999, Tauxe 1997).
Waterborne transmission also needs to be
considered for some pathogens generally
thought of as foodborne.

Waterborne transmission
Giardia lamblia has been reported to be
present in up to 20% of people living in the
southern United States (Cortner 1959). It is
usually acquired after ingestion of fecally
contaminated water and was an important
cause of diarrhea in travelers to Leningrad
in the 1970s. In the United States it was the
most common cause of outbreaks of water-
borne diarrheal illness between 1965 and
1984. It has been attributed to faulty purifi-
cation or chlorination systems and untreated
water consumed by hikers. It is also spread
by person-to-person transmission in child
care centers and custodial institutions and
among homosexual men (Hill 1990).

Cryptosporidia acquired via waterborne
contamination has been involved in several
large outbreaks in the United States. The
pathogen is relatively resistant to chlorine
and hence may survive water purification
efforts.

Exposure to waterborne pathogens is dif-
ficult to measure for numerous reasons.
First, the density of pathogens is variable
throughout water. Although current models
for quantifying waterborne pathogens as-



Table 11-3 Reservoirs and Modes of Transmission of Selected Fecal-Oral Pathogens

Pathogen Reservoir

Viruses

Hepatitis A Humans

Hepatitis E Humans

Norwalk agent Animals, humans
and Norwalk-like
viruses

Rota virus* Animals, humans

Mode of
Transmission

Foodborne,
waterborne, contact

Foodborne,
waterborne, contact

Foodborne,
waterborne, contact

Presumed fecal-oral

Implicated
vehicles

Shellfish, personal
contact, drinking
water

Drinking water,
personal contact

Shellfish, salads,
contaminated
water, oysters
(Hughes and Tauxe
1990, Blacklow and
Greenberg 1991)

Personal contact,
contaminated food

and water

Seasonality

Unknown

Unknown

Winter

Winter

Bacteria

Aeromonas sp.

Bacillus cereus

Water, animals

Ubiquitous in the
environment

Foodborne,
waterborne, contact

Foodborne

Campylobacter jejuni

Clostridium
botulinum

Animals including
humans

Ubiquitous in the
environment

Foodborne

Foodborne

Clostridium difficile Humans Contact

Clostridium
perfringens

Entamoeba
bistolytica

Animals, environment Foodborne

Animals, environment Foodborne,
waterborne,
contact

Seafood, red meat,
poultry, raw milk,
water (Stelma 1989)

Cooked rice, meat
products, dairy
products, soups,
soups, vegetables,
puddings, sauces
(Kramer and
Gilbert 1989,
Hughes and
Tauxe 1990)

Unpasteurized milk,
poultry, eggs, beef,
food handlers,
water (Stern 1989,
Hughes and
Tauxe 1990)

Low acid (pH >4.4)
home canned
vegetables and fruit
fish, honey
(infants)
(Hauschild 1989,
Hughes and
Tauxe 1990)

Person-to-person,
fomites (Fekety
1990)

Beef, poultry, gravy
(Hughes and Tauxe
1990)

Personal contact
contaminated food
and water

Summer

Year round

Spring, summer

Summer, fall

Year round

Fall, winter,
spring

Unknown

(continued)
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Table 11-3—Continued

Pathogen

Enterohemmorrhagic
E. coli

Enteropathogenic
E. coli

Enteroinvasive
E. coli

Enterotoxigenic
E. coli

Listeria
monocytogenes

Plesimonas
shigelloides

Salmonella sp.

Shigella sp.

Staphylococcus aureus

Vibrio cholerae

Reservoir

Animals, humans

Animals, humans

Animals, humans are
the major reservoir
(Doyle and Padhye
1989)

Animals, humans are
the major reservoir
(Doyle and Padhye
1989)

Ubiquitous in the
environment

Animals, ubiquitous
in the environment

Animals, humans

Animals, humans

Animals, humans,
ubiquitous in the
environment

Animals, humans,
ubiquitous in the
environment

Mode of
Transmission

Foodborne,
waterborne, contact

Foodborne,
waterborne, contact

Foodborne

Foodborne,
waterborne, contact

Foodborne

Foodborne

Foodborne,
waterborne, contact

Foodborne,
waterborne, contact

Foodborne, contact

Foodborne,
waterborne, contact

Implicated
vehicles Seasonality

Ground beef, poultry, Summer, fall
pork, lamb,
unpasteurized milk
and apple cider,
personal contact

Poor hygiene, coffee Summer
substitute,
contaminated water
(Doyle and Padhye
1989)

Cheese (Doyle and Unknown
Padhye 1989,
Hughes and Tauxe
1990), salmon,
potato salad,
personal contact

Salads, meat, cheese, Summer
seafood (Hughes
and Tauxe
1990), fomites,
contaminated
water, personal
contact

Raw milk, dairy Unknown
products,
vegetables,
processed meats

Oysters, salted fish, Unknown
crab (Lovett 1989)

Eggs, poultry, dairy Summer, fall
products, beef
(Hughes and Tauxe
1990) personal
contact with
humans and pets
(turtles, dogs,
parakeets)
(D'Aoust 1989)

Egg salad, lettuce Summer
(Hughes and Tauxe
1990)

Ham, poultry, egg Spring, summer,
salad, pastries fall
(Hughes and Tauxe
1990)

Shellfish, Variable
contaminated water
(Madden and
MacCardell 1989,
Hughes and Tauxe
1990)

(continued)
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Table 11-3 Reservoirs and Modes of Transmission of Selected Fecal-Oral Pathogens—Continued

Pathogen Reservoir
Mode of
Transmission

Implicated
vehicles Seasonality

Vibrio Ubiquitous in the
parahaemolyticus environment

Yersinia
enterocolitica

Protozoa

Cryptosporidium
parvum

Giardia lamblia

Animals

Animals, humans

Animals, humans,
ubiquitous in the
environment

Foodborne

Foodborne

Waterborne, contact

Bivalve mollusks,
crustaceans (US),
saltwater fish
(Japan) (Hughes
andTauxe 1990)

Pork, milk, tofu
(Tauxe 1987,
Schiemann 1989,
1989, Pearson and
Guerrant 1990)

Drinking water,
contact with farm
animals and
humans

Waterborne, contact Drinking water,
personal contact

Spring, summer,
fall

Winter

Unknown

Unknown

*Most often seen as a cause of infantile diarrhea.

Preformed toxins are found in these foods. Spores can be isolated from many sites and are insignificant unless they pro-
duce toxin or are ingested by an infant. C. botulinum spores in honey have been implicated in 20 cases of infant botu-
lism in California.

Infection strongly linked to antibiotic use.

sume that the pathogens are dispersed
throughout the water, there is some evidence
that the pathogens are present in clusters
(Gale 1996). The distribution of pathogens
affects the exposure to consumers; if patho-
gens are dispersed, then consumers have low
levels of exposure; if pathogens are clus-
tered, then consumers are at risk for high
levels of exposure. Models for pathogen
density calculate numbers of pathogen per
volume of water (e.g., 50 Cryptosporidium
oocytes in a 100 liter volume of water), which
is difficult to translate into exposure for
consumers, because people do not consume
100 liters of water daily. Pathogen density
models estimate personal consumption at
2 liters per day; in the preceding example,
estimates for consumer exposure would be
about 1 oocyte per person per day. But if
pathogens were clustered, it would be possi-
ble for one person to consume 50 oocytes
while the remaining 49 people had no expo-
sure (Gale 1996). The difficulty in quantify-

ing pathogens in water is complicated even
further by seasonal and climatic fluctuations
of pathogens and the effects of inadequate
treatment techniques.

In assessing exposure to waterborne path-
ogens, the host defense mechanisms and the
biologic properties of the specific organism
must be taken into account. In studies as-
sessing the source of exposure to a water-
borne pathogen, information should be ob-
tained about source of drinking water,
occupational and recreational activities per-
formed in water, and consumption of shell-
fish or food crops that may have been ex-
posed to contaminated water.

Transmission by direct contact
Person-to-person transmission is common
in settings where it is difficult to maintain
good hygiene. Children in day care centers
are at particular risk because many infants
and toddlers are not toilet trained and there
is a high risk of fecal soiling among young
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children who frequently put their hands and
foreign objects in their mouths. In prospec-
tive studies of children less than three years
old there were 42 cases of gastroenteritis per
100 child-months in day care centers com-
pared with 27 cases per 100 child-months in
children at home (Bartlett 1985, Guerrant
1986). The most commonly isolated organ-
isms in this setting include rotavirus, seen
predominantly in infants, and G. lamblia in
toddlers. Other important enteric pathogens
include C. jejuni, Shigella, enteric adenovi-
rus, astrovirus, Cryptosporidium, C. difficile,
and hepatitis A (Pickering 1981, Bartlett
1985, Guerrant 1986, Mitchell 1993). Path-
ogens with low infectious doses such as
Shigella, Giardia, rotavirus, and possibly
Campylobacter and Cryptosporidium may
be spread by direct contact. Asymptomatic
carriage of pathogens may be important in
the spread of diarrheal disease because care-
takers may not be as vigilant about hand-
washing and other hygienic measures. Sec-
ondary attack rates of 12%-79% have been
observed in the families of these children:
12%-25% with giardiasis; 26%-46%
with shigellosis; and 15%-79% with rota-
virus (Guerrant 1986, Guerrant and Bobak
1991). Person-to-person transmission of
EHEC has also been well documented in day
care settings (Belongia 1993) and in families
(Rowe 1994).

Hospitalized patients are also at increased
risk. Although only 1.3 cases of nosocomial
gastroenteritis per 10,000 hospital dis-
charges were reported to the Centers for
Disease Control and Prevention between
1956 and 1979, prospective surveillance
studies found rates of 7.7 and 2.3 per 100
admissions to intensive care and pediatric
units respectively (Guerrant 1990b). Hospi-
talized patients usually have impaired resist-
ance to infection because of their underly-
ing illness as well as increased exposure to
potential pathogens. Important modes of
transmission include direct contact with
medical personnel who have not adequately
washed their hands and common-vehicle
spread. Inadequate sterilization and disin-
fection of equipment are additional risks.

The most common bacterial pathogens in

these settings include cytotoxigenic C. diffi-
cile, which has been implicated in 45% of
cases of nosocomial diarrhea, and Salmo-
nella, which has been identified as the cause
of 11% of all nosocomial outbreaks (Stamm
1981). McFarland and colleagues (1989)
looked at the risk of acquiring C. difficile on
a general medical ward and found that 21 %
of patients who initially had negative rectal
swab cultures acquired C. difficile during
their hospitalization. Sixty-three percent of
these patients were asymptomatic. Patient-
to-patient transmission was evidenced by
the earlier acquisition of infection in pa-
tients whose roommates had positive cul-
tures with a mean of 3.2 versus 18.9 days to
become infected. Fifty-nine percent of health
care workers developed positive hand cul-
tures after caring for infected patients and
29% of 216 environmental sites tested were
culture positive (McFarland 1989).

Rotavirus is an important cause of diar-
rhea in the pediatric population and has
been associated with outbreaks in nurseries
with spread from infant to infant by contact
with medical personnel (Chrystie 1975;
Bishop 1976, Murphy 1977). Once an out-
break has occurred in a nursery, rotavirus
has been detected in 25% of stools described
as loose, mucoid, or watery and in 11 % of
stools described as normal, suggesting that
asymptomatic patients may be an important
reservoir and their contacts may transmit
the infection (Kraus 1981). Other important
pathogens that have been reported to cause
nosocomial gastroenteritis include Staphy-
lococcus aureus and C. perfringens with less
frequent reports of Shigella, Campylobacter,
Yersinia enterocolitica, E. coli (enterotoxi-
genic, enteropathogenic, and enterohemor-
rhagic), Aeromonas, Plesimonas, Giardia,
and Cryptosporidium (Jarvis and Hughes
1993).

Humans are important reservoirs for
many pathogens, especially if they are
asymptomatic carriers. The prevalence of E.
histolytica is reported to be as high as 50%
in underdeveloped countries with poor san-
itation and up to 90%-99% of infected in-
dividuals are asymptomatic. In the United
States the overall prevalence is only about
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4% but higher rates are seen in institution-
alized patients and male homosexuals with
multiple sexual partners. This organism is
transmitted through fecally contaminated
food or water or through sexual practices
with fecal-oral contact (Ravidin and Petri
1990).

Viruses implicated in diarrheal disease in-
clude rotaviruses, enteric adenoviruses, and
the single stranded RNA viruses that include
Norwalk and Norwalk-like viruses, cali-
civiruses, astroviruses, enteric coronavirus,
and unclassified small round viruses. The
group A rotaviruses cause 30%-60% of
cases of severe watery diarrhea in infants
and young children (Blacklow and Green-
berg 1991), while the Norwalk agent and
Norwalk-like agents are important patho-
gens in older children and adults. These
viruses are the cause of 40% of outbreaks of
gastroenteritis that occur in recreational
camps, on cruise ships, in communities or
families, at schools or colleges, in nursing
homes and hospital wards, in cafeterias, and
on sports teams. Viral gastroenteritis may be
spread by close personal contact. In addi-
tion, outbreaks may occur due to contami-
nated drinking or swimming water, poorly
cooked shellfish, oysters from contaminated
waters, and contaminated foods (Dolin
1990, Blacklow and Greenberg 1991).

In studies of fecal-oral diseases, measure-
ment of exposure is sometimes estimated
from a description and quantification of the
type of contact between people. For example,
in a prospective study of the relationship
between child care practices and diarrhea
among young children in rural Kenya, phys-
ical contact between children and caregivers
was observed over a 12-hour period and
measured according to predefined protocols
(Paolisso 1989). Measurement of physical
contact preceded the measurement of out-
come (diarrheal illness), strengthening the
causal relationship.

Transmission from environmental surfaces
Assessment of exposure to pathogens from
contaminated surfaces is more difficult to
quantify, as in a day care center where hands
may contaminate a surface or pick up con-

taminants and transfer them to self or others.
Haas and colleagues (1999) describe experi-
ments that have attempted to quantify the
bacterial transfer rate between hands and
surfaces. Methods for detection of patho-
gens in the environment often have multiple
stages and low sensitivity, or require much
time, making it impractical or impossible to
measure the pathogens. Furthermore, meth-
ods are not available to detect many of the
pathogens. For these reasons, measures of
pathogens in the environment are probably
underestimated.

Spore-forming organisms may be isolated
from numerous sources and may be difficult
to eradicate because they are resistant to
high temperatures. Under appropriate envi-
ronmental conditions, they may later reger-
minate and lead to infection. For example,
Bacillus cereus is a ubiquitous organism that
has been isolated from soil, dust, and water
as well as food sources.

MEASUREMENT OF INFECTION

An important decision by investigators is
whether to attempt to ascertain an etiologic
diagnosis for an episode of enteritis. We dis-
cuss here the use of measures based on lab-
oratory tests, clinical observation, and the
recall of the study participant.

Laboratory and Clinical Criteria

Obtaining an etiologic diagnosis is both bi-
ologically and methodologically difficult.
Multiple infectious agents may cause enteric
infection and hence one must evaluate the
stool for viral, bacterial, and protozoan path-
ogens. Detecting toxin-mediated disease and
viral pathogens may require sophisticated
laboratory support. A single comprehensive
microbiologic evaluation of stool may cost
hundreds of dollars and require extensive
time commitments from trained technicians.
Many microbiologic studies performed on
stool require a fresh stool sample. Hence,
obtaining stool may be difficult. If samples
are obtained, there must be a mechanism in
place to notify the investigators and a means
of transport to the location where the spec-
imens will be analyzed. Other methodolog-
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ic problems include separating colonization
from infection, as many potential pathogens
may also represent normal stool flora (e.g.,
C. difficile, E. coli) or chronic carriage (e.g.,
Salmonella); determining the etiologic cause
of enteritis when multiple pathogens are iso-
lated (common in lesser developed coun-
tries); and assessing the relevance of isolating
a potential pathogen in an asymptomatic
patient. Carriage rates of potential patho-
gens (e.g., C. difficile) may differ by age, geo-
graphic location, and immune status.

Parasites can cause infection through sev-
eral mechanisms, thus raising additional
questions about identifying or classifying
their infections. They may cause a mechani-
cal barrier to absorption, injure the mucos-
al lining, produce exotoxins, cause an im-
mune response leading to inflammation, or
alter the normal gastrointestinal motility
(Cohen 1991). In the case of Entamoeba his-
tolytica, the organism is ingested in the cyst
form. Encystation or hatching occurs in the
lower ileum and the colon. This is followed
by invasion of the colonic mucosa and mul-
tiplication at which time they establish
themselves in mucosal ulcers. Infected pa-
tients have colonic lesions that may show
frank ulceration and normal or hyperemic
mucosa. Polymorphonuclear leukocytes are
seen at the edge of the lesions and their de-
struction may lead to the pathogenesis of the
classical "flask-shaped" mucosal ulcers or
hepatic abscesses (Guerrant 1981). The ame-
bic destruction of PMNs presumably ex-
plains their characteristic absence from
stools of patients with amebic dysentery, a
factor that has been used to distinguish ame-
bic from "bacillary" dysentery (Anderson
1921, Callendar 1921). Asymptomatic in-
testinal carriage, which occurs commonly
after exposure, affected 5% of the U.S. pop-
ulation during the 1960s (DuPont and Pick-
ering 1980). Recent focus has been on the
carrier state, because some patients may
have active infection with minimal symp-
toms or carriers may only have intermittent
symptoms, and asymptomatic patients have
been noted to have ulceration without clini-
cal evidence of disease (DuPont and Picker-
ing 1980).

Recall by Study Participants

More commonly in epidemiologic studies,
the outcome measured is diarrheal disease.
Diarrhea is a syndrome without a well-
defined operational definition. Most investi-
gators use a combination of stool frequency
(e.g., three per day) and stool consistency
(e.g., conforming to the shape of a container)
to define diarrhea. Commonly, diarrhea
among young children in developed coun-
tries is defined as three or more loose or wa-
tery stools per day. However, it is important
to realize that normal stool frequency and
consistency vary by age and by diet and thus
it is necessary to use a definition that is ap-
propriate to the population being sampled.
In addition, the stool habits of all persons
are variable and thus many people will have
occasional bouts of diarrhea unrelated to in-
fection. The specificity for an infectious eti-
ology can be increased by including in the
case definition such symptoms as fever,
vomiting, and abdominal pain, and such
laboratory findings as an elevated white
blood cell count. However, while these find-
ings will improve specificity they will also
decrease sensitivity. Dysentery, gastroenteri-
tis due to an invasive pathogen, is associated
with the symptom of bloody diarrhea and
the laboratory finding of fecal leukocytes.

Seldom is the occurrence of diarrhea di-
rectly observed by the researcher. More
commonly the researchers rely on a study
participant (or a child's caretaker) to recall
the occurrence. Recall is subject to memory
lapses and discordance over definitions be-
tween the investigator and the person re-
calling the events (Thomas 1989, Boerma
1991). In a study of diarrheal disease in
rural Kenya, Thomas and associates meas-
ured the misclassification of maternal recall
in comparison to the researcher's observa-
tion of stool samples obtained from the
period to which the recall pertained. They
estimated that the maternal recall overesti-
mated the actual occurrence of diarrhea in
the study population by nearly twofold
(9.5% instead of 4.8%). The resulting mis-
classification attenuated the "true" odds
ratio for one exposure variable (household
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ownership of a latrine), estimated to be 5.4
(95% confidence interval [CI] = 2.0-14.5),
to 2.0 (95% CI = 0.9-4.3). The factthatthe
95% confidence interval of the attenuated
(observed) odds ratio included 1.0 (i.e., sig-
nifying no association) would lead some re-
searchers to disregard this exposure variable
when actually its effect on the occurrence of
diarrhea may be quite important.

Since some infections can persist for long
periods of time and repeat infections are
possible, it is also important to determine
when one episode has ended and another
has begun. Most investigators require a pe-
riod of "normal" stools between diarrheal
episodes. The length of time the individual
must be symptom free used in research has
ranged from two to 14 days. Baqui (1991)
conducted a validation study among Bang-
ladeshi children in which they compared
various operational definitions of diarrhea
and diarrheal episode and concluded that
three or more loose/liquid/watery stools or
any number of stools containing blood in a
24-hour period was the best definition for
diarrhea, while three prior diarrhea-free
days was the best criterion for the beginning
of a new diarrheal episode.

The level of respondents' education can
affect the accuracy of their recall. Boerma
(1991) found that illiterate women reported
rates of diarrhea less often than literate
women and suggested that the differential
reporting was due to misunderstanding by
the illiterate women. The higher rate of mis-
classification of diarrhea episodes in illiter-
ate women could lead to a biased observa-
tion that the actual rates of diarrheal
episodes between the two groups are differ-
ent, when in fact only the reported rates are
different. Moreover, in cultures where diar-
rheal illnesses is associated with evil spirits
or bad luck, study participants may be re-
luctant to talk about their bowel habits
(Nichter 1991). Despite the problems en-
countered, the value of recall data should
not be underestimated, since individuals
(and mothers, in the case of children) are
often considered to be the best observers of
departures from usual bowel patterns
(Baqui 1991).

The use of qualitative data (Kaltenthaler
and Drasar 1996), social science research
(Nichter 1991), ethnography (Jenkins and
Howard 1992), conceptual frameworks
(Herman and Bentley 1992), and cultural
models (Weiss 1988) to develop culturally
sensitive language and methods has im-
proved data collection. Weiss (1988) de-
scribes the interaction between ethnograph-
ic and epidemiologic methods as synergistic,
with ethnography providing culturally in-
formed hypotheses that are appropriate
for testing with quantitative epidemiologic
methods. Quantitative and qualitative meth-
ods can also be mixed effectively in a single
study (Paolisso 1989).

STUDY DESIGN

Many of the issues discussed here pertain to
epidemiologic studies of fecal-oral patho-
gens, regardless of the study design. In this
section we identify a number of issues relat-
ed to the use of various study designs for de-
termining risk factors for infection with
pathogens transmitted through the fecal-
oral route. We discuss risk factor studies,
nonindependence of events, and seasonal
variation. We focus principally on commu-
nity-based studies rather than those con-
ducted in an institutional setting, and on the
risk of becoming infected rather than the
consequences of infection.

Risk Factor Studies

By definition, studies pertaining to risk are
concerned with the occurrence of new, or in-
cident infections. Incidence can be described
in terms of risk, measured through closed
cohort studies, and of rate, measured in dy-
namic cohorts. In each case, uninfected peo-
ple are enrolled and followed over time to
determine whether they become infected.
Most often, only the most severe, life-threat-
ening episodes of diarrhea are brought to
the attention of medical caregivers. The de-
tection of these cases can be likened to pas-
sive surveillance (types of surveillance are
discussed further in Chapter 7). The more
common, less severe episodes are usually
discovered only by active surveillance con-
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ducted by the study investigators. If the fol-
low-up period is long and the disease dura-
tion is short (as it can be with diarrhea), the
active surveillance will require many visits
(e.g., once every one or two weeks for sev-
eral months). Many younger children are
cared for during the day by persons other
than their primary caregivers (e.g., day care
center staff in developed countries or an
older sibling in developing countries) and
thus monitoring for illness may involve sur-
veying multiple caregivers. If one adds to
this a sizable number of study subjects, such
as in a community-based study, it becomes
quickly clear that longitudinal studies can
be very expensive. Moreover, study partici-
pants may not be at home when visited, re-
quiring revisits, or they may tire of multiple
visits and withdraw from the study. Studies
in institutional settings, such as hospitals or
day care centers, are more manageable in
this regard.

While case-control study designs are
often portrayed as a less expensive alterna-
tive to cohort studies, they do not necessar-
ily overcome the need for an expensive sur-
veillance system unless the study is to be
limited to severe cases who present them-
selves to a clinical setting. In this instance,
however, the factors that lead a person to
become infected often become entangled
with the factors that lead the person to ob-
tain care, either at all, or in a particular in-
stitution. To identify all new infections, es-
pecially if non-life-threatening occurrences
are of interest, a surveillance system is still
required. The primary advantage to the case-
control approach, then, is the time and ex-
pense saved by collecting information from
only a sample of those who are not infected
or diseased. This advantage needs to be
weighed against the potential for introduc-
ing bias into the study through the method
of selecting the sample of controls (as op-
posed to collecting data from all of the non-
cases).

The expense of a surveillance system, and
the biases incurred by people dropping out
of a study due to fatigue from being visited
regularly, are most often circumvented with
a cross-sectional study design. This ap-

proach, however, has its own inherent limi-
tations. Since information is collected from
individuals only at one point in time, preva-
lent rather than incident diarrhea is identi-
fied. Since the likelihood of being found
with diarrhea is a function of the duration of
the infection, the factors associated with in-
fection can be related to exposure (i.e., ac-
quiring the infection) as well as the disease
duration (i.e., keeping the infection). The
presence of other infections and the level of
competence of the immune system can affect
both of these, but their relative contribu-
tions to incidence and duration cannot be
disentangled in a cross-sectional study.

The relative value and appropriateness of
cross-sectional and cohort study designs
were compared by Thomas and Neumann
(1992) in a study where both designs were
employed. They found that the incidence
measures (cumulative incidence and inci-
dence density) required significantly more
time and resources to obtain and evidenced
more underreporting of diarrheal episodes
than in the cross-sectional study compo-
nent. There is no clear study design that is al-
ways to be preferred: each has its own assets
and liabilities. Determination of the most
appropriate study design is a function of the
study questions and the resources available.

Non-independence of Events

Risk factor study designs assume that the
observations upon which a study is based
are independent of each other. In other
words, one episode of diarrhea does not
make another episode more or less likely to
occur. When one episode is closely associat-
ed with another, each observation provides
less information than if the episodes were
unrelated, resulting in the need to adjust the
calculation of variance in the estimates of
precision (e.g., 95% confidence interval).
With organisms transmitted by the fecal-
oral route, infections (or episodes of diar-
rhea) can be associated with each other in
two ways: transmission from one person to
another, and repeat episodes experienced by
one person.

With fecal-oral transmission, one per-
son's infection places those with whom they
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are in contact at risk of also becoming in-
fected. This is the phenomenon of depend-
ent happenings described in Chapter 5. In
community-based studies, the traditional
approach to this dependence of events has
been to enroll only one person from each
family. While this decreases the number of
events that are more obviously associated
with each other, it fails to account for the
fact that essentially every infection is ac-
quired from someone else, whether from
within the family or among other contacts.
Moreover, different levels of exposure, ei-
ther by a higher infectious dose from a single
source or by contact with multiple sources,
can confound measures of association in
studies. For example, consider an independ-
ent variable such as access to a source of
protected water (e.g., a water pump) in an
African village. If individuals using the pro-
tected water source have greater exposure to
infection for some other reason (e.g., they
are visited by more friends and relatives
than those without such a water source),
they may experience more infections in spite
of having clean water. It is therefore impor-
tant in many instances to collect informa-
tion that will enable one to estimate the de-
gree of exposure and make adjustments for
variations in exposure in the data analysis of
risk factor studies.

In some instances, it is the dependence of
events that is most relevant and interesting.
Rather than trying to achieve independence
of observations, it may be more fruitful to
intentionally design a study that is based on
the dependent relationship. For example, a
study could focus on the siblings or other
contacts of infected persons. Such a study
would yield information about the infectiv-
ity of the organism in various conditions.
With infectivity as the measure of interest,
such a study is generally not considered a
traditional risk factor study.

In addition to one person infecting anoth-
er, a particular individual can experience re-
peat episodes of an infection. A second
episode can be due to another pathogen or
another exposure to the same pathogen.
When the symptoms do not make it clear
that another pathogen is involved, laborato-

ry tests to determine the infecting organism
will be required if the focus of a study is on
one particular pathogen. When it is deter-
mined that two infections are with the same
pathogen, or when infectious diarrhea, rather
than the causative organism, is the outcome
of interest, researchers must decide how to
handle more than one episode for a given
study participant. The two episodes can be
related for at least two reasons: the prior in-
fection made the person less resistant to a
subsequent exposure; or the factors that led
to the first exposure led also to the second
exposure. In the former case, it may be im-
portant to study second infections separate-
ly from first infections in order to identify
the factors of the first infection that make a
person more likely to experience a second
infection. Alternatively, repeat infections
can be treated as a "nuisance," in which
data collection on a particular study partic-
ipant would cease once he or she becomes
infected the first time.

In studies where communities are the unit
of analysis, data on the occurrence of diar-
rheal disease are typically based on a sur-
veillance system that records all infections
during a period of time, including repeat
episodes. If researchers are interested rather
in the proportion of people experiencing in-
fection, the repeat episodes will have to be
identified and excluded from the calculation
of a proportion. The use of a rate (i.e., the
inclusion of all episodes) may be justified
when the overall burden of disease in a com-
munity, including repeat episodes, is the out-
come of interest.

Seasonal Variation

Exposure to some pathogens can vary with
the season. For example, during a dry sea-
son in tropical countries, the scarcity of
water can result in less hand washing and
more transmission of pathogens. This vari-
ation in exposure is another instance of the
importance of dependent happenings. If a
study is focused on a nonseasonal risk fac-
tor, the seasonal variations in exposure can
confound the observed relation between the
risk factor and outcome of interest. This can
occur within a particular cohort or in a com-
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parison of two or more populations. In a co-
hort study that has a phased enrollment or a
follow-up time that spans more than one
season, some study participants may experi-
ence more exposure to a pathogen than do
other participants. To control for this it is
important to include some measures of sea-
son (e.g., calendar months or rainfall) in the
analysis.

The same holds true for comparisons be-
tween two or more populations. Data col-
lected in the different populations during
different seasons can confound some meas-
ures of association, as can data collected at
the same time but from populations with
different climates, due perhaps to differ-
ences in altitude.

SUMMARY

As with all infectious diseases, the methods
required for an epidemiologic study are de-
termined by the biology of the organism, the
study questions, and the resources available.
Perhaps more than with pathogens trans-
mitted by other routes, however, studies of
fecal-oral infections often rely on non-path-
ogen-specific symptomatic definitions, such
as the number and consistency of stools.
Furthermore, researchers must often rely on
the study participant (or a care provider) to
recall the occurrence of diarrhea. Thus
means of improving recall and assuring that
the researcher and study participant agree
on the outcome of interest are critical.
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12
Vector-Borne Transmission

FRANK J. SORVILLO, AMY C. MORRISON, and O.G.W. BERLIN

The methodologic issues in epidemiologic
studies of infections that are not vector-
borne pertain primarily to the sampling and
measurement of the people who might ex-
perience an infection, including measure-
ment of infection with the organism of in-
terest. When transmission between people
involves a vector, another dimension of re-
search is required—one that tracks the biol-
ogy and behavior of the vector. For this rea-
son, epidemiologic research on vector-borne
diseases has traditionally been more biolog-
ically oriented, focusing on the factors of
vector life cycles that affect transmission.
This chapter follows that tradition in that it
is structured around considerations of the
vector. Methodologic issues are interwoven
with the biologic factors.

Over 300 infectious diseases agents en-
compassing viruses, bacteria, protozoa, and
helminths are transmitted by a variety of
vectors (Burgdorfer 1981). A list of selected
vector-borne diseases by the type of infec-
tious agent is presented in Table 12-1. The
characteristics of six vector-borne diseases
are presented in Table 12-2. In this chapter

we focus on diseases in which the vector is
an arthropod.

Vector-borne diseases exact an enormous
toll in terms of human disease and suffering.
Malaria alone is estimated to affect 500 mil-
lion people and cause three million deaths
annually, most of them in children (WHO
1997). American trypanosomiasis (Chagas'
disease) still devastates large areas of South
America and, in its chronic stage, remains
incurable (Schofield 1999). Filarial infec-
tions continue to be widespread, with on-
chocerciasis a common and intractable cause
of blindness on two continents (Richards
1998). Control of vector-borne diseases is
justifiably high among the World Health Or-
ganization's (WHO) priorities. The Special
Programme for Research and Training in
Tropical Diseases cosponsored by the Unit-
ed Nations Development Programme, the
World Bank, and WHO has targeted eight
priority diseases, six of which are arthro-
pod-borne (malaria, leishmaniasis, Chagas'
disease, lymphatic filariasis, African trypa-
nosomiasis, and onchocerciasis) (Godal
1998). As global warming continues, the
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Table 12-1 Selected Vector-Borne Diseases and Their Related Agent and Vector
Type of
Infectious Agent

Viruses

Bacteria

Rickettsia

Protozoa

Helminths

Disease

Colorado tick fever

Dengue

Rift valley fever

St. Louis encephalitis

Yellow fever

Bartonellosis

Lyme disease

Plague

Relapsing fever

Tularemia

Ehrlichiosis

Epidemic typhus

Q fever

Rocky Mountin spotted fever

Trench fever

Babesiosis

Chagas' disease

Leishmaniasis

Malaria

Sleeping sickness

Dracunculiasis

Filariasis

Onchocerciasis

Schistosomiasis

Type of Vector

Tick

Mosquito

Mosquito

Mosquito

Mosquito

Sandfly

Tick

Flea

Body louse, tick

Tick, fly, mosquito

Tick

Body louse

Tick

Tick

Body louse

Tick

Reduviid (kissing) bug

Sandfly

Mosquito

Tsetse fly

Copepod (waterflea)

Mosquito

Blackfly

Snail

historical geographic limits of some vector-
borne diseases traditionally considered to be
"tropical" will expand. Moreover, the last
20 years have seen the emergence of impor-
tant, newly recognized vector-transmitted
infections including such conditions as
Lyme disease and ehrlichiosis (Steere 1977,
Fritz 1998) and the reemergence of arbovi-
ral diseases such as dengue and yellow fever
(Holmes 1998). It is not hyperbole to sug-
gest that other vector-borne infections await
discovery.

Given the significance of vector-borne dis-
eases, continuing and expanded implemen-
tation of sound epidemiologic studies are
vital to reducing the effect of these infec-
tions. However, numerous unique aspects of

vectors, and the agents they transmit, can
make such studies difficult. The inclusion of
a vector into the ecology of a disease, a third
living component beyond the host and
agent, considerably increases the complexi-
ty of transmission dynamics. In cases of
zoonotic vector-borne diseases, where the
reservoir of infection is a nonhuman animal,
a fourth (or more) living entity is included in
the ecology, and the complexity is further
heightened. Moreover, the effect of environ-
ment is perhaps greater for vector-related in-
fections than for any other type of commu-
nicable disease and may have enormous
effects on the agent, vector, host, and reser-
voir. Accordingly, an adequate understand-
ing of the epidemiology of arthropod-borne



Table 12-2 Characteristics of Six Vector-Borne Diseases
Characteristic

Infectious agent

Vector

Reservoir

Incubation period

Typhus

Rickettsia:
Rickettsia prowazekii

Body louse:
Pediculus humanus

Humans

1-2 weeks

Yellow Fever

Virus:
Yellow fever virus

Mosquito:
various species of
Aedes genus

Humans (urban areas),
monkeys (forests),
and mosquitoes

3-6 days

Malaria

Protozoan:
Plasmodium vivax,
P. malariae,
P. falciparum,
P. ovale

Mosquito:
female Anopheles

Humans

12-30 days, depending

Lyme Disease

Bacterium:
Borrelia burgdorferi

Tick:
Ixodes genera

Ticks
(transstadial
transmission),
transmission to wild
rodents and deer

3-32 days (early stages

Onchocerciasis

Helminth:
Onchocerca volvulus
(filarial worm)

Blackfly:
females of the genus
Simulium

Humans

>1 year

Schistosomiasis

Helminth:
various species of
Schistosoma genus
(blood flukes)

Biomphalaria and
Oncomelania
genera

Humans; other
animals
depending
on parasite
species; snails; water

2-6 weeks
(in host)

Symptoms Fever, headache, chills,
prostration, macular
eruptions

Sudden onset, fever,
chills, headache,
myalgia, nausea,
vomiting. Progresses
to further
complications

on agent

Fever, chills, sweats,
headaches. Can
progress to further
complications

can be asymptomatic)

Distinctive skin lesions;
systemic symptoms;
joint,neurologic, and
cardiac involvement

Dermatologic
symptoms (altered
pigmentation,
edema); blindness

Symptoms depend
on location of infection;
hepatic, intestinal, and
urinary symptoms

Laboratory diagnosis

Treatment

Serologic tests for
antigens

Tetracyclines,
chloramphenicol

Isolation of virus from
blood; serologic tests
for antigen

None

Demonstration of
parasites in blood
films; antigen
detection

Chloroquine, quinine,
and related drugs

Serologic tests for
antibodies

Tetracycline,
amoxicillin,
penicillin,
erythromycin,
ceftriaxone

Demonstration of
microfilariae in
infected sites

Ivermectin

Demonstration of eggs in
stool or urine

Praziquantel

Based on information in Chin J, ed. Control of Communicable Diseases Manual 17th ed. Washington, DC: American Public Health Association, 2000.



252 METHODS BY TRANSMISSION TYPE

infections requires thorough knowledge of
arthropod, infectious agent, environment,
host, and reservoir(s).

The development of effective antimicro-
bial drugs and insecticides, as well as the
early successes of malaria and Aedes aegypti
eradication programs, led to the mispercep-
tion that vector-borne diseases were no
longer of primary public health importance.
Consequently, there was a reduction in the
number of qualified medical entomologists
and epidemiologists specializing in vector-
borne diseases. Furthermore, many organ-
isms that were once sensitive to antimicro-
bial drugs have developed resistance to
them. Clearly our understanding of vector-
borne diseases has not been sufficient for ad-
equate control. Thus there remains a press-
ing need for epidemiologic research of
vector-borne diseases. Research priorities
identified by the World Health Organization
(WHO 1997) include identification of vec-
tors (Schofield 1999); understanding of vec-
tor behavior and interaction with hosts and
reservoirs (Richards 1998); identification of
reservoirs; and perhaps most important,
quantification of the transmission dynamics
of these relationships (Godal 1998). More-
over, epidemiologic methods are necessary
for the evaluation of interventions to pre-
vent or control vector-borne diseases.

This chapter presents an overview of
some of the methodologic considerations in
epidemiologic research on vector-borne in-
fections in the context of the biology of dis-
ease vectors. Because of the number and
variety of vector-borne diseases and the bio-
logic complexity inherent to each of them, in
this brief space we can only hope to begin to
sensitize readers to the types of method-
ologic issues that arise from the biologic
characteristics of vector-borne transmis-
sion. We start with the criteria used for im-
plicating a vector in transmission. Aspects
of these criteria are then considered in
greater detail in the two main sections that
follow pertaining to measurement of infec-
tion in humans and biologic aspects of the
vector that have implications for epidemio-
logic research methods.

CRITERIA FOR IMPLICATING
VECTOR-BORNE TRANSMISSION

Traditional methods of identifying and in-
criminating vectors as agents of disease have
included the following seven criteria (Har-
wood 1979):

1. Demonstration of the spatial co-distri-
bution of the vector and disease. This spatial
association is often not an exact overlap,
and vector distribution may exceed that of
the disease, or, when transmission occurs by
means other than through the vector-borne
route, disease distribution can go beyond
the range of the suspected arthropod.

The initial hypothesis that Lyme disease
might be a vector-borne infection was
prompted by patient history, but the overlap
of disease in areas populated by Ixodes ticks
provided early valuable supporting infor-
mation. However, such ecologic studies must
be interpreted cautiously, since they look at
"exposure" (in this case, presence of a spe-
cific tick species) at the aggregate level (com-
munity). Inferences from aggregate-level
data to individual risks (e.g., risk of infec-
tion with Lyme disease) can be misleading.

2. Demonstration of temporal associa-
tion of the vector and disease. The seasonal
activity of the vector should, in most cases,
coincide with (and precede) disease occur-
rence. Clear temporal associations for vector-
borne diseases with long incubation periods
(e.g. filariasis, Lyme disease, and Chagas'
disease) may be more difficult to detect.

3. Demonstration of association between
vectors and humans. Even if spatial and tem-
poral associations are identified, it must be de-
termined that the arthropod is known to bite
or be in close proximity to humans. A vec-
tor that interacts only with nonhuman hosts
will not be an important threat for trans-
mission of disease to human populations.

It is important to attempt to implicate
arthropod exposure as a risk factor for in-
fection in controlled epidemiologic studies.
However, several problems can make the
assessment of vector exposure difficult and
possibly introduce substantial misclassifi-
cation. These include small vector size (e.g.,
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Ixodes ticks, and mites), painless bite (e.g.,
triatomid bugs), "universal" exposure (e.g.
mosquitoes), and, most important, proper
species identification of potential vectors.
When attempting to evaluate vector contact
as a possible risk factor for disease, it is not
uncommon for patients to fail to recognize
that they have been bitten by an arthropod.
For example, a substantial proportion of
Lyme disease cases will not report a history
of prior tick bite simply because the Ixodes
tick is very small and the individual in most
instances will not recognize an exposure.
Exposure to mites, which may not be visible
without the aid of a microscope, would be
clearly underrecognized by patients. Often
arthropods, like triatomid bugs the vectors
of Chagas' disease, have a painless bite and
typically feed when the human host is
asleep. In addition, exposure to some po-
tential vectors such as flies and mosquitoes
may be reported by most people and expo-
sure is therefore nearly universal. Moreover,
the possible long incubation period of a vec-
tor-borne disease, in addition to the difficul-
ty in observing a disease-vector temporal
overlap, can create problems of patient re-
call. Finally, proper species identification is
often complicated by the lack of properly
trained insect taxonomists and the common
occurrence of species complexes, where
members can not be distinguished by taxo-
nomic characteristics.

4. Experimental infection of the vector.
When assessed in the laboratory can the
putative vector be infected with the agent
under consideration? For this criterion a
negative finding is usually more meaningful,
since arthropods can often be experimental-
ly infected in the laboratory but may not be
important in the transmission of an agent in
nature.

5. Experimental transmission from the
vector to a susceptible host. Supportive evi-
dence of a vector-agent relationship is pro-
vided when transmission is observed in the
laboratory. However, such transmission
under controlled conditions may not be re-
peated in the field and the results must be in-
terpreted cautiously.

6. Finding a naturally infected vector. Re-
covering the agent from a suspected vector
in the field is further important implicating
evidence. However, there can be spurious
findings. It should be recognized that an
agent taken up by an arthropod will live for
a short period of time even if there is no mul-
tiplication or development within the vec-
tor. For example, Western equine encephali-
tis virus can occasionally be recovered from
arthropods such as triatomids that are not
vectors of the disease. The positive predic-
tive value of testing when the agent is rare
should also be considered. Because of these
uncertainties it is important to find repeated
natural infections.

7. Disruption of transmission by control
of the vector. Further supporting evidence
implicating an arthropod in disease trans-
mission is provided when disease incidence
declines following implementation of vector
control measures and reduction of the vec-
tor density. However, caution must be exer-
cised, since control measures may affect other
factors including other possible vectors.

Several of the above criteria require meas-
urement of infection in humans. We consider
the methodologic aspects of these measures
next.

MEASUREMENT OF INFECTION
IN HUMANS

Techniques to measure the occurrence of
infection in humans include clinical exami-
nation for manifestations of disease and
laboratory tests for infection. Tests in the
laboratory are further divided into those
that demonstrate the presence of the infect-
ing agent (i.e., antigen) itself and those that
measure evidence of infection through an
immune response to the agent (i.e., anti-
body). We discuss the implications of limi-
tations of these methods for epidemiologic
research. Malaria, leishmaniasis, and Lyme
disease are used as examples.

Clinical Measures
Clinical measures for assessing infectious
diseases include history taking, inspection,
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auscultation, palpation, and percussion.
Many diseases have a unique clinical pres-
entation that provides a relatively good
proxy measure for infection. However, clin-
ical diagnosis alone generally underesti-
mates actual rates of infection at a popula-
tion level. For example, with malaria, a
relatively rapid and traditional measure of
assessing infection prevalence and endemic-
ity has been through the use of surveys for
enlarged spleens (Beaver 1984). Malaria in-
fection will typically cause splenomegaly.
An enlarged spleen can be readily detected
through palpation and the proportion of the
population with palpable spleens has been a
traditional measure to assess the level of
malaria. Four measures of prevalence have
been employed based on the following crite-
ria. The term hypoendemic is used when the
spleen rate in children (2-9 years) does not
exceed 10%; mesoendemic when spleen rate
in children is between 11% and 50%; hyper-
endemic when the spleen rate is high in both
children (>50%) and adults (>25%); and
holoendemic when the spleen rate in chil-
dren is over 75% but usually low in adults,
who possess partial immunity.

Although the use of spleen surveys is a
rapid and traditional method of estimating
malaria prevalence, caution must be exer-
cised in the use of this measure. In tropical
areas where malaria is endemic, other prev-
alent diseases, such as leishmaniasis, can
cause splenomegaly and will complicate the
use of spleen rates as a measure of malaria
prevalence (Minodier 1998).

Demonstration of the Infectious Agent

The various clinical laboratory procedures
used for diagnosing leishmaniasis have
been extensively reviewed (Grimaldi 1993,
Manson-Bahr 1987, Palma 1991). They in-
clude demonstration of the parasite in tis-
sue or skin lesions, xenodiagnosis, and poly-
merase chain reaction (PCR) techniques.

Demonstration of the parasite in tissue or
skin lesions remains the most definitive di-
agnostic method available. The limitations
of parasitologic diagnosis is that species
identification requires isolation and charac-
terization of parasites by isozyme electro-

phoresis or identification with monoclonal
antibodies. This requires either inoculation
of hamsters with aspirates of infected tissue,
infected sandflies, or in vitro culture of tissue
homogenates or aspirates in biphasic media
(NNN or Schieders). These procedures are
time consuming and the use of in vitro cul-
ture under field conditions is often compli-
cated by contamination problems. Further-
more, diagnosis of chronic cutaneous and
mucocutaneous leishmaniasis is often made
difficult by the paucity of parasites in lesions
and visceral leishmaniasis diagnosis re-
quires invasive procedures necessary to ob-
tain bone marrow, lymph node, or splenic
aspirates (Grimaldi 1993). The diagnosis of
malaria is typically accomplished through
microscopic examination of thin and thick
blood smears (Ash 1987). This requires
sound technique to prevent misdiagnosis
and misclassification of disease status in epi-
demiologic studies. Microscope slides that
are not properly cleaned or reagents that are
not adequately prepared can lead to errors
in diagnosis. Moreover, a trained, skilled mi-
croscopist is necessary for accurate identifi-
cation of malarial parasites. For example, a
platelet lying over a red blood cell can be mis-
taken for a malarial parasite. In conducting
prevalence surveys among largely asympto-
matic persons the level of parasitemia may
be low and false negative findings can occur.
When specimens are obtained on clinically
ill patients with suspected malaria at the time
of paroxysm only small ring stages of the
parasite may be present and can be missed,
especially by an inexperienced technician.

One of the most sensitive methods of di-
agnosis of some vector-borne infections is
xenodiagnosis (Marsden 1979). In xenodi-
agnosis infection-free vectors are fed on a
host suspected to be infected. The vectors
are subsequently dissected and evaluated for
presence or absence of infection. This tech-
nique can be of value for diseases such as
Chagas' disease where parasitemia may be
very low. However, one of the problems
with this technique is that it requires the
ability to maintain sufficient quantities of
the arthropod and the assurance of unin-
fected vectors.
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Highly sensitive antigen detection tech-
niques such as the PCR are available for
Lyme disease and many other infectious dis-
eases (Goodman 1995). There is an increas-
ing number of specific recombinant probes
for numerous Leishmania species complex-
es as well as for probes that may be able to
distinguish geographically isolated parasite
strains. The PCR technique is a rapid and
highly sensitive method for diagnosis of vis-
ceral leishmaniasis and is capable of distin-
guishing between past and current infection
(Blackwell 1992). However, while PCR is
quite sensitive, genetic heterogeneity of or-
ganisms can make development of stan-
dardized primers difficult. PCR is also lim-
ited to detecting the presence of the agent,
which may be present in very low levels,
below the threshold of PCR detection. More-
over PCR is not a serologic test and cannot
be used to estimate levels of prior infection.

Immunologic Laboratory Tests

A growing number of immunologic and mo-
lecular techniques are now becoming avail-
able for the diagnosis of leishmaniasis. The
most promising for epidemiologic studies are
dot blot, dipstick techniques. Several sero-
logic assays are available including ELISA, di-
rect agglutination test, immunoblot, and im-
munofluorescense to detect anti-Leishmania
antibodies.

One of the methods most commonly used
in prevalence studies has been the leish-
manin skin (Montenegro) test, which meas-
ures the cutaneous DTH or cellular response
to Leishmania-derived antigens. The skin
test, however, fails to distinguish between
current and past leishmanial infections. Fur-
thermore, the Montenegro test is uniformly
negative in active visceral leishmaniasis
cases, becoming positive between six weeks
to one year after recovery.

Patients with Lyme disease often exhibit
protean, nonspecific manifestations (Bar-
bour 1993). In addition, B. burgdorferi is
difficult to isolate from infected patients, in
part because of the small numbers of organ-
isms in affected tissues (Berger 1989). As a
result, diagnosis is often dependent on sero-
logic testing though it suffers from a number

of limitations: a serologic response may be
absent in acute Lyme disease, existing sero-
logic tests are not standardized, and consid-
erable interlaboratory variability in results
exists (Sherstha 1985, Craft 1984). The
problems of case definition and diagnosis of
Lyme disease led CDC to attempt to stan-
dardize and publish case definition guide-
lines (Centers for Disease Control and Pre-
vention 1997).

Subsequent to the discovery of the etio-
logic agent B. burgdorferi and development
of antibody testing for Lyme disease, there
was an explosion of serologic testing for the
infection. This was propelled by the protean
and nonspecific manifestations of the dis-
ease coupled with a plethora of sometimes
sensational media stories, including many of
dubious accuracy, inundating the public. As
a consequence, in the late 1980s thousands
of people, many with nonspecific symp-
toms, were being tested for Lyme disease.
Since most of these people were not infected
with B. burgdorferi the prevalence of infec-
tion was often very low among those being
tested. In such circumstances even a sero-
logic test of high sensitivity and specificity
will produce misleading results (Sorvillo
1990). Specifically, many of those testing
positive will be falsely positive and the pre-
dictive value of a positive test will be low.

If circumstances permit, the accuracy of
testing for Lyme disease and other infections
can be improved by testing in series (Dress-
ier 1993). For example, a positive enzyme
linked immunosorbent assay (ELISA) or im-
munofluorescent assay (IFA) can be fol-
lowed with a Western immunoblot test to
improve diagnostic accuracy. Moreover, it is
often useful to send duplicate samples to in-
dependent laboratories as a means of evalu-
ating and verifying results.

The infectious agent of Lyme disease, Bor-
relia burgdorferi, displays genetic hetero-
geneity with three genomic groups (B. burg-
dorferi sensu stricto, Borrelia garinii, and
Borrelia afzelii) (Baranton 1992). Strains
may vary in infectivity, virulence, incuba-
tion period, host and reservoir preferences,
tissue tropism, and may significantly affect
vector competence. Differences in the strains
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may be the reason behind different preva-
lences and clinical characteristics in differ-
ent regions (e.g., the northeast United States
compared to the Pacific coast). Strain differ-
ences must be considered in studies evaluat-
ing vaccine efficacy and effectiveness and
also in assessing the benefits of various ther-
apies when comparisons are made between
communities. In addition, strain heteroge-
neity may lead to suboptimal performance
of serologic tests, as has been documented
for Lyme disease (Hedberg 1987). This
leads, in turn, to inaccurate estimates of dis-
ease occurrence and risk through misclassi-
fication.

VECTORS AND EXPOSURE OF
THE HOST TO INFECTION

For a given host, the probability of infection
depends in large part on the prevalence of
the vector and the infectious agent, and the
effectiveness of the vector in transmitting
the infectious agent. We discuss in this sec-
tion: measuring the presence of the vector,
or the "entomologic risk"; ways in which
the population biology of the vector affects
transmission and exposure; modes of trans-
mission from the vector to the host; trans-
mission of the agent between vectors; and
vector feeding behaviors. In estimating as-
sociations between exposures and infection
it is imperative that a researcher be familiar
with these factors affecting the degree of ex-
posure and how they can lead to confound-
ing in a study by varying between compari-
son groups. A summary of the factors and
their implications is presented in Table 12-3.

Entomologic Risk
A measure of exposure to vector-borne infec-
tions is the entomologic risk, or the number
of a particular vector type actually involved
in transmission. To determine the entomo-
logic risk, the vector population must be sam-
pled and the species of the vectors collected
must be identified. Measuring the presence
of the vector is complicated by the size of the
vector, sampling the vector population, and
identification of the vector species.

Vector size
It is quite possible that Lyme disease as an
entity, and its association with prior tick ex-
posure, would have been discovered much
earlier if the Ixodes tick was not so small.
In implicating a vector, size probably does
matter. Larval stages of Ixodes are approxi-
mately the size of a period on this page,
nymphs no larger than a comma (Burgdorfer
1983). Lyme disease exemplifies the prob-
lem of assessing vector exposure. Such prob-
lems due to size or other factors, including
nocturnal activity and painless bite, can lead
to misclassification of exposure and the in-
troduction of bias. In such circumstances,
surrogates, for example, forest or vegetation
contact as a proxy for tick exposure, may be
of some value in helping determine possible
vector contact. However, care must be exer-
cised in the use of proxy variables as well.

Sampling the vector population
Almost all insect collection methods are bi-
ased. For example, in one common collec-
tion technique ("human biting counts"), in-
sects are collected and counted as they land
on the collector's bare legs. This method se-
lects for blood-seeking females and will not
collect other life stages. Most traps similar-
ly attract a biased sample of the vectors.

In studies of leishmaniasis, sampling of
the immature sandflies is not practical for
monitoring population levels needed for
epidemiologic studies. Such efforts have re-
quired the removal of large quantities of soil
(sometimes in tons) to find larvae (Perfil'ev
1966), or the use of numerous emergence
traps monitored over extended time periods
to capture recently emerged adult sandflies
(Arias 1982). Adult sandflies are not ran-
domly distributed in nature, and there is al-
ways sampling bias, regardless of the
method used (Young 1991). The spatial dis-
tribution of the traps or collections, both
horizontal and vertical, will greatly affect
estimates of entomologic risk.

The sampling method(s) employed in a
study will depend on the study objectives.
When there is little knowledge of the exist-
ing sandfly fauna in an area or when trying
to identify a vector species, surveys should
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Table 12-3 Implications of the Biologic Characteristics of Vector-Borne Diseases on Epidemiologic
Research
Biologic Characteristic Implications for Epidemiologic Research

The number and types
of the vector present
in the environment
(entomologic risk)

Vector population
biology

Horizontal
transmission between
hosts and host
immune response

Vertical transmission
of the agent in vectors

Vector feeding
behavior

A small vector or painless bite can go unnoticed, contributing to misclassification
of host exposure.
Contact with forest or other vegetation may be used as a proxy for contact with a
tick in some instances.
Techniques for estimating vector population size are often biased. Under- or
overestimates of the vector prevalence result in misclassification of exposure in
community level studies. Multiple sampling techniques may be needed to more
accurately estimate the vector population size.
Variations in vector strains between geographic areas may explain differences in
prevalence and incidence of infection.
Strain differences must be considered in assessments of vaccine efficacy/
effectiveness.

The age distribution of the vectors affects the capacity of the vector population to
transmit infection and thus the likelihood of the host to be exposed. Knowledge of
the age distribution of the vector population may be important in understanding
differences in incidence rates between communities.

Individual primary and secondary cases can be linked when the extrinsic
incubation period is known and infections are not common.
With macroparasites, the parasite load in a host is an important factor in the
transmissibility of the infection.
When lifelong immunity is conferred, the incidence of infection can be estimated
with serial serosurveys in a population, or pre/post serology in a cohort.
A single serosurvey will provide an estimate of the period prevalence rather than
the point prevalence.
The risk of infection cannot be accurately determined when the number of people
with immunity (i.e., the number not susceptible to infection) is unknown.
When infection does not result in lifelong immunity, repeat infections are
impossible. Depending on the purposes of the study, researchers may need to
identify and omit repeat infections from calculations of disease incidence.

The propagation of the agent between vectors allows the agent to persist in the
environment when vectors are few and infected humans may even be absent.
An absence of measured infection may not indicate elimination of an agent from
an area or of lasting elimination of infection from a human population.

Multiple feeding behaviors of a vector can account for infections among hosts
that are temporarily and spatially clustered.
Understanding vector feeding behaviors (e.g., times of day) is important for
studies using vector-host proximity as a proxy measure of host exposure to the
infectious agent.
Multiple feeding behavior increases host exposure and thus incidence of disease.

employ as many sampling methods as possi-
ble. When examining a specific species, the
most effective method for capture of both
feeding and resting flies should be identified
and employed for quantitative studies
(Young 1991). Collection methods for adult
sandflies have been summarized by Young
and Arias (1991). Frequently used methods
include direct search and capture with an as-
pirator, an assortment of traps used to col-
lect flies after disturbing their natural resting

sites (Damasceno traps, leaf little traps, fun-
nel traps), sticky paper traps (paper covered
with castor oil), human and animal bait col-
lections, light traps (e.g., CDC and Shannon
types), and flight trap collection (i.e., Mal-
aise) (Young and Arias 1991).

Vector species identification
A collection of a given vector may need to be
further classified into particular species. For
example, in many areas where leishmaniasis
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is endemic, the sandfly fauna is extremely
varied, while only one species is a competent
vector. To estimate the entomologic risk,
each collected fly must be processed and
mounted on a slide to observe internal ana-
tomic structures of females (spermathecae
and cibarium) or the genitalia of males
under a microscope. The sandflies must be
dissected either immediately or after cryo-
preservation, or macerated for more current
PCR assays; each of these procedures pre-
cludes species identification from whole spec-
imens. In general, the last abdominal seg-
ment and spermethecae of female flies can
be mounted for identification after removal
of the gut to look for Leishmania; in a lim-
ited number of cases where local sandfly
fauna is well known and homogeneous, flies
can be identified by external morphology.

Finally, there are a number of sandfly
groups (Lutzomyia verrucarum) whose fe-
males are morphologically indistinguish-
able from each other, yet some species are
capable of transmitting disease while others
are not. If multiple species are present in the
same geographic area, the exposure to the
vector, or entomologic risk, can be greatly
over- or underestimated. Under these cir-
cumstances, the proportional distribution
of male sandflies, which can be distin-
guished by morphologic characteristics, are
used to estimate the numbers of their female
counterparts in the collection. However, the
behavior of male and female flies is so dis-
tinct that the generalization of the male dis-
tribution to the female distribution is often
erroneous. Species identification methods
such as isozyme electrophoresis or PCR as-
says are more definitive, but are only avail-
able for some species complexes (Fryauff
1990, Adamson 1991). However, as men-
tioned previously, most of these assays re-
quire destruction of the adult sample
making the determination of Leishmania
infection rates difficult.

Vector Population Biology

There is a quantitative relationship between
vector population levels and pathogen
transmission. The nature of this relation-

ship, however, is often poorly understood
and is not necessarily linear. Although vec-
tor population dynamics can be affected by
natural predators and parasites, the physical
environment (e.g., rainfall, temperature, and
photoperiod) exerts the strongest influence
on the capacity of a vector to transmit in-
fection. The daily probability of survival
and the frequency of blood-feeding are two
important measures of vector transmission
capacity (Dye 1992).

Vector survival profoundly affects the size
of a vector population that is infective with
a pathogen and the duration of its infective
life. For example, the extrinsic incubation
period for dengue 2 virus in Aedes aegypti at
30°C is 12 days (Watts 1987). Considering
the earliest age when Aedes aegypti ingest
their first blood meal (i.e., 2 days post emer-
gence) and the mean temperatures in the
tropics (~30°C), females must be 14 days or
older to be potentially infective. Even mod-
est variation in daily survival could have a
dramatic influence on the number of mos-
quitoes that become infective and are capa-
ble of transmitting virus (Milby 1989, Smith
1975). It has been assumed that the proba-
bility of daily survival is constant over time
because insect mortality is thought to be
caused by predation, weather, and other fac-
tors, but not old age. However, a growing
body of information suggests that insect
mortality is not constant for all age groups
and that older arthropods have a lower mor-
tality rate than young ones (Carey 1992,
Mueller 1996). This has important epidemi-
ologic implications for disease vectors be-
cause it suggests that those arthropods most
likely to transmit a pathogen (old ones who
have lived long enough to become infec-
tious) have lower rates of mortality and,
therefore, greater potential to transmit in-
fection than was previously appreciated.

The age structure of vector populations
can be estimated through mark-release-re-
capture studies (Service 1993). In these stud-
ies, the characteristics of a population are
estimated through the sampling probabili-
ties of recapturing a proportion of an earli-
er sample after they have been dispersed.
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Transmission from the Agent to the Host
(Horizontal Transmission)

Transmission of the agent between hosts, via
the vector, is referred to as horizontal trans-
mission. Vertical transmission, discussed in
the next section, pertains to transmission of
the agent between vectors or different life
stages of a vector.

Arthropods may function as vectors be-
tween hosts either mechanically or biologi-
cally. In mechanical transmission the vector
acquires a pathogen from one source and
deposits it in other locations, where it may
infect a new host. There is no development
or multiplication of the pathogen in the vec-
tor; that is, there is no incubation period
within the arthropod (Burgdorfer 1981).
The vector is not infected but rather con-
taminated for a limited time and transmis-
sion typically must occur quickly while the
agent is still viable and infectious. For ex-
ample, Francisella tularensis, the causative
agent of tularemia, can be transmitted by the
bite of a horsefly via contaminated mouth-
parts.

In contrast to mechanical transmission,
biologic transmission requires that the path-
ogen undergoes an obligatory developmen-
tal period within the vector, termed the ex-
trinsic incubation period. The length of the
extrinsic incubation period will affect the
force of infection (time period between pri-
mary and secondary cases of disease) and
depending on the survival rate of the arthro-
pod vector will determine the number of po-
tentially infected vectors. To be an efficient
vector, a significant number of adults must
survive a period greater than the extrinsic
incubation period to successfully transmit
the disease. Where infections are uncom-
mon, associated cases may be linked if the
extrinsic incubation period is known.

Biologic transmission occurs via three
forms of multiplication of the agent in the
vector: propagative, when the pathogen
multiplies within the arthropod to a level
necessary for transmission (e.g., yellow
fever virus and mosquitoes); cyclopropaga-
tive, when the pathogen undergoes both de-

velopmental changes and increases in num-
ber (e.g., Plasmodium sp. and mosquitoes);
and cyclodevelopmental, when the patho-
gen undergoes a series of developmental
stages to reach an infectious stage, but with-
out multiplication (e.g., filarial worms and
mosquitoes).

Anderson and May (Anderson 1979) di-
vide infectious agents into microparasites
and macroparasites. Propagative transmis-
sion is most commonly observed in micro-
parasites, smaller organisms (viruses, bac-
teria, protozoa) that usually have short
generation times, often have an acute effect
on the host, and generally induce acquired
(often lifelong) immunity (Clayton 1997).
Thus the spread of these agents through a
community will depend directly on the titer
or level of the agent within the vector and
the contact rate between the vector and
host. Furthermore, once infected, a vector
can transmit the pathogen for the remainder
of its lifetime. Where infection is measured
reliably with serologic tests, the incidence of
infection can be estimated with a temporal-
ly spaced series of serosurveys in a popula-
tion, or in a cohort with a serologic test at
enrollment and at the end of follow up.
However, a single serosurvey will provide an
estimate of the period prevalence rather
than the point prevalence.

Lyme disease, if not treated early, induces
a prolonged immunity (Moore 1998). Such
lifelong or long-term immunity is common
for most viral and bacterial vector-borne
diseases. This immunity can complicate de-
termination of populations at risk and sub-
sequent assessment of incidence rates and/
or measurement of risk factors for disease.
For example, when assessing incidence in a
certain health jurisdiction, the annual inci-
dence rate of Lyme disease might be calcu-
lated as the number of new cases (numera-
tor) divided by the census population for the
jurisdiction (denominator). Yet in a highly
endemic area a significant proportion of the
population will be immune and should not
be considered in the population at risk.
Therefore using available population data
would inflate the true population at risk.



260 METHODS BY TRANSMISSION TYPE

The incidence rate would consequently (as-
suming complete identification of cases) be
spuriously low because of the inflated de-
nominator. Paradoxically, low incidence
may be observed in communities where vec-
tor density and vector infection levels are
high because of high levels of herd immuni-
ty and the availability of relatively few sus-
ceptible hosts. In such circumstances using a
measure of prevalence may provide a more
accurate picture of disease effect.

Multiplication of agents in micropara-
sites can also be cyclopropagative. There are
distinct morphologic and biologic differ-
ences between the agent within the host and
vector (e.g., amastigote versus promastigote
stage of Leishmania), and these differences
have aided the pathogen in combating host
immune responses and therefore sterilizing
(complete) immunity is not always observed
and reinfection can occur. Under these cir-
cumstances, calculating attack rates is com-
plicated by the fact that individuals can be
infected multiple times.

In contrast, cyclodevelopmental trans-
mission typically occurs in macroparasites,
which are usually larger (e.g., helminths)
and generally have a progressive (chronic)
effect on the host, which is a function of par-
asite intensity (Clayton 1997). Macropara-
sites usually show an aggregated frequency
distribution among hosts, with most hosts
having few or no parasites, and a few hosts
having many parasites. Therefore epidemio-
logic studies of macroparasites often meas-
ure load as well as incidence of infection
within a community.

Transmission of the Agent Between
Vectors (Vertical Transmission)

Vertical transmission refers to the passage of
the agent from one life stage to another or
directly from parent to progeny. Vertical
transmission of infectious agent from the fe-
male parent to progeny, termed transovarial
transmission, is an important phenomenon
in many tick-borne rickettsial diseases (e.g.,
Dermacentor andersoni and Rickettsia rick-
ettsii, the causative agent of Rocky Moun-
tain spotted fever) (McDade 1986), and
some arboviral diseases (e.g., LaCrosse

virus in Aedes triseriatus). Such a mecha-
nism acts to increase the prevalence of an
agent in a vector population and can pro-
mote pathogen persistence during periods of
reduced reservoir abundance or low disease
prevalence. Thus an absence of disease
among human hosts and of measured infec-
tion in vectors may not indicate elimination
of the infectious agent from the vector pop-
ulation; resurgence of disease may still be
possible.

Transtadial transmission, or retention of
infection from stage to stage (i.e., from larva
to nymph to adult) is most relevant in tick-
borne disease. Without this phenomenon,
transmission from host to host would not be
possible, since ticks typically feed just once
per molt. Moreover, behavioral differences
in the larval, nymphal, and adult stages can
result in the transmission of a pathogen to
different species of hosts.

Vector Feeding Behavior

The transmission of vector-borne diseases is
affected by feeding behavior including the
place of biting, host preferences, and gono-
trophic (ovarian) cycle. Daily activity can be
classified as diurnal (active during daylight
hours), nocturnal (active at night), and cre-
puscular (active during twilight hours).
Most arthropods have distinct periods of ac-
tivity when they feed, oviposit, rest, and
mate. These patterns are typically species-
specific and may often explain transmission
patterns of disease. For example, the speci-
fic activity patterns of malaria vectors, as
well as the human population in a region
will determine the effectiveness of a bed net
control program. If mosquito activity is
highest before 8:00 PM, people become ex-
posed to infective bites before going to bed
and bed nets will not afford protection.

Arthropods that rest inside dwellings (en-
dophily) and feed indoors (endophagy)
often have a greater probability of host ex-
posure than those vectors that rest outside
of dwellings (exophily) and feed outside (ex-
ophagy). Host preferences have a strong in-
fluence on the capacity to transmit disease.
Some arthropods prefer to feed on humans
(anthropophilic), others have a preference
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for nonhuman animals (zoophilic), while
some species are considered opportunistic
feeders, feeding on whatever species may be
available (Gwadz 1996). Vectors are at-
tracted to hosts principally through the de-
tection of warmth, moisture, and carbon
dioxide levels (Ribeiro 1996).

Host preference studies are essential to
implicate vector-species. Generally, en-
gorged female insects are collected from nat-
ural resting sites and the source of the blood
meal identified by a variety of serologic
methods (Tempelis 1975). Historically, the
precipitin method (Tempelis 1963) was the
most commonly employed method, but it
has been replaced by the ELISA-based
method (Chow 1993), and more recently by
PCR-based techniques. DNA fingerprinting
technology has made it possible to identify
specific host characteristics of the same spe-
cies; that is, identify high risk groups (chil-
dren versus adults), evaluation of protective
measures such as bed nets, and finally to de-
termine the frequency of blood feeding
(multiple feeding). These methods are limit-
ed to the identification of recent blood
meals, generally not much more than 24
hours old, because the digestive processes of
the insects degrade the antigens used for
blood meal identification. Interpretation of
these results depends on the question being
asked and the methodology used to collect
blood-engorged insects. These types of stud-
ies usually require knowledge of the natural
resting sites of the vector in question. In ad-
dition, some knowledge of the relative avail-
ability of blood sources is necessary for
proper interpretation of host preference
studies. For example, forage ratios can be
calculated when an animal census has been
carried out. A forage ratio is the ratio of the
percentage of vectors feeding on a specific
host (calculated from a host preference
study) to the percentage of that host species
represented in the local animal population.
A forage ratio of 1.0 indicates neither pref-
erence nor avoidance of the indicated ani-
mal host, forage ratios significantly greater
than 1.0 indicate selective preferences, and
values less than 1.0 indicate avoidance in
favor of other hosts. The importance of

using this type of technique is best illustrat-
ed by classic studies carried out by Hess and
colleagues (1968). These studies demon-
strated the strong prference of St. Louis en-
cephalitis (SLE) vectors to feed on birds.
Preliminary examination of their results
showed only a small percentage of blood
meals taken on birds. However, after ac-
counting for the disproportionate number
of birds in the sample (using forage ratios) it
was apparent that these vectors had an over-
whelming preference for bird blood when
available, which helped explain the low in-
cidence of human cases.

When studying zoonoses, it is often diffi-
cult to test each blood meal against an array
of all possible reservoir hosts, where as in
the case of anthroponoses, the Blood Index
of humans is the only relevant parameter. In
the design of host preference studies one
must avoid biased sampling. For example, if
cattle are a suspected blood source, sam-
pling mosquitoes off cattle shed walls may
or may not be informative. If all the samples
showed evidence of cattle blood meals the
results would not be particularly informa-
tive. If, however, some of these mosquitoes
at this site had evidence of human blood,
one would interpret these results as signifi-
cant, indicating an important degree of
human host preference.

Conventional wisdom has assumed that
most insect vectors feed once per gono-
trophic cycle. Since a blood meal is neces-
sary for egg production, the gonotrophic
(ovarian) cycle of an arthropod will deter-
mine when and how frequently a female will
feed. Vectors with a short gonadotrophic
cycle will feed more frequently. Recently,
however, an increasing body of work has
challenged the basic assumption that most
dipteran vectors are gonotrophically con-
cordant and that many important vector
species feed multiple times during a single
gonotrophic cycle (gonotrophic discor-
dance). Although this phenomenon is proba-
bly more widespread than initially thought,
it has been best documented for Anopheles
gambiae and Aedes aegypti, probably the
two most important mosquito vectors. In
both cases, it appears that the mosquito uses
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blood to supplement its energy needs as op-
posed to relying solely on plant sugars as fuel
for flight and other daily activities. In the
case of Aedes aegypti, there appears to be a
fitness advantage for mosquitoes that feed
exclusively on blood (Scott 1997, Costero
1998, Naksathit 1998, Morrison 1999).
Furthermore, characteristics of protein-rich
but isoleucine-limited human blood in-
crease mosquitoes' ability to use blood for
their energy needs. Therefore these mosqui-
toes rely more on blood for fuel and have
been observed to feed multiple times during
a single gonotrophic cycle. This, combined
with interrupted feedings, due to host de-
fensive behavior, greatly increases the num-
ber of potentially infective contacts of this
vector. Multiple feeding behavior can ac-
count for observed clusters of arthropod
diseases in time and space (Halstead 1968,
Christensen 1996). Moreover, the level of
host exposure to an infectious agent might
be estimated in some studies with a measure
of the amount of time the vector and host
are in close proximity to each other. To esti-
mate this well, it is important to know the
feeding behaviors of the vector.

DIRECTIONS FOR FUTURE
EPIDEMIOLOGIC RESEARCH

As we mentioned in the first section of this
chapter, the study of vector-borne diseases is
not a historical curiosity; it is very much a
topic of growing public health importance.
To conduct the necessary research, a com-
mitment to improve the epidemiologic ca-
pability of personnel in tropical areas is ur-
gently needed. While some quite successful
training programs are in operation, addi-
tional efforts to enlarge the base of knowl-
edge of epidemiologic methods are necessary.

Those conducting research on the com-
plex biologic systems we have described in
this chapter will need to make use of new re-
sources and techniques. We mention two
here: geographic information systems and
the use of genetically modified vectors in dis-
ease control.

Geographic Information Systems

John Snow's classic investigation of cholera
represents one of the earliest and well-
known successful uses of mapping both dis-
ease and factors possibly affecting disease,
in this case, source of water. Since then the
use of "spot maps" has been a basic and
important tool of the field epidemiologist.
Geographic information systems (GIS) pro-
vide new sophistication to an old concept
(Richards 1993, Glass 1995). GIS can be
used to map a wide array of variables in-
cluding location, disease occurrence, and
environment, and can provide a valuable
analysis tool for epidemiology and public
health personnel including those concerned
with vector-borne diseases. The availability
and relatively low cost of high-speed micro-
computers, coupled with improved and eas-
ier to use software have combined to make
the use of GIS more practical. Performing
spatial analyses using GIS to identify clus-
tering patterns can help implicate new
vectors, determine environmental factors of
importance in the dynamics of arthropod-
borne transmission, and aid in predicting
possible new areas of disease spread (Kitron
1997). The use of remote sensing data from
satellite collection efforts may also provide
valuable insight into the epidemiology of
arthropod-borne disease (Beck 1997).

To date, the majority of studies utilizing
GIS for vector-borne diseases have concen-
trated on the identification, using remote
sensing, of environmental factors that deter-
mine the temporal and spatial distribution
of both vectors and disease (Beck 1997,
Pavolosky 1966) and ultimately to predict
areas with highest risk of disease transmis-
sion. GIS technology has been successfully
applied to the studies of the vectors of
numerous water-related diseases, including
the mosquito vectors of Rift Valley fever,
St. Louis encephalitis, and malaria (Beck
1997, Pavolosky 1966, Wood 1991). In
each of these examples, however, the aquat-
ic habitats studied were large, and remotely
sensed data were used to identify larval
habitats such as temporary or permanent
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ground pools, marshes, rice fields, rivers, or
streams.

GIS has many other advantages for epide-
miologic studies. The principal advantage is
its spatial analysis capabilities (Clarke 1996).
These include data visualization and ex-
ploratory data analysis, which allow inves-
tigators to interpret spatial data. The graph-
ics and animation features embedded within
a GIS are highly effective in demonstrating
the spread and dispersal of disease over
time. Moreover, spatially referenced data fa-
cilitate the use of spatial statistical proce-
dures including geostatistics, spatial autore-
gressive modeling (Kitron 1997), and pattern
analysis (Boots 1988). Spatial statistical
methods account for spatial dependence of
data (Cressie 1991). In contrast, most ordi-
nary statistics assume that observations are
independent. Disease incidence rates com-
monly exhibit spatial autocorrelation; that
is, the tendency for samples collected close
to one another to be more similar than sam-
ples collected farther away from each other
(Boots 1988). For example, pattern analyses
consider the distance between each point
and all other points to describe and analyze
point patterns and characterize disease clus-
tering in time and space (Boots 1988, Mar-
shall 1991). Overall these methods can be
applied to identify areas of increased trans-
mission ("hot spots") and dispersal and
clustering patterns, and to make spatial
comparisons between cases with different
demographic characteristics. Recent appli-
cations to vector-borne diseases include the
demonstration that Lacrosse encephalitis
cases in Illinois clustered within three kilo-
meters of the city of Peoria and that trans-
mission was concentrated around specific
sites (hardwood ravines and tire piles)
(Kitron 1997); and the identification of
household clustering of dengue cases in
Puerto Rico (Morrison 1998).

GIS is an effective data management sys-
tem when good maps or baseline informa-
tion is available. However, caution must be
exercised in the interpretation of any
mapped information, since within map
boundary units such as state, county, or

other jurisdiction, there may be great het-
erogeneity of factors that may not be re-
flected. Moreover, since many areas lack
sufficient geographic and other data, effec-
tive mapping may not be possible.

Control Strategies Employing
Genetically Modified Vectors

One area of significant interest to vector bi-
ologists has been research aimed at develop-
ing vectors that are refractory to human
pathogens. Considerable research has been
directed at identifying genes in insects that
make them competent vectors or that afford
resistance to infection. Other lines of re-
search have been developing mechanisms to
transform mosquitoes using transposable
elements and bacterial symbionts (Beard
1998, Jasinskiene 1998). For epidemiolo-
gists and ecologists, the most important
question related to this issue is how these
new refractory traits would be spread in na-
ture and what kind of coverage would be
necessary to affect disease. Ongoing re-
search in population genetics and quantita-
tive epidemiology to address these questions
is needed.
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13
Sexual Transmission

JAMES C. THOMAS and SARA STRATTON

The number of pathogens known to be
transmissible through sexual contact has in-
creased dramatically in the last few decades
as new methods of detection have emerged.
A list of sexually transmissible pathogens is
presented in Table 13-1. The pathogens and
the sexually transmitted diseases (STDs)
they cause are often grouped by organism
taxonomy or symptoms. The organism types,
as listed in Table 13-1, include viruses, bac-
teria, protozoa, and ectoparasites. Clini-
cians who diagnose STDs are more likely to
think in terms of the presenting signs of in-
fection, however. These include urethritis
(e.g., chlamydia and gonorrhea); cervicitis
and vaginal symptoms (e.g., chlamydia and
trichomoniasis, respectively); and skin le-
sions (e.g., the chancres of syphilis, herpes,
and chancroid).

STDs are very common infections.
Among developed countries, the rates in the
United States are among the highest. An
estimated one in four Americans will be
infected at one point in their lives (Dono-
van 1993). Rates of infection are higher in

many developing countries in part because
treatment for curable infections is less
available.

Some of the most commonly studied bac-
terial STDs are chlamydia, gonorrhea, chan-
croid, and syphilis. Infections with these or-
ganisms are generally curable and acute, but
reinfection can occur. Commonly studied
viral STDs include hepatitis B and C; herpes
simplex, types 1 and 2; human immunodefi-
ciency virus (HIV) infection, which in later
stages manifests as acquired immunodefi-
ciency syndrome (AIDS); and genital warts
(human papilloma virus). In general, infec-
tions with these organisms are incurable and
chronic. Some characteristics of these seven
STDs are summarized in Table 13-2. As
noted in the table, several of the pathogens
can also be transmitted nonsexually: "verti-
cally" across the placenta to a fetus (HIV,
T. pallidum); to a neonate during passage
through the birth canal (N. gonorrhoeae,
Chlamydia trachomatis); and postpartum
through breastfeeding (HIV). In this chapter
we address only sexual transmission.
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Table 13-1 Sexually Transmissible Pathogens and Associated Disease Names
Organism Disease Name

Viruses

Cytomegalovirus

Epstein-Barr virus

Hepatitis viruses B, C, and D

Herpes simplex virus, types 1 and 2

Human immunodeficiency virus*

Human papillomavirus*

Molluscum contagiosum virus

Bacteria

Calymmatobacterium granulomatis

Campylobacter

Chlamydia trachomatis

Haemophilus ducreyi

Gardnerella vaginalis

Mobiluncus

Mycoplasma genitalium

Mycoplasma hominis

Neisseria gonorrhoeae

Salmonella

Shigella

Streptococcus group B

Treponema pallidum

Ureaplasma urealyticum

Protozoa

Entamoeba histolytica

Giardia lamblia

Trichomonas vaginalis

Ectoparasites

Phthirus pubis

Sarcoptes scabiei

CMV infection

EBV infection

Hepatitis

Herpes

HIV infection and acquired
immunodeficiency syndrome (AIDS)

Genital warts

Molluscum contagiosum

Donovanosis; granuloma inguinale

Campylobacteriosis

Chlamydia; lymphogranuloma venereum^

Chancroid

Bacterial vaginitis

Bacterial vaginitis

Nongonococcal urethritis

Bacterial vaginitis

Gonorrhea

Salmonellosis

Shigellosis

Streptococcus infection

Syphilis

Nongonococcal urethritis

Amoebiasis

Giardiasis

Trichomoniasis

Pubic lice

Scabies

* Multiple types.

L serovars of Chlamydia trachomatis.

This chapter focuses on epidemiologic
methods employed in observational studies
of factors contributing to initial infection
with an STD. We address research in both
clinical and community settings. We do not
cover natural history studies of disease pro-
gression (e.g., from early HIV infection to
the development of AIDS) or treatment tri-

als. Chapter 20 addresses research on HIV
and AIDS in further depth. We begin with a
description of several fundamental com-
plexities of studying STDs, and then address
in turn the measurement of infection, the
measurement of sexual behavior, and par-
ticular concerns that arise within a variety of
study designs.



Table 13-2. Characteristics of Seven Common Sexually Transmitted Diseases
Characteristics

Incubation period

Symptoms
Males

Females

Duration

Sequelae

Perinatal
transmission

Treatment

Gonorrhea

2-10 days

Urethral discharge

Endocervical
discharge

Hours (treated)
Months (untreated)

Disseminated
infection; pelvic
inflammatory
disease; infertility

Conjunctivitis

Ceftriaxone;
quinalone;
spectinomycin;
doxycycline

Chlamydia

1-3 weeks

Urethral discharge;
dysuria

Endocervical
discharge;
dysuria

Hours (treated)
Months (untreated)

Salpingitis; ectopic
pregnancy;
infertility

Conjunctivitis;
pneumonitis

Doxycycline

Chancroid

2-10 days

Painful chancre

Painful chancre

Days (treated)
1 mo-yrs

(untreated)

None significant

None known

Erythromycin;
ceftriaxone

Syphilis

2—6 weeks

Painless chancre

Painless chancre

Days (treated)
Indefinite

(untreated)

Many: tertiary
syphilis

Congenital syphilis

Penicillin;
doxycycline

Herpes

2-10 days

Chancre, tender,
nonindurated

Chancre, tender,
nonindurated

Chronic

Aseptic meningitis;
cervical cancer?

Meningitis;
prematurity;
spontaneous
abortion

Antiviral*
(to reduce
symptoms)

Genital Warts

1-3 months

Warts

Warts

Chronic

Cervical Cancer,
penile cancer?

Warts

None effective;
cryotherapy
(cosmetic)

HIV/AIDS

1-3 months to
seroconversion;
10-12 years to AIDS

Initially mononucleosis-
like symptoms;
lymphadenopathy;
opportunistic
infections

Initially mononucleosis-
like symptoms;
lymphadenopathy;
opportunistic
infections

Chronic; length of
survival depends on
treatment

Opportunistic
infections

Opportunistic
infections

Antiviral (prolongs
survival)

*Acyclovir, famciclovir, and valacyclovir.

More than 12 agents currently available.
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FUNDAMENTAL COMPLEXITIES
IN STUDYING STDS

There are several difficulties inherent to epi-
demiologic research on STDs. They can be
grouped roughly into factors that are based
on the biology of the organisms, human bi-
ology and psychology, and the environment
in which the organism and host both exist.

Biology of the Organisms

Organisms that in general are transmitted
predominantly by sexual contact do not sur-
vive well outside the human host and re-
quire intimate contact for transmission to
occur. Infections that become systemic, such
as syphilis, hepatitis B and C, and HIV, can
also be transmitted nonsexually through ex-
changes of blood or blood products. How-
ever, most STDs do not become systemic
and their transmission is limited to sexual
contact. Also, humans are generally the only
animals for which these infections are path-
ogenic. The fragility of these organisms and
the lack of simple animal models make them
difficult to study outside of the human host.
For these reasons much of the pathogenesis
of STDs remains a mystery.

Many STDs are difficult to detect because
often they produce no overt symptoms, es-
pecially in women. While men are usually
infected in the urethra and external surface
of the penis and genitalia, women are most
often infected in the cervix and inner walls
of the vagina. Infections of women in these
sites are hidden from view and may result in
less pain than would occur with infection of
the urethra. Thus infections are asympto-
matic more often among women than
among men. Asymptomatic infection is im-
portant for epidemiologic studies, but it is
also an important factor in transmission,
since in the absence of symptoms there are
no cues to the infected person to avoid sex-
ual contact and transmission can still occur.

Human Biology and Psychology
Aspects of human biology and psychology
strongly influence factors of exposure to
STDs. Some of these are involuntary, while
others involve an element of volition. Many

reproductive behaviors are based on human
instincts that are to some degree hormonal-
ly stimulated. In conjunction with other fac-
tors determining human need, they rank
among those that the psychologist, Abra-
ham Maslow stated to be the most basic:
physiologic need, and the need for love and
belonging. Such drives often function inde-
pendently of reason and can confound some
reasoned searches for means to decrease ex-
posures. Even conscious decisions to engage
in sex are often made with the knowledge
that the other person may be infected. Such
decisions may involve taking a calculated
risk in which the immediate benefits are per-
ceived to outweigh the likelihood of eventu-
al adverse consequences.

Environment

Factors of one's environment, such as early
family life, have a profound influence on
subconscious motivations for sex as an
adult. For example, people who were sexu-
ally abused as children have been found to
have a greater number of sexual partners
than those who were not abused (Luster
1997) and female prostitutes have been
found to be more likely than other women
to have been abused as children (Widom
1996). Human culture is another element of
the environment that influences sexual be-
havior. One's beliefs about the age to begin
having sex, the desired duration and quality
of relationships, and behaviors associated
with sex are all influenced by the attitudes
and practices of one's peers as well as images
portrayed in the media. Essentially all hu-
man cultures have deemed a wide variety of
sexual behaviors to be taboo, and in many
cultures, discussion of any sexual activity is
also avoided. Thus, sexual behaviors are
performed in private and cannot be objec-
tively observed. Therefore, researchers often
have to rely on study participants to report
their sexual behaviors; these reports can
vary widely in quality.

Factors of the social environment that
lead to or perpetuate poverty influence both
the actual and observed occurrence of STDs.
The unavailability or inaccessibility of health
care for curable infections may result in in-
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fections of longer duration, increasing the
opportunity for continued transmission and
thereby contributing to a higher incidence.
The observed patterns of infection are influ-
enced by the predominance of cases among
low income people being diagnosed and re-
ported in public health clinics. Private phy-
sicians often fail to report to the health de-
partment the STDs they diagnose even
though reporting is legally mandated
(Rothenberg 1980, Lansky 1992, Smucker
1995). Thus, the infections of wealthier
people who can afford care by a private phy-
sician, and those of people who pay for pri-
vate care with Medicaid, are underrepre-
sented in aggregated STD data.

These characteristics of the infecting or-
ganisms, the host, and the environment pre-
sent formidable challenges for epidemiolo-
gic researchers of STDs. In the following
sections we discuss approaches to measure-
ment of infection and sexual activity, study
design, and data analysis that attempt to ad-
dress these complex issues.

MEASUREMENT OF INFECTION

Current infection

Sexually transmitted diseases, particularly
those that are commonly asymptomatic, are
not reliably identified by a clinical examina-
tion alone. Diagnosis usually requires the
aid of laboratory tests or microscopy. Esti-
mates of the sensitivity and specificity of
commonly used tests for seven STDs are pre-
sented in Table 13-3 (see the Appendix for
the references and methods used to con-
struct Table 13-3). Theoretically, the sensi-
tivity and specificity of a diagnostic test are
not affected by the prevalence of disease
(only the predictive values are affected).
However, the sensitivity and specificity for
some STD diagnostic tests are commonly re-
ported according to the prevalence of disease
in a population. These measures can vary
with the prevalence because they are affect-
ed by the stage of disease and the distribu-
tion of various stages may vary with disease
prevalence (e.g., a larger proportion of in-
fections may be more advanced when social
conditions result in widespread infection).

All tests are dependent upon the appro-
priate selection of anatomic sites for speci-
men collection. Clinicians not suspecting
anal intercourse or oral sex are unlikely to
collect specimens from these sites and thus
may miss some infections. However, collect-
ing specimens indiscriminately from all sites
is not cost-effective. The substantial mar-
ginal cost added by analyzing extra speci-
mens on all patients may result in a negligi-
ble yield of additional infections identified.
In screening for gonococcal infection, one
group found 2% of women and 31% of men
reporting homosexual activity were infected
only in the anal canal (Hook 1990). Others
infected in the anal canal were also infected
in the urethra and cervix, sites from which
specimens are usually first taken. Key to a
cost-effective diagnostic protocol is an envi-
ronment in which the patient trusts the cli-
nician enough to accurately report behav-
iors such as receptive anal intercourse.
Clinicians not trained in such questioning,
or who are embarrassed by these questions,
are likely to miss infections where this is the
only infected site.

In some studies, laboratory tests for in-
fection (e.g., urine tests for gonorrhea and
chlamydia) are used as a means of verifica-
tion of some sexual behaviors. A respon-
dent's report of not having sex in the last
month, or of consistent condom use, will be
called into question by a prevalent gonor-
rhea infection. But the absence of infection
says very little about the reliability of a re-
spondent's reports of sexual behavior.

If an infection is diagnosed in a person
who has been infected with the same organ-
ism before, there are some additional ques-
tions to resolve. The diagnosed infection
may be a newly acquired infection following
the cure of a prior infection. Alternatively, it
may reflect an incomplete cure of the index
infection. Ideally, the latter possibility is
ruled out through a "test of cure," in which
a person gets tested again for infection im-
mediately following completion of the pre-
scribed course of treatment, with a negative
test confirming that the person was cured.
However, many people do not return for a
test of cure. In the absence of such a negative



Table 13-3 Sensitivity and Specificity of Selected Diagnostic Tests for Sexually Transmitted Infections

Organism Test Specimen Source

N. Gonorrhoeae Culturea Male urethra (symptomatic)

Male urethra (asymptomatic)

Endocervix

Gram stain Male urethra (symptomatic)

Male urethra (asymptomatic)

Endocervix

Pace2b Male urethra

Endocervix

LCRc Male urethra

Endocervix

Urine (women)

Urine (men)

PCRd Urethral and cervical swabs

C. trachomatis Culture Urethra (men)

Endocervix

DFAe Urethra (men)

Endocervix

EIAf Urethra (men)

Endocervix

Paceb Urethra (men)

Endocervix

LCRc Urethra (men)

Urine (men)

Endocervix

Urine (women)

% Sensitivity

NA

NA

81-96

90-95

50-70

50-70

92-100

85-100

98-100

91-100

94-100

98-100

100

61-83°

70-96

49-100

56-100

67-92

78-100

92

78-96

100°

94°

82°

93°

% Specificity

NA

NA

NA

95-100

95-100

95-100

96-99o

94-100"

98-99"

97-98n

98-99"

100°

100"

89

100°

100

72-99

89-99

90-100

86-98

100

100

100°

100°

100°

100°

Reference
Standard

NA

NA

Contactp

Culture

Culture

Culture

Culture

Culture

Culture

Culture

Culture

DA

Culture

Culture

DA

Culture

Culture

Culture

Culture

Culture

DA

DA

DA

DA

DA

DA

Reference*

NA

NA

Caldwell et al. 1971

Hook and Handsfield 1990

Hook and Handsfield 1990

Hook and Handsfield 1990

Koumans et al. 1998

Koumans et al. 1998

Koumans et al. 1998

Koumans et al. 1998

Koumans et al. 1998

Koumans et al. 1998

Koumans et al. 1998

Ho et al. 1992

Shafer et al. 1993; Chomvarin et al. 1997

Chomvarin et al. 1997; Barnes 1989

Barnes 1989; Stamm and Mardh 1990

Barnes 1989; Stamm and Mardh 1990

Barnes 1989; Stamm and Mardh 1990

Barnes 1989; Stamm and Mardh 1990

Chomvarin et al. 1997

Pasternack et al. 1996; Chomvarin et al. 1997

Pasternack et al. 1998

Puolakkainen et al. 1998

Puolakkaine n et al. 1998

Puolakkaine n et al. 1998



C. trachomatis

(continued)

H. ducreyi

T. pallidum

PCRd

Culture

Immunofluorescence

EIAfIgG

EIAfIgM

PCRd

Dark field microscopy

VDRLg

RPRh

FTA-Absi

MHA-TPj

PCRd

Urethra (men)

Urine (men)

Endocervix

Urine (women)

Genital lesion

Genital lesion

Serum

Serum

Genital lesion(men)

Serum

Serum (primary)

Serum (secondary)

Serum (latent)

Serum (late)

Serum (primary)

Serum (secondary)

Serum (latent)

Serum (late)

Serum (primary)

Serum (secondary)

Serum (latent)

Serum (late)

Serum (primary)

Serum (secondary)

Serum (latent)

Serum (late)
Serum

51°

88°

82-86°

82-93°

60-80

89-93

94-100

92-74

98-100°

NA

74-87

100

88-100

37-94

77-100

100

95-100

73

70-100

100

100

96

69-90

100

97-100

94
91

100°

97°

99-100°

98-100°

100

50-63

84

64

86-100°

NA

96-99

96-99

96-99

96-99

93-99

93-99

93-99

93-99

94-100

94-100

94-100

94-100

98-100

98-100

98-100

98-100
99

DA

DA

DA

DA

DA

Culture

C&Cr

C&C

DA

NA

NS

NS

NS

NS

NS

NS

NS

NS

NS

NS

NS

NS

NS

NS

NS

NS
DA

Quinn et al. 1996

Quinn et al. 1996

Quinn et al. 1996; Pasternack et al. 1996

Quinn et al. 1996; Pasternack et al. 1996

Jessamine and Ronald 1990; Orle et al. 1996

Karim et al. 1989; Jessamine and Ronald 1990

Desjardinis et al. 1992

Desjardinis et al. 1992

Orle et al. 1996; Johnson et al. 1995

NA

Larsen et al. 1995

Larsen et al. 1995

Larsen et al. 1995

Larsen et al. 1995

Larsen et al. 1995

Larsen et al. 1995

Larsen et al. 1995

Larsen et al. 1995

Larsen et al. 1995

Larsen et al. 1995

Larsen et al. 1995

Larsen et al. 1995

Larsen et al. 1995

Larsen et al. 1995

Larsen et al. 1995

Larsen et al. 1995
Orle et al. 1996

(continued)



Table 13-3 Sensitivity and Specificity of Selected Diagnostic Tests for Sexually Transmitted Infections—Continued

Organism

HSVk

HPV1

HIVm

Test

Culture

Immunofluorescence

EIAf

PCRd

PCRd

EIAf

Western blot

PCRd

Specimen Source

Ulcerative lesion of
primary HSV

Vesicules

Ulcerative lesion from
recurrent infection

Crusted lesions

Genital lesion

Genital lesion

Genital lesion

Cervical lesion

Serum

Serum

MNCq

% Sensitivity

70-80

90

50

25

84

95

100

100

>99

>99

10-100

% Specificity

100

100

100

100

NA

91

100

61

90-100

>99

40-100

Reference
Standard

DA

NS

NS

NS

Culture

NS

DA

NS

NS

Concordant pairs

Reference*

Orle et al. 1996; Van Dyck et al. 1999

Van Dyck et al. 1999

Van Dyck et al. 1999

Van Dyck et al. 1999

Pouletty 1987

Neurkar 1984

Orle et al. 1996

Zazove et al. 1998

Van Dyck et al. 1999; Adimora et al. 1994

Adimora et al. 1994

Owens et al. 1996
*See Appendix to this chapter.
a Modified Thayer-Martin medium. b Pace2 = Gen-Probe, nonamplified DNA probe test. c LCR = Ligase chain reaction. d PCR = Polymerase chain reaction, e DFA = Direct fluorescent antibody.
f EIA = Enzyme immunoassay. g VDRL = Venereal Disease Research laboratory test. h RPR = Rapid plasma regain test. i FTA-Abs = Fluorescent treponemal antibody absorption test. j Micro-
haemagglutination assays for antibodies. k HSV = Herpes simplex virus. 1 HPV = Human papillomavirus. m HIV = Human immunodeficiency virus. n Estimates before discrepant analysis.s n Esti-
mates before discrepant analysis. ° Estimates after discrepant analysis. p Reference standard: Sexual contact history. Women who were the only sexual co ntact of man with culture confirmed gonorrhea
infection within a period of time longer than the incubation period of the disease. q A734 Peripheral blood mononuclear cells, r C&C = Combination of clinical diagnosis and cuture. NA = Not avail-
able. DA = Discrepant analysis. NS = Not specified.
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confirmatory test, researchers commonly as-
sume that an infection is new if it follows the
prior treated infection by two weeks or more.

Viral infections, for the most part, are not
curable and thus, by definition, cannot be
reacquired (with the exception of "superin-
fection" with multiple strains of some or-
ganisms, such as HIV). However, they can
alternate through periods of overt clinical
symptoms and latency. Most people with
HSV develop recurrent symptoms but over
time recurrences tend to decrease in severity
and frequency. HIV infection is accompa-
nied by symptoms early and late in the
course of infection, typically with several
years of latency in between. Syphilis is a bac-
terial infection with a complex natural his-
tory. When left untreated, it progresses
through several stages, each with different
symptoms, alternating with periods of la-
tency. Distinguishing between the different
stages requires a combination of serologic
tests and clinical examinations. With many
chronic infections, however, it is often diffi-
cult to determine when the initial infection
occurred. The inability to determine when
an infection occurred can seriously limit an
investigator's ability to study risk factors for
infection, which logically must precede the
infection.

Populations of organisms such as gonor-
rhea and HPV consist of many different
strains. In the case of HPV, strain typing is
critical, since only a few strains are associ-
ated with the development of cervical can-
cer. Typing of gonococcal strains can also
enhance one's understanding of the epide-
miology of the organism. By determining
the particular strain of each gonococcal in-
fection in Durham County, North Carolina,
investigators were able to reveal the pattern
of spread of a newly identified antibiotic-re-
sistant strain of gonococcus (Faruki 1985).
Fox and colleagues used typing methods to
demonstrate the absence of strain-specific
immunity to gonorrhea among people re-
peatedly infected (Fox, 1999).

Past infection

In some cases, a researcher may want to
know whether a person has experienced a

prior STD. The recall of prior infections is
generally unreliable (Kleyn 1993). The re-
spondent will often not know or not accu-
rately recall the name of any symptomatic
infections, however, and of course cannot
recall any infections that did not manifest in
symptoms.

Because several STDs are reportable,
more historical information is available on
them than for nonreportable STDs. (STDs
of public health importance that are re-
portable in the United States include syphi-
lis, gonorrhea, chlamydia, chancroid, and
AIDS.) However, as noted previously, pri-
vate physicians typically have a low level of
suspicion for STDs and a poor record for re-
porting diagnosed infections. Local health
departments follow standards of record
keeping set by the Centers for Disease Con-
trol and Prevention (CDC) or their respec-
tive state health department. Local records
typically include the patient's complaint,
clinical impressions, laboratory test results,
and limited information on sexual behavior,
such as number of sexual partners since they
noticed symptoms. Less information is in-
cluded in STD reports from private clini-
cians to health departments, and often even
less in reports from the local health depart-
ments sent to the state office and CDC (these
reports may be limited to a count of the
number of infections occurring during some
period of time).

Because of the sensitive nature of STDs,
medical records including this information
may be relatively inaccessible, particularly
in private physicians' offices. Excluding pa-
tient identifiers from the data abstracted re-
duces the sensitivity of a researcher's data
and, of course, records that already lack
identifiers will be more accessible.

MEASUREMENT OF
SEXUAL BEHAVIOR

Since it is known that STDs are transmitted
through sex, what reasons are there to study
sexual behaviors? One might wish to know
whether a particular type of sex favors
transmission more than another (e.g., anal
versus vaginal intercourse), or whether be-
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haviors accompanying sex affect transmis-
sion (e.g., the use of barrier contraceptives).
To study variables such as these it is often
important to also know about other param-
eters such as the frequency of sex and the
genders of the respective people having sex.
Moreover, when it is well established that
transmission is likely to occur in certain cir-
cumstances (e.g., when a pathogen is pres-
ent and a barrier is not), epidemiologic stud-
ies of factors associated with particular
behaviors rather than with infection are
often appropriate (e.g., factors associated
with condom use).

Sexual behaviors that are commonly
measured in studies of STDs include the
number of sexual partners; variation in be-
haviors with different partner types (e.g.,
main versus casual partners); the degree to
which partners are alike in terms of the
number of partners they each have (referred
to as concordance/discordance or assortive/
dissortive mixing [Anderson 1991, Aral
1999]); whether a person with multiple
partners during a particular period had sex-
ual relationships that were concurrent or if
one relationship ended before the other
started (Morris 1997); the rate of changing
partners; the frequency and types of sex; and
barrier methods used during sex.

Because information on sexual behaviors
is sensitive, researchers are rightly con-
cerned about the quality of data on reports
of sexual behaviors. In comparing the inde-
pendent responses of couples, Padian (1990)
found high consistency of reports of sexual
practices among HIV discordant couples
(e.g., the correlation (r) for the number of
vaginal intercourse contacts was 0.84); Sim-
ilarly, Seage and colleagues (1992) found a
high level of agreement on sexual histories
among homosexual couples. Reliability has
also been assessed by asking the same per-
son the same question, but at different times
(typically at least several days apart). Rohan
and associates (1994) observed a high de-
gree of reliability of information on age at
first coitus and lifetime number of sexual
partners among women attending a clinic
(intraclass correlation coefficients >0.94).
Saltzman and coworkers (1987) interviewed

homosexual men at two times, an average of
six weeks apart. They report kappa statistics
for the degree of agreement. The respective
kappa statistics for reports of income, diet
habits, and number of sexual partners in the
last six months were 0.87, 0.63, and 0.56,
respectively. They suggest that the agree-
ment for information on income was "al-
most perfect," and for the other two vari-
ables was "moderate."

The reliability of any question will de-
pend a great deal on the context in which it
is asked and the question wording. We pro-
vide next an overview of survey instrument
types and the wording of questions. Further
details on these and other methodologic
issues related to gathering data on sexual
behaviors can be found in Ostrow and
Kessler's Methodological Issues in AIDS
Behavioral Research (1993).

Instrument Type

Researchers commonly rely on participants
to report their own sexual activity through
a structured instrument that is either self-
administered or conducted through a face-
to-face interview. Because self-administered
questionnaires do not involve an interviewer,
they are less expensive to administer than
face-to-face interviews, and enhance the
privacy of responses under certain condi-
tions. Computer-assisted self-interviewing
(CASI) is more expensive than paper-based
interviews, but it can use pictures instead of
words or letters for responses or can present
the questions through earphones or a speaker.
The privacy afforded by self-administered
questionnaires is thought by some to facili-
tate honest reporting of sensitive information
(Catania 1986, Kissinger 1999). The under-
lying assumption is that higher reported fre-
quencies of behaviors are more valid. Under
some situations, however, respondents may
exaggerate their behaviors or not under-
stand the question. Thus greater frequency
cannot always be equated with validity.

A self-administered questionnaire must
use simple, clear language and avoid skip
patterns (where a respondent is instructed to
skip some questions and proceed to another
portion of the questionnaire based on his or
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her answer to a particular question) unless a
computer-guided system is being used to
make skips automatically. The length must
be carefully pretested to avoid respondent
fatigue.

Studies requiring long, detailed accounts
of behavior have typically relied on face-to-
face interviews because of the decreased
likelihood of respondent fatigue (Commit-
tee on AIDS Research and the Behavioral,
Social, and Statistical Sciences 1990). With
this format, interviewers can use visual aids
(e.g., a calendar, sketches of behaviors), pro-
vide and interpret verbal and nonverbal
cues, probe responses, and explain ques-
tions. Face-to-face interviews enable the in-
terviewer to establish rapport with the re-
spondent; many assume that the rapport
enhances reporting and results in more valid
responses. However, one cannot assume
that validity is related to rapport; the pres-
ence of an interviewer and the rapport es-
tablished may also make respondents more
inclined to seek to please the interviewer by
providing the responses the respondent
thinks the interviewer is seeking (Catania
1990). Also, a poorly trained interviewer
can introduce serious biases into the data.
Another limitation of face-to-face inter-
viewers is the expense of training interview-
ers and conducting the interviews.

Interviews conducted over the telephone
combine some of the advantages of self-
administered questionnaires and face-to-
face interviews. One group of researchers
found that, compared to face-to-face inter-
views, telephone interviews yielded more re-
liable information on sensitive behaviors
(ASCF 1992). Yet telephone interviewing in
a low income population where a significant
number of potential respondents do not
have a telephone can introduce a participa-
tion bias into the study.

Question Wording

The text edited by Davis and colleagues
(1998) provides a compendium of sets of
questions for a wide variety of sexuality-re-
lated topics. Three aspects of asking ques-
tions we address here are terminology, ques-
tion timeframe, and means of aiding recall.

Careful thought must be given to the va-
rieties of ways in which respondents will in-
terpret basic terms such as "sex" and "part-
ner." Some respondents may think sex does
not include intercourse with a condom, oral
sex, or anal intercourse. For some, a person
with whom they have had a "one night
stand" or other "casual" sex may not quali-
fy as a true "partner." The term "prostitute"
has lost some meaning with increased aware-
ness of the many ways in which people can
barter for sex. Even the more recent generic
term "commercial sex worker" (which is
unlikely to be understood in a question-
naire) does not encompass those who ex-
change sex for drugs or other favors. To elic-
it such information, it is often more effective
to avoid labels and refer only to specific be-
haviors, such as accepting or giving money
or other goods in return for sex.

Although study participants often may
not be familiar with clinical terms, such as
"intercourse," caution must be exercised in
resorting to the use of slang terms. Slang ter-
minology for sexual and drug-related be-
haviors vary from one group to another and
are subject to frequent change. Some slang
may also be seen as crass coming from an in-
terviewer or written in a questionnaire and
thus offend some respondents. It is impera-
tive that question wordings be pretested
among the target population.

The time period for which behaviors are
recalled depends largely on the study ques-
tion and organism of interest. If risk factors
for infection are of interest, then a person di-
agnosed with AIDS will have to recall a pe-
riod of time more distant than will a person
recently diagnosed with gonorrhea, because
of the different incubation periods of the
two organisms. Apart from such considera-
tions, questions commonly pertain to the re-
spondent's lifetime, the last year, or the last
few months (typically one or three months).
Recall is better for shorter and more recent
periods (Kauth 1991). For longer recall pe-
riods it is more likely that respondents must
rely on estimates of behaviors. The accura-
cy of the estimate depends on the regularity
of the event and the strategy used to arrive
at a response. But this "guesstimation" may
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result in over- or underreporting of sexual
behaviors. The frequency of behaviors of in-
terest, however, declines with shorter time
periods, thereby decreasing statistical power.

To help respondents recall events, some
researchers have asked study participants to
maintain a diary, or coital log, in which they
record information daily or weekly. Coital
logs have been found to elicit higher levels of
reporting, possibly because they may be
completed prospectively and thus facilitate
memory, and they are completed in the pri-
vacy of one's home. Coital logs have been
used successfully among populations with
low literacy levels with the aid of pictograms
and positive reinforcement for the partici-
pants (Zekeng 1993). Coital logs record
data prospectively, however, and cannot be
used when there is only one research en-
counter with the respondent (e.g., a cross-
sectional study).

USES OF QUALITATIVE DATA

Structured instruments facilitate quantifica-
tion of comparisons between individuals or
groups, but they are limited in the types of
information they can capture. To obtain the
full range and depth of information needed
to understand and prevent disease transmis-
sion, other research techniques must be
brought to bear. The methods of anthropol-
ogy have been shown to complement well
those of epidemiology (Janes 1986). Anthro-
pological techniques not only can expose
deeply held beliefs but can provide an ex-
planation of why events occur or beliefs are
held. Allowing people to speak freely, rather
than restricting their answers to strict cate-
gories, provides an insight into the insider's
perspective as well as a cultural and histori-
cal context for understanding sexual behav-
iors (Committee on AIDS Research and the
Behavioral, Social, and Statistical Sciences
1990, Thomas 1999, McDonald in press).

Qualitative methods often prove to be
an invaluable complement to epidemiologic
studies. Information obtained by these means
can generate hypotheses for epidemiologic
studies (Thomas 1999); provide insights to
appropriate terminology to use in a ques-

tionnaire; provide guidance in the design
of interventions (McDonald in press); and
help in the interpretation of study results
(Thomas 1999).

In general, anthropologists search for rich
descriptions about phenomena by observing
and participating in activities, interviewing
key people, taking life histories, conducting
case studies, and examining existing docu-
ments (Steckler 1992). In research on STDs
and illicit drug use these approaches have
been modified somewhat to address con-
cerns about the safety of the researcher and
problems associated with observing illegal
or very private behavior. Thus an STD re-
searcher will more often be a listener and
less often an observer or a participant, and
may rely on intermediaries such as indige-
nous outreach workers for descriptions of
behaviors and terminology (Committee on
AIDS Research and the Behavioral, Social,
and Statistical Sciences 1990).

Ethnographic interviews typically treat
the respondent as a "collaborator" rather
than as a "participant." To get the full ben-
efit of ethnographic methods, the researcher
needs to appreciate that the respondent has
information and perceptions that the re-
searcher does not even know to ask about.
Thus within a given area of interest, the re-
spondent is allowed to set the agenda of a
conversation with the researcher. Topics
thus arise and information surfaces that
would not have if the researcher had guided
the conversation. This procedure is referred
to as unstructured data collection. In some
situations, a researcher may approach a
population with a narrow agenda. He or she
may only wish to know, for example, men's
attitudes and beliefs about women's roles in
sexual relationships. In a semistructured eth-
nographic approach a researcher in this sit-
uation might interview a number of men and
women of each race of interest, but guide
discussions through a standard set of issues.
This approach elicits some information on a
specific topic that would not be obtainable
through a standardized questionnaire.

The sampling goals for ethnographies dif-
fer from those of epidemiologic studies. The
purpose of an ethnography is to learn about
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the range of activities or beliefs, rather than
to determine measures of central tendency
that can be generalized to a larger popula-
tion. Thus the aim in selecting respondents
for an ethnography is to find people who are
observant, knowledgeable, reliable, and
lucid, rather than those who are "represen-
tative" of some group. The number of peo-
ple interviewed is related to the breadth and
depth of information sought. One often
looks to hear similar information from sev-
eral respondents (termed "saturation") be-
fore determining that an adequate number
of people have been interviewed.

Focus group discussions, with their origin
in marketing rather than anthropology, are
another form of data collection that is in-
creasingly common in STD research. They
typically consist of a facilitated discussion of
about one hour in length between six to ten
people. Through these discussions a re-
searcher can hear the participants build on
each other's ideas, challenge each other's
comments, and at times reach a consensus.
The composition of the group depends on
the information sought. It is often of value
to make the group homogeneous according
to gender, race, age, and potentially other
factors. In all cases, the facilitator must be
well trained and highly skilled; a focus
group is not simply a discussion.

STUDY DESIGN

Sampling and Enrollment

The types of people to be included in a study
depend on the study question. The appro-
priate source of study participants may be a
general population (e.g., a telephone survey
or household interview); a particular group
at high risk of infection (e.g., commercial
sex workers); or people attending an STD
clinic. In each case there are factors that af-
fect whether a potential study participant
actually participates in the study, each fac-
tor potentially introducing bias into the
data. For example, one study found that
nonparticipants were likely to be at lower
risk of HIV infection than participants
(Copas 1997).

Many studies are conducted in STD clin-
ics, more because of the high probability of
finding infected people than because a clinic
population is appropriate for the study ques-
tion. Where risk factors for infection are of
interest in a clinical setting, these must be
distinguished from factors that determined
whether and why the person came to the
clinic (i.e., care-seeking behaviors). Factors
that determine if and where a person seeks
care for an STD include a person's financial
resources; the options for care in a particu-
lar community; the cultural sensitivity of the
various sources of care (Schuster 1995); pat-
terns of referral from other clinics in the com-
munity; practices of self-treatment among
those who are infected (Irwin 1997); and
partner notification practices (i.e., the effort
expended to identify the sexual partners of
an infected person and bring them into a
clinic for treatment). The comparisons
made in clinic-based samples will be con-
founded to the degree that any of these fac-
tors is associated with the probability of the
outcome and risk factors under considera-
tion. Researchers can explore for evidence
of confounding if they collect data on the
reasons a person attended the clinic, such as
whether they experienced symptoms, were
referred by someone else, or if they have at-
tended other clinics in the past.

Individual-Level Measures of the
Occurrence of the Outcome
Conventional epidemiologic study designs
focus on the occurrence of some event in a
previously susceptible individual and are
based on the assumption that the occurrence
of the outcome in one person has no bearing
on whether any other person experiences
the outcome (i.e., statistical independence).
As explained in Chapter 5, however, infec-
tious diseases violate this assumption, since
each person's risk of infection is dependent in
part upon the occurrence of infection among
other people, or rather different levels of ex-
posure. Thus, in an extreme example, a lower
number of sexual contacts will appear as a
risk for infection if all of the contacts among
those with the low number of partners are
infected, and none of the contacts of those
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with the high number of partners are infected.
Differences in exposure between two groups
represent a type of confounding.

In calculating prevalence or incidence the
denominator should include only those who
can experience the outcome of interest.
While a person can be infected with an STD
at any age, infection before puberty is un-
common and reflects circumstances that are
different from those affecting transmission
among adolescents and adults. Thus the in-
clusion of infants, for example, in the calcu-
lation of rates among adults results in an
underestimate of the actual rate. The mag-
nitude of inaccuracy will vary with the age
distribution of a population. The sexually
active population is estimated more accu-
rately by excluding those under 10 years of
age. An upper age range for sexual activity
is harder to estimate (Marx 1989).

Measures other than prevalence and inci-
dence that have been devised for studying
the epidemiology of STDs include the prob-
ability of transmission, the infector number,
and the force of infectivity. The probability
of transmission is estimated in studies where
exposure to infection is known. In STD re-
search, studies of partners in which one is in-
fected and the other is not are often used to
obtain such estimates (see the section in this
chapter on partner studies).

The infector number is the number of sus-
ceptible people to whom infection is trans-
mitted from a given infected person during
the infectious period of a single infection.
This empirically measured value is analo-
gous to the reproductive number ( R 0 ) esti-
mated in models and described in Chapter 4.
The public health importance of a particular
group of people in spreading infection can
thus be highlighted by comparing their av-
erage infector number with that of other
groups of people.

The force of infectivity relates to delays in
treatment of people who are contacts of STD
cases. The "contact treatment delay" is the
number of days between the date of the last
reported sexual encounter between a case
and a contact and the date of treatment of
the contact. The sum of the contact treatment
delays for all of the contacts of a case is re-

ferred to as the "force of infectivity" for that
case (Rothenberg 1988). As with the infec-
tor number, the public health importance of
a particular group of people can be shown by
comparing their force of infectivity with that
of other groups. However, calculation of this
measure depends on the ability to identify
contacts and measure their time to treat-
ment. The interplay between illicit drugs
and sex, for example, has made the identifi-
cation of contacts difficult (Andrus 1990).

Population-Level Measures

Studies of population-level factors consist of
comparisons of groups of people, such as
counties or states, not of individuals. In
such studies, aggregate measures of infec-
tion among people in the group are the out-
come of interest. Examples for rates of syph-
ilis and gonorrhea in counties include the
10-year average rate of infection (Kilmarx
1997), overall decline or increase over a 10-
year period (Gaffield 1999), and year-to-
year fluctuations (Cook 1999).

Population measures of infection are typi-
cally based on reported diseases, thus they are
often limited to studies of reportable diseases.
Disease reporting reflects practices in disease
detection as well as reporting detected infec-
tions. Disease detection is a function of the
presence of symptoms, care-seeking behav-
iors, and physician practices (e.g., treatment
without a laboratory confirmation of infec-
tion). The reporting of detected infections is
usually most thorough when handled by
someone other than the diagnosing physician,
such as clinic office staff and laboratory
technicians (Smucker 1995). Thus reporting
of an infection such as syphilis is relatively
thorough because clinicians seldom treat it
without a laboratory test and laboratories
are required to report any positive tests.

The thoroughness of reporting, and thus
the potential for misclassification, varies
by disease and geographic reporting area.
Smucker and colleagues (1995) found re-
porting for syphilis to be nearly complete in
one rural North Carolina county, followed
in thoroughness by gonorrhea and then chla-
mydia. Gaffield and Thomas (1999) found
that adjustment for potential underreport-
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ing of gonorrhea in urban counties and
counties that did not have a health depart-
ment did not markedly affect the associa-
tions identified between county gonorrhea
rates and county characteristics.

Reports of HIV infection are notoriously
poor, in large part because the infection is
asymptomatic for long periods of time and
some of those who suspect they are infected
do not get tested because they do not want
to know they are infected, or they do not
want others to know. Thus rates of HIV in-
fection based on passive surveillance do not
lend themselves well to comparisons of pop-
ulations defined by geographic or political
boundaries. Reporting of AIDS is marginal-
ly better, but because of the long incubation
period between HIV infection and AIDS, it
is difficult to draw implications about pop-
ulation-level factors affecting initial infec-
tion from AIDS trends. Even if one accounts
for the incubation period by using data on
independent variables that reflect a period
10 years before the AIDS data, this analysis
does not account for the immigration and
emigration of people with HIV and AIDS
that has occurred during the incubation pe-
riod (Rumley 1991). Moreover, the official
definition of AIDS has changed on a couple
of occasions, a factor that has independent-
ly affected reported rates (Selik 1990).

Studies of population-level factors yield
information that inform population-level
interventions (see Chapter 16). It is inap-
propriate (i.e., the "ecological fallacy") to
use population-level data to make infer-
ences about the risks to individuals or to in-
form individual-level interventions. Some
studies gain extra analytic leverage by com-
bining population- and individual-level data
(Grady 1993, Guttmacher 1997).

Cross-Sectional Studies

The term "cross-sectional" usually implies
collecting data from people at only one
point in time. In contrast to follow-up stud-
ies where new infection is identified in a per-
son who was first determined not to be in-
fected with the organism of interest (i.e.,
infection incidence), in cross-sectional stud-
ies a researcher can often only establish

whether someone is currently infected (i.e.,
infection prevalence). The ability to esti-
mate when an infection began varies by or-
ganism. Some bacterial infections have a
short incubation period and are brief in du-
ration. Thus when infection with one of
these organisms is detected, the infection
probably began within the previous few
days or weeks and thus more closely resem-
bles an incident infection. But this level of
certainty is not possible with many viral in-
fections. This distinction is important in the
identification of factors that facilitated in-
fection. For example, for an infection de-
tected one year after it began, behaviors dur-
ing the three months prior to detection
(ascertained through a questionnaire) may
not reflect those prior to the infection. This
misclassification of exposure will obscure
the true risk factors.

When not followed by additional meas-
urements at a later date, the identity of the
study participant is not needed for the pur-
pose of linking information with follow-up
data. Thus any interview or questionnaire
can be conducted anonymously (i.e., with-
out a means of linking data with a particu-
lar person) rather than confidentially (i.e.,
having identifying information on the re-
spondent but not disclosing it to others). A
respondent's sense of anonymity can result
in more candid responses to some sensitive
questions. Reinfection with bacterial STDs
is common, however, and data may have to
be collected confidentially to avoid includ-
ing individuals more than once in a sample
when collecting data over an extended peri-
od of time. In one study an estimated 4 out
of 10 patients with gonorrhea or chlamydia
experienced another gonococcal or chla-
mydia infection within 16 months of their
index infection (Thomas 2000).

Cohort Studies
In follow-up or longitudinal studies, people
are assessed for infection at one or more times
following initial enrollment. If study partic-
ipants are to be contacted and/or identified
again at a later date, they cannot be studied
anonymously at the time of enrollment in
the study. When participants are asked for
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their name or address they may report false
information in the desire to remain anony-
mous. In addition, study participants may
move during the study and be lost to follow
up even if they remain in the same neighbor-
hood if notice of their move is not obtained.

Identifying infection during a follow-up
period is complicated by asymptomatic in-
fections. Some people will present them-
selves for follow up simply by revisiting a
clinic with a newly suspected infection
(though some may take their new infection
to a clinic other than where they enrolled in
the study). But to detect the occurrence of
asymptomatic infections clinical specimens
must be collected from study participants
who ordinarily would not be presenting
themselves for these tests. Thus complete
follow up for infection cannot be achieved
with phone calls. In many situations follow
up also is not feasible with household visits.
We have observed that some clientele of one
health department STD clinic move fre-
quently or maintain residences in several lo-
cations simultaneously in the same commu-
nity. Paying study participants to return to
the clinic for a follow-up visit has met with
mixed success (Thomas JC, unpublished
data). But if not done frequently, even follow
up of this type will fail to detect asympto-
matic infections that resolve spontaneously
and have no measurable immune response,
as with gonorrhea.

When an infection is curable and does not
confer lifelong immunity, and is thus repeat-
able, researchers must decide whether they
wish to include repeat infections in their
analysis. If the outcome of interest is the
burden of disease in a population, repeat in-
fections may be relevant. In such cases, the
rate of infection (i.e., the number of infec-
tions divided by the population time at risk)
is an appropriate measure. Where the study
question pertains to the probability of infec-
tion in an individual, the outcome of inter-
est is typically one or more infections; that
is, the person is counted as a case after the
first infection and subsequent infections are
not counted. Here the measure is a propor-
tion rather than a rate.

Ratios of two incidences are used to iden-

tify factors that increase the risk or rate of
infection. But in some situations the data ac-
companying the disease occurrence are only
superficial, as with infections reported to the
health department. Associations with infec-
tion are often limited to routinely collected
data, and race or ethnicity is one of the fac-
tors most commonly identified. But other
factors associated with race, such as behav-
iors and access to health care, are more di-
rectly responsible for disease transmission.
These factors are thus the "real" risk fac-
tors, while their association with race makes
race only a marker for their occurrence.
Thus race and other factors acting similarly
should not be presented as risk factors (Os-
borne 1992). The predictive value of race as
a marker will vary between different groups
within a given race.

Since aspects of the anatomy and physiol-
ogy of women and men differ, as well as the
social factors affecting them, the effects of
various factors on infection should often be
expected to differ for the two genders.
Therefore gender often needs to be treated
as an effect modifier or interaction term,
limiting analyses to same gender compar-
isons. Researchers will need to adjust sam-
ple size calculations to accommodate gen-
der-specific analyses.

Case-Control Studies

In case-control studies a sample of noncases
is selected for comparison with a group of
cases. This presents the issue of which of the
noncases to select for comparison. The most
important factor determining appropriate
control selection is the study question, or the
comparison of interest. For example, in
studying factors associated with infection
with human papillomavirus (HPV), one can
compare cases with those uninfected with
any STD or with those infected with anoth-
er STD. The former comparison can provide
information about avoiding infection alto-
gether, while the latter comparison high-
lights differences between infection with
HPV versus other STDs.

The source of the cases is another factor
that guides the selection of controls. Ideally,
controls are people who, if they were to be-
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come a case, would have the same probabil-
ity of being included in the study as the other
cases. Therefore controls for cases identified
in an STD clinic should represent those who
would present to that clinic if they were in-
fected, and should not represent all noncas-
es in the community. However, even con-
trols selected from those in the STD clinic
who are not infected may not meet this cri-
terion. People are usually in the clinic be-
cause they believe they are experiencing
symptoms, they have been told they were
exposed, or they suspect they were exposed.
People who have been exposed but do not
suspect it, and who would go to the STD
clinic if they did suspect exposure, are un-
derrepresented. If reasons for suspecting ex-
posure and going to the clinic are associated
with sexual behaviors, then noncases select-
ed from the clients in the clinic are more like-
ly to practice behaviors similar to the cases
than are the noncases who are not in the
clinic. This can be considered "overmatch-
ing" and it introduces biases into the data.

To more closely approximate the poten-
tial clientele of the STD clinic, one might se-
lect controls from sexually active individu-
als who came to the clinic for reasons other
than a suspected STD, say for an immuniza-
tion or prenatal checkup. For some STDs,
these people would need to agree to a geni-
tal exam. Alternatively, controls could be se-
lected from those not in the clinic. They
might be selected from the list of people who
have an active patient file in the clinic, or
from among the neighbors of a case. If the
absence of infection is to be determined clin-
ically, they might need to come to the clinic
for an exam. With neighborhood controls
there may be some difficulty maintaining the
confidentiality of the case and there is no as-
surance that, if infected, the neighbor would
go to the same clinic the case went to.

Partner Studies

Different levels of exposure between com-
parison groups introduce bias into a con-
ventional epidemiologic study. One way
around this is to eliminate some of the un-
knowns about exposure by linking each sus-
ceptible person with one (and ideally only

one) infected person. The probability that
the susceptible person's contact (i.e., part-
ner) is infected is thus one (1.0). Ideally, the
number of times the partners have sexual
contact with each other can be counted and
the probability of transmission per contact
can then be calculated (i.e., the inverse of the
number of sexual encounters between the
two partners between the time of infection
of the index case and the time of infection of
the partner). Partner studies have been used
most for the study of HIV transmission (Pa-
dian 1987, 1991, Seidlin 1993).

The accuracy of the estimate of the prob-
ability of transmission depends on the accu-
racy of the dates of infection of the index
cases, the dates of infection of susceptibles
and the number of sexual contacts between
the partners between the two dates. Fac-
tors modifying the transmission probability
must also be monitored, such as the type of
sex (vaginal, anal, or oral), use of contra-
ceptives, and any sex the uninfected partner
has with others. Separate analyses are per-
formed according to the genders of the in-
fected and uninfected partners.

Some partner studies have been retro-
spective in that some of the once susceptible
partners were already infected at the time of
data collection. The date of infection of the
index case often may not be known unless
infection occurred through a means that can
be dated (e.g., blood transfusion). Likewise,
the information available on the partner of
the index case may be only the infection sta-
tus at the time of data collection, and not the
date of infection. There may even be some
uncertainty about which of the two partners
was infected first. More accurate data on the
date of infection of the nonindex case may
be obtained through prospective follow up
of couples where one is known to be infect-
ed at the time of enrollment and the other
known not to be infected (i.e., "discordant"
couples). The precision of this date will de-
pend on the frequency of tests for infection.

Network Studies

When all of the infected contacts of an index
case are identified, and in turn their infected
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contacts are identified, and so on, a "net-
work" of infected contacts is established.
Thus network samples represent a "snow-
ball" sampling technique in which each per-
son studied leads to the next people sought
for enrollment. The source population for
the interconnected cases is not easily deter-
mined, however, thus a population-based
denominator is seldom inferred. With high
rates of partner change among some mem-
bers of a network and with infections that
are often asymptomatic, it becomes difficult
to know who infected whom during a given
sexual encounter, or even if transmission oc-
curred during that particular encounter.
This limits the usefulness of network sam-
ples for estimating the probability of trans-
mission. The primary utility of the network
studies is in understanding the spread of or-
ganisms in a community (Faruki 1985).

veloped, they will need to be systematically
evaluated for their effectiveness in prevent-
ing disease, as well as their relative cost-ef-
fectiveness. Anticipated vaccines to prevent
infections with agents such as HIV, HSV,
and HPV are examples of interventions to
be evaluated. These vaccines may not confer
complete or lifelong immunity because of
the variety of strains or the ability of a par-
ticular strain to change over time. To the de-
gree the vaccine is not completely efficacious
yet incurs a sense of safety, vaccination may
be associated with a decrease in the use of
barrier contraceptives and/or an increase in
sexual partners, and thus an increased risk
of transmission that contravenes against the
protection afforded by the vaccine. Thus the
development of vaccines will raise a great
number of questions to be addressed with
epidemiologic study methods.

FUTURE DIRECTIONS

While advances have been made in the last
few decades in the study of behaviors put-
ting individuals at risk of infection, popula-
tion-level factors affecting the patterns of
disease in communities are relatively neg-
lected. The units of analysis (both exposure
and outcomes) for studies of these factors
include counties, census tracts, and towns.
To advance this area of research new meas-
ures of various characteristics of popula-
tions are needed. Some of these measures
will emerge from studies of social capital
(often in the literature on cardiovascular
diseases) (Lochner 1999).

New and improved techniques of molec-
ular typing of organisms are being devel-
oped at a rapid pace. With these techniques
researchers can identify subepidemics with-
in the overall rate of infection in a commu-
nity and identify sexual networks. When
combined with geocoding, these subepi-
demics can be analyzed geographically
(Pierce 1999). These typing techniques will
enable researchers to refine models of trans-
mission and estimate transmissibility more
specifically for individual strains of an or-
ganism.

As interventions to prevent STDs are de-

The authors thank Olga Sarmiento, M.D., M.P.H., for
assistance in the construction of Table 13-3.
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APPENDIX

Table 13-3 shows the estimates of sensitiv-
ity and specificity for selected diagnostic
tests for sexually transmitted diseases and
the corresponding reference standards (also
referred to as "gold standards") used to cal-
culate these values. These estimates should
be interpreted with some caution because of
limitations of the reference standards and
the adjustment methods (e.g., discrepant
analysis) used to obtain the estimates.

Discrepant analysis was used in a number
of the estimates to combine the results of
two different tests, such as those of a new
molecular technique and the conventional
reference standard. In this procedure, if the
results of the new test agree with those of the
current gold standard, these two tests are
considered equivalent. If the results of the
two tests disagree, then the discordant re-
sults (i.e., false positives and false negatives,
or only the false positives) are retested. This
retesting, however, violates the assumption
of independence that the new test and the
reference should meet, and on average tends
to overestimate the sensitivity and specifici-
ty ( Hadgu 1997).
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Investigation of Outbreaks

DAVID J. WEBER, L. BERNARDO MENAJOVSKY,
and RICHARD WENZEL

The historical foundations of infectious dis-
ease epidemiology are surveillance and out-
break investigations. Surveillance traces its
heritage to William Farr, who in his 42 years
(1838-1880) as statistician to the General
Register Office in London developed and
implemented such epidemiologic techniques
as the standardized collection of morbidity
and mortality data, the assessment of the de-
terminants of the public health, and the ap-
plication of these data to the prevention and
control of disease (Susser 1975, Langmuir
1976). Modern outbreak investigative tech-
niques date to John Snow, who investigated
an outbreak of cholera in London in 1854,
linked acquisition of cholera to use of water
from the Broad Street pump, and terminated
the epidemic by removing the pump handle
(Winkelstein 1995, Brody 1999).

UTILITY OF OUTBREAK
INVESTIGATIONS

Outbreak investigations have played a criti-
cal role in understanding and controlling in-
fectious diseases in at least the five following

ways. First, outbreak investigations have the
immediate goal of discerning the cause of an
outbreak, eliminating the source of infection
or interrupting transmission, and providing
postexposure prophylaxis to exposed per-
sons. Postexposure prophylaxis is available
for many communicable diseases including
hepatitis A, hepatitis B, meningococcal infec-
tions, measles, pertussis, rabies, and varicel-
la (Lutwick 1996, Peter 1997, Chin 2000).

Second, outbreak investigations continue
to uncover new infectious agents and diseases
(Butler 1996). In recent years, outbreak in-
vestigations have led to the discovery of Le-
gionella spp. (McDade 1977) and the de-
scription of legionnellosis (Fraser 1977), Sin
nombre virus (Nichol 1993) and its disease
Hanta-virus pulmonary syndrome (Durchin
1994), toxic shock syndrome due to toxo-
genic strains of Staphylococcus aureus (Todd
1978) and its association with tampon use
(Davis 1980, Shands 1980), and Ebola virus
and its disease viral hemorrhagic fever
(WHO 1978a,b).

Third, spread of a known virus to a new
geographic area may be uncovered such as

291



292 OUTBREAK INVESTIGATIONS AND EVALUATION RESEARCH

the recent description of West Nile-like vi-
ral encephalitis in New York (CDC 1999).
Infectious agents may be the cause of out-
breaks in new geographic areas via immi-
grants (Cote 1995), returning tourists (Na-
rain 1985, Moore 1989), infected imported
animals (CDC 1990a,b), or contaminated
food (Herwaldt 1997, 1999). The West Nile-
like viral encephalitis outbreak in New York
(CDC 1999) and a recent outbreak of human
psittacosis (Moroney 1998) were uncovered
by investigations of disease clusters in ani-
mals. These outbreaks highlight the impor-
tance of veterinary epidemiology, since more
than 200 diseases, known as zoonoses, can
be transmitted from animals to man (Weber
1997, Weber 1999).

Fourth, outbreak investigations have im-
proved our understanding of infectious
disease epidemiology by uncovering new
means of disease transmission. For example,
although E. coli O157:H7 infections are
most associated with eating undercooked
hamburger meat (Slutsker 1998), outbreak
investigations have documented transmis-
sion of E. coli 0157:H7 via swimming in
pools (Brewster 1994, Friedman 1999) and
lakes (Keene 1994, Ackman 1997); inges-
tion of lettuce (Ackers 1998, Hilborn 1999),
alfalfa sprouts (CDC 1997), municipal water
(Dev 1991, Swerdlow 1992), and unpas-
teurized milk (Martin 1986), commercial
apple juice (CDC 1996) and fresh pressed
apple cider (Besser 1993); and person-to-
person transmission (Spika 1986, Pa via
1990, Belongia 1993).

Finally, outbreak investigations have led to
public health regulations and recommenda-
tions designed to prevent future disease out-
breaks. Examples of public health recom-
mendations based on outbreak investigations
include thoroughly cooking ground ham-
burger to prevent E. coli 0157:H7 infections
(CDC 1993), recalling intrinsically contam-
inated medications (Matsaniotis 1984, CDC
1998, Wang 2000), recommending rubella
immunity for women of childbearing age (es-
pecially pregnant women) traveling on cruise
ships (CDC 1998), and placing hospitalized
patients with active tuberculosis in specially
engineered rooms (>6 air-exchanges per

hour, negative pressure, air exhausted di-
rectly to the outside) to prevent nosocomial
transmission of tuberculosis (CDC 1994). Fi-
nally, outbreaks have aided in the assessment
of public health guidelines. For example,
measles outbreaks in highly immunized pop-
ulations validated recommendations for a
two-dose measles immunization strategy
(CDC 1999). Outbreak investigations during
the 1980s and 1990s documented the associ-
ation of Salmonella enteritidis infection with
the ingestion of raw or undercooked shell
eggs (Angulo 1998) and led to introduction
of control measures. Additional outbreak in-
vestigations have documented the success of
these control measures and suggested addi-
tional control measures (CDC 2000).

In contrast to the above points, Rothman
(1989) has argued that cluster studies yield
little, if any, scientific information for the
following reasons. First, individual clusters
of disease are usually too small to constitute
a useful epidemiologic study, with adequate
control of confounding variables. Second,
reported clusters often have vague defini-
tions of disease, with cases that may be too
heterogeneous for useful study. Third, the
exposure or exposures that fall under inves-
tigation are also very often poorly chacter-
ized, heterogeneous, and low in concentra-
tion. Finally, the cluster often generates a
torrent of publicity, making the unbiased
collection of data difficult or impossible,
especially by interview or questionnaire.
Rothman's view is supported by the low suc-
cess rate in discovering the etiology of non-
infectious disease clusters. For example, in
61 investigations of reported cancer
clusters, only 16 confirmed that an excess
of cases actually occurred (Schulte 1987).
Rothman noted that of these 16 actual clus-
ters little or no etiologic insight emerged.
Similarly, the CDC noted that although
investigations of disease "outbreaks" or
"clusters" are common, true clusters (i.e.,
common etiology or cause) explain fewer
than 5% of all clusters (CDC 1990). How-
ever, evaluation of infectious disease clusters
is likely to be more successful. For example,
between 1980 and 1990 the Centers for Dis-
ease Control and Prevention performed 125
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on-site epidemiologic investigations of hos-
pital outbreaks with none being reported as
due to an unknown etiology (Jarvis 1991).

Although outbreak investigations are an
important activity of local, state, and feder-
al agencies responsible for public health, the
number of total outbreak investigations
conducted each year by public health au-
thorities is unknown. However, it is clear
that outbreak investigations are frequently
performed by public health departments.
For example, local and state public health
departments investigated 2423 foodborne
outbreaks involving 77,373 persons be-
tween 1988 and 1992 (Bean 1996), and
59 waterborne outbreaks involving 11,016
persons between 1995 and 1996 (Levy
1998). Nosocomial (i.e., hospital acquired)
outbreaks were reported to occur with a fre-
quency of 1 for every 10,000 to 12,000 dis-
charges (Wenzel 1983, Haley 1985) with
3.7% of all patients developing a nosocomi-
al infection being associated with an out-
break (Wenzel 1983).

DEFINITION OF AN OUTBREAK

An "epidemic" [from the Greek epi (upon)
and, demos (people)] has been defined as the
occurrence in a community or region of
cases of an illness, specific health-related be-
havior, or other health-related events clear-
ly in excess of the normal expectancy (Last
1995). The area (community or region) and
the time frame in which the cases occur are
precisely specified. An epidemic is thus rela-
tive to the usual frequency of the disease in
the same area, among the specified popula-
tion, at the same season of the year. A single
case of a communicable disease long absent
from a population (e.g., human rabies in the
United States) or first invasion by a disease
not previously recognized (e.g., West Nile-
like virus in New York) may constitute an
epidemic. Conversely, multiple cases of some
communicable diseases (e.g., viral influenza)
may represent only the endemic level.

Surveillance is critically important in out-
break evaluations both because it provides a
measure of the endemic rate,which is a nec-
essary component of the definition of an epi-

demic, and it may provide early warning
that an epidemic is underway (see Capter 7).
Although one can "eyeball" surveillance
rates to detect an epidemic, more precise
methods have been developed to aid in de-
ciding whether the number of recently re-
ported disease cases constitutes more than
statistical fluctuation. Statistical process
control (SPC) was developed in the first half
of the twentieth century by Walter Shewart.
Subsequently W. Edwards Demming pro-
moted the use of statistical process control
to guide management decisions in industry.
In recent years, control charts have been
adapted for use in health care to improve
quality (Finison 1993), and are now being
used by hospital epidemiologists to detect
increases (i.e., epidemics) in the rate of noso-
comial infections (Sellick 1993, Benneyan
1998a,b,c, Humble 1998). A control chart
contains data points that graphically rep-
resent the performance of a process (e.g.,
infection rate in a population), measured
against statistically determined limits (Fini-
son 1993). As summarized by Benneyan
(1998a), process data are collected at cer-
tain intervals over time and formed into ra-
tional time-ordered subgroups (such as by
day or week). Some value of interest is cal-
culated from each subgroup soon after
being collected, plotted in chronologic se-
quence on the chart, and then evaluated for
typical versus statistically irregular beha-
vior. At least 25 subgroups are recommend-
ed to start a control chart. Along with these
subgroup values, three horizontal lines are
also calculated and plotted on the chart: the
centerline, the upper control limit, and the
lower control limit. Generally the centerline
is set equal to the arithmetic mean and the
control limits are set at plus and minus three
standard deviations of the plotted values
(Fig. 14-1). The control chart allows one to
separate expected statistical variation ("com-
mon cause variation") from unexpected vari-
ation ("special cause variation"). When in-
fection or disease rates are plotted by time,
significantly elevated levels may represent
an "epidemic." Rules have been developed
to aid in assessing whether the variation is
statistically significant enough to warrant in-
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Figure 14-1. Sample statistical process chart, p chart, of surgical site infection rate.
Source: Adapted from Sellick 1993.

vestigation (Sellick 1993, Benneyan 1998b).
The selection of an appropriate control chart
for any given situation, is based on identify-
ing the type of process data to be investigat-
ed (Table 14-1). In brief, either an np or p
control chart should be used when analyzing
discrete data from binomial distributions,
either a c or u chart should be used for cate-
gorical data generated by Poisson distribu-
tions, both an X or an S chart should be used
together for normally distributed continu-
ous data, and either a g or h chart should be
used for categorical data generated by geo-
metric distributions. The methods to con-
struct control charts and further discussion
of limitations are available in published re-
views (Benneyan 1998a,b,c, Humble 1998).

Although most epidemics are time lim-
ited, they may be very prolonged (e.g., HIV).
"Outbreaks" or "clusters" are often used
synonymously with the term "epidemic"
but probably should be defined as an unu-
sual aggregation, real or perceived, of health
events that are grouped together in a short
time period and limited geographic area
(CDC 1990). The Centers for Disease Con-
trol and Prevention (CDC) has summarized

the standard statistical and epidemiologic
techniques for assessing excess risk that are
often used to evaluate reported clusters
(CDC 1990). Tabulating frequencies of the
illness event, and examining related descrip-
tive statistics is a useful first step in the eval-
uation. Mapping the data is also helpful. If
the number of cases is sufficient and popu-
lation data are available, examination of
rates (ideally age-, race-, gender-adjusted)
and standardized mortality and morbidity
ratios may determine whether there is an ex-
cess number of events. If the number of
events is too small to show meaningful rates,
statistical approaches include chi-square
tests of observed versus expected frequen-
cies (based on the Poisson distribution for
low frequency data) and Poisson regression
(used for comparison of rates). Whether the
rate for a geographic area or time period is
excessive may be determined by comparing
it with rates of other areas or times. If a spa-
tial cluster is being assessed, the occurrence
in the geographic area can be compared
with that in adjacent areas, with other areas
of similar size, or with that for a larger area
(e.g., rate for a city with rate for the sur-
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Table 14-1 Features of Different Types of Control Charts Based on the Type of Data to Be Analyzed
Categorical Continuous
(In SPC: "attributes") Ordinal (In SPC: "variables")

Also known as

Examples

Usually reported as

Usual statistical test of
differences between
groups

Control chart*

Nominal, discrete,
binary (0/1)

Infection count

% in each category

Chi-square

p if rate >0.01
u if 0.01 >rate >0.001
c if rate <0.001

Ordinal category

Number of intravenous
catheters that result
in infection

% in each category

Chi-square for trend
unless dichotomized

Depends on scale, data
distribution, and
whether regrouped

Measurement, interval

Timing of preoperative
relative to surgical
wound infections

Mean, median

X and S
Median and range
Individuals chart

*Most commonly used types; lists not exhaustive.

Source: Adapted from Humble 1998.

rounding county). If a temporal cluster is
being assessed, the occurrence in the time
period can be evaluated in the context of
previous or subsequent periods. When such
comparisons are being made, the referent
population must be chosen carefully to en-
sure its appropriateness. If standard ap-
proaches cannot be used in an investigation
of clusters because the number of cases is
too small, data on the population at risk are
unavailable, or space-time clustering is sus-
pected, numerous statistical tests are avail-
able for use in detecting spatial, tempo-
ral, and space-time clustering (CDC 1990,
Mantel 1967, Wartenberg 1993, Jacquez
1993, 1996a,b). Because a detailed epidemi-
ologic investigation can be expensive and
time consuming, the CDC recommends test-
ing for clusters of cases using available data
based on disease cluster statistics as an ini-
tial response (Fig. 14-2) (Jacquez 1996a).
Only if a cluster is confirmed should addi-
tional resources be allocated to an in-depth
investigation.

The issue of defining a cluster and detect-
ing an outbreak have been discussed. It is
obvious that failure to detect a cluster pre-
cludes an outbreak investigation. Equally
important to stress is that overly sensitive
definitions of clusters may lead to exhaus-
tion of human and financial resources inves-
tigating "clusters" that only represent sta-
tistical variation of endemic rates.

METHODOLOGIC CHALLENGES IN
OUTBREAK INVESTIGATIONS

Several methodologic issues may complicate
outbreak investigations (Table 14-2). Out-
breaks are unplanned events and as such
must be studied retrospectively. Classically,
retrospective cohort studies and case-control
studies have been used to assess the risk
factors for infection. Problems with the ret-
rospective nature of these investigations in-
clude locating cases and controls, discern-
ing the initial time of illness to construct an
epidemic curve, obtaining appropriate clin-
ical specimens, locating potential sources
(e.g., food) prior to disposal, and recall bias
among cases and controls when assessing
risk factors.

Although outbreaks may involve thou-
sands of people, many outbreaks are small,
which may severely limit the power to assess
risk factors. Unlike standard cohort or in-
tervention trials where the sample size may
be chosen by the investigator, the number of
cases in an outbreak is beyond the control of
the investigators. However, it is critical that
cases be ascertained by active rather than
passive surveillance (see Chapter 7). The
precison of case-control studies can be im-
proved by increasing the number of con-
trols. However, since the additional preci-
sion achieved by increasing the number of
controls rapidly diminishes, it is rarely use-

t testes
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Figure 14-2. Flowchart of the multistep approach for investing disease clusters.
Source: Adapted from Jacques 1996a.

ful to obtain more than two or three con-
trols per case.

Many outbreaks occur in a limited locale
(e.g., hospital, school) but some outbreaks
may involve multiple states. Clusters involv-
ing large geographic areas may present
problems with recognition of the outbreak
and with evaluating cases. Failure to evalu-
ate either all cases or a random selection of
cases may lead to a failure to appreciate the
magnitude of the outbreak, a biased assess-
ment of risk factors, and failure to identify
the source of the outbreak.

Point source outbreaks (outbreaks in
which transmission occurs at a single point

in time) may be caused by multiple patho-
gens acquired simultaneously (Keene 1994,
CDC 1998, 1999, Feikin 1999). Multiple
pathogens complicate the outbreak investi-
gation, since the outbreak curve represents
the superimposition of two curves reflecting
the epidemiology of each pathogen (i.e., in-
cubation period, duration of infectivity, in-
fectiousness). In addition, the two patho-
gens may produce different symptoms, which
may misdirect the investigators from ob-
taining the correct microbiologic studies to
identify all causative agents.

In some outbreaks, the etiologic agent
may be transmitted by more than one mode.
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Table 14-2 Methodologic Issues Potentially Complicating
Outbreak Investigations
Determining a cluster (outbreak) exists

Evaluation of risk factors must be retrospective

Small numbers of cases may limit statistical power to evaluate risk factors

Statistical analysis must take into account multiple comparisons

Cases may occur over a large geographic area

Cases may be scattered over an extended period of time

Novel pathogens may be responsible

Novel routes of transmission may be responsible

Novel sources or reservoirs may exist

The outbreak may be due to multiple pathogens

The etiologic agent may be transmitted by multiple routes

Disease may be limited to susceptible hosts

For example, a gastrointestinal pathogen
could be spread to numerous people through
contaminated food and then be transmitted
to additional persons by person-to-person
spread (Gordon 1990).

Finally, outbreaks may be caused by novel
pathogens or represent infection due to novel
mechanisms of transmission or sources. Out-
break investigations may be unable to iso-
late the causative pathogen. It is unclear to
what extent these failures represent as yet
undiscovered pathogens, inappropriate lab-
oratory techniques, or late acquisition of
specimen samples.

GOALS OF AN OUTBREAK
INVESTIGATION

The primary goals of an outbreak investiga-
tion are to rapidly identify the source and
reservoir of the outbreak, to implement in-
terventions to control and eliminate the out-
break, and to develop policies to prevent fu-
ture outbreaks.

The basic principles of outbreak investi-
gations remain the same regardless of the
epidemic or setting (Gregg 1996a, Wendt
1997, Checko 1996). First, although the in-
vestigative process is usually diagrammed as
a linear process, the process is dynamic and
multiple activities are conducted simultane-

ously. At every stage of the investigation, the
investigators should constantly be refining
their hypothesis, study design, and control
measures. Second, it is critical to maintain
communication between the investigators,
public health officials, stakeholders, and
often, the general public. Third, epidemiolo-
gic and statistical principles regarding study
design and analysis must be appropriately
applied (Philips 2000). Fourth, investiga-
tors must meticulously record all steps taken
in the investigation and all information
gathered. Fifth, a careful and critical review
should be undertaken of the pertinent med-
ical literature (Dash 2000). Such a review
may suggest potential reservoirs and sources
of the outbreak pathogens, modes of trans-
mission, and control measures. Finally, in-
vestigators must maintain an open mind re-
garding the source of the outbreak as new
pathogens and/or means of transmission
may be uncovered.

The importance of maintaining an open
but critical mind in determining the source
of an outbreak must be stressed. Outbreaks
due to natural biologic toxins, heavy metals,
and chemical poisoning may mimic those
due to infectious agents in regard to signs
and symptoms of illness (e.g., gastroenteri-
tis), epidemic curve, and means of transmis-
sion (e.g., contaminated food or water). Of
outbreaks in the United States with a proven



298 OUTBREAK INVESTIGATIONS AND EVALUATION RESEARCH

etiology, 14.3% with foodborne (1988-
1992) and 31.8% with waterborne transmis-
sion (1995-1996) resulted from chemical
agents including heavy metals, mushroom
poisoning, ciguatoxin, scombotoxin, chlo-
rine, liquid soap, sodium hydroxide, and ni-
trite (Bean 1996, Levy 1998). Outbreaks
have resulted from unintended illegal activ-
ities or purposeful contamination (biologic
terrorism). An outbreak of Pseudomonas
pickettii sepsis among hospitalized patients
apparently resulted when an employee re-
placed a narcotic with contaminated water
(Maki 1991). The practice by growers of in-
jecting water into watermelons to increase
weight and sale price has led to outbreaks of
shigellosis (Fredlund 1987). Failure to ac-
knowledge participation in an illegal "float-
ing" card game led to failure to ascertain
persons exposed to a source case with tu-
berculosis (Bock 1998). Biologic terrorism
has resulted in at least two outbreaks in the
United States: a large community outbreak
of salmonellosis resulted from the intention-
al contamination of restaurant salad bars
(Torok 1997) and an outbreak of Shigella
dysenteriae type 2 occurred among labora-
tory workers due to intentional food con-
tamination (Kolavie 1997). Laboratory error
(misdiagnosis) or contamination of a speci-
men may lead to so-called pseudoinfection
or pseudooutbreaks. Finally, mass hysteria
may simulate an infectious disease outbreak
(Boss 1997).

Rare and exotic diseases may also be im-
ported via travelers or immigrants (Roden
1968). In the United States a significant pro-
portion of measles (CDC 1999) and tuber-
culosis (CDC 1998) occurs in immigrants.
Infected travelers or immigrants have led to
transmission in the United States of such
tropical diseases as malaria (Zucker 1996).

PREPARING FOR A FIELD
INVESTIGATION

An epidemiologic field investigation entails
considerably more effort than simply fol-
lowing the recommended steps outlined in
this section (Goodman 1996). In addition to
the collection, tabulation, and analysis of
data, many operational issues must be ad-

dressed. The initial preparation for a field in-
vestigation has been reviewed (CDC 1990,
Goodman 1996). Goodman and colleagues
(1996) have summarized the key issues to be
considered; what resources (including per-
sonnel) will be available locally? what re-
sources will be provided by the visiting
team? who will direct the day-to-day inves-
tigation? who will provide overall supervi-
sion and ultimately be responsible for the in-
vestigation? how will the data be shared and
who will be responsible for the analysis? and
if a report of the findings will be written, who
will write it, to whom will it go, and who
will be the senior author of a scientific paper
should one be written?

Most field investigations of presumed in-
fectious diseases will require a team of people
with skills in epidemiology, questionnaire
design, interview techniques, biostatistics,
data management, and microbiology. It is
critical to have access to a microbiology lab-
oratory skilled in handling large numbers of
samples, isolation of fastidious pathogens
from human and environmental sources,
and ability to characterize pathogens using
molecular techniques (Gregg 1996b). Prior
to initiating an investigation, all personnel
should be assembled and technical items
(e.g., culture media) be obtained. Legal ju-
risdictions and local interests must be in-
formed and respected.

Once on site, Goodman and colleagues
(1996) suggest the following steps. First, re-
view and update the status of the problem.
Second, identify and review primary con-
tacts. Third, identify the principal collabo-
rator who can serve as the local contact.
Fourth, identify local resources (e.g., office
space, clerical support). Fifth, create a meth-
od and schedule for providing updates to
local authorities. Finally, review sensitivities
likely to be encountered during the investi-
gation, including potential problems with
institutions and individuals. Key to con-
ducting a large investigation are recording
all decisions, accuracy in recording data,
maintaining communication internally with
the investigative team and externally with
stakeholders, simplifying the problem, stor-
ing all data in a retrievable form, and main-
taining collaboration with local personnel.
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Outbreaks often generate intense public
interest and hence investigators must under-
stand the factors that influence the various
media in their selection and presentation of
stories (e.g., the desire for a pictorial/visual
component, the presence of conflict or con-
troversy, the presence of strong emotive con-
tent, and the availability of targets to blame)
(Greenberg 1990). Investigators should be
prepared to stress key points; provide the
background necessary for understanding the
cause, evaluation, and control of the out-
break; and be straightforward regarding
what is fact, what is speculation, and what
is not known (CDC 1990). Most important,
investigators must remain cooperative and
responsive to the media. Investigators also
need to be aware of the legal considerations
in conducting field investigations including
the legal basis for public health investiga-
tions, ethical and legal guidelines for re-
search involving human subjects, privacy
laws, and compulsory isolation and quaran-
tine (Neslund 1996). Investigative reports are
likely to be used in litigation (CDC 1990)
and for that reason investigators should be
aware of the basic concepts of tort law in-
cluding negligence (breach of duty that
caused or substantially contributed to harm
or damage), breach of warranty (understand-
ing that an action or situation is safe), strict
liability (focuses on product rather than con-
duct), and failure to warn (Black 1990).

OUTBREAK INVESTIGATION

The components of an outbreak investiga-
tion are listed in Table 14-3. They are list-
ed roughly in the order that they occur logi-
cally, but in reality there is no strict order.

Confirming the Diagnosis and Developing
a Case Definition

Prior to launching a major investigation, the
infectious disease epidemiologist should con-
firm that an outbreak exists. The first step in
this process is to develop a case definition
and identify persons who meet the case def-
inition. A preliminary case definition can be
based on the signs and symptoms of infec-
tion, the etiologic agent, or both (Wendt
1997). The definition should include the

period under investigation and the geo-
graphic area or population in which the
problem occurred. If the agent presumed to
be causing the outbreak is known, it can be
included in the case definition. The case def-
initions used by the CDC for surveillance
can be used as an aid in formulating an ini-
tial case definition (CDC 1997). As the in-
vestigation proceeds, the case definition
may be refined to increase its specificity.
Often "cases" are divided into subgroups
based on the strength of etiologic diagnosis
into "definite" (e.g., laboratory confirmed),
"probable" (e.g., cases with objective signs
and symptoms consistent with the case
definition), and "possible" (e.g., cases with
subjective signs and symptoms consistent
with the case definition).

If an etiologic cause has been putatively
identified, the investigators should review
the basis for the microbiologic diagnosis.
Laboratory error (misdiagnosis) can lead to
pseudoepidemics. For example, more than
150 people received postexposure prophy-
laxis after contact with a bear cub initially
diagnosed with rabies; subsequent analysis
failed to confirm infection (CDC 1999).
Pseudoinfection, defined as the presence of
microorganisms by stain/culture of a body
fluid/tissue that does not correlate clinically
with signs or symptoms of infection charac-
teristics of microorganisms, may also lead
to outbreak investigations. Cunha (1999)
in a review of nosocomial pseudoinfections
and pseudooutbreaks listed more than 100
published reports. Epidemiologic causes of
pseudooutbreaks include incorrect diagno-
sis of the clinical entity, failure to separate
colonization from infection, increased sur-
veillance efficiency, and chance clustering.
Laboratory causes of pseudooutbreaks in-
clude contamination during specimen col-
lection, transport, or processing (due to con-
taminated media, solutions, or equipment),
and inadequate laboratory methods or tech-
niques (McGowan 1996).

Ascertainment of Cases

Following development of a case definition,
the investigators should rapidly move to ac-
tive surveillance to ascertain any additional
cases. In closed populations (e.g., hospitals,
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Table 14-3 Steps in the Investigation of an Outbreak (multiple steps should be undertaken simulta-
neously)

Confirm the diagnosis

Develop a case definition

Document and organize findings at each step in the
investigation

Ascertain all cases via active surveillance: obtain
information regarding person, place, and time

Plot the epidemic curve and geographic area involved

Demonstrate that an epidemic exists by showing the
epidemic rate is higher than the baseline rate

Communicate with public health department

Perform a literature review

Notify all persons who need to be informed

Request that personnel save all isolates from patients
and suspected sources or vehicles

Assemble a team of investigators

Appoint a spokesperson to ensure that consistent
information is disseminated; be prepared to answer
questions and address the concerns of the
community

Record all actions taken by the team

Contact cases and obtain the following information
using a written protocol: demographics (age,
gender, occupation), date of onset of illness, clinical
symptoms and signs, potential risk factors for
infection

Formulate a hypothesis about the source and reser-
voir for infection and likely mode of transmission

Institute preliminary control measures

Confirm the hypothesis by performing a case-control
study or retrospective cohort study

Document the source, reservoir, and mode of
transmission microbiologically

Demonstrate the biologic plausibility of the suspected
source and reservoir and mode of transmission;
confirm using molecular epidemiology

Update control measures

Revise policies to preclude further outbreaks

Document efficacy of control measures by continued
surveillance

Write a report and publish report of investigation and
control measures

extended care facilities, day care centers,
military) it may be possible to identify and
interview all persons potentially exposed
during the outbreak period. In more dy-
namic situations (e.g., restaurants) one may
need to canvass local physicians, emergency
rooms, and other sources to find additional
cases. Prudent use of the communication
media may aid in identifying additional
people meeting the case definition. As cases
are identified, investigators should collect
general information including age, gender,
underlying diseases, race, and means to con-
tact the person. Relevant information re-
garding risk factors should also be collected.
Failure to collect pertinent risk factor infor-
mation will likely lead to an inability to de-
termine the exact source of the outbreak.

In investigating cases, the investigator
should characterize the person, place, and
time of illness. Person includes age, gender,
and underlying diseases. Place may include
specific locations within a closed environ-
ment (e.g., school), sites of routine activities
(e.g., restaurants, use of pools), and location
where the person lives. Assessment of time

should include exact timing of symptoms,
activities during potential exposure period,
and date(s) of medical evaluations (if any).

Construction of an Epidemic Curve

An epidemic curve is a graph in which the
cases of a disease that occurred during an
epidemic period (outbreak) are plotted ac-
cording to the time of onset of illness in the
cases (Fig. 14-3). An epidemic curve often
provides information on the probable time
of exposure of the cases to the source(s) of
infection; the probable incubation period;
whether the outbreak was due to a common
point source (e.g., contaminated food), prop-
agated (i.e., person-to-person spread), or
both; and whether the outbreak was time
limited or ongoing. Checko (1996) provides
an excellent discussion of the uses and at-
tributes of an epidemic curve. An epidemic
curve is a histogram. Cases are plotted on
the Y-axis by date of onset of illness. The time
intervals (X-axis) must be based on the in-
cubation period or latency period of the dis-
ease and the time period over which cases
are distributed. The time interval should be
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Figure 14-3. Epidemic curves; common versus propagated source outbreak. In practice, other in-
formation gathered in the course of investigation is also used to interpret epidemic curves. A, Prop-
agated source: single exposure, no secondary cases (e.g., measles). B, Propagated source: second-
ary and tertiary cases (e.g., hepatitis A). C, Common source: point exposure (e.g., salmonellosis
following a company picnic) (food handler = x). D, Common source: intermittent exposure (e.g.,
bacteremmia associated with contaminated blood product).
Source: Adapted from Checko 1996.

chosen based on the etiologic agent and the
length of time the outbreak persists. For ex-
ample, the time intervals for a short incuba-
tion disease such as Staphylococcus aureus
food poisoning should be hours. The time in-
tervals for a long incubation disease such as
hepatitis B or tuberculosis should be days or
weeks. Failure to use an appropriate time in-
terval may obscure the temporal distribution.

An epidemic curve may be useful in dis-
tinguishing a common source from a prop-
agated (continuing) outbreak. A common-

source outbreak is defined as an outbreak
due to transmission from a single environ-
mental or human source. Propagated infec-
tions are transmitted from person to person.
Outbreaks may begin as a common-source
outbreak that is followed by person-to-
person spread. For example, an outbreak of
viral gastroenteritis in an extended care fa-
cility was initiated by ingestion of contami-
nated shrimp (common source) and was fol-
lowed by person-to-person spread of disease
(propagated source) (Gordon 1990). This is
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Figure 14-4. Determining the probable period of exposure in common-source outbreaks using
mean or median incubation period (A) or minimum and maximum incubation period (B).
Source: Adapted from Checko 1996.

most common with food- or waterborne
outbreaks of gastrointestinal pathogens. An
epidemic curve due to common-source out-
break approximates a normal distribution if
there are a sufficient number of cases and if
cases are limited to a short exposure with a
maximum incubation of a few days or less
(point source). Exposure may be continuous
or intermittent; intermittent exposure to a
common source produces a curve with ir-
regularly spaced peaks. When an outbreak
is due to a propagated source, cases occur
over a longer time period than in outbreaks
due to a common source. Person-to-person
transmission may lead to multiple waves of
infection (e.g., varicella); if secondary and
tertiary cases occur, the intervals between
peaks usually approximate the incubation
period. As successive waves occur, the his-
togram usually demonstrates lower peaks
due to exhaustion of susceptibles and each
wave covers a longer time period owing to
variation in the incubation period.

Formulating a Hypothesis

The goal of an outbreak investigation is not
only to identify the causative agent (toxin,
pathogen) but also to determine the source
of the outbreak and to institute proper con-
trol methods. Knowledge of the causative
agent or potentially likely agents allows one
to formulate an initial hypothesis regarding

the source of the outbreak and means of dis-
ease acquisition.

A review of signs and symptoms of dis-
ease exhibited by the cases often allows one
to narrow the spectrum of possible disease
entities. For example, gastrointestinal symp-
toms (i.e., nausea, vomiting, diarrhea) sug-
gest an ingested toxin or pathogen. Pulmo-
nary symptoms (i.e., cough, radiographic
evidence of pneumonia) suggest an inhaled
toxin or pathogen. Evaluation of the epi-
demic curve may allow one to calculate the
probable incubation period, which would
further narrow the spectrum of potentially
causative agents. Isolation of a pathogen
from the cases allows development of an
even more specific hypothesis regarding the
potential source of the outbreak.

Based on the actual agent or potential
agent, one may develop the list of potential
risk factors associated with infection. These
risk factors should be formally assessed using
an appropriate study. A detailed and com-
prehensive review of the literature should be
undertaken prior to testing the hypothesis.
Failure to assess all potential risk factors
may lead to missing the crucial risk factor
for the outbreak.

Assessment of Risk Factors

If the initial evaluation supports the exis-
tence of an outbreak a formal study to assess
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the risk factors for infection and to identify
a tentative source is warranted. In a closed
environment (e.g., hospital, school, day care
center, military) a retrospective cohort study
may be used. More common, a case-control
study design is used because the population
at risk cannot be unequivocally defined and/
or fully enumerated. Case-control studies
are especially suited to investigating out-
breaks, because they are structured so that
multiple etiologic hypotheses can be tested
concurrently, they are unbiased by the ab-
sence of full enumeration at the time of in-
terim analyses, and they are an efficient use
of time and resources (Dwyer 1994). Exam-
ples of outbreak investigations using retro-
spective cohort studies and/or case-control
studies are provided in Table 14-4.

Retrospective cohort studies compare at-
tack rates among exposed and unexposed
individuals in a cohort and usually measure
their association by means of the risk ratio
or relative risk (i.e., the attack rate in the ex-
posed divided by the attack rate in the un-
exposed) (Dwyer 1994). When the outbreak
involves only a small cohort, one should
attempt to identify and interview all indi-
viduals. In large identifiable cohorts, it is
often desirable to sample only a fraction of
eligible individuals; however, the entire co-
hort must be identifiable in order to select a
random sample. Enumeration of a known
sampling fraction of cases and unaffected
individuals must be achieved if accurate
attack rates and relative risks are to be cal-
culated as unbiased measures of association.
Even if a retrospective cohort study can be
conducted, it may be more efficient to avoid
enumerating the whole cohort and use a case-
control study to test hypotheses (Dwyer
1994). In poorly defined cohorts, use of
case-control methods is essential to identify
risk factors.

Case-control studies, unlike retrospective
cohort studies, do not require enumeration
of the whole cohort; rather, an unknown
fraction of cases and unaffected persons
(i.e., controls) are compared. However, it is
assumed that the cases are representative of
all cases and that the controls are represen-
tative of all persons capable of being a case

if they had become infected in order for the
comparison to be an unbiased measure of
association between disease and exposure.
Case-control studies may be the most ap-
propriate method of formal testing hy-
potheses in an outbreak investigation in
three instances (Dwyer 1994). First, when
the cohort could be fully enumerated but
it is desirable to sample only a fraction of
persons (e.g., very large outbreak). Second,
where the population at risk cannot be ade-
quately defined to determine a discrete co-
hort or cannot be fully enumerated. Finally,
nested case-control studies that select a sub-
set of cases and control may be used to test
specific hypotheses. Nested case-control
studies may include only persons who defin-
itively meet the case definition.

The proper choice of controls is crucial to
any successful case-control study. When an
outbreak occurs in a closed population (e.g.,
hospital), controls are generally sampled
from persons potentially exposed during the
outbreak period but without disease. De-
pending on the suspected source of exposure,
controls may also be selected by telephone
survey, from friends of cases, or from the
same neighborhood as cases. Multiple con-
trol groups may be obtained to reduce the
risk of selection bias in the choice of controls.
Multiple case-control studies using different
controls may be conducted as the investiga-
tors refine their hypotheses (Maki 1991).

Regardless of the study design, it is im-
portant for investigators to attempt to mini-
mize likely sources of bias. Selection bias may
be an important problem, especially if cases
are ascertained only through passive surveil-
lance. Recall bias is especially likely if the
outbreak investigation is conducted after a
prolonged period of time. Decker (1986) and
colleagues videotaped a potluck luncheon
and collected food histories from partici-
pants 50 to 69 hours after the luncheon; less
than 15% of the persons correctly identified
all the food items they ingested. Misclassifi-
cation of people as cases and controls may
occur for a variety of reasons including fail-
ure to test all persons for asymptomatic in-
fection; failure to obtain an etiologic diagno-
sis and thereby include cases with multiple



Table 14-4 Selected Outbreak Investigations
Reference

Kehrberg, 1981

Seals, 1981

Taylor, 1982

Langley, 1988

Linnan, 1988

Gordon, 1990

Ostroff, 1990

Maki, 1991

Thomas, 1991

Mahoney, 1992

Edlin, 1992

Keller, 1996

Beller, 1997

Kenyon, 1996

Nuorti, 1998

CDC, 1999

CDC, 1999

Hutin, 1999

Holmes, 1999

Hoffmann, 2000

Brennen, 2000

Setting

State, UT

Denver, CO

Multiple states, US

House, poker game,
Canada

Community, CA

Retirement facility, CA

Restaurant, WA

Hospital, WI

Jail, CA

Grocery store, LA

Hospital, US

Community, MA

Fairbanks, AL

Airplane, US

Nursing home, OK

Restaurants, US

County fair, NY

Schools, MI & ME

Hospital, MS

Ambulatory surgery
clinic, NC

High School, MA

Cases

52

7

62

12

93

183

37

9

21

33

18

11

>20

6

11

>200

15,921

236

268

5

54

Pathogen(s)

Staphylococcus aureus
(toxin producing)

Clostridium botulinum

Salmonella muenchen

Coxiella burnetti

Listeria monocytogenes

Snow Mountain agent

E. Coli O157:H7

Pseudomonas pickettii

Neisseria meningitidis

Legionella pneumophilia

Multidrug resistant Myco-
bacterium tuberculosis

Legionella pneumophilia

Norwalk-like viruses

Mycobacterium tuberculosis

Streptococcus pneumoniae

Shigella sonnet

E. Coli O157:H7, C.jejuni

Hepatitis A

Burholderia cepacia

Pseudomonas aeruginosa

Bordetella pertussis

Evaluation of Risk Factors

Case-control study

Case-control study

Case-control studies

Case evaluation

Case-contgrol study

Case-control study

Case- control study

Case-control studies

Case- control study

Case-control study

Case- control study

Case-control study

Case-control study

Retrospective cohort

Retrospective cohort study

Retrospective cohort and
case-control studies

Case control study

Case- control studies

Retrospective cohort and
case-control studies

Retrospective cohort study

Retrospective cohort study

Source

Tampon*

Potatoes

Marijuana

Parturient cat

Mexican cheese

Shrimp meals then
person-to-person

Ground beef

Tampered narcotic

Person-to-person

Mist machine

Person-to-person

Cooling towers

Contaminated well

Person-to- person

Person-to- person

Uncooked parsley

Well water

Frozen strawberries

Person-to-person

Phacoemulsifer

Person-to- person

Demonstration of Linkage

—

Culture

Molecular analysis (plasmid analysis)

Culture, serology

Serotyping, phage typing

Immune electron microscopy

Molecular analysis (plasmid profile)

Culture

Molecular analysis (isoenzyme typing)

Monoclonal antibody subtyping

Molecular analysis (RFLP)

Molecular analysis (MAS, PCR, PFGE)

Molecular analysis (PCR)

Tuberculin skin test

Molecular analysis (PFGE)

Molecular analysis (PFGE)

Molecular analysis (PCR)

Molecular analysis (PCR)

Molecular analysis (ribotype RFLP)

Molecular analysis (PFGE)

Molecular analysis (PFGE)

* Infection from patient's own flora; tampons major risk factor.

Abbreviations: MAS = monoclonal antibody subtyping; PCR = polymerase chain reaction; PFGE = pulse-field gel electrophoresis; RFLP = restriction fragment length polymorphism.
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pathogens causing a similar symptom com-
plex (e.g., gastroenteritis); and failure to ex-
clude endemic infection (i.e., infection non-
outbreak strain of pathogen) among cases
by using appropriate molecular methods.

The odds ratio is a measure of association
obtained in case-control studies. When the
outcome is rare, the odds ratio approximates
the relative risk in a population. Although,
the disease being studied in an outbreak may
be rare in the general population, during an
outbreak the disease may not be rare in the
cohort under study or among those exposed
to the risk factor. Under these circumstances
the odds ratio will not accurately estimate
the increased risk (i.e., relative risk or risk
ratio) related to exposure. Nevertheless, the
odds ratio for the various suspected causes
will allow the investigators to rank the po-
tential causes and identify the ones exerting
the most influence (Dwyer 1994).

Laboratory Investigation

Laboratory investigation is crucial to the
successful evaluation of infectious disease
outbreaks for three reasons (McGowan
1996). First, laboratory investigation of the
cases is required to isolate or otherwise iden-
tify the specific toxin or pathogen. Second,
laboratory investigation of the environment
may be indicated when an environmental
source is possible. Finally, molecular analy-
sis of isolates from cases and, if available,
from the environment may conclusively dem-
onstrate the presence of an outbreak and
linkage to an environmental source.

Every attempt should be made to isolate
the causative pathogen from the cases. Iso-
lation of a specific pathogen allows one to
narrow the possible initiating sources for
outbreak, and to link cases with molecular
epidemiology. It also aids in planning control
measures. Standard culture methods should
be used in isolating pathogens (Murray
1999). All isolates should be saved for poten-
tial molecular analyses. Care must be taken
to avoid contamination of specimens lead-
ing to pseudoepidemics. When cultures are
obtained from nonsterile sites (e.g., skin)
one must consider whether the isolated or-

ganisms represent colonization or infection.
Appropriate safety precautions must be used
when culturing microorganisms to minimize
risks of infection to laboratory personnel
(CDC 1999). Additional methods of deter-
mining the causative pathogen may be re-
quired in many circumstances, including
circumstances where techniques to culture
the pathogen do not exist (e.g., hepatitis C),
culture is technically difficult or not avail-
able (e.g., arboviruses causing encephalitis),
culture is not sufficiently sensitive (e.g., Bor-
detella pertussis), and where cases were as-
certained after the infectious period. In these
instances one most often relies on measure-
ment of antibodies to the infectious agent.
Generally acute infection may be demon-
strated by either a diagnostic level of IgM or
a fourfold increase of IgG (see Chapter 2).

Environmental cultures should be ob-
tained only when epidemiologic or microbi-
ologic evidence suggests an environmental
source. Environmental cultures are often
difficult to interpret, especially if the etiolog-
ic agent commonly contaminates the envi-
ronment or if the affected patients contami-
nate the environment secondarily. Validated
and sensitive methods for isolating patho-
gens from environmental sources (e.g., pot-
able water, foods) may not exist.

Molecular typing of microorganisms has
become a valuable epidemiologic tool (Mas-
low 1996, Pfaller 1997, Weber 1997, Ten-
over 1997). For example, molecular typing
was used by the CDC in 79% of its investi-
gations of nosocomial outbreaks in which a
pathogen had been isolated between 1991
and 1994 (Jarvis 1994). Molecular methods
(see Chapter 8) allow one to demonstrate
that microorganisms are clonal, thereby dem-
onstrating a common-source outbreak. Just
as important, molecular analysis may dem-
onstrate that although statistical clustering
occurred, the isolated pathogens were not
linked (Benaouddia 1997, CDC 1999). Mo-
lecular analysis may also link human cases
to an environmental source (Table 14-4).
While typing methods are useful tools they
cannot replace good epidemiology and they
have important limitations (Wendt 1997).
For example, typing methods can determine
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only that two isolates give the same results
to a specific test; they cannot establish caus-
ality or the direction of spread.

Control Measures
At every step of an outbreak investigation,
the epidemiologists should be prepared to
recommend preliminary control measures.
Initial control measures often focus on in-
terrupting transmission from the suspected
reservoirs. However, care should be taken to
preserve all suspect reservoirs until all need-
ed laboratory specimens are obtained. For
example, if specific food items are consid-
ered a possible source, cultures should be
obtained prior to the destruction of the
food item.

When multiple control measures are pos-
sible, the criteria for selection of the most
appropriate one should be based on effec-
tiveness for interrupting the epidemic, ease
of implementation, expense, and safety.
Engineering changes (e.g., disinfection of
contaminated equipment, recall of contam-
inated food) are generally easier than inter-
ventions that require behavioral change
(e.g., substituting pasteurized egg products
in recipes that call for raw eggs).

Additional follow-up studies should be
undertaken to assess the effectiveness of the
control measures. Failure to reduce the inci-
dence of illness may be attributed to inappro-
priate control measures; an etiologic agent
with more than one reservoir or spread by
more than one mode; and people who do
not comply with recommendations made to
eliminate the outbreak.

Preparing a Report
Careful and detailed notes should be main-
tained of all outbreak investigations. After
instituting control measures and assessing
their effectiveness, the team should write a
report that describes the extent of the out-
break, results of the investigation, control
measures that were implemented, and effec-
tiveness of the measures (Wendt 1997). Ap-
propriate public health institutions to in-
form include the state health department,
Food and Drug Administration (for medica-
tions, foods, medical devices), and Centers

for Disease Control and Prevention. The in-
vestigators should consider publishing their
report, especially if the outbreak had un-
usual features. Published reports are ex-
tremely useful because they aid other public
health epidemiologists in preventing or in-
vestigating similar outbreaks.

CONCLUSIONS

Outbreak investigations have proven to be a
valuable tool in identifying and controlling
infectious disease outbreaks. Knowledge and
skills in a variety of disciplines are critical to
designing and implementing a successful out-
break investigation.
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This chapter outlines aspects of clinical trial
methodology that are particularly relevant
to evaluating the safety and efficacy of new
antibiotics and vaccines. The focus is on the
sequence of clinical trials needed either to
support initial licensing approval of a new
investigation antibiotic or vaccine or to pro-
vide the safety and efficacy data needed for
regulatory approval of a new indication for
an existing antibiotic or vaccine. We do not
discuss special considerations applicable to
trials of HIV vaccines or of therapies for
HIV infections. For further information on
the design, conduct, and analysis of clinical
trials in general, the reader should consult
one of the many excellent textbooks (Fried-
man et al. 1998, Hulley and Cummings
1988) on clinical trial methodology. Also of
interest are recent articles providing criteria
for judging the validity of clinical trials
(Guyatt et al. 1993), guidelines for what in-
formation should be provided in papers re-
porting results of clinical trials (Begg et al.
1996), guidelines for the design and analysis
of trials to demonstrate therapeutic equiva-

lence of two treatments (Jones et al. 1996),
and regulatory standards for clinical trials
(Food and Drug Administration 1998a).

GENERAL PRINCIPLES APPLICABLE
TO ALL DRUG AND VACCINE TRIALS

Conceptual Planning

All clinical trials, whether controlled or not,
are conducted to answer specific questions.
It is essential that the primary questions to
be answered be stated clearly before starting
the trial. For investigational drugs, antibi-
otics, and vaccines, the questions that must
be answered include those necessary to meet
specific regulatory requirements, to address
competitive issues, and to provide appropri-
ate guidance to physicians and patients who
will use the product after license approval.
Plans to provide pharmacoeconomic data to
support use of the new product should, also,
be considered. The initial step is to outline
what one wants to be able to say in the rec-
ommendations for use by physicians and
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then to make sure that the clinical trial pro-
gram includes studies to support all of the
points. In particular, the desired indications
for usage will dictate the objectives of the
main efficacy trials. Once the study objec-
tives have been developed, a conceptual out-
line of the whole clinical trial program should
be prepared, along with a brief outline of
objectives and plan for each proposed clini-
cal trial.

Another way in which review of the pro-
posed prescribing information can be help-
ful is to focus attention on what is the in-
tended target population for each specific
indication for the product. Knowing the in-
tended target population provides guidance
on how the study populations for the trials
should be selected and defined in terms of in-
clusion and exclusion criteria. While the
study population for the main efficacy trials
may be considerably more homogeneous
than the intended target population, it will
probably be necessary to conduct addition-
al studies in a broader range of patients.
Such studies are generally needed to provide
data on use in male and female patients in
different age ranges and racial groups, to de-
termine whether special dosing regimens or
precautions are needed in patients with im-
paired drug metabolism or organ insuffi-
ciency, and to investigate possible drug or
vaccine interactions. One of the most com-
mon deficiencies in the body of investiga-
tional data supporting a new drug or antibi-
otic is in the definition of dosing regimens,
especially for patients with impaired drug
metabolism. Selection of the right dose is
often a time consuming and difficult task.

Once the study questions have been for-
mulated, it is useful to restate them in the
form of study objectives, to develop opera-
tional definitions of terms, and finally to re-
state the objectives as the hypotheses to be
tested statistically. The process of formulat-
ing operational definitions requires that the
methods of measurement be specified and
that evidence of their reliability, validity,
clinical relevance, and responsiveness to
known interventions be documented. For
laboratory assays such processes are well
accepted; however, some clinical measure-

ments often come into wide use and gain ac-
ceptance by clinicians without ever having
been standardized for clinical trial use. In
particular, symptom scales and quality of
life questionnaires require considerable test-
ing and validation work before they can be
accepted as valid, reproducible measures.
Careful attention to the study questions and
their operational measurement in the clini-
cal trial has to be made at a very early stage
of clinical trial planning so that any studies
necessary to standardize or validate meas-
urements may be undertaken.

For each clinical trial the specific hypoth-
esis tests, case definitions, response criteria,
statistical methodology, and methods of
analysis need to be defined in advance and
included in the protocol. Ideally, the level of
detail should be such that a knowledgeable
statistician could reproduce the analyses,
given the data and the protocol.

The clinical relevance of any proposed
endpoints and response criteria needs to be
established. If it is desired to base efficacy
analysis on a surrogate endpoint (e.g., sero-
logic response to a vaccine) rather than a
clinical endpoint (e.g., development of the
study disease), then it is essential that the va-
lidity of the surrogate endpoint as a substi-
tute for a clinical endpoint be well docu-
mented and accepted by the regulatory
agencies for purposes of supporting license
approval.

In addition to the methodologic aspects of
study design and analysis, it is necessary to
outline the logistic, administrative, and op-
erational aspects in considerable detail so
that resource implications and overall feasi-
bility within available time constraints can
be determined and potential problems can
be identified and solved before they occur.
The need to define study procedures care-
fully is one reason why a clinical trial needs
not only a protocol but also a manual of op-
erations.

The study investigator, oversight groups
such as ethical review boards, and regulato-
ry agencies need the medical background of
illnesses being prevented or treated and all
the previous data on the compound or vac-
cine being studied. These are provided in an
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investigators' brochure, which presents all
the data about the preclinical investigations,
previous clinical trials, and other informa-
tion pertinent to the benefit-to-risk use of
the investigative product.

The prior discussion is intended to serve
only as a brief introduction to the subject of
designing and conducting clinical trials of
investigational antibiotics and vaccines. Be-
fore undertaking such a trial an investigator
should have a full understanding of clinical
trial design, study protocols, and operations
manuals for related trials, and consult with
investigators having experience in the de-
sign, conduct, and analysis of clinical trials
similar to the one being planned.

Phases of Clinical Investigations

Clinical trials required for approval of drugs
and biologies, including vaccines, are con-
ducted in accordance with regulations of the
Food and Drug Administration (FDA) or
other national authority and are subject to
auditing by FDA inspectors, with both civil
and criminal penalties for noncompliance.
These regulations include requirements for
monitoring, recording, and reporting ad-
verse events occurring during the course of
clinical trials.

All human clinical studies must be re-
viewed by an Institutional Review Board
(IRB) to assure protection of human sub-
jects and to ensure compliance with stan-
dards for informed consent. Subjects may
not be forced to waive any legal rights or
to release the investigator or sponsor from
legal liability for negligence. The elements of
informed consent include a description of
the research purposes, study duration and
procedures, foreseeable risks and discom-
forts, anticipated potential benefits, com-
pensation and medical treatment available
in case of injury, whom to contact for fur-
ther information in case of injury, and a
statement that discontinuation is permitted
at any time, and that refusal to participate or
discontinuation of participation will not in-
volve any penalties.

As outlined in the Code of Federal Regu-
lations (CFR), the clinical investigation of a
drug or antibiotic that has not been previ-

ously tested in humans is generally divided
into three phases, which are typically con-
ducted in sequence after in vitro tests and
preliminary animal toxicity tests have been
completed (21 CFR 312.21).

Phase I refers to the initial human studies
that are designed to determine the absorp-
tion, distribution, metabolism, elimination
("ADME"), and pharmacologic actions of
the drug, any acute toxicity or side effects
associated with increasing doses, and, if
possible, some early evidence of effective-
ness. Phase I studies may also be conducted
to explore drug mechanisms of action,
structure-activity relationships, and dose
tolerability. The testing in Phase I is less well
defined for vaccines and primarily consists
of safety and dose ranging to test immune
response. However, there are a number of
circumstances that could lead to extensive
preclinical testing for a new vaccine candi-
date. The vaccine could contain material that
could theoretically generate cross-reacting
antibodies to host tissue. Use of novel adju-
vants could require extensive preclinical
evaluation in animals. New modes of deliv-
ery such as polynucleotide ("naked DNA")
vaccines have led to extensive preclinical
testing, which is beyond the scope of this
chapter. In summary, preclinical testing re-
quirements for vaccines may require careful
attention in response to new technologies
and evolving regulatory standards. For po-
tentially toxic drugs, Phase I studies are con-
ducted in patients for whom there are no ef-
fective therapies. For drugs in which serious
toxicity is not expected, Phase I studies are
typically conducted in normal volunteers.
Initial Phase I studies are typically closely
monitored, beginning with single dose stud-
ies and proceeding to multiple dose studies,
ultimately involving about 20 to 80 total
subjects. During Phase I, sufficient informa-
tion about acute dose-related toxicity, phar-
macokinetics, and pharmacologic effects
should be obtained to permit the design of
well-controlled, scientifically valid Phase II
studies.

Phase II studies include controlled clinical
studies conducted to evaluate effectiveness
of the drug for a particular indication in pa-
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tients with the disease under study and to
determine any common short-term side ef-
fects and risks associated with the drug. (In
clinical epidemiology the term "effective-
ness" commonly refers to how well the treat-
ment performs when used in everyday clini-
cal practice, and "efficacy" refers to how well
the intervention works in randomized con-
trolled trials. However, the Code of Federal
Regulations does not make this distinction
and uses both terms to refer to clinical trial
conditions.) Early Phase II studies are often
conducted as dose-ranging studies, while
late Phase II studies may include random-
ized, double-blind, controlled trials to pro-
vide efficacy data needed for drug approval.

Phase III studies include both randomized,
double-blind, controlled studies to assess ef-
ficacy and uncontrolled studies to assess safe-
ty in a broader range of patients than those
studied in Phase II. Phase III studies typically
include from several hundred to several thou-
sand patients and are intended to provide
additional information on both safety and
efficacy in support of the prescribing infor-
mation for physicians.

Adequate and Well-Controlled Studies
Approval of claims of effectiveness of a drug,
antibiotic, or vaccine must be supported by
"substantial evidence" from "adequate and
well-controlled studies" (21 CFR 314.126).
An adequate and well-controlled study has
the following characteristics:

1. a study protocol that provides a clear
statement of the objectives of the investi-
gation and a summary of the methods of
analysis.

2. a design that permits a valid comparison
with a control group to provide a quan-
titative assessment of drug effect,

3. a method of selecting subjects that pro-
vides adequate assurance that they have
the disease being studied or evidence of
susceptibility and exposure to the condi-
tion against which prophylaxis is directed,

4. a method of assigning patients to treat-
ment and control groups that minimizes
bias and is intended to assure compara-
bility of the groups with respect to perti-

nent variables, such as age, sex, severity
of disease, duration of disease, and use of
therapy other than the study agent,

5. adequate measures to minimize bias on
the part of the subjects, observers, and
analysts of the data,

6. methods and criteria used to assess re-
sponse that are well defined, reliable, and
adequately described in the study pro-
tocol,

7. methods of analysis, including statistical
methods, that are adequate to assess ef-
fects of the study agent and are described
in the study report. The analysis should
assess comparability of the test and con-
trol groups with respect to pertinent vari-
ables and should assess how any interim
analyses performed are taken into ac-
count in the final analysis.

Internal and External Validity of Studies
Needed for Approval

The regulatory standards for "adequate and
well-controlled" studies are intended to pro-
vide assurance that effects of the study agent
can be distinguished from other influences,
such as spontaneous changes in the course
of the disease, placebo effect, or biased ob-
servations. In the language of clinical epide-
miology this refers to the internal validity of
the study, that is, the extent to which the
drug effects can be separated from other ef-
fects within the study itself (Hulley and
Cummings 1988). One article on the inter-
pretation of clinical trial results (Guyatt et al.
1993) emphasized two other aspects of clin-
ical trial design needed for internal validity.
The first requirement is that the analysis ad-
dress all patients randomized and that all
patients be analyzed in the groups to which
they were originally randomized, even if they
never received the study agent. This method
of analysis is known as an "intention-to-
treat analysis." The second, closely related
requirement is that the outcome of all pa-
tients randomized be ascertained as of the
completion date of the trial. This requires
follow up of all trial dropouts through either
their date of death or the completion date of
the trial, whichever is earlier. Since the latter
requirement may not be met in some trials it
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is necessary to determine if the number of
patients in each group whose status with re-
spect to the clinical trial endpoints were not
known as of the completion date of the trial
is sufficient to compromise validity of study
conclusions. It is worth noting that in clini-
cal trials designed to demonstrate therapeu-
tic equivalence of two or more active treat-
ments (e.g., typical antibiotic clinical trials),
the intention-to-treat analysis may not be
the most conservative, and per-protocol
analyses also need to be conducted (Jones
et al. 1996).

Establishing valid case definitions is es-
sential for the internal validity of both anti-
biotic and vaccine clinical trials. Estimates of
efficacy can be highly sensitive to the choice
of case definition (Salmaso et al. 1997). In-
complete ascertainment of mild cases of dis-
ease in a vaccine trial may result in an over-
estimate of vaccine efficacy (Cherry et al.
1998).

Another point of concern is the external
validity, which refers to the degree to which
conclusions in the study can be generalized
to the target populations of patients who
will be treated with the study agent in clini-
cal practice. The very carefully controlled
conditions needed to assure internal validi-
ty may not be representative of how drugs,
antibiotics, and vaccines are used in clinical
practice. Such differences may involve char-
acteristics such as compliance, disease sever-
ity, comorbidity, and organ system impair-
ment. A number of authors have noted that
preapproval clinical trials required to dem-
onstrate efficacy under controlled condi-
tions do not provide as much information as
might be desired about the effectiveness of
the agent as used in clinical practice (Epstein
1990) or about how the agent compares
with existing agents under conditions typi-
cal of clinical practice (Ray et al. 1993). Re-
quirements for preapproval clinical trials
tend to maximize internal validity at the
possible expense of external validity. Hence
preapproval studies should be viewed as
testing a therapeutic principle under care-
fully controlled conditions rather than as
providing valid estimates of the magnitude
of the effect under clinical conditions.

CLINICAL EVALUATION
OF VACCINES

Consideration of Some Issues about
the Vaccine to Be Tested

A major difference between vaccines and
drugs is that drugs can often be character-
ized from a composition and structural
standpoint. Vaccines are usually made from
a biologic system rather than chemical syn-
thesis. The first vaccine candidate is often
changed from the one for licensure because
of attempts to make it more immunogenic
or to change the biologic production system
to enhance factors such as productivity.
Even small changes in production could lead
to a different trial vaccine even if unintend-
ed. To have the final vaccine to use for all
clinical trials would be best. Unfortunately,
it is more likely that changes will be intro-
duced to the vaccine during clinical trials. It
is critical that investigators start with a well-
characterized vaccine candidate. Any and
all changes for the production must be re-
corded and reported to the regulatory au-
thorities. If a change is deemed significant,
then the prior studies must be linked to pres-
ent and future studies. There must be a val-
idated test, referred to as a release test,
which provides the potency of the vaccine so
as to be able to link all the studies. The re-
searcher or investigator must be able to
show that the progression of tests and out-
comes is valid from Phase I to licensure. The
release test can be an in vitro test and/or an
in vivo test. It also may be tentative at the
start of clinical trials until verified by clini-
cal results.

Considerations Applicable
to Combination Vaccines

Combination vaccines, which provide pro-
tection against two or more diseases or
against multiple serotypes of a single dis-
ease, are increasingly used to help reduce the
number of injections required for childhood
immunizations (Guess 1999). Such vaccines
offer the potential for increasing compliance
with existing regimens and for facilitating
the addition of new vaccines into routine
use. Regulatory guidance on production,
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testing, and clinical trials of combination
vaccines has recently been provided by the
FDA (Food and Drug Administration
1998b). This topic is beyond the scope of
this chapter and is mentioned here only to
call attention to the fact that there are spe-
cial regulatory requirements and scientific
considerations involving all aspects of pre-
clinical and clinical development and evalu-
ation of combination vaccines.

Initial Safety Studies

As with drugs, suitable animal toxicity tests
for vaccines are required by many countries
to begin any human clinical trials. There
generally are no well-defined tests required
for toxicity for vaccines as for drugs, al-
though some countries or groups of coun-
tries do require some preclinical testing.
There are now major ongoing discussions to
define which tests should be done and to
harmonize the testing among the major reg-
ulatory groups in the world. In the initial
human studies of investigational new vac-
cines, single doses of the vaccine are admin-
istered to small numbers of healthy adult
volunteers to evaluate safety. If practical, the
subjects should be seronegative for the dis-
ease under study, although for certain child-
hood diseases seronegative healthy normal
adults may be impossible to find. The initial
human studies of a new vaccine are typical-
ly conducted without use of either a placebo
or an active control vaccine. However, some
initial studies could include an equal in size
group of adults receiving placebo to detect
any background conditions in study popu-
lation. While there is little to no power to
compare the two groups, the investigator is
alerted if both groups have symptoms such
as diarrhea or upper respiratory tract infec-
tions that there are important background
conditions to consider for the analysis of the
vaccines. Prevaccination serology is drawn,
the vaccine is administered, and the vacci-
nees are observed in-clinic for up to an hour
with checks of vital signs and monitoring for
immediate allergic reactions, vasovagal re-
actions, or other acute responses. The vacci-
nees are then followed by telephone or diary
cards as outpatients for several weeks with

daily temperature checks for at least the first
several days and inquiries about any local
reactions (e.g., erythema, swelling, indura-
tion, pain) or systemic adverse events. Pre-
cise rules for collecting solicited events from
the diary cards and nonsolicited events (po-
tential adverse events) must be prospective-
ly defined. Monitoring to ensure compliance
with the protocol both by the subjects and
the investigator must also be conducted.
One or more postvaccination serologies are
subsequently drawn beginning at around
the time of expected peak serologic re-
sponse, which is often four to six weeks after
vaccination. Follow up for safety to a de-
fined time (usually 30-42 days postvacci-
nation) must be done. Further safety studies
in lower age groups may be done in a step-
down by age manner.

Studies to Evaluate Immunogenicity
as a Surrogate Marker of Efficacy

Once initial safety has been established, dose-
ranging studies are conducted to establish
immunogenicity and provide further evi-
dence of safety in larger number of vaccines.
These studies, analogous to Phase II drug
studies, are sometimes conducted without a
control group. However, the use of control
groups as soon as possible is beneficial to
establish the safety and tolerability profile
of the vaccine and to decrease the potential
bias in assessment of adverse event causali-
ty. It is customary to enroll seronegative sub-
jects of both sexes and of different ethnic
backgrounds in a number of different age
ranges and body weights to choose an opti-
mum dose. The ultimate aim of the program
of immunogenicity trials is to select a vac-
cine composition and dose that will provide
a sufficiently immunogenic response in ini-
tially seronegative vaccinees representative
of the target populations. Phase II studies
are often restricted to subjects with no med-
ical illness. It is, therefore, necessary to con-
duct studies on specific populations to de-
termine whether the vaccine is useful for all
people regardless of background medical
conditions.

To interpret an immunogenicity trial it is
necessary to have some information about
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what level of antibody is associated with
protection in a population similar to the
population under study. Such information is
often obtained from epidemiologic studies
or clinical trials in which antibody levels in
persons who developed disease can be stud-
ied (Kayhty et al. 1983). If a protective level
is known, the immunogenicity trial may be
analyzed in terms of the percentage of vac-
cinees achieving protective levels of anti-
body. When the protective level of antibody
is unknown, the answers may only be de-
rived from efficacy trials.

Information collected on each vaccinee in
an immunogenicity trial should include
major factors likely to affect immune re-
sponse. These include age, sex, smoking
(Shaw et al. 1989, Wood et al. 1993) body
weight, recent exposure to immunosuppres-
sive drugs, and diseases affecting immunity
(e.g., chronic renal failure on dialysis). But-
tock injections have been shown to yield
lower immune response than deltoid injec-
tions for hepatitis B (Shaw et al. 1989). With
buttock injections immune response is af-
fected by both needle length and skin fold
thickness. Hence, injection site and a meas-
ure of obesity should be recorded on all sub-
jects in an immunogenicity trial. The pre-
ferred injection site for adults and older
children is the deltoid and for young chil-
dren is the anterolateral thigh.

Immunogenicity trials are conceptually
similar to dose-ranging studies of drugs but
are much more complex because the dose is
not the only vaccine-related factor being
tested. Differences in antigens, adjuvant ma-
terial, manufacturing parameters, stability
characteristics, and other factors are also
being evaluated. The process of making
minor adjustments in vaccine composition
and testing these in small groups of human
vaccinees in an ongoing series of small im-
munogenicity studies does not parallel the
clinical trials of drugs or antibiotics, where
the chemical composition of the product is
typically well defined before the start of hu-
man trials.

Immunogenicity trials, as well as safety
ones, require careful attention to well-
established statistical principles of experi-

mental design so that the effects of different
factors can be separated from each other
and tested in the most efficient manner. Sta-
tisticians must be involved in the design of
the immunogenicity testing program from
the very beginning and must approach the
design of the entire program of immunoge-
nicity studies in a unified way with full at-
tention to all of the factors that will have to
be tested. Failure to do this can yield highly
imbalanced data sets where certain impor-
tant effects cannot be separately tested. For
example, without careful attention to ex-
perimental design one type of manufactur-
ing process could be tested in many adults
and few children while another type of man-
ufacturing process is tested in many children
and few adults, yielding insufficient statisti-
cal power to separate manufacturing effects
from age effects.

Once the vaccine composition and dosing
regimen have been established, expanded
trials, similar to Phase III drug trials, are
conducted to provide further safety, immu-
nogenicity, and persistence of antibody data
on the final composition in larger numbers
of initially seronegative subjects. Trials must
also be done to prove no clinically relevant in-
terference with concomitantly administered
vaccines. The manufacturer must demon-
strate that the vaccine can consistently be
made immunogenic, effective, and safe. The
composition of the lots used in these trials
is defined by the regulatory agencies. All
these studies serve to meet a regulatory re-
quirement that the final vaccine manufac-
turing process used to produce the vaccine
intended for marketing show an acceptable
level of consistency in human serologic re-
sponse and tolerability in large numbers of
vaccinees.

During the course of vaccine develop-
ment, problems are sometimes identified in
manufacturing processes. Such problems
can include an unacceptably high lot-to-lot
variability in vaccine potency, inefficient
processes that have to be changed in order
to be economically viable, or problems with
vaccine composition. Sometimes the manu-
facturing problems are identified by results
from the clinical trials. Once the manufac-
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turing processes have been changed, it is
often necessary to repeat much of the animal
and human safety and immunogenicity test-
ing. Unless appropriate bridging studies can
be done, it may also be necessary to repeat
lot consistency trials. Thus the process of
vaccine development can be an iterative one,
where trials can lead to changes in manu-
facturing processes, which necessitate new
trials, which may lead to further manufac-
turing changes and more trials.

Licensing approval of new versions of ex-
isting vaccines may sometimes be given on
the basis of safety and immunogenicity data,
without an added requirement of a clinical
efficacy trial. For example, a Haemophilus
influenzae type b conjugate vaccine manu-
factured by Pasteur Merieux and distributed
by SmithKline Beecham [Haemophilus b
Conjugate Vaccine (Tetanus Toxoid Conju-
gate)] was approved on the basis of immu-
nogenicity testing (Decker et al. 1992, Gran-
off et al. 1992) without the requirement of a
clinical efficacy trial to demonstrate that the
incidence of Haemophilus influenzae type b
infections is lowered. This is discussed in the
manufacturer's prescribing information sup-
plied with the vaccine. The waiver of a re-
quirement for a clinical efficacy trial in this
case can be justified because: (1) a placebo-
controlled trial would be unethical, since
there are existing vaccines of known effica-
cy recommended for universal use in the age
group of interest, (2) a trial to confirm clin-
ical equivalence with a vaccine of known ef-
ficacy would have been prohibitively large,
and (3) the relationship between antibody
levels and clinical protection has been well
established with existing vaccines.

Clinical Efficacy Trials

Approval for licensure of vaccines to pre-
vent diseases for which there is no approved
vaccine requires not only evidence of safety
and immunogenicity but also evidence of
clinical efficacy in "adequate and well-con-
trolled" studies. An example of a nonblind-
ed efficacy trial meeting regulatory require-
ments for U.S. license approval was a design
used in Finland (Makela et al. 1977), where
all eligible children in the country received

either a Haemophilus influenzae vaccine or
a Neisseria meningitidis vaccine, with the
choice of vaccine depending on whether the
child's birthday fell on an odd or even num-
bered day of the year. In such a design every
child has a potential benefit and each vac-
cine serves as an inactive control against the
other. Such designs are quite unusual, how-
ever. In nearly all instances the clinical trials
used to provide demonstration of clinical ef-
ficacy for purposes of license approval have
been double-blind and randomized, with ei-
ther placebo control or an active control.
Examples of such trials include the random-
ized, double-blind, placebo controlled clini-
cal efficacy trials for vaccines against hepa-
titis B (Szmuness et al. 1980), chickenpox
(Weibel et al. 1984), Haemophilus influ-
enzae type b (Santosham et al. 1991), rota-
virus (Rennels et al. 1997), and Lyme dis-
ease (Steere et al. 1998, Sigal et al. 1998).

When planning clinical efficacy trials it is
especially important to select a population
in which the incidence of the disease is suffi-
ciently high. Proper choice of a study popu-
lation can result in substantial reductions in
study size, cost, and duration relative to what
would be required with a lower risk popula-
tion (Werzberger et al. 1992, Santosham
etal. 1991).

Postmarketing Studies of Vaccine
Effectiveness in Clinical Use

Although it is customary to think of effec-
tiveness under conditions of ordinary clini-
cal use as being lower than would be ex-
pected on the basis of efficacy data from
preapproval clinical trials, it is possible that
effectiveness may actually be higher than ef-
ficacy. An example of this is the decline in
the incidence of Haemophilus influenzae
type b disease beyond that which could be
directly attributed to vaccine use (Murphy
et al. 1993), combined with evidence that
vaccine recipients had decreased nasopha-
ryngeal carriage of the organism (Murphy
et al. 1993). It appears that widespread vac-
cine use decreased the transmission of the
disease to nonvaccinees, thereby causing a
decreased likelihood of disease among both
vaccinees and nonvaccinees. Studies of vac-
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cine effectiveness under conditions of or-
dinary clinical use are typically conducted
as observational studies (e.g., case-control
studies) rather than as randomized clinical
trials. Methodologic aspects of such studies
have been discussed by a number of authors
(Orenstein et al. 1988, Halloran et al. 1992,
Halloran and Struchiner 1991) but are be-
yond the scope of this chapter.

CLINICAL EVALUATION OF
ANTIINFECTIVE DRUGS

International Guidelines

Guidelines for the clinical evaluation of
antiinfective drugs have been developed and
published in a joint effort between the U.S.
Food and Drug Administration (FDA) and
the Infectious Diseases Society of America
(IDSA). In addition to guidelines covering
aspects common to all antiinfective clinical
trials (Beam et al. 1992) were guidelines in
the same journal (Beam et al. 1992) pertain-
ing to clinical bacteriology and to specific
types of infections including intraabdomi-
nal and pelvic infections; respiratory tract
infections; infective endocarditis; sexually
transmitted diseases other than HIV infec-
tions; skin, skin structure, bone, and joint
infections; central nervous system infec-
tions; febrile episodes in neutropenic pa-
tients; urinary tract infections; gastrointesti-
nal infections; systemic fungal infections;
systemic mycobacterial infections; and pro-
phylaxis of surgical infections. Related guide-
lines for clinical evaluation of antiinfective
drugs have been published by the British
Society for Antimicrobial Chemotherapy
(Finch 1990, British Society 1989, Lunde
1990). In addition, the U.S. guidelines were
modified for European use by a European
Working Party and published (Beam et al.
1993). Guidelines for AIDS clinical trials
also have been published (Cotton et al.
1993, Norrby and Withney 1993). In addi-
tion, in 1998 the FDA published a draft
guidance for industry for the clinical evalu-
ation of antimicrobials (Food and Drug Ad-
ministration 1998b). The discussion in this
chapter provides an introductory overview

of these guidelines, which should be studied
in detail prior to planning any clinical eval-
uation of such drugs.

Clinical trials evaluating antibiotics have
almost exclusively been sponsored by phar-
maceutical companies. The studies have been
done for the registration of the antibiotic or
after the antibiotic has been approved (often
called postlicensure or postmarketing stud-
ies). Many of the patients in the trials used for
licensure of an antibiotic have not been stud-
ied in a comparative randomized design be-
cause of the need to obtain a defined number
of infections by pathogen and by body system
to get a claim for a single indication. Almost
all of the pre- and postlicensure studies that
have been randomized and comparative
have not been blinded. While comparative
studies may have had statistically significant
outcomes, the power has been relatively
low. Many of these problems have been dis-
cussed previously (Polk and Hepler 1986).

A large number of noncomparative clini-
cal efficacy trials have been done with his-
torical controls. This is most appropriate for
diseases such as endocarditis or meningitis
where an unfavorable outcome for untreated
patients is the rule. For other infections such
as certain skin and soft tissue infections this
may be less appropriate.

Preclinical Studies

Prior to studies in animals or humans, in
vitro studies and animal in vivo studies are
required to provide preliminary evidence of
antiinfective activity against specific micro-
organisms. In addition, toxicology studies
such as genotoxicity, bone marrow toxicity,
interference with coagulation mechanisms,
and induction of certain enzymes that could
affect metabolism of other drugs can be
done prior to animal testing. In vitro studies
are also needed to establish mechanisms of
antiinfective action and development of re-
sistance, to identify interactions with other
antiinfective drugs, and to develop appro-
priate culture systems. Animal studies of
antiinfective drugs required prior to human
studies include acute and chronic toxicity
measurements in several animal species over
prolonged time. As a rule, the primary toxi-
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cities of a drug need to be defined before
proceeding to humans. In particular, when
use in pregnancy is anticipated, suitable an-
imal studies should be conducted to evalu-
ate any fetal toxicity, congenital malforma-
tions, premature labor, or postnatal effects
of fetal exposure. Suitable animal models of
fetal toxicity typically include rabbits and
often primates. A detailed discussion of re-
quirements for animal studies is given in the
U.S. Code of Federal Regulations (21 CFR
58). Since other countries may have differ-
ent regulations, the reader should consult
regulations of specific countries of interest.

Phase I Studies
All Phase I studies of antiinfective drugs are
closely monitored and involve both frequent
recording of clinical observations and labo-
ratory tests including serum and urine drug
levels, biochemistry, hematology, coagula-
tion, hepatic function, and renal function.
The first studies administer single doses with
timed collection of blood and urine speci-
mens to establish single-dose pharmaco-
kinetics and set dosing intervals for the
multiple-dose Phase I studies that follow.
For most antiinfective drugs the Phase I stud-
ies are undertaken in healthy volunteers;
however, potentially toxic drugs intended
for treatment of life-threatening infections
may be initially evaluated in patients. For
example, Phase I studies of drugs to treat pa-
tients with HIV may be conducted in HIV-
infected patients (Cotton et al. 1993).

Phase II Studies
The definition of Phases II and III differ
somewhat by various groups. Phase II is
usually the first time patients with infections
are treated. However, in pediatrics, Phase I
studies are often done in children with re-
solving infections. Since the dose for adults
without renal or hepatic insufficiency can be
predicted reasonably well from the antibiot-
ic in vitro studies, animal models, and phar-
macokinetics, Phase II can be done with
fixed dose regimens. Data from Phase II may
require dose-ranging studies to be done.
Most of the early data are from well-defined

infections treated from 3 to 14 days. The
Phase II studies should be done with a
double-blind comparative design against the
best available antibiotic or antibiotics with
comparable in vitro profile and pharmaco-
kinetics. Phase II studies escalate from the
least severe to more severe infections. Once
the dose is confirmed (or in some cases de-
termined) in Phase II, Phase III studies are
conducted to evaluate the effectiveness and
safety in a large number of patients.

Extensive patient information is typically
collected in such trials in order to document
safety and efficacy to the standards needed
for regulatory approval. In the United States
it is customary to review the clinical pro-
gram with FDA periodically to ensure that
there is agreement on adequacy of the design
of the overall program in general and of the
double-blind, randomized, controlled clini-
cal efficacy trials in particular. As a part of
this process an "End of Phase II Meeting" is
commonly held to review results to date and
outline plans for Phase III. Randomized,
double-blind, controlled trials from Phase
II may also serve as "adequate and well-
controlled" trials required to establish effi-
cacy for particular indications.

Phase III Studies

Phase III studies include both randomized,
double-blind, controlled efficacy trials and
expanded uncontrolled trials of several hun-
dred to several thousand patients with a vari-
ety of clinical conditions. The uncontrolled
studies are conducted once preliminary evi-
dence of efficacy has been obtained and are
intended to provide further evidence of safe-
ty and efficacy in patients typical of those
encountered in clinical practice. Patients in
Phase III trials typically include those with
concomitant illnesses and impaired organ
function that may affect drug absorption,
distribution, metabolism, and excretion. Spe-
cial patient populations such as adolescents,
children, infants, neonates, pregnant women,
and the elderly (65 years of age and older)
may be included in Phase III, if the drug is in-
tended for use in such populations. Such
studies may suggest the need for further dose
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adjustment in special patient populations.
An example where this occurred was in stud-
ies of the antibiotic imipenem/cilastatin in
patients with renal impairment (Calandra
et al. 1988). These studies led to changes in
the manufacturer's recommended doses for
such patients.

The entire program of in vitro and animal
studies and Phases I through III program
should provide the adequate evidence of
safety and efficacy necessary to secure regu-
latory approval of the drug for marketing.
The initial set of approved indications can
be expanded based on later efficacy studies,
conducted according to the standards dis-
cussed previously.

Phase IV Studies
Phase IV studies are those undertaken after
regulatory approval. Such studies include
those undertaken to provide further evi-
dence concerning particular safety ques-
tions as well as studies to obtain new indi-
cations and to give investigators experience
with new uses. As an example, while some
experience is gained early in the treatment of
immunocompromised patients, large-scale
trials in this group of patients are often con-
ducted in Phase IV. Often, specific Phase IV
studies will be suggested by an FDA Adviso-
ry Committee or may be requested by the
FDA at the time of regulatory approval.

Requirements for Study Design
and Analysis

There will have been a number of events
leading up to raising the question to be ad-
dressed. For example, the spectrum of an an-
tibiotic may suggest that as monotherapy it
could be as effective as combination antibi-
otic therapy for intraabdominal infections.
Testing in animal models could be done to
see if results are consistent with this. Non-
randomized probe studies in patients with
intraabdominal infections would be done to
ensure that such patients can be treated.
Thereafter, the hypothesis would be defined
that the antibiotic in question is as good as
or better than combination antibiotic thera-
py in all or a defined group of patients.

Protocol preparation
Clinical study protocols should provide all
information needed for the design, conduct,
and analysis of the study. This includes a
clear statement of the objectives of the pro-
posed study; the specific study hypotheses;
study design and randomization require-
ments; study size and duration; inclusion
and exclusion criteria; dosage and dosing in-
tervals, information to be collected, the tim-
ing of data collection; adverse experience
monitoring and reporting procedures, and
statistical considerations. Copies of case re-
port forms showing all information to be
collected on each patient are included as a
part of each protocol.

The final design of an antibiotic clinical
trial is the result of the cooperative interac-
tion of a number of groups. For industry
sponsored trials the question must be med-
ically relevant and economically realistic.
The input for the question may come from a
basic science group (Is a compound useful
for an infection?), from a clinical group, or
others such as marketing (Is an antibiotic
used in a certain way more cost-effective
than other forms of therapy?). Early statisti-
cal input is needed in determining how large
a trial may be needed. For an investigation-
al drug, groups from process research, for-
mulation research, and toxicology must all
be involved. Because of the high cost of an-
swering important clinical questions, the
question should be one that results in novel
information.

Study size and power to detect clinically
meaningful differences
The statistical analysis section of the proto-
col should specify the hypotheses to be test-
ed, planned analyses, analytic methods to be
used, and statistical criteria for declaring dif-
ferences to be statistically significant. In the
usual case where more than one hypothesis
is to be tested the criteria for statistical sig-
nificance must address the effect of multi-
plicity on the Type I error. Clinical efficacy
trials of antiinfective drugs in which an ac-
tive control drug is used are typically de-
signed to show that the efficacy of the new
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drug is not worse than that of the active
control drug. Such trials intended to show
therapeutic equivalence must be sufficiently
large to provide adequate power (typically
at least 80% power) to detect a predeter-
mined clinically meaningful difference in
treatment outcomes. These considerations
need to be discussed in the protocol as part
of the discussion justifying the choice of
study size, duration, and power. A justifica-
tion of what constitutes a clinically mean-
ingful difference should also be given or ref-
erenced.

Interim analyses and stopping rules
For trials in which interim analyses are
planned, the specific analyses to be per-
formed must be specified in the protocol
along with the timing of the analyses and the
criteria for stopping the study. The p-values
must be adjusted for the effects of the inter-
im analyses, so as to preserve the overall
Type I error rate at its nominal level (usual-
ly 0.05), taking into account the interim
analyses. A number of statistical techniques
for these purposes are in common use. The
choice depends in part on the planned pur-
poses of the interim analyses. For further dis-
cussion the reader should consult a textbook
of clinical trial design (Friedman et al. 1998).

Exclusions of randomized patients
In clinical efficacy trials of antiinfective
drugs, patient eligibility typically requires a
positive culture from the infection site. Since
it may take several days for the culture re-
sults to become available and since anti-
infective treatment is required in the interim,
it is often necessary to randomize patients
before one can confirm that they are eligible.
If the rate of negative cultures is high and
turns out, by chance, not to be distributed
equally between treatment groups, the re-
sulting imbalance in numbers of patients
who are evaluable for efficacy can compro-
mise the results of the randomization pro-
cess. As a general rule, any exclusion of a
randomized patient requires justification
(Guyatt et al. 1993). The FDA guidelines
(Beam et al. 1992) suggest comparing ex-

clusion rates by center and examining effi-
cacy in those centers with low exclusion
rates. It is important also to ensure that the
blinding is working and that investigators
are not excluding randomized patients on
the basis of knowing the treatment group to
which the patients were randomized. If in-
vestigators keep a list of all patients who
might have entered the trial but did not, and
keep a record of why patients were not en-
tered, bias in this aspect of the trial can be
decreased. The FDA guidelines also suggest
doing an intention-to-treat (ITT) analysis,
in which all randomized patients are counted
and followed for clinical outcomes, regard-
less of whether they met eligibility criteria
(Beam et al. 1992). If the overall conclusions
of the study differ depending on the method
of analysis, then the validity of the study
conclusions regarding comparative efficacy
would come into question. For purposes of
safety analyses, including evaluation of rates
of adverse drug reactions, it is customary to
include all patients who received at least one
dose of the study drug, regardless of whether
they had positive cultures (Beam et al. 1992).

Patients to be studied
The populations to be studied should be rel-
atively obvious, but sometimes difficult to
obtain. For example, to answer the initial
question about whether an antibiotic is gen-
erally safe and effective in Phase II studies,
patients with serious infections of mild to
moderate severity are treated. For a par-
enteral antibiotic, there is a problem of ac-
quiring infections mild enough to not put
the patient in jeopardy but yet to require
hospitalization long enough to test the an-
tibiotic. Specific inclusion criteria (e.g., well-
defined infections with high probability of
defining the pathogen) and exclusion crite-
ria (e.g., no renal or hepatic insufficiency
prior to definition of the pharmacokinetics
of the antibiotic in these states) must be pro-
vided.

Care must be taken for overt and covert
exclusions to a study. For example, for a
new antimicrobial agent, certain concomi-
tant drugs may be excluded for part of the
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trial. This could bias a safety analysis. Addi-
tionally, certain suspected infections could
be excluded by the investigators if they had
concerns about the in vitro evidence of ef-
fectiveness. This could bias comparisons
among sites if there were different patterns
of patient entry.

The infections to be studied must be well
defined. For example, pneumonia as a cate-
gory must be defined by apparent etiology,
symptoms, signs, radiologic findings, or
other clinical criteria to avoid ambiguities
when the data are analyzed. For example, it
is inappropriate to include community ac-
quired pneumonia that has a high probabil-
ity of Mycoplasma in a trial of a cephalo-
sporin with no anti-Mycoplasma activity.
Also, the claim for use of an antibiotic for
pneumonia due to Pseudomonas aeruginosa
should be based upon true pneumonia and
not exacerbation of chronic bronchitis.

Eligibility criteria for inclusion
of previously treated patients
Patients enrolled in a clinical efficacy trial of
an antiinfective drug should normally not
have received previous treatment for the cur-
rent infection. However, there are circum-
stances, defined in FDA guidelines (Beam
et al. 1992) in which patients who have re-
ceived inadequate treatments may be eligible
for enrollment. For example, an otherwise
eligible patient infected with an organism
resistant in vitro to the initial antiinfective
drug may be enrolled in a clinical efficacy
trial of a new antiinfective drug provided
that there is a positive culture of the organ-
ism from the infection site obtained within
48 hours prior to enrollment.

Types of controls
Most clinical efficacy trials of antiinfective
drugs use an active control drug that is ap-
proved for the indication studied and that
represents an accepted standard treatment.
Use of an active control agent that is not ap-
proved for the indication may be acceptable
under appropriate circumstances; the FDA
guidelines recommend prior consultation
(Beam et al. 1992). This problem sometimes
arises in international clinical trials when an

active control that is standard approved
therapy in another country is not yet ap-
proved in the United States. Placebo con-
trols are generally used only when no agent
is known to be effective or when the infec-
tion is benign and self-limited. Historical
controls would only be appropriate for in-
fections in which there is no known effective
therapy and the infection has been well doc-
umented to be fatal.

Randomization and blinding
Random assignment should be used in all
controlled clinical efficacy trials. For multi-
center trials block randomization within
each center is used to ensure an adequate
balance of patients in both arms of the trial
within each center. Stratification is used to
decrease the chances of an imbalance in im-
portant prognostic factors. Since such im-
balances can be addressed at the analysis
stage by multivariate analysis, it is generally
not advisable to stratify so finely that there
are too few patients (e.g., <5) in any one
stratum.

Clinical efficacy trials are conducted with
both patients, investigators, and evaluators
blinded as to therapy. This is often difficult
to achieve in practice and yet if auditing re-
veals inadequate blinding, the trial results
may be judged unacceptable for purposes of
meeting regulatory requirements for drug
approval. Comparative antibiotic studies
should be done with agents of similar phar-
macokinetics and antimicrobial spectrum.
When the dose, dosing interval, mode of ad-
ministration, or physical characteristics of
the comparison agent differs from that of
the study drug it is necessary to employ a
double-blind, double-dummy technique to
maintain blinding. An example of this is the
study by Solomkin and colleagues (1990),
who compared one antibiotic (imipenem/
cilastatin) to two (tobramycin and clinda-
mycin) for serious intraabdominal infec-
tions. The patients were stratified for sever-
ity of illness by an Apache II score or grading
system.

Failure to appropriately blind the patients
to treatment group can lead to several areas
of bias. For example if patients feel that one
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treatment arm is more effective and they are
on the other one, they might try to get into
the other arm. Also, if they feel that one drug
more likely has a side effect than another,
they might be quicker to report a similar ef-
fect if they think they are on the suspect
drug. If the investigators know which drug
the patient is taking, they could be biased for
both efficacy and safety. For example, inves-
tigators may be more willing to declare a
failure on one drug than another if there was
a perceived difference in potency. Also, in-
vestigators may be more likely to call an ad-
verse event drug related if they think the pa-
tient was on a drug with a known side effect.

Definition of clinical response
Explicit criteria for the expected response to
treatment or prophylaxis must be clearly de-
fined in the protocol. Response is usually
classified as a cure, failure, or intermediate
outcome (Beam et al. 1992) based on clini-
cal and microbiologic criteria. Clinical out-
come has to be based upon measurable cri-
teria such as change in sputum, improved
PO2, and/or improved X-ray in pneumonia.
Microbiologic outcome criteria have been
well defined for urinary tract infections. For
other body sites the definitions must be quite
clear. When material for culture is available
and the patient is not put at risk by the
sampling technique, a posttreatment culture
should be done. For patients with infections
of chronic lesions such as decubiti, the defi-
nition of what the reculture results mean is
very important. The outcome of patients
treated with parenteral antibiotics may be
more difficult to decide if they are switched
to oral therapy. Therefore, treatment out-
come definitions need to take this into con-
sideration. The FDA guidelines applicable
to specific infections should be consulted for
what would be considered acceptable re-
sponse criteria. Case report forms should
maintain appropriately timed records of clin-
ical observations, white blood cell counts
and differentials, radiographs, and cultures.
Standards for microbiologic outcome should
use the terminology specified in FDA guide-
lines (Beam et al. 1992).

In antibiotic trials, predictive markers and

sampling of outcome markers are usually
not difficult issues. In other antimicrobial
trials such as for AIDS anti-HIV therapy one
must define any surrogate markers being
used (Lagakos 1993). The timing of meas-
urement of these markers may be important
if there are transient effects to be measured.

Also in antibiotic trials there are usually
no problems with the validity and reliability
of measures, except perhaps in the area of
health economics. However, in other areas
such as anti-HIV therapy, use of plasma free
viral titers, viral RNA copy number, or other
measures require confirmation of their va-
lidity and reliability.

Preparation of clinical study reports
The clinical information included in the
clinical and statistical sections of new drug
applications must meet FDA requirements
applicable to all drugs (Food and Drug Ad-
ministration 1988). Narrative clinical dis-
cussions of study results must be accompa-
nied by statistical summaries, analyses, and
conclusions. The FDA guideline (Beam et al.
1992) notes that, as a minimum, the follow-
ing tables are needed: (1) a listing of all ran-
domized subjects, by center and indication,
with date of randomization, final disposi-
tion, and all data; (2) all subjects who
dropped out after randomization, together
with the reason for drop-out and the date of
dropout; (3) all adverse drug experience
(AE) reports listing the type of AE, investi-
gator rating of causality, seriousness (ac-
cording to the FDA definition), the treatment
group, and the outcome; (4) all pathogens
by center, indication, treatment, and out-
come; (5) intermediate summary tables sum-
marizing efficacy, safety, and AEs.

Other Antimicrobial Trials

There are a number of antimicrobial clinical
trials that may differ from the general ex-
ample given for antibiotics and some are
presented hereafter for reference for the
readers. Many of the examples are in the
area of treatment or prophylaxis for HIV in-
fections or opportunistic infections in AIDS
patients. There is also an exceptional series
of trials for aminoglycosides.
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Most of the antibiotic trials for licensure
have contained enough dose-ranging data
so that only changes in dose for organ dys-
function have been done postlicensure. An
exception is the studies to evaluate once-
daily dosing of aminoglycosides (Prins et al.
1993). While no large study was done to
support the claim for efficacy, on the basis of
all the studies done, the Food and Drug Ad-
ministration has approved this claim for
aminoglycosides.

An example of a prophylaxis study was
one done by the Canadian HIV Clinical Tri-
als Network against Mycobacterium avium
complex (Nightingale et al. 1993). The stud-
ies were randomized, double blind, and large
enough to detect significant differences in
the development of Mycobacterium avium
complex bacteremias between rifabutin and
placebo.

Hughes and associates (1993) is an ex-
ample of a treatment study for Pneumocys-
tis carinii pneumonia. This study was ran-
domized, double blind, and controlled.

Large clinical trials testing antifungal
drugs have been done for a number of path-
ogens. For example, White and colleagues
(1998) compared amphotericin B colloidal
dispersion versus amphotericin B.

The U.S. AIDS Clinical Trials Group has
studied antiviral agents for infections other
than HIV. A small study compared vidara-
bine to foscarnet for acyclovir-resistant mu-
cocutaneous herpes simplex and showed very
early a lack of effect of vidarabine and toxi-
city due to that drug (Saffrin et al. 1991).

The first pivotal trial of an anti-HIV drug
was the double-blind, randomized test for li-
censure of zidovudine (Fischl et al. 1987).
This trial (results published in 1987) set a
standard by which other nucleoside ana-
logues might be given accelerated approval
on the basis of surrogate markers. However,
controversy remained over the use of surro-
gate markers (Volberding et al. 1990, Ham-
ilton et al. 1992, Seligman et al. 1994). The
choice of surrogate markers rapidly evolved
to markers specific to patient status (CD4 +
cells) plus measurements of viral burden
(measurements of HIV RNA) and to trials
that involved combination therapy (Eron

et al. 1995, Gulick et al. 1997). Testing of
new classes of anti-HIV therapy such as a
protease inhibitor has led to new studies of
measurement of patient benefit (Hammer et
al. 1997). As newer agents and new classes
of drugs are developed, the design of clinical
trials for anti-HIV drugs becomes more
complex and difficult. New designs to study
patients with HIV infection have been pro-
posed (Gilbert et al. 1998) and will have to
evolve as the pathogenesis of HIV infections
is further unraveled.

CONCLUSIONS

The range of clinical trials that can be con-
ducted in infectious disease is extremely
broad. This chapter has given only a few ex-
amples and has emphasized vaccine and an-
tibiotic trials designed to obtain government
approval for registration. However, the prin-
ciples of trial design presented should be
valid for almost all proposed studies. The
keys are to define the question, set forth the
hypothesis, define the appropriate size and
characteristics of the population to be tested,
define the appropriate endpoint(s), and set
forth the appropriate statistical analysis to
demonstrate the validity of the outcome.
When done with forethought and ingenuity,
infectious disease study trials can provide
useful and rewarding results.

REFERENCES

Beam TR, Gilbert DN, and Kunin CM. Guide-
lines for the evaluation of antiinfective drug
products. Clin. Infect. Dis. 15 (Suppl 1):S1-
S346, 1992.

Beam TR, Gilbert DN, and Kunin CM. General
guidelines for the clinical evaluation of anti-
infective drug products. Clin. Infect. Dis. 15
(Suppl 1):S5-S32, 1992.

Beam TR, Gilbert DN, and Kunin CM, with
modifications by a European working party.
European guidelines for the clinical evalua-
tion of anti-infective drug products. Eur. Soc.
Clin. Microbiol. Infect. Dis. 1-354, 1993.

Begg C, Cho M, Eastwood S, et al. Improving the
quality of reporting of randomized controlled
trials. JAMA. 276(8):637-639, 1996.

British Society of Antimicrobial Chemotherapy.
The clinical evaluation of antibacterial drugs.
J. Antimicrob. Chemother. 23(B):l-42, 1989.



326 OUTBREAK INVESTIGATIONS AND EVALUATION RESEARCH

Calandra G, Lydick E, Carrigan J, Weiss L, and
Guess H. Factors predisposing to seizures in
seriously ill infected patients receiving antibi-
otics: experience with imipenem/cilastatin.
Am. J. Med. 84:911-918, 1988.

Cherry JD, Heininger U, Stehr K, and Christen-
son P. The effect of investigator compliance
(observer bias) on calculated efficacy in a per-
tussis vaccine trial. Pediatrics. 102(4 Pt 1):
909-912, 1998.

Cotton DJ, Powderly WG, Feinburg J, et al.
Guidelines for the design and conduct of
AIDS clinical trials. Clin. Infect. Dis. 16:816-
822, 1993.

Decker MD, et al. Comparative trial in infants of
four conjugate Haemophilus influenzae type
b vaccines. J. Pediatr. 120:184-189, 1992.

Epstein AM. The outcomes movement: will it get
us where we want to go? NEJM. 323:266-
269, 1990.

Eron JJ, Benoit SL, Jemsek J, et al. Treatment
with lamivudine, zidovudine, or both in HIV-
positive patients with 200 to 500 CD4+ cells
per cubic millimeter. N. Engl. J. Med. 333:
1662-1669, 1995.

Finch RG. The clinical evaluation of antibacteri-
al drugs: guidelines of the British Society for
Antimicrobial Chemotherapy. Eur. J. Micro-
biol. Infect. Dis. 9:542-547, 1990.

Fisch MA, Richman DD, Grieco MH, et al. The
efficacy of azidothymidine (AZT) in the treat-
ment of patients with AIDS and AIDS-related
complex: a double-blind placebo-controlled
trial. N. Engl. J. Med. 317:185-191, 1987.

Food and Drug Administration. Center for Drug
Evaluation and Review. Guideline for the for-
mat and content of the clinical and statistical
sections of new drug applications. Rockville,
MD: Department of Health and Human Ser-
vices, 1988.

Food and Drug Administration. Developing anti-
microbial drugs—general considerations for
clinical trials. (Draft FDA Guidance Docu-
ment Issued for Comment July 1998). Avail-
able at: http://www.fda.gov/cder/guidance/
index.htm. Accessed November 21, 1998a.

Food and Drug Administration. Guidance for
industry for the evaluation of combination
vaccines for preventable diseases: produc-
tion, testing and clinical studies, April 1997.
Available at: http://www.fda.gov/cber/gdlns/
combvacc.txt. Accessed December 15, 1998b.

Friedman LM, Furberg CD, and DeMets DL.
Fundamentals of Clinical Trials. 4th ed.
Berlin/Heidelberg: Springer-Verlag, 1998.

Gilbert P, DeGruttola V, and Hammer S. Efficient
trial designs for studying combination anti-
retroviral treatments in patients with various
resistance profiles. J. Infect. Dis. 178:340-
348, 1998.

Granoff DM, et al. Differences in the immunoge-
nicity of three Haemophilus influenzae type b
conjugate vaccines in infants. J. Pediatr. 121:
187-194, 1992.

Guess HA. Combination vaccines: issues in eval-
uation of effectiveness and safety. Epidemiol
Rev. 21(l):89-95, 1999.

Gulick RM, Mellors JW, Havlir D, et al. Treat-
ment with indinavir, zidovudine, and lamivu-
dine in adults with human immunodeficiency
virus infection and prior antiretroviral thera-
py. N. Engl. J. Med. 337:734-739, 1997.

Guyatt GH, Sackett DL, and Cook DJ. The med-
ical literature: users' guides to the medical lit-
erature. II. How to use an article about ther-
apy or prevention: A. Are the results of the
study valid? JAMA. 270:2598-2601, 1993.

Halloran ME, Haber M. and Longini IM Jr. In-
terpretation and estimation of vaccine effica-
cy under heterogeneity. Am. J. Epidemiol.
136:328-343, 1992.

Halloran ME, and Struchiner CJ. Study designs
for dependent happenings. Epidemiology. 2:
331-338, 1991.

Hamilton JD, Hartigan PM, Simberkoff MS, et
al. A controlled trial of early versus late treat-
ment with zidovudine in symptomatic human
immunodeficiency virus infection. Results of
the Veterans Affairs Cooperative Study. N.
Engl. J. Med. 362:437-443, 1992.

Hammer SM, Squires K, Hughes MD, et al. A
controlled trial of two nucleoside analogues
plus indinavir in persons with human immu-
nodeficiency virus infection and CD4 cell
counts of 200 per cubic millimeter or less. N.
Engl. J. Med. 337:725-733, 1997.

Hughes N, Leoung G, Kramer F, et al. Compari-
son of atovaquone (566C80) with trimetho-
prim-sulfamethaxazole to treat Pneumocystis
carinii pneumonia in patients with AIDS. N.
Engl. J. Med. 328:1521-1527, 1993.

Hulley SB, and Cummings SR. Designing Clini-
cal Research: An Epidemiologic Approach.
Baltimore: Williams & Wilkins, 1988:5.

Jones B, Jarvis P, Lewis JA, and Ebbutt AF. Trials
to assess equivalence: the importance of rig-
orous methods. Br. Med. J. 313:36-39, 1996.

Kayhty H, Peltola H, Karanko V, and Makela
PH. The protective level of serum antibodies
to the capsular polysaccharide of Haemophi-
lus influenzae type B. J. Infect. Dis. 147:1100,
1983.

Lagakos SW. Surrogate markers in AIDS clinical
trials: conceptual basis, validation, and un-
certainties. Clin. Infect. Dis. 16(Suppl 1):
S22-S25, 1993.

Lunde I. Guidelines of the World Health Organi-
zation for clinical trials with antimicrobial
agents. Eur. J. Microbiol. Infect. Dis. 9:548-
551, 1990.



CLINICAL TRIALS 327

Makela PH, Peltola H, Kayhty H, et al. Polysac-
charide vaccines of group A Neisseria men-
ingtitidis and Haemophilus influenzae type b:
a field trial in Finland. J. Infect. Dis. 136
(Suppl):S43-50, 1977.

Murphy TV, Pastor P, Medley F, Osterholm MT,
and Granoff DM. Decreased Haemophilus
colonization in children vaccinated with Hae-
mophilus influenzae type B conjugate vac-
cine. J. Pediatr. 122:517-523, 1993.

Murphy TV, White KE, Pastor P, et al. Declining
incidence of Haemophilus influenzae type b
disease since introduction of vaccination.
JAMA. 269:246-248, 1993.

Nightingale SD, Cameron DW, Gordin FM, et al.
Two controlled trials of rifabutin prophylax-
is against Mycobacterium avium complex in-
fection in AIDS. N. Engl. J. Med. 329:828-
833, 1993.

Norrby SR, Whitley RJ, and the European Work-
ing Party of the European Society of Clinical
Microbiology and Infectious Diseases. Evalu-
ation of new anti-infective drugs for the treat-
ment of infection with human immunodefi-
ciency virus. Clin. Infect. Dis. 17:794-801,
1993.

Orenstein WA, Bernier RH, and Hinman AR. As-
sessing vaccine efficacy in the field. Further
observations. Epidemiol. Rev. 10:212-241,
1988.

Polk RE, and Hepler CD. Controversies in anti-
microbial therapy: critical analyses of clinical
trials. Am. J. Hosp. Pharm. 43:630-640,
1986.

Prins JM, Buller HR, Kuijper EJ, Tange RA, and
Speelman P. Once versus thrice dailiy gen-
tamicen in patients with serious infections.
Lancet 341:335-339, 1993.

Ray WA, Griffin MR, and Avorn J. Evaluating
drugs after their approval for clinical use.
Sounding Board. NEJM. 329:2029-2032,
1993.

Rennels MB, Glass RI, Dennehy PH, et al. Safety
and efficacy of high-dose rhesus-human re-
assortant rotavirus vaccines—report of the
multinational trial. Pediatrics. 97:7-13,
1997.

Safrin S, Crumpacker C, Chads P, et al. A con-
trolled trial comparing foscarnet with vidara-
bine for acyclovir-resistant mucocutaneous
herpes simplex in the acquired immunodefi-
ciency syndrome. N. Engl. J. Med. 325:551-
555, 1991.

Salmaso S, Moiraghi A, Barale A, et al. Case def-
initions. Dev. Biol. Stand. 89:135-142, 1997.

Santosham M, Wolff M, Reid R, et al. The effi-
cacy in Navajo infants of a conjugate vaccine
consisting of Haemophilus influenzae type b

polysaccharide and Neisseria meningitidis
outer-membrane protein complex. N. Engl. J.
Med. 324:1767-1772, 1991.

Seligmann M, Warrell DA, and the Concorde
Coordinating Committee. Concorde: MRC/
ANRS randomized double-blind controlled
trial of immediate and deferred zidovudine in
symptom-free HIV infection. Lancet. 343:
871-881, 1994.

Shaw FE Jr, Guess HA, Roets JM, et al. Effect of
anatomic injection site, age and smoking on
the immune response to hepatitis B vaccina-
tion. Vaccine. 7:425-430, 1989.

Sigal LH, Zahradnik JM, Lavin P, et al. A vaccine
consisting of recombinant Borrelia burgdor-
feri outer-surface protein A to prevent Lyme
disease. N. Engl. J. Med. 339:216-222, 1998.

Solomkin JS, Dellinger EP, Christou NV, and
Busuttil RW. Results of a Steere multicenter
trial comparing impenem/cilastatin to to-
bramycin/clindamycin for intra-abdominal
infections. Ann. Surg. 212:581-591, 1990.

Steere AC, Sikand VK, Meurice F, et al. Vaccina-
tion against Lyme disease with recombinant
Borrelia burgdorferi outer-surface lipopro-
tein A with adjuvant. N. Engl. J. Med. 339(4):
263-264, 1998.

Szmuness W, Stevens CE, Harley EJ, et al. He-
patitis B vaccine: demonstration of efficacy in
a controlled clinical trial in a high risk popu-
lation in the United States. NEJM. 303:833-
841, 1980.

Volberding PA, Lagakos SW, Koch MA, et al. Zi-
dovudine in asymptomatic human immuno-
deficiency virus infection. A controlled trial in
persons with fewer than 500 CD4-positive
cells per cubic millimeter. N. Engl. J. Med.
322:941-949, 1990.

Weibel RE, Neff BJ, Kuter BJ, et al. Live attenu-
ated varicella virus vaccine. Efficacy trial in
healthy children. NEJM. 310:1409-1415,
1984.

Werzberger A, Mensch B, Kuter B, et al. A con-
trolled trial of a formalin-inactivated hepati-
tis A vaccine in healthy children. NEJM. 327:
453-457, 1992.

White MH, Bowder RA, Sandier ES, et al. Ran-
domized, double-blind clinical trial of am-
photericin B colloidal dispersion vs. Ampho-
tericin B in the empirical treatment of fever
and neutropenia. Clin. Infect. Dis. 27:296-
302, 1998.

Wood RC, MacDonald KL, White KE, Hedberg
CW, Hanson M, and Osterholm MT. Risk
factors for lack of detectable antibody fol-
lowing hepatitis B vaccination of Minnesota
health care workers. JAMA. 270:2935-2939,
1993.



16
Community Intervention Studies

JAMES C. THOMAS

Most of the chapters in this book describe
methods for observational research on in-
fectious diseases, research in which the in-
vestigators do not manipulate any of the
variables. This chapter and the chapter on
clinical trials focus primarily on methodo-
logic issues in studies where a factor affect-
ing an infection is altered in the hope of de-
creasing the risk or duration of the infection.
The two most common rubrics for interven-
tion research in epidemiology are clinical
trials and community trials. Typically, a clin-
ical trial is a study of a clinical intervention
among individuals, while community trials
are characterized by an emphasis on whole
communities as the unit of analysis. How-
ever, the distinction between clinical and
community trials can be blurred, as when the
evaluation of a clinical intervention, such as
a new vaccine, entails implementation in a
community or comparison between differ-
ent communities. While recognizing the ab-
sence of a clear distinction, this chapter fo-
cuses predominantly on study methods in
those situations where evaluation of an in-

tervention entails the prevalence or inci-
dence of disease in a community.

The term "community" is used so indis-
criminantly in contemporary parlance that
its use in this context deserves some defini-
tion. In their seminal work, Habits of the
Heart, Bellah and colleagues (1985) distin-
guish between a "community of interest"
and a "community of memory." These cate-
gories are not mutually exclusive, but they
bring to light some important distinctions.
A community of interest is constituted of
people who share an interest but may not
live in the same neighborhood or city. For
example, people who are infected with HIV
are sometimes referred to as the "HIV-
infected community" even though they are
scattered throughout a region. In contrast, a
community of memory consists of people of
diverse interests who share in the history of
a particular place and thus are physically
proximate to each other. Physical proximity
and personal interactions that enable trans-
mission are key for most infections. It is this
concept of community that is most relevant
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to this chapter. We present in these pages an
overview of evaluation theory as it applies
to infectious disease interventions in com-
munities commonly described as counties,
cities, neighborhoods, and villages. We dis-
cuss types of interventions, types of evalua-
tion, study designs, measurement, and prac-
tical considerations.

TYPES OF INTERVENTION

The essence of community is interactions
and interdependencies between people. Such
human relationships underscore the improb-
ability of independence or strict autonomy
of individuals and the enduring importance
of relationships in the face of an increasing-
ly technological world. They also bring into
question the relationships between the peo-
ple conducting a study and the people stud-
ied. We address the methodologic implica-
tions of each of these points.

Unit of Intervention

The object intervened upon in a community
intervention is not necessarily the community.
For example, health education can be de-
livered in a community to one person at a time
as through a door-to-door campaign, or to
the population as a whole through mass me-
dia. Lomas (1998) thus draws a distinction
between population-based and population-
level interventions. In a population-based
intervention the term "community" typi-
cally connotes that it does not transpire in a
clinical setting. In other words, it is used
from the perspective of someone working
in a clinic to describe what happens "out
there" when people are not in the clinic.
Such community-based interventions are
typically delivered to individuals but outside
of the clinical setting. An example of this
might be a needle exchange outreach on
"street corners" to drug users to prevent
transmission of HIV and hepatitis viruses.
In contrast, a population-level intervention
is one that aims to influence the dynamics or
social environment of an entire population.
An example of this would be a program to

improve the skills of community members
to work together in identifying a shared
problem and rallying resources to address
the problem. Such communal skills, referred
to as community competence, community
efficacy, and social capital, benefit the entire
community. For example, in a study of an in-
tervention to decrease rates of sexually trans-
mitted diseases (STDs), African-American
women living in the highest STD incidence
neighborhoods of one town were trained to
interact with each other and local institutions
to represent the interests of their peers in
STD prevention (Thomas 1998). The women
active in this intervention were not neces-
sarily those who experienced STDs, but
their coordinated efforts brought new skills
to the community in furthering an agenda
that would benefit the entire community.

McLeroy and colleagues (1988) describe
not just two but six categories in their model
of social ecology: intrapersonal (e.g., beliefs
and attitudes); interpersonal (e.g., peer
norms); network (e.g., dissemination of in-
formation and skills); institutional (e.g., the
accessibility of services); community (e.g.,
community competence, as described previ-
ously); and policy (e.g., a state-level policy
on anonymous testing for HIV). This model
describes the social ecology of humans. A
broader ecologic perspective for infectious
diseases would also include the ecology of
the infecting organism. Interventions aim-
ing to simultaneously affect more than one
level of the social ecology are referred to as
multilevel interventions. Awareness of the
level(s) or unit(s) of intervention is critical
for identifying the necessary components of
the intervention, the appropriate study de-
sign, and the data collection instruments.

Levels of Dependence on Technology
The stereotypical infectious disease inter-
vention in the current era is a vaccine or an
antibiotic. The eradication of smallpox with
a vaccine is one shining example. Histori-
cally, however, infectious diseases have had
a mixed relationship with technological in-
novations. The advent of the hospital, for
example, led to new transmission opportu-
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nities and even a new branch of infectious
diseases research: nosocomial epidemiolo-
gy. In some instances, the means of stem-
ming an epidemic has been the reversal of
earlier technological advances. Such was the
case with the encouragement of breastfeed-
ing over bottle feeding and of oral rehydra-
tion therapy in lowering the incidence and
case fatality of childhood diarrhea. In some
instances, an intervention may aim to affect
behaviors related to the use of an existing
technology. One of the preeminent theories
of health behavior, the Health Belief Model,
was developed to explain and counteract low
participation rates in tuberculosis screening
programs (Strecher 1997). Finally, some in-
terventions can be virtually nontechnologi-
cal. Such would be the case in a program to
decrease transmission of STDs by enhancing
the social status of women and providing
them with education and employment op-
portunities, thereby decreasing the number
who engage in commercial sex (Gupta 1993).
Similarly, the Grameen Bank in Bangladesh
has provided small loans to rural women to
enable them to develop self-employment ac-
tivities. The program has been found to re-
sult in empowerment of women to control
personal decisions and an associated in-
crease in contraceptive use (Schuler 1994).

Active versus Passive Participation

Some interventions require the beneficiaries
to make a conscious decision to actively par-
ticipate; e.g., to attend a clinic or follow the
advice of a health educator. Other interven-
tions may require the volition of an institu-
tion, such as a national or local government,
but not of the individual beneficiaries. The
chlorination and fluoridation of public
drinking water would be one example of
such a "passive" intervention. Interventions
based on diffusion theory have both active
and passive components. Key individuals in
a community are trained to actively share in-
formation, skills, or attitudes within their
network of friends and relatives (for ex-
ample, see Kelly 1997). The information
that is shared can eventually become a social
norm that is unconsciously adopted or fol-
lowed by community members who do not

interact directly with the people who were
initially trained. Many infectious disease in-
terventions have a passive effect on some
members of the community. As the inter-
vention decreases the prevalence of infec-
tion, the average rate of exposure to the
pathogen declines. Halloran et al. (1991)
refer to this as an indirect benefit to those
who did not directly (i.e., actively) partici-
pate in the intervention.

Another measure of activity is the degree
to which the members of the community
participate in the research component of the
intervention apart from cooperating with
the data collectors. In some instances, the
community has no voice in the conduct of
the research, while in others the researchers
may form a research advisory board con-
sisting of community members (Thomas
1998). In some types of participatory action
research (PAR) community members collect
data about themselves. PAR is based in part
on the assumption that the act of gathering
information leads to discovery and new real-
izations that can, themselves, be considered
an intervention. By engaging the community
in a study of themselves, community mem-
bers achieve new insights and adopt new
behaviors or solutions. In the modernist tra-
dition of research (in contrast to some post-
modern philosophies), where observation
means not affecting the study subjects, the
Hawthorne effect is a term used to describe
the unintended influence that research can
have on the study participants (Last 1988).
For example, administering a questionnaire
can put new ideas into the minds of the re-
spondents. In PAR, however, the influence
of the research process on the people being
studied is embraced and even encouraged.
For more information on PAR, we refer the
reader to the text by Whyte (1991).

TYPES OF EVALUATION

Interventions are evaluated on the basis of
their ability to work under ideal conditions
(efficacy), their ability to yield measurable
benefits in 'real life' conditions (effective-
ness), and how they compare with alterna-
tive interventions (efficiency).
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Efficacy

The aim of efficacy research is to establish
the "proof of concept," that is, whether a
given intervention can have the anticipated
effect. The distinctions between efficacy and
effectiveness derive from the development
of individual-level interventions. For ex-
ample, the efficacy of an antibiotic is meas-
ured in a highly controlled experiment of
human volunteers who have the relevant in-
fection. The effectiveness is then a measure
of how the antibiotic works to contain the
infection in a community setting. An antibi-
otic is an individual-level intervention for
which a highly controlled setting can be
arranged. Moreover, with individuals as the
unit of analysis a community of people can
provide a sizable sample of individuals for
the purposes of statistical testing. But for
community-level interventions there is no
"ideal" setting other than a real community,
and a single community represents a sample
of one. Thus the terms efficacy and effective-
ness lose some of their original meaning when
applied to community-level interventions.

For the purpose of drawing a distinction
between levels of evaluation in community-
level interventions, we can consider the ap-
plication of the intervention in a single com-
munity to be a measure of the efficacy, that
is, an assessment of whether the interven-
tion can work with the maximum number of
resources brought to bear (Table 16-1).
Such a study is often referred to as a demon-
stration project. A demonstration project
has the additional aim of refining the inter-

vention and evaluation methods in anticipa-
tion of a multisite trial. A multisite trial
might then be considered the best assess-
ment of the community-level intervention's
effectiveness, or its ability to work in a vari-
ety of settings.

The ideal conditions of a community-
based efficacy study generally involve the
maximum achievable or optimal applica-
tion of the intervention with intensive mon-
itoring of all aspects of the application and
outcomes. An intervention that does not
yield the desired outcome under optimal
trial conditions is unlikely to be useful in the
far more variable and less-than-ideal condi-
tions to be found in other communities where
the intervention may be replicated. A non-
efficacious intervention also will not merit
the tremendous expense of a multisite study.
Alternatively, an intervention shown to be
efficacious under ideal conditions may not
be feasible, replicable, or sustainable when
applied in other communities under subop-
timal conditions. Thus demonstrated effica-
ciousness is not the final word; there re-
mains the need for effectiveness studies.

Effectiveness
An assessment of effectiveness includes a
wider variety of conditions that an interven-
tion is likely to encounter when broadly im-
plemented. For an individual-level interven-
tion this entails a variety of individuals. For
example, will latex condoms (with known
efficacy in blocking HIV transmission) re-
duce HIV transmission in a given popula-
tion after factoring in the vicissitudes of

Table 16-1 The Number and Type of Study Units for Evaluating the Efficacy
and Effectiveness of Interventions

Unit of Intervention
Individual
(e.g., pharmaceutical)

Community
(e.g., mosquito abatement)

Efficacy:
Can the intervention work in

isolated cases?

Effectiveness:
Does the intervention work in a

variety of "real world"
situations?

One or more persons One community

A population of people
or a community

Multiple communities
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product distribution, resistance to the adop-
tion of new behaviors, and improper use?
For a community-level intervention, the ef-
fectiveness is measured in a variety of com-
munities. For example, will a program to
lower STD infection rates by enhancing so-
cial capital (demonstrated as efficacious in
one community) have a similar effect when
applied in a variety of other communities?

If an intervention is shown to be ineffec-
tive, new questions arise. Might the inter-
vention have worked if its implementation
had been different; if it had been monitored
more carefully; if it had been conducted in a
different setting, under a different schedule,
with different workers; or if any of a dozen
other factors had been different? Unfortu-
nately, researchers and health professionals
generally do not have the luxury to conduct
multiple effectiveness trials in various con-
texts. Thus an intervention that might be ef-
fective under other conditions is at risk of
being discarded on the basis of a single
study. The collection of copious information
on the intervention application, or "process
data," can mitigate against such an overly
conservative conclusion. Process data help
researchers understand why an intervention
was ineffective or why it was effective. Be-
cause of the inherent difficulties of commu-
nity trials, some have even argued that, fol-
lowing a demonstration of the efficacy of an
intervention, research should turn to pro-
cess evaluation in different settings with less
emphasis on expensive outcome evaluation
and the associated risk of rejecting an inter-
vention on the basis of a single community
trial (Fortmann et al. 1995).

Efficiency

The question of which of two or more effec-
tive interventions works best is a concern
about efficiency. Which program works best
in which conditions? Which program pro-
vides the optimal balance between cost and
benefit? For example, how does clinic-based
screening for sexually transmitted diseases
(STDs) compare to using community groups
to screen outside of the clinic setting in terms
of cost and effect on the incidence of STDs
in the community? Studies to answer ques-

tions of efficiency deal with concepts such as
cost-benefit and cost-effectiveness. We do
not describe these approaches in this chap-
ter but we refer the reader to the text by
P. Rossi and H. Freeman (1999) (Chapter
11: Measuring Efficiency) for an overview
of these concepts.

STUDY DESIGNS

The aspects of study design we discuss in
this section are the types of comparisons
made to assess the relative effect of an inter-
vention; the level of exposure to the inter-
vention; sampling; approaches to dealing
with confounding; approaches to minimiz-
ing information biases; and multilevel inter-
ventions and analyses.

Types of Comparisons

The types of comparisons made for assess-
ing an infectious disease intervention de-
pend principally on the unit of the interven-
tion and the effects of interest. In Chapter 5,
Study Design, Halloran identifies and dia-
grams four types of effect: direct, indirect,
total, and overall. When an intervention is
received by individuals in a community, as
with a vaccine, the vaccinated people bene-
fit directly from the vaccine, while the un-
vaccinated people benefit indirectly because
of a decrease in the number of potentially in-
fectious individuals as a result of the vacci-
nation program. To isolate the direct effect
of such a program, the incidence of infection
among those receiving the intervention is
compared with those in the same commu-
nity not receiving the intervention. An esti-
mate of the indirect effect is obtained by
comparing the incidences of infection be-
tween those not receiving the intervention in
the intervention community and those in an-
other community that did not receive the in-
tervention. The combined direct and indi-
rect effects are estimated by comparing the
incidence of infection among those receiv-
ing the intervention in the intervention com-
munity with the incidence among those in
another community not receiving the inter-
vention.
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A comparison of the combined incidence
of infection in the intervention community
(i.e., a weighted average of those who re-
ceived the intervention and those who did
not) with the incidence in a community
without the intervention yields an estimate
of the overall effect of the intervention. This
is simply a comparison of the incidences of
two communities. Where the unit of inter-
vention is at the community level, as with a
mosquito abatement program, the only suit-
able comparison is between communities
(i.e., overall effects).

In some instances the communities com-
pared may actually be the same community
at different points in time, once before the
intervention and again sometime after initi-
ation of the program. For example, trends in
diarrhea rates after the installation of pro-
tected water sources for a village can be
compared to rates in previous years, assum-
ing that background effects are constant. An
example of an individual-level intervention
assessed in a community is the occurrence of
infant illnesses before and after a program
to increase breastfeeding (Wright 1998).
Such data can be persuasive if consistent
trends are seen over a prolonged time. If the
outcome of interest is a disease that is re-
ported through standard surveillance, then
comparisons can be made with the rates in
other communities to estimate whether any
noted changes in the intervention communi-
ty might be attributed to secular trends in
the society at large.

As already noted, however, a study of a
community-level intervention in a single
community is equivalent to a measure of ef-
ficacy. An assessment of effectiveness, as we
are using the term here, would require inter-
vention implementation in several commu-
nities. In a multisite study, several commu-
nities receive the intervention and another
several do not. The comparison communi-
ties may receive nothing more than they usu-
ally have, a placebo, or an alternative inter-
vention. Measurements of the outcome are
made before and after the intervention and
the average change in the outcome among
the intervention communities is compared
to the average change among the other com-

munities. Two programs aiming to lower the
incidence of HIV and STD by lowering the
community prevalence of STDs were con-
ducted in eastern Africa. Each studied sev-
eral communities and included several non-
intervention communities (Mayaud 1997,
Wawer 1999).

Individual-level interventions are some-
times conducted with a cross-over design, in
which one group of participants receives the
intervention while a second set receives an-
other. At a predetermined midpoint, the in-
terventions are switched between the two
groups. Rates of infection are assessed in
both groups before, at the midpoint, and at
project end. A cross-over design provides
reasonable guarding against the effects of
secular change. This design may be difficult
to implement for community-level interven-
tions, however. Logistically, it would be
complex to switch interventions. Politically,
if one intervention were to appear to be
more effective, acceptable, or popular, it
would be difficult to replace it with another.
There may also be a lag in time between an
intervention and its effects. Such a lag in ef-
fect could be erroneously attributed to the
intervention implemented after a cross-over.

Exposure

The risk of a new infection depends in large
part upon the prevalence of infection in the
community and thus the likelihood of expo-
sure. The application of an efficacious inter-
vention may be greater in one community
compared to another, but if the prevalence
of infection (i.e., the level of exposure) is
markedly higher in the intervention com-
munity, the number of new infections will be
elevated relative to what it would be if the
infection prevalence were the same as in the
nonintervention community, possibly lead-
ing to the false impression that the interven-
tion is ineffective.

Exposure to the intervention can also
vary in critical ways. By the time some in-
terventions have progressed through stages
of development and evaluation to where
their efficacy is known, the general public is
also aware of them and may have begun
adopting them spontaneously. This is par-
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ticularly true for interventions at the indi-
vidual level that are readily accessible. The
use of condoms for the prevention of STDs
would be one example. Condoms were orig-
inally designed as a contraceptive and were
widely available as such before they were
promoted for disease prevention. Before
studies were conducted to evaluate the ef-
fectiveness of condom campaigns to limit
STD transmission, condoms were being
promoted on the basis of their physical
properties as a barrier to STDs (i.e., their ef-
ficacy in vitro). As more people adopted the
use of condoms, intervention studies bore
the onus of showing an advantage not only
to a condom campaign over the absence of
condoms in another community but of a
campaign over and above the natural (and
increasing) occurrence of "spontaneous"
condom use.

Such spontaneous adoption of a behavior,
referred to as a secular trend, has plagued
even the best-funded and most well execut-
ed community trials of interventions against
noninfectious diseases. In the Stanford Five-
City Project to lower cardiovascular disease
risk, changes in social norms toward low fat
diets, exercise, and nonsmoking in many in-
stances obviated the researchers' ability to
demonstrate the effectiveness of the inter-
vention components with statistical signifi-
cance (Green 1995). Such trends are less of
a problem where the intervention is not gen-
erally available, as with a new antibiotic or
vaccine.

Sampling

In some instances, the outcome of interest is
a disease that is reported as part of standard
surveillance. In many developed countries,
syphilis is one such disease. Theoretically, all
diagnosed cases of the disease are reported.
Thus the reported incidence represents the
entire population of interest rather than a
sample of the population. Where there is no
sampling involved, it can be argued that it is
inappropriate to assess the precision of the
rate or the statistical significance of differ-
ences between two rates: the observed rate
simply is the rate, and the observed differ-
ence simply is the difference. However, meas-

ures of precision, such as confidence inter-
vals, apply when the researchers are mak-
ing inferences beyond the populations from
which data were collected, inferring the like-
ly generalizability of findings to other com-
munities not included in the study or to
other times in the same community.

In reality, however, some diagnosed infec-
tions are not reported. Thus the data avail-
able do not accurately represent the occur-
rence of diagnosed infection in the entire
population. Unreported cases are unlikely
to occur randomly. More likely, they result
from a particular clinician who regularly
fails to report cases, or from many clinicians
who choose not to report in certain in-
stances. Underreporting is thus a systematic
rather than a random error. It is inappropri-
ate to assess the degree of systematic errors
with statistical measures based on random
errors, such as confidence intervals.

Reported cases of infection also do not ac-
count for undiagnosed or asymptomatic in-
fections. Thus comparisons based on sur-
veillance data must be interpreted strictly as
differences in reported infections. Reported
cases can provide a reasonable proxy for in-
fections in some instances where the report-
ing is relatively thorough and resources for
empirically measuring infection status are
unavailable. Empirical measurement is made
more feasible when it is conducted on only a
sample of the population. Once sampling is
applied, then estimates of precision (e.g.,
confidence intervals) are appropriate.

Changes in the occurrence of infection in
a sample of the community can be assessed
by testing the same people repeatedly (i.e., a
cohort) or by testing a new sample each time
(i.e., a series of cross-sectional samples). If
the intervention is at the individual level,
and the level of exposure each individual ex-
periences can be assessed, then a cohort can
provide the strongest evidence of a relation
between the intervention and the outcome,
provided there are not large discrepancies in
the loss to follow up between the intervention
and nonintervention groups. If a community-
level intervention affects all members of the
community to a fairly uniform degree, as
would, say, a new protected source of water,
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then a series of cross sections may ade-
quately reflect the experience of the com-
munity. Other factors also come into con-
sideration when choosing between a cohort
or serial cross sections. In some instances the
need for anonymous rather than confiden-
tial data will obviate the ability to identify a
cohort, and where a population is highly
mobile, significant loss to follow up can oc-
cur in a cohort.

Confounding

Comparisons can be complicated by con-
founding of the effects of the intervention
between the intervention and noninterven-
tion communities. In essence, confounding
is a type of bias where there is a systematic
difference between the intervention and con-
trol communities in variables related to both
the intervention and the measured outcome.
Confounding can be reduced through restric-
tion and adjustment, and in theory through
randomization. Each approach has advan-
tages and disadvantages.

With restriction, the observations are lim-
ited to those participants (or communities)
who share a particular level of a confound-
ing variable. For example, if community size
is a confounder, the analysis may be restrict-
ed to communities within a particular pop-
ulation range. (For an example of this, see
Kilmarx 1997). This restriction can be im-
plemented during study enrollment if the
confounder is known in advance. This ap-
proach eliminates the ability to evaluate the
intervention in the communities excluded
from the study. However, in some instances,
the effect in the other communities may be
of less interest or relevance, in which case
the restricted enrollment is an appropriate
cost-saving measure. If the confounding in-
fluence is determined after the data are col-
lected, the restriction can be implemented
by selecting particular participants out of
the data set. If not anticipated with a large
sample, this restriction can severely reduce
the sample size and thus the ability to esti-
mate intervention effects with precision.

When confounding is identified after the
data are collected, it is more common to ad-
just for the confounder through stratified

analysis or statistical modeling and thereby
minimize the amount of discarded data.
However, a small number of observations
within one of the levels of the confounder
can limit the statistical power of this ap-
proach. If the need to adjust is anticipated,
the study enrollment can be manipulated to
include the needed numbers of participants
with particular characteristics. This is com-
monly known as matching. For example, in
a community-level study, for each interven-
tion community of a particular population
size a control community of similar size can
be enrolled. In a matched study, the effect of
the matching variable on the study outcome
cannot be estimated. In addition, overly re-
strictive matching criteria can make it very
difficult to find and enroll participants with
the desired criteria.

Regardless of efforts to adjust for identi-
fied confounders, variables that were not
measured may also confound the data. Ran-
dom assignment of the intervention to vari-
ous communities is an approach that aims to
overcome the influence of unforeseen and un-
measured confounders. The basic assump-
tion is that the randomness of the assign-
ment will lessen any systematic differences
between the intervention and noninterven-
tion groups. This would be true on average
over many replications of identical commu-
nity trials, but in the instance of a single
community trial, randomization can fail.
That is, the intervention and noninterven-
tion groups can still differ from each other
on some variables. Thus adjustment for
confounding can still be necessary, though
it is less likely than in a nonrandomized
study.

Problems Resulting from
Population Dynamics

Communities are constantly changing in
their constituents. Babies are born into the
community, some people die, others migrate
in or out. The prevailing norms in attitudes
and behaviors can change solely on the basis
of changes in the people who make up the
community. Where such changes are not
balanced across the study communities,
these dynamics can confound the effects of
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interventions. Moreover, infections can be
brought into or taken out of a community as
people enter and leave. For example, one
town clamping down on prostitution may
cause commercial sex workers to leave that
town and move to another for business. The
rate of an infectious disease in one commu-
nity may be affected in part by the rate in
neighboring communities because of the in-
teractions among people between the com-
munities. Analytic methods that take into
account "autocorrelation" can control for
the lack of independence between contigu-
ous communities. Alternatively, communi-
ties can be selected for study that are not
contiguous with each other. Although they
will still be affected by the communities that
surround them, they will be less affected by,
and thus more statistically independent of,
other communities in the study.

Information Bias

Systematic bias in the measurement of vari-
ables can occur for a multitude of reasons.
Two means of minimizing information bias
that are of particular relevance to interven-
tion studies of infectious disease are mask-
ing and placebos.

If the researchers know which group is re-
ceiving the intervention, they may systemat-
ically look more carefully in the intervention
communities for evidence of a positive ef-
fect. To preserve objectivity in a study where
individuals are the unit of analysis, the re-
searcher may therefore give to someone else
the task of assigning participants to the in-
tervention and nonintervention groups, and
ask not to be informed (i.e., to be masked to)
who is in which group. Masking is often as-
sociated with randomization, but random-
ization can be done without masking and
masked assignment can be nonrandom if
done by someone other than the researcher.
Keeping the researcher masked is less fea-
sible when communities are the unit of
analysis. The effort required to elicit a meas-
urable effect on a community is often sub-
stantial and difficult to conceal.

If study participants know whether they
are receiving an intervention, they may alter
their responses in an evaluation either in

favor of or against the intervention. Mask-
ing study participants from knowledge of
who is receiving the intervention is typically
done by giving a placebo to the noninter-
vention group. To be effective, a placebo
must be indistinguishable from the actual
intervention. Where the intervention is a pill
or a shot, this may be feasible. But where it
is a community-level program, it is essen-
tially impossible to provide a placebo pro-
gram. Where masking is not feasible for ei-
ther the participants or the researcher, the
printouts of data analyses can be masked to
reduce the possibility of subtle differences in
data interpretation.

Multilevel Interventions and Analyses
We have presented here relatively straight-
forward interventions occurring either at
the individual or community level. Some in-
terventions work at multiple levels and thus
require analyses that simultaneously ac-
count for the different units of analysis. For
example, an intervention to prevent diar-
rheal disease may provide protected water
supplies to a village (a group-level variable)
and aim to influence villagers' attitudes and
behaviors related to water use (individual-
level variables). Multilevel modeling can ac-
commodate both individual- and group-level
variables simultaneously. We refer the reader
to the text by Bryk and Raudenbush (1992)
for more information on this technique.

An analysis of group- or community-level
interventions can also be based on data col-
lected from individuals in the group (see the
description of contextual variables in the
section on measurement). An example of
this would be when bed nets are distributed
to an entire village and data are collected
from individuals regarding their actual use
of the nets (or the actual condition of the
nets) and their infections with malaria.
However, the exposures and outcomes of in-
dividuals in a cluster (or "class") reflect
some degree of interaction between the in-
dividuals. Thus the data do not represent
fully independent observations. Corrections
for "intraclass correlation" are available in
some data analysis software programs such
as SUDAAN and Stata.
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MEASUREMENT

To evaluate whether an intervention has had
its intended effect, researchers collect data
on the occurrence of the outcome of interest.
To understand how an intervention worked,
data are collected on the process of inter-
vention implementation. We describe here
the measurement issues for both outcomes
and processes in infectious disease commu-
nity interventions.

Variables that measure some aspect of an
entire community are of two general types,
labeled by Susser (1994) as integral and con-
textual. An integral variable is one that af-
fects essentially all members of the commu-
nity, such as latitude, degree of rurality, and
location on a highway (see, for example,
Cook 1999). A contextual variable is one
that is an aggregate of the values for indi-
viduals in the community. It might be the
mean income of the residents, the ratio of
males to females, or the occurrence of dis-
ease in the community. Outcome and pro-
cess data can consist of both integral and
contextual variables.

Infection Outcomes

Several stages in the natural history of infec-
tion can serve as outcomes that an inter-
vention aims to affect, including infection
incidence, duration of infection, disease,
disability, and case fatality. The measure-
ment of particular infections is addressed in
Chapters 10-13. When an intervention is at
the individual level, then the epidemiologic
parameter of interest may be the difference
in or ratio between the incidences or preva-
lences of infection in those receiving the in-
tervention compared to those not receiving
it. For an individual-level intervention the
incidence is a summary measure of individ-
ual experiences. When the intervention is at
the community level, the incidence reflects
the experience of a single community. A
community trial would then compare differ-
ences in a summary measure of the inci-
dences (e.g., the mean incidence) between
the intervention and the nonintervention
communities.

When interpreted as the experience of a

community, the incidence of infection is a
relatively crude measure. The distribution of
infection across other parameters of interest
provides additional information. For ex-
ample, individual infections can be mapped
geographically according to the residence of
the infected person or the location of expo-
sure to provide information about the dis-
tribution of disease in the community (see,
for example, Pierce, 1999). Factors affecting
the geographic distribution can then be com-
pared across communities. Similarly, com-
parisons of the distribution of infection
across age groups, ethnicity, class, and gen-
der can be informative. As this chapter was
being written, there were at least two re-
quests for research proposals from federal
institutions for interventions to decrease
the racial disparity of rates of disease (e.g.,
"Understanding and Eliminating Minority
Health Disparities," RFA # HS-00-003, re-
leased October 1999 from the Agency for
Health Care Policy and Research). In the in-
stance of disparities, the difference in disease
rates between various races in a given com-
munity would be the outcome of interest.

Intermediate Outcomes
The absence of an observed effect on infec-
tion is inconclusive evidence of the ineffec-
tiveness of an intervention. An inadequately
administered intervention will not be effec-
tive, and other factors acting differentially in
the intervention and nonintervention com-
munities (i.e., confounders) can cause the
effectiveness to be underestimated or over-
estimated. The influences of these two con-
tingencies are often monitored through pro-
cess data, which are discussed in the next
section.

An effective intervention may also be
judged to be ineffective if evaluated prema-
turely. Interventions that require change on
the part of individuals or communities obvi-
ously need to allow time for the natural pro-
cesses of change. The transtheoretical model
of behavior change holds that individuals
progress through five stages: precontempla-
tion (i.e., never thought of the change); con-
templation (i.e., have considered the change);
preparation (i.e., taking concrete steps to
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begin change); action (i.e., adopting the new
behavior); and maintenance (i.e., incorpo-
rating the change into one's life style) (Pro-
chaska 1997). Relapse to prior stages is also
part of the normal process in this model.
The time to progress through these stages
will vary with the type of change and the cul-
ture in which it occurs. For example, in most
cultures, adopting the use of a bed net for
protection against mosquitoes will be more
readily adopted than the use of condoms to
prevent STDs, assuming there are no barri-
ers to the availability of either. Cultural fac-
tors, such as an association between low so-
cial status and bed nets could greatly slow
the adoption of bed nets. There is very little
information about the amount of time for
various behaviors to be adopted. Moreover,
there is little information on stages of adop-
tion of community-level changes.

An intervention may be quite effective in
moving individuals or communities through
stages of change. But an effect on infection
rates may not be observable until there is a
critical number of people or communities
who proceed to the action and maintain
stages. A measure of infection prior to this
point would conclude inappropriately that
the intervention is ineffective. For this rea-
son it is important to collect information on
behaviors and attitudes (e.g., contempla-
tion) when an intervention entails individ-
ual change.

When a particular behavior has a known
effect on transmission, as with compliance
to a schedule of childhood vaccines, re-
search may focus on the behavioral outcome
alone, e.g., immunization coverage instead
of infection rates. Often, though, both bio-
logic and behavioral data are needed for a
complete evaluation of an intervention.
Some behavioral researchers have felt that
biologic specimen collection is obtrusive
and will decrease participation in research,
while some clinical researchers have felt that
behavioral information is superfluous, or
that asking questions will also decrease
study participation. However, recent re-
search on such socially sensitive infections
as HIV and STDs has demonstrated the fea-
sibility of collecting both detailed behav-

ioral data and biologic specimens. The fea-
sibility of specimen collection has been en-
hanced by the development of home-based
and self-administered procedures, such as
urine-based tests for STDs. The combina-
tion of biologic and behavioral data max-
imizes the opportunities for explanatory
analyses.

Intervention Processes

Process evaluation pertains to the imple-
mentation of the intervention and monitor-
ing of potential confounders. The compo-
nents of intervention implementation that
are commonly measured include the quanti-
ty and quality of the intervention (referred
to as output), the intervention acceptability,
and implementation barriers. (For example,
see Kroeger 1997.) The data for both pro-
cess and outcome evaluation that were gath-
ered for a community-level intervention
based on dissemination and empowerment
principles are listed in Table 16-2.

Output evaluation refers to the quantifi-
cation of program activities. Outputs can in-
clude numbers of service providers trained,
clients served, treatments or immunizations
delivered, and preventive health brochures
produced and distributed, to give but a
few examples. Output evaluation assesses
whether an intervention program is func-
tioning at the intended level and thus
whether the study can be regarded as an
evaluation of the intervention efficacy or ef-
fectiveness.

The quality of an intervention may be
reflected in such factors as the nature of a
training program for people administering
the intervention, the degree to which people
understand a message in a mass media cam-
paign, the actual use rates of condoms that
have been distributed, and the reliability
with which vaccines that require refrigera-
tion are kept refrigerated.

Information on factors that can affect
the outcome differentially in the interven-
tion and nonintervention communities is
also critical. If these are anticipated during
the study design, then collection of data on
these factors may be incorporated into the
study schedule. However, unforeseen fac-
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Table 16-2 Types of Outcome and Process Data Collected for the Evaluation of the Efficacy of a
Community-Level Intervention* to Lower the Rate of Sexually Transmitted Diseases
Data Type Information Collected

Outcomes

Behaviors

Disease

Institutional
characteristics

Processes

Attitudes

Behaviors

Intervention
activity
(output)

Intervention
confounders
and barriers

Empowerment
among the lay
health advisors

Household survey of the reported occurrence of the targeted behaviors, both before the
survey and after 18 months of the intervention.

Occurrence of cases of reportable STDs (syphilis, gonorrhea, chlamydia) during the six
months prior to the intervention and six months following the intervention.

The competence of local institutions to deliver services in a culturally sensitive
manner to the populations most affected by STDs. An institutional assessment
instrument, consisting of interviews and observations, was developed and administered
in four institutions both before and after the intervention.

Items in the household survey pertaining to attitudes about the targeted behaviors, such
as intentions to engage in them in the future. Data on trends in attitudes allow
researchers to monitor the progress through stages of change.

The number and proportion of people seeking care for an STD in the county STD clinic
within three days of symptoms.
The number and proportion of people seeking care for a potential STD in the county
STD clinic following suspected exposure.
The number and proportion of people seeking care in the county STD clinic who
reported using a condom during the last episode of sex.

Qualitative interviews with the program staff (not LHAs) about the degree to which the
selected LHAs have proven to match the desired criteria for LHAs. This information
also enables the refinement of the selection process for any future LHA programs.
Evaluation of the training program for the LHAs.
Items in the household survey about interactions with LHAs and exposure to any other
HIV or STD interventions during the six months prior to the intervention, and during
the intervention.
Recall among the LHAs of the number and type of interactions they had with people
about STD prevention. The data were collected through telephone conversations every
four months with each LHA.
Field notes kept by the intervention coordinator about her own activities, conversations
with the LHAs, the monthly meetings with the LHAs, meetings of the community
advisory group, group activities conducted by the LHAs, and other miscellaneous
meetings and events.

Items in the household survey about exposure to any other HIV or STD interventions
during the six months prior to the intervention, and during the intervention.
Clippings from the local newspaper reporting on the activities of local groups and
institutions that might affect the targeted behaviors.

Field notes reporting on the interactions of the LHAs with local institutions

*The intervention is a lay health advisor (LHA) program to disseminate skills, information, and attitudes about three behaviors, and
to enhance social capital through the empowerment of the lay health advisors. The targeted behaviors were: (1) seeking care for a
symptomatic sexually transmitted disease (STD) within three days of the symptoms; (2) seeking testing for a potential infection fol-
lowing suspected exposure to an STD, and (3) condom use with one's main sexual partner (Thomas 1998).

tors can also exert an influence. Some fac-
tors may be readily recognized as they occur
and may even lend themselves to objective
measurement. For example, researchers may
be aiming to reduce the incidence of HIV
through a program enhancing social cohe-

sion. After initiating the intervention the re-
searchers may observe that, apart from their
program, neighborhood crime causes neigh-
bors to join efforts to combat the crime (an
expression of social cohesion). A crime wave
that differentially affects nonintervention
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communities would thus dilute the observed
effect of the program. However, the research-
ers could obtain crime statistics to document
the influence of this factor on the study.

Other factors may not be immediately ev-
ident or measurable. The influence of such
factors can sometimes be captured in field
notes. These are notes that researchers and
staff keep to document their own activities,
observations, and thoughts during the course
of the study. Upon reviewing these or shar-
ing them with other researchers, the investi-
gators can gain new insights. In one of my
studies (Thomas, unpublished data), we sub-
scribe to the local newspaper of the respec-
tive towns in our study. The project field di-
rector reads the papers and clips articles
about events that may have an effect on the
delivery of our intervention (a lay health
advisor program) or the occurrence of the
outcome (STD infection) in either the in-
tervention or nonintervention community.
Through this process we have learned about
some STD prevention programs conducted
by community-based organizations that we
had not heard about through our other con-
nections in the towns.

PRACTICAL CONSIDERATIONS

A population-based study can consist of a
random sample of individuals scattered
throughout a region. These individuals may
never meet each other or know who else is
in the study: they are largely independent of
each other. In a study of a "community of
memory" (i.e., geographically defined) the
individuals who make up the community
are interdependent; they talk to each other,
help each other, and form political alliances.
Gaining and maintaining the trust and co-
operation of community members and lead-
ers cannot be done with efficiency or expe-
diency. There is no substitute for meeting
with people in person, and relations are best
maintained through frequent communica-
tions and meetings.

Enrolling a community in a study of an in-
tervention that entails personal or commu-
nity compliance is like entering into a com-
mitted relationship that requires frequent

attention. One should not enter such a rela-
tionship lightly. Prior to enrolling a commu-
nity in a study it is critical to gather some
preliminary information, including the rates
of the target condition or behavior to guide
sample size determination, the likelihood of
the community to accept and comply with
the intervention, and the occurrence of
other factors that may affect study imple-
mentation. A community with a very low
rate of HIV incidence, for example, would
not be suitable for assessing intervention ef-
fects on HIV acquisition, because any de-
crease in the incidence would nonetheless be
a small change. A community embroiled in
turf battles between health care providers
may not be a good place to conduct an effi-
cacy study of an intervention that depends
on coordination between the providers. The
barriers to intervention implementation in
this instance would interfere with the as-
sessment of whether the intervention can
have the intended effect.

In a multisite study there are few efficien-
cies of scale when it comes to the required
human interactions between researchers and
the community. Thus in addition to the con-
cerns of careful implementation of the inter-
vention, and thorough and accurate eval-
uation, multisite intervention studies are
enormously complex and very expensive.
Furthermore, because multisite studies are
conducted in what are ultimately selected
populations that meet the requirements for
compliance and follow up, and because
their conduct is highly monitored, results
may not be generalizable to other popula-
tions. These complexities and costs have led
to cautious attitudes toward large outcome
studies and a new appreciation for process
evaluation of replications of efficacious inter-
ventions (Fortmann 1995, Koepsell 1995).

Since effectiveness studies of community-
level interventions entail data collection in
several communities, empirical data collec-
tion requires resources and organizational
structures in excess of those for a standard
individual-level, population-based study. Re-
search components that need to be adapted
from population-based designs include
community-level information and outreach
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to prepare the target population; develop-
ment of outreach and contact (it may be un-
realistic to expect community participants
to come to clinics or other central sites for
follow up); logistic support for any worker
or client travel and for transport of samples;
and development of analyses appropriate to
community and cluster designs.

Ethics

Ethical considerations pervade research. We
mention here three issues of particular rele-
vance to infectious disease community in-
tervention studies: the testing of expensive
interventions in poor communities; informed
consent at the community level; and the pro-
vision of services in nonintervention com-
munities.

Often, poor communities offer favorable
conditions for research because they have a
high incidence of the disease in question.
Moreover, if the intervention is effective, the
intervention communities reap the benefit of
preventing or curing at least some infec-
tions, more than they would have prevented
or cured without the intervention. But when
the study is over, sustaining the intervention
is likely to require resources that the com-
munity does not have. Critics of such stud-
ies argue that wealthy communities take un-
fair advantage of poor communities because
the wealthy can afford the intervention but
they do not have to take the risks involved
in testing it. Regardless of the degree of
wealth or power that a particular communi-
ty selected for a study may have, the com-
munity must be informed of the potential
benefits and risks of participation in the
study. In studies where the intervention is at
the individual level, informed consent is ob-
tained from the persons who are study can-
didates. In the case of a community-level in-
tervention, however, it is not clear who
should be informed and from whom consent
should be obtained. The community leaders
may not represent the interests of some seg-
ments of the community. Researchers, and
the institutional review boards that consid-
er the ethics of their studies, must give con-
siderable attention to the identification of
and interaction with those segments of a

community that will be most affected by an
intervention. Several theoretical and practi-
cal aspects of ethical research in communi-
ties are addressed in a book edited by King,
Henderson, and Stein (1999).

Whether those not receiving an interven-
tion receive a placebo or another interven-
tion for which the effect is known, they must
be provided with at least the prevailing stan-
dard of care. There is currently debate about
whether the standard should reflect what is
locally available or what could be available
under ideal conditions. This is an issue of
particular pertinence in developing country
settings. This question, which has arisen
most notably with respect to provision of in-
tensive AZT therapy for the prevention of
mother-to-child HIV transmission, is very
complex and has not been fully resolved.
Detailed ethical review and comment by
both in-country and donor human subjects
committees are critical in the design of an in-
ternational trial.

Some researchers question whether it is
ethical to have a control community at all if
the effects of the intervention being tested
can be plausibly assumed to be good. (This
ethical conundrum is portrayed in Sinclair
Lewis's Arrowsmith [1925]). This view must
be weighed against other ethical considera-
tions such as the expenditure of valuable re-
sources to implement a program that is not
known to be effective. To mitigate against
the former error, researchers can conduct in-
terim analyses of the intervention effective-
ness. If the intervention is found to be sig-
nificantly more effective than the placebo or
a competing strategy, the trial can be halted
and the more effective measure provided to
the nonintervention group.

SUMMARY

The most important distinction between a
clinical trial conducted in a community and
a community trial is the ability of the latter
to study population-level factors through
the comparison of communities. Popula-
tion-level factors have been largely neglect-
ed in the study and control of infectious dis-
eases in both observational and intervention
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research. Thus they constitute an important
and exciting line of inquiry for future re-
search. These studies will necessarily entail
the development of new measures that re-
flect groups rather than individuals and
analyses that do not assume independence
among individuals. The methodologic com-
plexity and the sheer size of studies of mul-
tiple communities make them complex,
time-consuming, and expensive. The prom-
ise of developing and demonstrating the ef-
fectiveness of interventions working at new
levels depends, then, on the careful and
thorough implementation of preliminary
steps leading up to a full-scale trial compar-
ing multiple communities.

Acknowledgment: The author thanks Maria J. Wawer,
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17
Evaluation of Immunization Programs

ROBERT T. CHEN and WALTER A. ORENSTEIN

Immunizations are among the most success-
ful and cost-effective disease prevention in-
terventions available (World Bank 1993). In
the United States, the introduction of rou-
tine immunizations has greatly reduced the
incidence of several vaccine preventable dis-
eases (Table 17-1). Similar success in disease
reduction has been demonstrated by immu-
nization programs in many other countries
(Acres 1985, Feery 1981). The World Health
Organization's Expanded Programme on Im-
munizations (EPI), with assistance from the
United Nation's Children's Fund (UNICEF)
and other donors, has made great strides in
extending these benefits to developing coun-
tries (WHO 1999). Immunizations permitted
the global eradication of smallpox (Fenner
1988) and may do the same for poliomyeli-
tis (Satcher 1999) and some other diseases.
Interest in immunization programs contin-
ues to grow as countries attempt to improve
the rational allocation of their scarce health
resources. Developments in biotechnology
and immunology offer the promise of new
vaccines against many diseases old and new,

ranging from malaria to acquired immuno-
deficiency syndrome (AIDS) (Johnson 1999),
including some noninfectious diseases like
cancer (Greten 1999). In sum, immunization
programs represent an impressive attempt by
the human species, via science and social or-
ganization, to purposefully alter the ecology
of certain infectious diseases in its favor.
While some people may view this as hubris
against nature (Illich 1976), most of us will-
ingly accept that less disease is better.

Epidemiologic studies and principles, ex-
perimental and observational, play a critical
role in guiding almost all steps of a success-
ful immunization program (Begg 1990). Be-
fore licensure, a vaccine must demonstrate
its safety and efficacy in phased clinical trials.
After licensure, continued close monitoring
of the vaccine's safety and effectiveness is
needed, especially early on. But equally im-
portant to a vaccine's ultimate success is the
close monitoring of the immunization pro-
gram itself.

Surveillance for measurable indicators like
vaccine coverage, disease incidence, and ad-

344



EVALUATION OF IMMUNIZATION PROGRAMS 345

Table 17-1 Comparison of Maximum and Current Reported Morbidity Vac-
cine Preventable Diseases and Vaccine Adverse Events, United States, 1995

Disease

Diphtheria

Measles

Mumps

Pertussis

Polio (wild) (paralytic)

Rubella

Cong, rubella synd.

Tetanus

Invasive Hib disease

Vaccine adverse events

20th Century
Annual Morbidity

175,885

503,282

152,209

147,271

16,316

47,745

823

1,314

20,000t

0

1999*

1

100

391

7,298

0

267

6

42

254

11,827

Percentage Change

-100

-100

-99.7

-95.0

-100

-99.4

-99.3

-96.8

-98.7

*Final totals of reported cases to the Centers for Disease Control.

Estimated because no national reporting existed in the prevaccine era.

equacy of the cold chain provide the bench-
marks for an immunization program to
judge its progress. Rigor in design, conduct,
and analyses of epidemiologic studies to un-
derstand the corresponding risk factors for
nonvaccination, vaccine failure, and cold
chain failure permits development of accu-
rate and timely adjustments to immuniza-
tion programs and policies to ensure their
ultimate success. This review discusses the
epidemiologic methods used in the various
phases of an immunization program draw-
ing largely, though not exclusively, on the
experience in the United States.

PRELICENSURE

Clinical Trials

The goals of the prelicensure studies are to
(1) identify a candidate vaccine, (2) show
that the vaccine is safely tolerated in terms
of local and systemic reactions ("safety"),
and (3) demonstrate that the vaccine confers
protection against the target disease ("effi-
cacy"), either directly in terms of disease re-
duction, or indirectly, in terms of elicitation
of protective antibodies. Prelicensure stud-
ies are carefully phased in design and con-
duct. Impressive progress in biotechnology
during recent decades has revolutionalized
not only the capability to rapidly identify
the causative organisms for new illnesses

(Barre-Sinoussi 1983) but also to engineer
and produce vaccines that are potentially
safer, more effective, easier to produce, and
less costly (Woodrow 1997). This biotech-
nology revolution poses a tremendous chal-
lenge to the traditional "vaccine develop-
ment system" to provide adequate and
timely assessments so that maximum bene-
fits might be reaped from these advances
(Mahoney 1999).

After isolation and characterization of the
causative organism for a disease, inactiva-
tion or attenuation permits the development
of candidate vaccines (Levine 1997). Such
candidate vaccines are tested in animals (Lee
1995) before advancing to phased human
clinical trials. Phase I trials usually enroll
10-100 adult volunteers to assess initial
safety tolerance and acceptable vaccine dos-
age in humans. Phase II trials seek to expand
knowledge about the safety, optimal dose,
route of administration, and schedule (pri-
mary series, and if needed, boosters) of the
candidate vaccine. Sample sizes usually range
from 25-1000 persons.

Phase III clinical trials aim to show that
the candidate vaccine is efficacious in con-
ferring protection on a targeted, at-risk pop-
ulation under controlled conditions (Hallo-
ran 1999). Safety issues are also examined
to the extent the sample size (calculated pri-
marily on efficacy considerations) and study



346 OUTBREAK INVESTIGATIONS AND EVALUATION RESEARCH

duration permit. As with any clinical trial,
issues such as case definition, case finding,
trial design, and sample size must be consid-
ered carefully (Tackett 1997). Classically,
a prospective, double-blind, randomized,
controlled design in a closed cohort is used
(Takala 1998, Steere 1998, Monto 1999).
Occasionally, studies with an open cohort
(Eskola 1987), historic controls (Fritzell
1992), or using a household secondary at-
tack rate (Mortimer 1990) are used.

Based on a comparison of the disease in-
cidence rate of vaccinated to unvaccinated
individuals, the percentage reduction in dis-
ease as a result of the vaccination, or vac-
cine efficacy, is calculated (see the section on
vaccine efficacy and vaccine effectiveness
studies) (Greenwood 1915,Halloran 1999).
Comparison of adverse event rates between
the two groups is also made. The accurate
ascertainment of cases and, therefore, the
accuracy of the vaccine efficacy calculation
depend greatly on which endpoint is selected
for the trial.

The endpoint "case definition" may be a
laboratory result, a clinical finding, or a com-
bination of both. The goal of the immuni-
zation may be to prevent infection [e.g., by
human immunodeficiency virus (HIV)], to
prevent the final disease (e.g., AIDS), or pre-
vent severe disease (e.g., pertussis). What-
ever the endpoint chosen, the specificity of
the diagnosis is more critical to the accura-
cy of the vaccine efficacy estimate than the
sensitivity of diagnosis (Orenstein 1988).
Clear thinking about these and other ques-
tions of interest in such trials will assist in
appropriate study design on factors rang-
ing from unit of observation, comparison
groups, and level of information required
(Halloran 1999). Many lessons can be
learned from analyzing the similarities and
differences in study design among recent
acellular pertussis vaccine trials (Fine 1997).
Another key goal of Phase III trials is to es-
tablish a laboratory correlate of human pro-
tection if possible (Siber 1997). This permits
a potency test to be developed and stan-
dardized for use in prerelease testing as well
as a surrogate endpoint in future trials.

Program Goals and Strategies

After a vaccine completes the clinical trials
and licensure is imminent, several decisions
must be made prior to its introduction into
a vaccine program. The goals of the program
and the appropriate strategies to reach them
need to be defined. This in turn determines
how widely the vaccine can be used, which
target populations should receive it, and
how rapidly use of the vaccine must be im-
plemented. The disease control strategy is
dictated to a large degree by (1) the epide-
miologic features of the disease (Fine 1993),
(2) the adequacy of the health infrastruc-
ture, and (3) the resources available (Ma-
honey 1999, Wenger 1999). Vaccination
strategies in developing countries may con-
front difficult choices (Cutts 1999), espe-
cially in terms of the balance between a
"vertical" (immunization is directed from
the national level as a separate program)
versus an "integrated" (where it is part of a
comprehensive primary care effort) immu-
nization program (Taylor 1997).

After considerable experience in disease
control through immunization, elimination
or eradication of the vaccine preventable
disease (the absence of disease with, and
without, a continuing threat of reintroduc-
tion, respectively) is usually considered.
Special strategies like "ring immunization"
for smallpox (Foege 1971) or "national im-
munization days" for poliomyelitis (Hull
1994) are usually required to move from
simple disease control to eradication.

Disease surveillance data on age groups,
special populations at risk, and illness com-
plications are important in evaluating the
cost and benefits of vaccination. Measles
was a disease that affected many young chil-
dren prior to school entry, while rubella was
uncommon before school age (Langmuir
1962, Witte 1969). For example, surveil-
lance data were useful in designing strate-
gies for vaccination against measles and ru-
bella. Thus measles immunization programs
needed to target both children at one year
of age and those in elementary school. In
contrast, vaccination efforts against rubella
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could either be narrowly targeted at prepu-
bertal females (Dudgeon 1985) or be used
universally among all children of both sexes
(Bart 1985). The latter strategy has been
shown to be more successful as vaccine cov-
erage is higher and provides greater herd
immunity by reducing rubella transmission
but at a higher cost (Gudnadottir 1985).
When adequate surveillance data are avail-
able, different options for control strategies
can be modeled mathematically to obtain
quantitative insights in lieu of mere intuition
(Anderson 1991).

Once a vaccine has shown good results in
an efficacy study, an effectiveness study may
be needed to determine if the use of the vac-
cine in routine public health practice is indi-
cated. The initial evaluation of the Ty21a
oral typhoid vaccine was done with a liquid
formulation that was efficacious but was not
suitable for mass production. Subsequent
trials compared more convenient capsule
and enteric-coated tablets against the liquid
formulation (Clemens 1996). New health
programs today frequently also need to dem-
onstrate cost-effectiveness, as was done prior
to licensure of the Haemophilus influenzae
type b (Hib) polysaccharide (Cochi 1985),
varicella (Lieu 1994, Scuffham 1999), and
rotavirus (Tucker 1998) vaccines.

By necessity, Phase III trials must evaluate
the efficacy of the candidate vaccine when
used alone. With the increasing number of
antigens routinely recommended in infants
and children, simultaneous or combined ad-
ministration of multiple antigens becomes
increasingly attractive to minimize the costs
and the number of health care visits and in-
jections needed to complete the immuniza-
tion series (King 1994). The safety and im-
munogenicity of simultaneous or combined
vaccinations require careful evaluation to
ensure there is no interference in immuno-
genicity or enhancement of adverse reac-
tions (Williams 1995, Guess 1999). Such
"Phase Illb" trials are practical only if a
serologic correlate of efficacy is established
during the "Phase Ilia" trials (Cherry 1998),
as was done for the licensure of combined
DTP-Hib vaccines (CDC 1993). Should the

goal of a trial be improving the efficacy of an
existing moderately efficacious vaccine,
large simple randomized clinical trials may
be needed (Guess 1999).

POSTLICENSURE

Once a vaccine has been shown to be effica-
cious, it would be unethical to deliberately
withhold it from certain populations in fur-
ther studies to provide a comparison group.
Therefore in contrast to prelicensure stud-
ies, which have the relative "simplicity" of
experimental designs, most postlicensure
studies are observational and epidemiologic
in nature. Issues of confounding and bias,
which were minimized by random alloca-
tion of vaccinated and unvaccinated persons
in prelicensure studies, must now be either
rigorously controlled for in study design and
analyses, or taken into account during the
interpretation of the data.

Because of the limits in size, duration, and
population heterogeneity of preclinical trials,
usually much remains to be learned about
the characteristics of a vaccine and its opti-
mal use after licensure. Rarer adverse events,
such as vaccine-associated paralytic polio-
myelitis (Henderson 1964), mumps vaccine-
associated aseptic meningtitis (McDonald
1989), or rotavirus vaccine-associated intus-
susception (CDC 1999) may not have been
detected earlier. Certain batches of vaccine
may turn out to be unsafe or inefficacious,
leading to improvements in manufacturing
and quality control (Nathanson 1963). Some
issues, such as duration of vaccine-induced
immunity, may require decades to assess
(Christenson 1994).

Surveillance on several aspects of an im-
munization program are needed to assure its
optimal performance. This may include col-
lection of data on vaccine distribution (San-
toli 1999), adequacy of the cold chain (Gold
1999), adequacy of sterilization (Hutin
1999), the cost of the vaccine, public atti-
tudes toward the importance of immuniza-
tions (Freeman 1999), barriers to immuni-
zations and missed opportunities (Santoli
1998), characteristics of populations who
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have not been vaccinated (Reichler 1998),
characteristics of remaining cases of disease
(Jafari 1999), characteristics of persons ex-
periencing adverse reactions (Stetler 1985),
and even the number of lawsuits filed against
vaccine manufacturers (Orenstein 1990).
Special studies (e.g., epidemiologic, labora-
tory, combination or others) may be needed
to better understand and solve potential
problems identified by these immunization
program surveillance/information systems.
Health services research may be needed to
identify the most effective way of improving
immunization coverage rates (Shefer 1999).

As immunizations change the epidemiolo-
gy of vaccine preventable diseases, the im-
munization schedule may require fine tuning
based on risk data from outbreak investiga-
tions. This was the basis for changing the age
for measles vaccination in the United States
from 9 months upon initial licensure to 12
months, to 15 months (Orenstein 1986),
then two doses (Markowitz 1989). A large
outbreak in Greece showed the hazards of
immunizing against rubella without a clear
planned strategy (Panagiotopoulos 1999).
Modeling studies may then be used to better
analyze strategy options (Rohani 1999). Ad-

ditional cost-effectiveness studies may be
needed to garner continued program support
(Margolis 1995). Serosurveys may be used to
assess any major gaps in immunity that could
result in future outbreaks (Evans 1980).

A sophisticated surveillance system is also
needed because of the dynamic nature of the
relationship between (1) disease incidence,
(2) vaccine coverage, and (3) vaccine ad-
verse events as an immunization program
progresses from preimplementation to final
disease elimination/eradication (Fig. 17-1).
Information about at least these three vari-
ables is needed by health authorities with re-
sponsibilities for weighing the costs, risks,
and benefits of an immunization program
and recommendations for the use or discon-
tinuation of a vaccine. After sustained con-
trol, the cumulative burden of the vaccine-
induced illnesses may exceed that from the
wild disease itself. The United States Advi-
sory Committee on Immunization Practices
(ACIP) recommended that routine smallpox
vaccination (CDC 1971) and use of oral
polio vaccine (CDC 1999) be discontinued
prior to global eradication of their target
diseases. To assure the correct decisions are
made, the information system needed will

Figure 17-1. Evolution of immunization program and prominence of vaccine
safety. Source: Chen 1994b.
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have to be tailored to each phase. At all
times, both surveillance and special studies
are needed. However, the level of sophisti-
cation required of both types of information
generally increases with each phase.

SURVEILLANCE OF VACCINE
PREVENTABLE DISEASES

General Issues

Surveillance systems differ from special stud-
ies in that they are usually designed to mon-
itor trends, detect and describe problems,
and establish hypotheses to be tested in more
refined research designs (Thacker 1988). Sur-
veillance systems are ongoing, limited data
are collected on each case, and data analysis
is traditionally straightforward. In contrast,
special studies are usually designed to test
specific hypotheses and are usually time lim-
ited, data collection can be complex, and
analyses are often sophisticated.

All passive surveillance systems tend to
generate incomplete data. Cases of disease
reported to surveillance systems are likely to
reflect a subset of all cases, and they may not
provide an unbiased representation of the
total. For example, reports of pertussis cases
tend to include persons with the most severe
disease. About 40% of the pertussis cases
reported to the Centers for Disease Control
and Prevention (CDC) were hospitalized
(CDC 1995), compared with less than 10%
in community-based studies (Royal 1981).
Despite underreporting and other potential
biases, surveillance data have been remark-
ably useful in serving the needs of public
health programs (Teutsch 1994).

Analysis of age-group-specific measles
surveillance data during the 1989-1990
measles outbreak pointed to the importance
of unimmunized preschool children as the
main risk group (Gindler 1992). A gradual
increase in pertussis incidence after a long
historic decline may reflect waning immuni-
ty in adolescents and adults due to decreased
circulation of pertussis mostly from a suc-
cessful vaccination program (Guris 1999).
Analysis of surveillance data may point out

areas for special vaccination campaigns. Ex-
amination of the U.S. measles surveillance
data from 1980 to 1989 showed that measles
was endemic in only 0.5% of the nation's
3137 counties (Hersh 1992). Measles cases
from these counties were probably respon-
sible for much of the measles transmission
during these years. These data added impe-
tus to programs targeted at age-appropriate
immunization of children by age two in the
United States (NVAC 1991).

Innovative analysis of surveillance data
may provide insight into the pathogenesis of
vaccine preventable diseases. The lack of ex-
pected increase in the interepidemic period
with increasing pertussis vaccination levels
led Fine and Clarkson (Fine 1982) to hy-
pothesize that pertussis vaccine was more
effective in protecting against disease than
against infection. This hypothesis has since
been supported by other studies (Black-
welder 1991). The rapid disappearance of
diphtheria (Chen 1985) and Hib (Adams
1993) relative to population vaccination
levels suggests that, in addition to individual
protection, immunization may play a role in
reducing carriage of pathogenic organisms.
Comparison of measles immunization rates,
obtained via retrospective school surveys
with measles attack rates among census
tracts in Milwaukee, Wisconsin, provided
insight on the level of herd immunity neces-
sary to halt transmission (Schlenker 1992).

Sources of Data

Most surveillance systems generally rely
upon case reports by physicians, other health
care workers, or laboratories. This is partic-
ularly true for diseases like measles and
mumps with characteristic clinical symptoms
and signs and for which few cases are hos-
pitalized and few attempts are made to con-
firm cases through the laboratory. School-
based surveillance, usually based on the
school nurse, needs to identify reasons for
absenteeism. Frequently such reports are de-
layed because ill students may otherwise es-
cape detection until their return to school.
This can impede control efforts if vaccina-
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tions need to be started at the time of the
first case.

For surveillance of diseases like invasive
Haemophilus influenzae type b disease, lab-
oratories and hospitals can be more useful
because most cases of invasive illness are
both hospitalized and confirmed via the lab-
oratory (Jafari 1999). Laboratory surveil-
lance is also important for pertussis, rubel-
la, and hepatitis B, because of the difficulties
in making the clinical diagnosis. Mortality
records are used for evaluating health im-
pact and the characteristics of persons who
die with a given disease. A special surveil-
lance system including deaths registered in
121 U.S. cities each week is used to deter-
mine the existence of an epidemic of influ-
enza by comparing the reported proportion
of total deaths due to pneumonia and influ-
enza with expected proportions based on
nonepidemic years (Choi 1981).

In the United States, the Council of State
and Territorial Epidemiologists (CSTE), in
collaboration with the CDC, develops the list
of diseases recommended to be reported by
states to the CDC (Roush 1999). Canada and
most other countries have a similar process
(Advisory Comm 1991). Among the vaccine
preventable diseases, cases of diphtheria,
tetanus, pertussis, polio, Hib (invasive dis-
ease), measles, mumps, rubella, congenital
rubella syndrome, hepatitis A, and hepatitis
B are currently officially reportable via health
departments of the states and the District
of Columbia on a weekly basis to the CDC.
For selected diseases like measles, pertussis,
tetanus, polio, additional details on each case
are gathered via a supplementary surveillance
form by county and state health staff. In ad-
dition, there are special surveillance systems
for Hib and hepatitis B disease. As diseases
like varicella become newly vaccine pre-
ventable (CDC 1999), new surveillance sys-
tems will be needed to better monitor the
impact of immunizations, or lack thereof.

Case Definitions

Case definitions vary with the goals of the
surveillance system. For example, prior to
beginning a vaccination program or during
its early phases, all physician reports are

usually accepted (i.e., the case definition is a
physician diagnosis). However, as disease
incidence decreases and a greater degree of
disease control is achieved, individual cases
are investigated by health department per-
sonnel, and case definitions tend to become
more precise. For example, the case defini-
tion for measles can also require laboratory
confirmation or epidemiologic linkage to
another case meeting the same clinical cri-
teria. Clinical information from reported
suspected cases of poliomyelitis is now re-
viewed by a panel of three experts before
being accepted as a case (Strebel 1992).
These stricter definitions increase the pre-
dictive value positive of reported cases. The
predictive value positive would normally
fall as disease incidence decreases unless
stricter definitions are used.

The current case definitions used by the
CDC for notifiable vaccine preventable dis-
eases have been published (CDC 1990).
Similar definitions have been elaborated by
Canada (Advisory Comm 1991). Most of
these definitions are based on clinical and
epidemiologic experience; some have been
evaluated for sensitivity and specificity dur-
ing special investigations. For example, out-
break investigations in Wisconsin, Dela-
ware, and Missouri revealed that a case
definition for pertussis of cough for 14 or
more days duration was 81% to 92% sen-
sitive and 58% to 90% specific in the
outbreak setting (Patriarca 1988b, Strebel
1993). The ideal sensitivity and specificity of
case definitions depend upon the outcomes
desired from surveillance. For controlling
outbreaks, particularly during disease elimi-
nation and eradication, high sensitivity with
rapid reporting becomes important for early
action. For studies, such as vaccine efficacy
evaluation, specificity assumes greater im-
portance (Orenstein 1988).

Disease Registries, Sentinel
and Universal Surveillance

Because of the expense and other difficulties
of conducting large-scale active surveillance
on an entire population, some programs
target sentinel sites for special emphasis. For
example, the CDC has conducted intensive
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surveillance and investigations of hepatitis
in at least four sentinel counties (Alter 1987).
This surveillance suggested that hepatitis B
disease was underreported by 50%. In addi-
tion, the comprehensive nature of the sur-
veillance allowed greater confidence to be
placed in the data that showed decreasing
prominence of persons citing homosexual
behavior as a risk factor and increasing
prominence of intravenous drug abusers
and persons engaging in heterosexual activ-
ity (CDC 1988).

Well-developed sentinel surveillance sys-
tems are used by some European countries
to provide information on disease occur-
rence (Chauvin 1998), though Europe-wide
harmonization is still distant (Salisbury
1999). The World Health Organization's Ex-
panded Programme on Immunization (EPI)
has encouraged many developing countries
to adopt sentinel systems in which reports
are accepted from selected providers within
a community, generally the large hospitals
(Cutts 1993). Such sentinel systems, while
generally inexpensive, may give biased in-
formation depending upon how representa-
tive the sites are of the general community.
For example, hospital-based systems are
more likely to report sicker children who
tend to be younger and unvaccinated than
cases occurring in the community at large.
Nevertheless, even these surveillance data
are useful for evaluating trends and estimat-
ing the initial impact of the vaccination pro-
gram (Chen 1994c). Such systems may be-
come less useful as wide vaccine use reduces
disease incidence.

Special registries may be maintained for
rare diseases of special interest. The CDC
maintained a registry that compiled data
on women vaccinated with rubella vaccines
within three months of conception (CDC
1989). The women were followed prospec-
tively to determine whether vaccination was
associated with adverse pregnancy out-
comes. In 1989, the registry was discontin-
ued when adequate data had been accumu-
lated to indicate that the risk of congenital
rubella syndrome (CRS) following vaccina-
tion, if any, was less than 1.2%. A similar
registry has been started to follow pregnan-

cy outcomes after varicella vaccination
(CDC 1996). A subacute sclerosing panen-
cephalitis (SSPE) registry was created to de-
termine both whether vaccination against
measles prevented the disease or whether it
could be caused by vaccination (Modlin
1977). These data showed that SSPE had
virtually disappeared from the United States
(Bloch 1985).

Evaluation

Guidelines for evaluation of public health
surveillance systems have been developed
(Klaucke 1994). Such evaluations consist of
determining usefulness, simplicity, flexibili-
ty, acceptability, sensitivity in detecting the
true number of cases or epidemics, positive
predictive value of reported cases (i.e., the
proportion of cases reported that are true
cases), representativeness of reported cases,
timeliness of reporting, and cost-effective-
ness. With regard to immunization, major
questions have revolved around sensitivity
and predictive value positive.

Estimates of underreporting are possible
for diseases like measles that are essentially
universal childhood infections. Prior to the li-
censure of measles vaccines in 1963, approx-
imately 400,000 to 500,000 cases were re-
ported annually at a time when roughly four
million children were born each year (Lang-
muir 1962). Thus the 400,000 to 500,000
cases reported represented approximately
10% of the total cases occurring in the Unit-
ed States. Surveillance data were supple-
mented by special population-based studies
which corroborated the validity of the sur-
veillance information (Witte 1969).

Once the disease burden decreases as a
result of vaccination, however, the total re-
maining burden is difficult to estimate. Par-
ticular use has been made of the Chandra-
sekar and Deming method of estimating the
reporting efficiency for various vaccine pre-
ventable diseases in the United States (Sutter
1990, 1992, Prevots 1994, Cochi 1989). This
method requires two independent surveil-
lance systems detecting the same illness and
measures the degree of overlap to estimate
the total burden. It is similar to capture-
recapture systems used to estimate animal
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populations. The efficiency of measles no-
tification in England and Wales has been
estimated to be 40%-60%, while that of
pertussis is 5%-25% (Clarkson 1985). Ef-
ficiency of vaccine adverse events reporting
can be evaluated if population-based esti-
mates based on prior studies are available
(Rosenthal 1995, Verstraeten 2000). Predic-
tive values positive studies use gold stan-
dards such as laboratory confirmation to
evaluate the proportion of cases, given a
particular case definition, that are laborato-
ry confirmed (Patriarca 1988b).

SEROLOGICAL SURVEILLANCE

Immunization programs aim to substitute
vaccine-induced immunity for immunity in-
duced by disease. Neither history of disease
or vaccination may be an accurate marker
of true immunity. Therefore, if a serologic
correlate of protective immunity against a
vaccine preventable disease exists, periodic
serologic surveys are useful in (1) evaluating
the success of an immunization program,
and (2) identifying groups with low immu-
nity that might require changes in vaccina-
tion strategy (Evans 1980, Bottiger 1998).

The United Kingdom switched from a se-
lective to a universal rubella immunization
policy after results of routine antenatal test-
ing showed an unacceptably high rate of sus-
ceptibility (Miller 1991). Several countries
have conducted special measles vaccination
campaigns based on results of serosurveys
(Agocs 1992), especially when combined
with mathematical modeling (Babad 1995).
Serosurveys in recruits have been used to
refine immunization policy in the military
(Kelley 1991). Serosurveys in all countries
with longstanding childhood vaccination
programs against diphtheria have shown a
high proportion of adults to be susceptible
(Chen 1985). Not surprisingly, adolescents
and adults constitute a high proportion of
diphtheria cases in the recent resurgence in
Russia and Ukraine (Hardy 1996). A Euro-
pean Sero-Epidemiological Network has
been established to coordinate data collec-
tion on immunity to vaccine preventable
diseases (Osborne 1997).

As with all surveys, representativeness of
the sample, participation rate, and definition
of "protective titers" (Chen 1990) are criti-
cal to interpreting the results. More impor-
tant, requirements for obtaining, shipping,
and laboratory assay of serologic specimens
make serosurveys relatively expensive. These
factors plus the relative slow change in pop-
ulation immunity profiles suggest that sero-
surveys need not be conducted frequently
[e.g., decennial National Health and Nutri-
tion Examination (NHANES) in the United
States (McQuillan 1990) versus annual].

Occasionally, in addition to serosurveys,
specially designed immunogenicity trials are
critical to assessing immunization strategy.
An increasing proportion of children in the
United States, for example, responded to the
measles vaccine at younger ages because of
lower levels of passively acquired maternal
measles antibodies (Markowitz 1996). This
is because more and more mothers derive
their immunity from vaccine rather than
wild measles. This resulted in lowering the
age of first measles vaccination from 15 to 12
months. A trial of diphtheria toxoid boost-
ers in Ukrainian adults revealed that many
persons 30-49 years of age missed both
their primary vaccinations and exposure to
natural diphtheria, and therefore needed a
complete primary series, not just a booster
dose to protect them during the recent diph-
theria resurgence (Hardy 1996).

VACCINATION COVERAGE

Because no vaccine is perfectly efficacious,
vaccination levels are not the same as im-
munity levels. Once rates of primary and
secondary vaccine failure are known from
special studies, an estimate of immunity
levels is possible in conjunction with knowl-
edge of the vaccination levels. In practice,
because primary and secondary vaccine fail-
ure rates are fairly low for most routinely
recommended vaccines, vaccination levels
provide a reasonable measure of the prog-
ress of a vaccination program. Vaccination
coverage can be monitored via direct meas-
urement of vaccination levels, or estimated
indirectly by several ways including (1) sur-
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veys, (2) reports of doses of vaccine admin-
istered, and (3) reports of doses of vaccine
distributed. As vaccine coverage reaches high
levels, indirect measurements may not pro-
vide the accuracy and precision needed to im-
prove the marginal coverage. Accurate ascer-
tainment of vaccination history is also critical
to any epidemiologic study of vaccines, as
this represents the "exposure." The ability
to ascertain accurate vaccination history
in U.S. children is increasingly threatened
owing to an increasingly complex immuni-
zation schedule, diversity of combination
vaccines used, and high turnover among
health plans (Weniger 1998), and calls for in-
novative solutions like barcodes, standard
peel-off labels (Schwartz 1998), and comput-
erized immunization registries (Wood 1999).

Direct Measurement (Vaccination
Registry, School Entry Census)

Since 1978, national immunization levels in
the United States have been assessed at
school entry. Each state Health Department
reports the results of its assessment to the
CDC where a national estimate is calculat-
ed. School enterer levels are not measured
by sample survey but represent a census of
the immunization status of all enterers. Each
school must review the immunization status
of each new enterer because of laws requir-
ing specified immunizations prior to admis-
sion to school. Data from each school are
usually compiled by school nurses or other
school officials from immunization records
on file for each student. State immunization
program personnel perform sample valida-
tion surveys to confirm the school reports
(Eddins 1993).

The major advantage of this approach is
that coverage levels are based on records
rather than parental recall. Since many par-
ents do not have immunization records of
their children at home, persons doing tele-
phone surveys, or even home visits, would
have to list persons without records as un-
known or rely on parental recall. Another
advantage of the school enterer assess-
ment is that to the degree it achieves a com-
plete census, there is no potential bias from
sampling.

The major disadvantage is that immuni-
zation levels are measured several years after
vaccination should have been administered.
A second problem relates to validity of the
records. Most states require physician con-
firmation of immunization status. However,
if physicians rely on parental recall rather
than records to certify immunization, falsely
high immunization levels may be reported.
Finally, assessment of newly recommended
infant vaccinations like Hib and hepatitis B
on a timely basis are not possible from ex-
amining school enterer vaccination data.

In the United States, requirements for re-
cording of vaccinations by providers was
legislated in the late 1980s. These require-
ments plus the increasing automation of
health care practice have led several health
maintenance organizations (HMOs) to fully
computerize their vaccination records (Chen
1997). This permits easy, timely assessment
of vaccination levels by physician, by clinic,
for the health maintenance organization, as
well as for recall (Payne 1993). Several re-
gional computerized immunization reg-
istries are under development in the United
States (Wood 1999). In England and Wales,
computerized preschool child registers com-
bined with vaccination histories have per-
mitted more rapid, frequent, and accurate
assessment of vaccine coverage in almost
all districts (Begg 1989). This system re-
cently detected a drop in measles vaccina-
tion uptake after new safety allegations
(CDSC 1998).

Indirect Measurement—EPI 30
Cluster Survey

Surveys are commonly used to provide a
more efficient estimate of vaccination levels.
Perhaps the best known is the 30 cluster two
stage stratified random survey initially de-
veloped for use during the smallpox erad-
ication program (Henderson 1973). This
method has since been used widely in World
Health Organization's EPI as a "gold stan-
dard" (with validity generally ±10% of
the actual levels) to validate administrative
estimates of vaccine coverage (Henderson
1982). It has also been adapted to examine
rates of neonatal tetanus deaths and polio
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lameness (Cutts 1988). Coverage Survey
Analysis System (COSAS), a software to
rapidly analyze the results of EPI 30 cluster
surveys, has been developed (Desve 1994).

The EPI survey has been criticized be-
cause the sampling frame is not based on
households but a convenience sample of the
target population living in close proximity
to the selected starting point (Brogan 1994).
Evaluation of the 30 cluster method, how-
ever, has shown it to be generally accurate
within the desired 10% of the true levels,
though it is particularly insensitive to pock-
ets of unvaccinated persons (Lemeshow
1985). This can be ameliorated by expand-
ing the number of clusters to what the re-
sources permit (Turner 1996). The advan-
tage of the 30 cluster method includes its
relative ease of use with moderate training.
Its standard methodology permits aggrega-
tion of results from smaller geographic areas.

A big disadvantage of the EPI survey is
that the method requires a sampling frame
for the population of interest. Any census
data available may be woefully out-of-date,
especially in rapidly growing urban areas
in developing countries (Ferrinho 1992).
Home vaccination records may be limited
or lost. Substantial logistical resources may
also be needed for the survey team to travel
to remote locations selected for study. The
EPI survey can be particularly difficult to
interpret if a substantial proportion of re-
spondents lack accurate vaccination rec-
ords. This problem is likely to worsen as EPI
adds more vaccines, requiring greater recall
by parents. The utility of the EPI survey is
also reduced at higher coverages since its
low precision cannot detect smaller increas-
es in coverage. Techniques for improving the
accuracy and precision of the cluster survey
method have been proposed (Brogan 1994,
Turner 1996).

Indirect Measurement—Other Surveys

The United States has tried a variety of ap-
proaches to estimating vaccination levels
among preschool children, none of which

are entirely satisfactory. From 1959 to
1985, an annual survey of households to de-
termine immunization levels for all key age
groups (United States Immunization Survey,
USIS) was performed (published and un-
published data. US Immunization Survey
Reports, Division of Immunization, CDC,
Atlanta, Georgia, 1959-1985). Beginning
in 1972, the data were collected principally
by telephone interview. Most of the answers
were based on parental recall and the re-
sults were generally substantially lower
than the results of the school enterer assess-
ments. In 1979, a question on whether par-
ents were reading from records was added.
Vaccination levels based upon the approxi-
mately one-third of respondents with
records more closely approximated results
from the school enterer assessments (Eddins
1982). Because of concerns about the accu-
racy and cost of the USIS, it was abandoned
after 1985.

The continuing need for timely data on
national vaccination levels by age two, how-
ever, led to resumption of such surveys in
1991 via the National Health Interview Sur-
vey (NHIS), using household interview of
parents (CDC 1994). The most difficult
problem for the NHIS was the lack of valid-
ity of parental history. In general, parents
tended to underestimate the number of
doses of multidose vaccine their child re-
ceived and overestimate single dose vaccines
(e.g., measles). When asked whether their
child is up-to-date, however, parents tend to
overestimate coverage (Goldstein 1993). To
compensate for these problems, beginning
in 1992, a spontaneous response of "my
child is up-to-date" was accepted and chil-
dren with unknown history were excluded.
These changes caused estimates to correlate
better with other survey results. Beginning
in 1994, parental responses are verified with
providers. Preliminary data for the first two
quarters of 1994 suggest such verification
will generally raise coverage by about 5%
(CDC 1995).

In 1994, the National Immunization Sur-
vey was also initiated in the United States.
Using random digit dialing technology to
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locate eligible children, this survey collects
data quarterly to estimate immunization
coverage in 19-35-month-old children in
all 50 states and 28 large urban areas (CDC
1995, 1999). Consent is obtained from the
interviewee to validate the vaccination his-
tory with the provider. Data are adjusted for
children from households without tele-
phones based on NHIS data (CDC 1996).
This survey has become the standard means
for measuring coverage in the United States
(Orenstein 1999).

Other approaches to measuring pre-
school levels have included statewide follow
up of a sample of children at two years of
age who were selected from state birth cer-
tificates (Hutcheson 1974). This technique
also was abandoned in most states because
response rates were frequently low, often
less than 50%, casting concerns on the
validity of the results. More recently, most
states began measuring immunization lev-
els retrospectively using data obtained at
school entry. Using date specific informa-
tion, immunization personnel calculate im-
munization levels for these enterers as of the
date of their second birthday (CDC 1992).

Guidelines and software for assessing vac-
cination levels of the two-year-old popula-
tion in clinic settings have also been devel-
oped (NIP 1994). Standards for definition of
a two-year-old, active versus inactive files,
age markers for assessing vaccination levels,
definition of "up-to-date" and complete vac-
cination levels, and sampling of clinic charts
may permit comparisons of clinics within
and between states. Such routine assessment
and feedback of vaccination rates (CDC
1996) combined with reducing "missed op-
portunities" for vaccinations (Szilagyi 1996)
have been shown to be highly effective in
raising and sustaining high vaccination rates.
Because the increasingly complicated child-
hood vaccination schedule (CDC 2000) will
increase the difficulty of accurately ascer-
taining vaccination history via interview,
computerized immunization registries are
increasingly looked to as the answer for
timely and accurate assessment of vaccine
coverage (Wood 1999).

Indirect Measurement—Administrative
Estimate, Biologies Surveillance,
and Other Approaches

If the number of doses of vaccine adminis-
tered and the number of children in the target
age group (e.g., number of surviving infants)
are known, an inexpensive "administrative"
estimate of vaccine coverage can be calcu-
lated. Again, if the same method is used every-
where, then aggregation of data is possible.
This is the method used routinely by World
Health Organization's EPI to estimate vac-
cine coverage (Cutts 1999). This method is
most useful when the great majority of vac-
cinations are performed in government-
financed clinics (e.g., most developing coun-
tries) and accurate denominator data on the
population at risk are known. Commonly,
however, these results are higher than actu-
al coverage, as the census data used to esti-
mate denominators tend to be low.

Since 1962, the CDC has received data
from vaccine manufacturers concerning the
number of doses of vaccines they distributed
minus the number of doses returned (pub-
lished and unpublished data, US Biologies
Surveillance, National Immunization Pro-
gram, CDC, Atlanta, Georgia, 1962-1996).
Data on the "net doses" of vaccines distrib-
uted have been helpful in tracking use of
various types of measles vaccines. Biologies
data have also been useful in tracking DTP
and DTaP use and confirming the greater
safety profile of DtaP postlicensure (Rosen-
thai 1996). The advantage of the biologies
surveillance system is that data become
available relatively rapidly. If school entry
data were required, it would have taken
about five years to obtain any information
on infants born and immunized following
the onset of the adverse publicity.

In the United States, about 60% of the
childhood vaccines are purchased by the
government via annual negotiated contracts
with the vaccine manufacturers (Orenstein
1999). A database recording purchases from
this contract also provides an alternative
source of denominators. The major uses of
these data have been in monitoring the pro-
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portion of the population served by the pub-
lic sector and in calculating rates of adverse
events reported following vaccination in the
public sector.

DISEASE SURVEILLANCE

The ultimate purpose of immunization is to
prevent disease and complications of dis-
ease. Surveillance data on reported cases are
critical to determine whether the program is
having an impact, to assess why disease is
still occurring, to evaluate whether new stra-
tegies are necessary, and to detect problem
areas and populations that require more in-
tensive program input.

Disease surveillance systems initially need
to be simple. Physician diagnosis is usually
the case definition, and reported informa-
tion may include date of onset or report,
age, and place of residence. Such limited
data have been useful to demonstrate the
marked impact of vaccination on disease in-
cidence and for analyzing how best to re-
duce remaining morbidity. For example,
surveillance data were used to develop poli-
cies to enhance rubella vaccination of post-
pubertal populations in the United States
(Cochi 1989).

Surveillance data were instrumental in the
spread of regulations to require vaccination
for schoolchildren in the United States. Be-
ginning in the mid 1970s, surveillance data
clearly showed that states without laws re-
quiring vaccination at school entry had 1.7-
to 2.0-fold higher incidence rates of report-
ed measles than states with laws (Orenstein
1978). This information was extremely
useful in the universal adoption of school
enterer requirements by showing legislators
that laws could lead to significant impact. By
the late 1970s, the epidemiology of measles
had changed. Cases were more prominent in
junior high and high school students (CDC
1982). These students were not covered by
the recently enacted school enterer laws,
since they had already been enrolled when
such regulations went into effect. This led to
adoption of comprehensive laws covering all
students, kindergarten through 12th grade.

Surveillance data showed such states had
lower incidence rates for measles than other
states and led to adoption of comprehensive
laws by most states (Robbins 1981).

An analysis of reported mumps cases by
age and by state demonstrated that the
marked increases in incidence were due to
failure to vaccinate large numbers of older
children and adolescents rather than to vac-
cine failure (Cochi 1988). The highest in-
cidence rates were in states without com-
prehensive school laws requiring mumps
immunization. If vaccine failure were the
predominant concern, increased incidence
should have occurred in all states. Thus
evaluation of the role of vaccine failure was
possible without any data on vaccination
status of cases. More recently, an analysis of
measles surveillance data and religious and
philosophical exemption status of the cases
showed that such exempters were at 35-fold
increased risk of measles compared to non-
exempters (Salmon 1999).

Case Investigations

As programs mature and cases become more
uncommon, surveillance tends to move
from simply the passive collection of limited
data on cases to more sophisticated individ-
ual case investigations by health department
personnel. During these investigations, staff
generally collect relevant clinical and labo-
ratory data as well as information on disease
complications, hospitalizations, vaccina-
tion status, and other desired information
such as potential sources and contacts of the
case. Health Department personnel may as-
sist in collecting critical laboratory speci-
mens such as acute and convalescent phase
sera or providing transport media for bacte-
rial and/or viral cultures. In the United
States, special case investigation forms were
used historically for congenital rubella syn-
drome, diphtheria, tetanus, pertussis, and
hepatitis B. Detailed information is collect-
ed on individual measles and polio cases.
More recently, electronic systems to compile
this information directly have been devel-
oped. These data are used to analyze cases in
greater depth particularly with regard to
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health impact and problems with vaccina-
tion. The advent of molecular epidemiologic
techniques has added new insights into geo-
graphic spread of vaccine preventable dis-
eases (Rico-Hesse 1987).

A major question in control of vaccine
preventable diseases is whether a given case
represents a failure of implementation of the
vaccine strategy (a preventable case), or fail-
ure of the strategy (a nonpreventable case).
For example, a preventable case of measles
is disease in someone who was eligible for
vaccine but was unvaccinated.

In the past, such persons must have been
born after 1956, be at least 16 months of
age, be a U.S. citizen, have no medical con-
traindications against measles vaccination,
have no religious or philosophical exemp-
tions to vaccination under state law, and
have no evidence of measles immunity
(CDC 1983). Measles immunity was de-
fined as documented evidence of prior
physician-diagnosed disease, receipt of live
vaccine on or after the first birthday, or lab-
oratory evidence of immunity. Analyses of
cases by preventability status played a major
role in new policy recommendations for
more aggressive revaccination efforts. In the
mid-late 1980s, only a minority of cases
were preventable, and especially among
school-age children, vaccine failure was the
predominant reason for nonpreventability
(Markowitz 1989). Analyses of large school-
age outbreaks in 1985 and 1986 (>100
cases) reported through the measles surveil-
lance system demonstrated as many as 69%
of cases in such outbreaks were appropri-
ately vaccinated with one dose of measles-
containing vaccine. Of the school-age cases
in these outbreaks, a median of 71% were
vaccinated, ranging up to 90%. Case re-
ports, many of them initiated by physicians,
played a crucial role in recommendations
for a routine two-dose schedule for measles
and for more aggressive outbreak revacci-
nation efforts (CDC 1989). In contrast, the
oubreaks during the 1989-91 resurgence
occurred largely among preschool unvacci-
nated black and Hispanic children residents
of large inner cities (Gindler 1992). This re-
sulted in a successful special initiative to

raise vaccine coverage in preschool children
(National Vaccine Advisory Comm 1991,
Orenstein 1999).

Outbreak Investigation

Disease outbreaks in a vaccinated popula-
tion can raise doubts as to the efficacy of the
vaccine and the vaccination program (Cutts
1990, Agocs 1992, Chen 1994, 2000, Hen-
nessey 1999). Such outbreaks may result
from accumulation of susceptible persons
from (1) lack of vaccination, (2) primary
vaccine failures (persons vaccinated but not
immunized), and/or (3) secondary vaccine
failures (persons successfully immunized
initially but whose immunity subsequently
wanes) (Hinman 1992). Special studies to
determine which of these factor(s) caused
the outbreak are needed to prevent recur-
rence and maintain public confidence in the
vaccination program.

Special studies may be laboratory and/or
epidemiologic in design. Testing of residual
vaccine used in outbreak areas may indicate
poor potency, suggesting problems in pro-
duction (Hlady, 1992), formulation (Patri-
arca 1988a), or refrigeration during ship-
ping (Hayden 1979). Careful analysis of
descriptive epidemiologic data from surveil-
lance or outbreak investigations may offer
insights and hypotheses on possible causes
worth testing via a controlled epidemiologic
study. Case-control studies were used in two
measles outbreaks to show that lack of pro-
vider verification of a school record of
measles vaccination and vaccination at less
than 12 months of age were independent
risk factors for measles disease (Wassilak
1985, Chen 1989). When the outbreak per-
sisted despite a mass immunization cam-
paign, a case-control study showed that
cases occurring after the campaign had all
received vaccine from one jet injector team,
possibly due to poor administration tech-
nique (Wassilak 1985). The same studies
showed that children who had been vacci-
nated in earlier years were no more likely to
be at risk for measles than recent vaccinees,
suggesting waning immunity did not play a
role. During the early stages of the resur-
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gence of diphtheria in the former Soviet
Union in the 1990s, multiple etiologies rang-
ing from new mutant strains to poor host
immunogenicity due to Chernobyl were hy-
pothesized, a case-control study showing ex-
cellent vaccine efficacy helped to rule out
most of these hypotheses (Chen 2000).

Unusual circumstances during outbreaks
or trials may permit the design of studies to
answer longstanding questions. A blood
drive serendipitously scheduled before a
measles outbreak on a college campus per-
mitted correlation of preexposure antibody
titers with protection against classic and
nonclassic measles (Chen 1990). An explo-
sive measles outbreak in a high school where
a single index case apparently exhausted all
susceptibles in the school during two days
provided insight on the role of superspread-
ers and airborne modes in measles transmis-
sion (Chen 1989). Reevaluation of serolog-
ic data collected among placebo recipients
in a measles vaccine trial in Senegal pro-
vided further insight on subclinical measles
(Bennett 1999).

Whenever studying outbreaks, however,
it is important to place them in the proper
context. Most of the factors associated with
vaccination failure are not uniformly or
randomly distributed in a population. Out-
breaks, therefore, usually represent excep-
tions rather than the rule. Modeling shows
that investigation of outbreaks will tend to
underestimate the true vaccine efficacy in
the population. The extent of underestima-
tion is dependent on epidemic size, vacci-
nation coverage, clustering of vaccination
failures, community size, and contact rate
(Fine 1994).

The high visibility of outbreaks may de-
tract from the larger overall accomplish-
ment of the immunization program in de-
creasing disease incidence. A large measles
outbreak in Burundi in 1988 (Chen 1994c)
raised doubts about the effectiveness of
the measles vaccination program begun in
1982. Further analysis suggests that this was
most likely a "posthoneymoon period" out-
break predicted by mathematical models of
partially immunized population (McLean
1988). Such periods are caused by the rapid
impact of early vaccination substantially de-

creasing susceptibility and limiting disease
transmission (the "honeymoon"). In the ab-
sence of disease, susceptibles accumulate
both because of failure to vaccinate and vac-
cine failure. Over time, these susceptibles
may be sufficient to fuel a mega-outbreak.
However, even though this outbreak may be
large, it is more than compensated for by the
long period of low disease incidence. In Bu-
rundi, measles immunization had, in fact,
successfully reduced measles morbidity and
mortality by 50% and increased the in-
terepidemic period (Chen 1994c). An un-
derstanding of the dynamic interactions be-
tween susceptible and immune persons in a
population and the oscillations introduced
by immunization programs are critical to im-
munization program managers and policy-
makers (Anderson 1991).

VACCINE EFFICACY AND VACCINE
EFFECTIVENESS STUDIES

No current vaccine is perfectly effective. The
"intrinsic," nonpreventable, primary vac-
cine failure rates generally range from 2% to
50% for licensed vaccines even under the
ideal circumstances of clinical trials. The ge-
netic basis for such failures is beginning to
be understood (Poland 1999). Paradoxical-
ly, as the vaccine coverage in a population
increases, an increasing proportion of sus-
ceptibles and, hence, cases will have a histo-
ry of prior vaccination due to the intrinsic
vaccine failure rate (Table 17-2). While the
size of outbreaks should decrease with in-
creasing vaccine coverage, the proportion of
cases with a vaccine history will increase. In
the practical world of immunization pro-
grams, vaccine failures may also occur due
to preventable causes such as problems in
manufacturing (Hlady 1992), refrigeration
(Hayden 1997), or administration tech-
niques (Wassilak 1985).

An epidemic in a highly vaccinated popu-
lation along with the presence of cases in
many persons who had been vaccinated pre-
viously inevitably leads to public concerns
about vaccine efficacy. Postlicensure epide-
miologic studies to assess vaccine effective-
ness may be needed to distinguish prevent-
able from nonpreventable causes of vaccine
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Total population (number)

Vaccine efficacy (%)

% Population vaccinated

No. vaccinated (total population X % population vaccinated)

No. unvaccinated, i.e., susceptible (total population — no. vaccinated)

No. protected by vaccine (no. vaccinated X vaccine efficacy)

No. vaccinated but still susceptible (no. vaccinated — no. protected by vaccine)

Total no. susceptible (no. unvaccinated + no. vaccinated but still susceptible)

% Susceptibles vaccinated (no. vaccinated but still susceptible/total no.
susceptible).

100

90

20

20

80

18

2

82

2.4

100

90

60

60

40

54

6

46

13

100

90

90

90

10

81

9

19

47

100

90

100

100

0

90

10

10

100

failure and allay such concerns (Orenstein
1988). As discussed earlier, such studies may
also be needed because routine use of the
vaccine after licensure may be in popula-
tions or schedules that differ from prelicen-
sure trials. The range of efficacy with the
Haemophilus influenzae b polysaccharide
vaccine depending on the population (Ward
1994) and of influenza vaccine depending
on the age group (Kilbourne 1994) are some
of the best examples.

Once a vaccine has been licensed, how-
ever, it would be unethical to deliberately
withhold an efficacious vaccine from a
needy population. Therefore, observational
epidemiologic studies (with their greater at-
tendant design challenges) are used, instead
of experimental study designs, to assess vac-
cine efficacy postlicensure. Such studies are
generally preferred to serologic surveys for
logistical reasons, and also that for some
vaccines, there is no accurate serologic cor-
relate of protection.

Definitions

Immunization usually has the direct effect of
inducing protective immunity in the individ-
ual vaccinee. Occasionally, a vaccinated per-
son may not develop immunity because of
primary faiure. The immunity may have the
goal of preventing infection and/or various
degrees of disease. For most vaccine pre-
ventable diseases, immunization also has in-
direct effects of producing herd immunity
for the population (Fine 1993). Generally,
the term vaccine efficacy has been applied to
estimates of efficacy derived from clinical

trials where (1) vaccination occurs under op-
timal conditions and (2) the limited sample
size usually means that only direct protec-
tion is measurable. The term vaccine effec-
tiveness has been applied to observational
epidemiologic studies of efficacy, reflecting
measurement of both direct and indirect ef-
fects of immunization in a population under
possibly suboptimal field conditions of vac-
cine storage, handling, and administration
(Halloran 1999). In practice, this distinction
between vaccine efficacy and effectiveness is
frequently ignored; the term "vaccine effi-
cacy" tends to be used universally with some
resultant confusion (Comstock 1994).

Both vaccine efficacy and effectiveness
(VE) can be calculated using the classic for-
mula of Greenwood and Yule (1915); (equa-
tion 1), where the Relative Risk is of devel-
oping disease. By convention, VE results are
multiplied by 100 and expressed as a per-
cent. Several different measures of the rel-
ative success of a vaccine in protecting the
recipient against disease are used in calcu-
lating VE. Classically, when the data col-
lected are in the form of total number of
cases, the VE calculation has been based on
a comparison of the attack rates (or more ac-
curately, cumulative incidence or risk) among
vaccinated and unvaccinated persons (equa-
tion 2) (Greenwood 1915, Francis 1955).
Alternatively, when the data available are in
the form of number of cases during a certain
period of observation, person-time meas-
ures like incidence rates, hazard, or force of
infection are more appropriate (equation 3)
(Francis 1982, Smith 1984). Other meas-
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Table 17-2 Relation Between Vaccine Coverage and Proportion of Cases Vaccinated for a Vaccine
with < 100% Vaccine Efficacy
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ures used for VE calculation include relative
transmission probabilities (Haber 1991) and
hazard ratio (Brunet 1993). These various
ways of measuring VE have recently been re-
viewed, depending on whether data on ex-
posure to infection are available (rarely) or
not (Halloran 1999).

Smith and colleagues (1984) have noted
how vaccines that confer effective protec-
tion may differ depending on a vaccine's
mode of action. For example, a vaccine with
95% VE may (1) reduce the probability of
infection by 95%, given equal exposure to
infection in all vaccinees, or (2) completely
prevent infection in 95% of vaccinees and
confer no protection in the other 5%. Hal-
loran and associates (1999) have further
elaborated the theoretical implications of
the various models of vaccine action on both
vaccine efficacy and failure.

SCREENING FOR VACCINE
EFFECTIVENESS

Before a formal epidemiologic study of vac-
cine effectiveness is undertaken, it is useful to
review whether the surveillance data permit
a rapid "screening" analysis. If the surveil-
lance system routinely collects information
on the proportion of population vaccinated
(PPV) and proportion of cases vaccinated
(PCV) in the same population, and there is
good confidence in the accuracy of these
data, then VE can be calculated via the fol-
lowing equation (4) derived algebraically
(by Orenstein et al. 1985) from the classic
VE equation of Greenwood and Yule (1915).

Figure 17-2 depicts the relation between the
two variables in equation 4 for VEs ranging
from 40% to 100%. This VE "nomogram"
permits field health workers to rapidly
"screen" to see if the VE is within the ex-
pected range given the data on PPV and
PCV, which would suggest that the vaccine
failures are nonpreventable. A special epide-
miologic study for validation and identifica-
tion of risk factors would be indicated only
if the screening suggests the VE is low. In the
United Kingdom, linkage of cases, their vac-
cination histories, and district vaccination
coverages have permitted routine use of this
screening method for VE (Farrington 1993).

In using the screening method, several
cautions should be noted. First, the method
requires a dichotomous population of un-
vaccinated and fully vaccinated. Hence, par-
tially vaccinated persons need to be exclud-
ed from calculations of both PCV and PPV.
Second, the method is most vulnerable to
error under conditions of very low or very
high PPV and PCV. In these conditions,
the VE curves tend to converge and small
changes in PCV or PPV can lead to major
differences in VE.

Study Design Considerations

Several epidemiologic study designs to eval-
uate VE are possible (Orenstein 1988, Hal-
loran 1999). A cohort design is most appro-
priate when a discrete population at risk can
be defined, usually retrospectively (e.g., out-
breaks in institutions and schools). If, how-
ever, the outbreak is of longer duration or if
vaccination status changes substantially dur-
ing the outbreak because of control efforts,
then person-time or life table analysis is
needed (Francis 1982, Smith 1984). Case-
control (Comstock 1994, Rodrigues 1999)
studies may be more efficient and perhaps
the only practical design for VE studies of
diseases with lower case-to-infection ratio
such as diphtheria (Chen 2000), polio (Dem-
ing 1992), and tuberculosis (Smith 1982).
When the case attack rate is high, the "rare"
disease assumption for a cumulative inci-
dence case-control study is no longer valid.
The case-cohort design (Prentice 1986), es-
sentially an incidence density case-control

VE = 1 - Relative Risk (1)

(2)

(3)

= 1 - Attack Ratevaccinated

Attack Rateunvaccinated

= 1 - Incidence Ratevaccinated

Incidence Rateunvaccinated

= 1 - (Proportion of casesvaccinated

(1 - proportion of casesvaccinated

1 - Proportion of populationvacinated)
X

Proportion of populationvaccinated)

(4)
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Figure 17-2. Percentage of cases vacci-
nated (PCV) per percentage of popula-
tion vaccinated (PPV) for seven values

of vaccine efficacy (VE).
Source: Orenstein 1988.

study (Hogue 1983), can be used instead. A
sample of the population giving rise to cases
is taken irrespective of whether the sample
includes some cases (Cutts 1990).

The household secondary attack rate
method aims to minimize bias introduced
by potential differences in risk of exposure
among vaccinees and nonvaccinees. Data on
attack rates among vaccinated and unvacci-
nated secondary contacts in many house-
holds are aggregated into a cohort. VE for
measles vaccine using this method is similar
to that from clinical trials (King 1991). On
the other hand, household secondary attack
rate studies may underestimate pertussis
vaccine efficacy (Mortimer 1990, Onorato
1992), because of intense exposure, selec-
tion of households with high likelihood of
vaccine failure, and retrospective case find-
ing (Fine 1988).

Irrespective of the study design selected,
an accurate VE calculation requirs (1) the ac-
curate ascertainment of susceptibility, vacci-
nation, and disease status among the study

population, and (2) similarity in other char-
acteristics of the vaccinees and nonvaccinees.
While these criteria are relatively easily met
in a prospective clinical trial, they are not
in an observational nonexperimental study
(Fig. 17-3), especially in regard to compa-
rability of vaccinees and nonvaccinees. The
direction and the magnitude of distortion
from the true VE introduced because of
errors in each of these variables in study de-
sign have been extensively reviewed (Oren-
stein 1988, 1985, Fine 1987, Rodrigues
1999). The major errors to avoid follow.

1. Assuming persons without a vaccina-
tion record are unvaccinated. Such persons
may have been vaccinated and lost their
records or be truly unvaccinated. If the
former, this would falsely decrease the
attack rateunvaccinated (ARU) and lead to
falsely low VE. Table 17-3 shows that the
calculated VE in a study in Burundi was only
51%, using this assumption (Chen 1994c).
Some studies attempt to ascertain history of
vaccination among persons without records



362 OUTBREAK INVESTIGATIONS AND EVALUATION RESEARCH

Figure 17-3. Flow diagram of vaccine efficacy study. Prospective clinical trial flows from left to
right, while observational nonexperimental study during an outbreak generally seeks to recon-
struct the flow retrospectively going from right to left.
Source: Chen 1996.

by interview. Such recall tends to be unreli-
able, however, given the large number of in-
jections and vaccinations administered. The
best strategy generally is to exclude the un-
knowns and restrict the analysis to persons
with record-documented vaccination and
nonvaccination status (Orenstein 1988).
The VE in Burundi increased to 59% when
this was done (Table 17-4).

2. Using a nonspecific case definition is

Table 17-3 Measles Vaccine Efficacy, Muyinga
Sector, Burundi, 1988: All Children in Census
(measles cases as reported by mother; children
without vaccination card counted as unvacci-
nated)

Vaccinated

Unvaccinated

Total

Measles

115

207

322

No Measles

893

685

1578

Total

1008

892

1900

Attack rateUnvaccinated = 207/892 = 23%.

Attack ratevaccinated = 115/1008 = 11%.

Vaccine efficacy = (23%-11%)/23% = 1 - (11%/23%) = 51%.

an example of the "bias toward the null" in
epidemiologic studies (Rothman 1998). As
one would not expect a vaccine to protect
against a disease other than its target disease,
specificity of diagnosis is more critical to the
accuracy of the vaccine efficacy estimate
than sensitivity (Orenstein 1988). The end-
point "case definition" may be a laboratory
result, a clinical finding, or a combination of
both (Blackwelder 1991). For diseases with
classic symptoms like measles, clinical diag-
nosis by parent and/or doctor may be ade-
quate in some studies (MVC 1966), but not
all (Chen 1994c). In Burundi, the VE further
increased to 67% when a more specific case
definition was used (Table 17-5). Assuming
100% sensitivity, the magnitude of the error
introduced by different levels of false posi-
tive case definitions is estimated by:

where x is the true incidence rate of the vac-
cine preventable disease in the population
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Table 17-4 Measles Vaccine Efficacy, Muyinga
Sector, Burundi, 1988: Unvaccinated Children
Restricted to Those with Vaccination Cards (on
which there is no record of measles vaccination)

Vaccinated

Unvaccinated

Total

Measles

115

122

237

No Measles

893

316

1209

Total

1008

438

1446

*Attack rateUnvaccinated = 122/438 = 28%.

Attack ratevaccinated = 115/1008 = 11%.

Vaccine efficacy = (28%-11%)/28% = 1 - (11%/28%) = 59%.

Table 17-5 Measles Vaccine Efficacy, Muyinga
Sector, Burundi, 1988: Criteria in Table 17-4
Plus Measles Patients Restricted to Those with
Symptoms Meeting the Case Definition of Fever,
Rash, and Cough, or Runny Nose, or Red Eyes

Vaccinated

Unvaccinated

Total

Measles

50

60

110

No Measles

893

316

1209

Total

943

376

1319

* Attack rateUnvaccinated = 60/376 = 16%.

Attack rateVaccinated = 50/943 = 5%.

Vaccine efficacy = (16%-5%)/16% = 1 - (5%/16%) = 67%.

and y is the incidence of the condition mis-
diagnosed as the vaccine preventable disease
(Fine 1987).

3. Assuming vaccinees and nonvaccinees
are otherwise similar, especially in terms of
susceptibility and risk of exposure to dis-
ease. In nonexperimental settings, nonvacci-
nees generally differ from vaccinees in many
ways, ranging from having contraindica-
tions to vaccination, to personal choice, to
others unknown to the investigator. If the
differences are related to both the exposure
and outcome of interest, the VE estimate
may be biased by confounding. Potential
confounding factors include, but are not
limited to, age, sex, race, socioeconomic sta-
tus, attendance at school or institution, and
place of residence. Studies should collect
data on, or match on, suspected confound-
ing variables to maximize comparability of
vaccinees and nonvaccinees (Orenstein
1988). Attempting to adjust for age further
increased the VE estimate in Burundi to
73% (Table 17-6).

Table 17-6 Measles Vaccine Efficacy, Muyinga
Sector, Burundi, 1988: Criteria in Table 17-4
Plus Table 17-5 Plus Analysis Restricted to Chil-
dren >9 Months of Age

Vaccinated

Unvaccinated

Total

Measles

41

31

72

No Measles

701

118

819

Total

742

149

891

*Attack rateUnvaccinated = 31/149 = 21%.

Attack rateVaccinated = 41/742 = 6%.

Vaccine efficacy = (21%-6%)/21% = 1 - (6%/21%) = 73%.

SURVEILLANCE OF VACCINE SAFETY

Vaccines are widely recommended or man-
dated, generally to otherwise healthy per-
sons. Because no vaccine is perfectly safe,
immunization programs have an obligation
to carefully monitor the safety of vaccines as
well as their efficacy (Chen 1999a). As the
incidence of vaccine preventable diseases is
reduced by increasing coverage with an effi-
cacious vaccine, vaccine adverse events, both
causal and coincidental, become increas-
ingly prominent (Fig. 17-1) (Chen 1994b).
Close monitoring and timely assessment of
suspected vaccine adverse events are critical
to prevent loss of confidence, decreased vac-
cine coverage, and return of epidemic dis-
ease. Epidemics of pertussis occurred in
several countries during the 1970s when
concerns with the safety of pertussis vaccine
were widely publicized (Gangarosa 1998).

Recommendations for use of vaccines
represent a dynamic balancing of benefits
and risks. Vaccine safety monitoring is nec-
essary to accurately weigh this balance.
When diseases are close to eradication, data
on complications due to vaccine relative to
that of disease may lead to discontinuation
of routine use of the vaccine, as was done
with smallpox vaccine (CDC 1971) and oral
polio vaccine in the United States (CDC
1999). Few vaccine preventable diseases are
likely to be eradicated in the near future,
however. Most immunizations are, there-
fore, likely to be needed indefinitely, with
their attendant adverse events and potential
for loss of public confidence.
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Common adverse reactions caused by
vaccine can usually be detected in prelicen-
sure randomized, double-blind, placebo-
controlled trials. However, limits in sample
size, duration, and heterogeneity of preli-
censure trials also mean that rare, delayed,
or group-specific vaccine reactions are de-
tectable only with wider use postlicensure.
The term "adverse events" temporally re-
lated to vaccine is generally used postlicen-
sure rather than "adverse reactions," since
the word reaction implies causation by the
vaccine and causality is difficult to demon-
strate in the postlicensure setting.

Most commonly, postmarketing surveil-
lance is done via passive reports. Examples
include the Vaccine Adverse Event Report-
ing System (VAERS) (Chen 1994b) in the
United States and similar systems in other
countries (Duclos 1993). Such passive ad-
verse events monitoring systems are most
useful for identifying hypotheses for more
detailed investigation in special studies.
Such hypotheses may consist of either previ-
ously unreported vaccine adverse events
(e.g., Guillain-Barre syndrome after "swine
flu" vaccine (Schonberger 1979), intussus-
ception after rotavirus vaccine (CDC-
MMWR 1999) or unusual increases in
known events (e.g., cluster of sterile ab-
scesses associated with one manufacturer's
product) (Bernier 1981). Passive systems are
also used to monitor trends in reporting and
can be used to evaluate some hypotheses.
For example, the predecessor system to
VAERS requested information on personal
and family histories of seizures. Analysis
showed that persons with such histories
were significantly more likely to have
seizures following DTP than persons with-
out such histories, leading to development
of precautions for vaccinating such individ-
uals (Stetler 1985).

Interpretation of passive systems is diffi-
cult owing to (1) underreporting of events,
and (2) biased reporting in favor of events
occurring in closer temporal proximity to
vaccination. The greatest deficiency of pas-
sive surveillance, however, relates to its gen-
eral inability to determine whether a given

reported event was actually caused by the
vaccination or simply coincidental to it.
This is because most adverse events reported
do not have specific clinical (e.g., vaccine-
associated polio) (Henderson 1964) or lab-
oratory characteristics (e.g., mumps vaccine
meningitis) (Forsey 1990) to differentiate
them from events that occur in the absence
of vaccination. In such settings, epidemiolo-
gic studies are necessary.

Passive reports like VAERS, however,
generally contain only a biased fourth of the
information in a 2 X 2 table of vaccination
exposure and adverse event outcome needed
for an epidemiologic assessment (i.e., they
represent cell "a" only: those vaccinated
with adverse event). They lack built-in con-
trol groups to allow measurement of the in-
cidence of the event in the absence of vacci-
nation. An increase in VAERS reports may
be due to (1) increase in number of doses ad-
ministered, (2) increase in background rate,
(3) increased reporting efficiency (e.g., due
to publicity), and (4) increase in vaccine risk
(Lasky 1998). Therefore, true determina-
tion of causation usually requires special
studies to gather information for all four
cells of a 2 X 2 table. The special studies can
either be ad hoc (Bernier 1981) or, increas-
ingly, preorganized large-linked databases.
Such databases take advantage of the in-
creasing automation of vaccination and med-
ical records within medical care settings like
health maintenance organizations (Chen
1997) and national health services (Farring-
ton 1995) to provide more scientifically rig-
orous estimates of vaccine risks.

To determine vaccine causation epidemi-
ologically requires the demonstration that
either vaccinees are more likely to suffer the
event than nonvaccinees (cohort design) or
persons with the event are more likely to have
a history of recent vaccination than persons
without the event (case-control design) (Rod-
rigues 1999). In highly vaccinated popula-
tions, those persons remaining unvaccinat-
ed may confound studies of vaccine adverse
events (Fine 1992). Person-time "risk inter-
val" and/or "case-series" analysis is then pre-
ferred (Chen 1994a, and Farrington 1995). A
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risk interval for the adverse event is defined
a priori based on biologic plausibility, the in-
cidence rates of the adverse event within and
without the risk interval are then compared.
Adverse events with delayed or insidious
onset cannot be assessed via this method,
however. The substantial controversy that
surrounds most vaccine safety studies high-
lights the import of methodologic rigor in
the design of such studies (Chen 1999a).

Recent reviews have identified major "gaps
and limitations" in both knowledge and re-
search capacity on vaccine safety (Howson
1991, Stratton 1994), suggesting this as one
area requiring additional attention in matur-
ing immunization programs (Chen 1999b).

FUTURE ISSUES

Recent explosive advances in biotechnology
and biomedical knowledge offer promises of
development of candidate vaccines against
many other infectious diseases. Epidemiolo-
gy will continue to play a critical role in their
evaluation. Many other difficult economic,
ethical, and social issues need to be solved,
however, before trials for vaccines against
HIV/AIDS can begin, let alone used rou-
tinely (Rousseau 1999). Similarly, vaccines
with a target population that is either lim-
ited in size or poor may never be developed
(Lang 1999).

The addition of new vaccines to the routine
immunization schedule suggests that com-
bined vaccines requiring fewer injections and
fewer visits are needed to maintain continued
high population immunity with minimal
discomfort and highest compliance. Special
challenges, logistically and scientifically, exist
in evaluating the safety and efficacy of such
combined vaccines (Williams 1995, Guess
1999). Given the high cost of new vaccines
and limited budget of many national pro-
grams, the imperative to choose rationally
among existing licensed vaccines based on
"best value" will require more economic
and epidemiologic studies (Weniger 1998).
On the other hand, new donors and changes
in health care organization, especially its
increasing centralization and automation

(Strom 1990), offer promising opportuni-
ties for epidemiologists to organize the stud-
ies necessary to continue the miraculous
conquering of diseases by immunizations.
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Research in Out-of-Home Child Care

RALPH L. CORDELL, LARRY K. PICKERING,
and M. LOUISE LAWSON

The increase in both the number and pro-
portion of children in out-of-home child
care over the last 30 years (Hofferth et al.
1991, Thacker et al. 1992, Casper 1997) has
had both economic and public health conse-
quences. The economic impact results from
indirect costs, including parental absence
from work because of child care-associated
illness (Haskins 1989, Hofferth et al. 1991),
and from direct medical costs associated
with the illness (Avendano et al. 1993,
Hardy 1994, Carabin et al. 1999b). The
public health impact results from the child
care contribution to the emergence of a num-
ber of infectious diseases (Holmes 1996)
and from the widespread use of antimicro-
bial agents and resultant increase in antimi-
crobial resistance among a number of path-
ogens (Reves 1990).

The study of the epidemiology of infec-
tious diseases in out-of-home child care has
paralleled the increasing use of child care.
Only a few investigators addressed the
problem of illness in child care facilities
prior to the 1940s (Anderson 1926, Conrad
1932, Anderson 1934). At the end of World

War II, a number of British researchers re-
ported on conditions and problems in day
nurseries and facilities caring for children
removed from areas targeted by the Blitz
(Ormiston 1942, Landon 1943, McKay
1945, Menzies 1946, Brown 1947, Forsyth
1947, McLaughlin 1947). Diehl's report
(1949) comparing the prevalence of colds
among children in nursery schools with that
among children cared for at home was one
of the first to compare the risk of illness
among children in different types of child
care settings. The reports of increased risk of
children in child care for invasive Hae-
mophilus influenzae type b infections (Red-
mond 1984, Istre et al. 1985, Cochi et al.
1986) and diarrheal illness (Pickering et al.
1981, 1982, 1984, Ekanem et al. 1983,
Keswick et al. 1983a,b, Kim 1983, Lemp et
al. 1984, Bartlett et al. 1985) and the role of
child care facilities in community outbreaks
of hepatitis A (Hadler et al. 1980), shigel-
losis (Rosenberg et al. 1976), and cytome-
galovirus (CMV) infections (Strangert et al.
1976, Strom 1979, Pass et al. 1982, 1984,
CDC 1985) during the late 1970s and early
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1980s heralded the emergence of child care
epidemiology as an area of study. This led to
the Symposium on Infectious Diseases in
Child Care, which was held in Minneapolis
in 1984 (Osterholm et al. 1986). Child care
epidemiology in the 1990s was highlighted
by publication of the National Performance
Standards (currently being revised) by the
American Public Health Association and
American Academy of Pediatrics (1992) and
the ABC's of Safe and Healthy Child Care by
the U.S. Centers for Disease Control and
Prevention (CDC) (Hale 1996), the 1992 In-
ternational Conference on Child Day Care
Health in Atlanta, and development of an
action plan for health and safety in out-of-
home child care (CDC 1994). Much of the
interest during the latter half of the 1990s
centered around the role of child care facili-
ties in the emergence of infectious diseases
and the development of antimicrobial resist-
ance. Although it is difficult to predict the
course the field will take as we enter the next
decade, child care epidemiologists likely will
be called on to address issues of quality child
care, the cost-effectiveness of interventions,
and the provision of care for mildly ill chil-
dren. Emerging infections and antimicrobi-
al resistance will continue to play a role in
our investigations.

This chapter describes (1) the general epi-
demiology of child care-associated illnesses
and risk factors for transmission of infec-
tions in child care facilities, (2) the different
types of epidemiologic studies used in child
care settings, and (3) the methodologic chal-
lenges encountered in conducting studies in
this area.

GENERAL EPIDEMIOLOGY OF CHILD
CARE-ASSOCIATED ILLNESS

Child care-associated illnesses may be de-
fined as those infections resulting from trans-
mission within an out-of-home child care
setting. Intrafacility transmission of infec-
tions in child care amplifies the prevalence
of infections already circulating in the com-
munity. Since strains of pathogens circulat-
ing in child care facilities are often identical
to those found in the community, it is gener-

ally difficult to attribute a given illness
episode to child care exposure except in the
case of well-defined, focal outbreaks. For
this reason, the risk associated with expo-
sure to child care generally is expressed in
the context of comparison with a control
group of similarly aged persons, in the same
community, not exposed to child care.

Four patterns of illness occurrence have
been characterized based on groups most
likely to experience clinical illness (Table
18-1) (Goodman et al. 1984, Pickering
1987). One significance of these patterns is
that they represent groups that need to be
monitored or interviewed for indications of
outbreaks in child care facilities. They also
reflect levels of immunity and the natural
history of various infections that occur in
child care facilities. Once introduced by an
ill child, infections are transmitted to other
children and staff by fomites, direct contact,
aerosols, and food. This spread is facilitated
by infectious prodromes and inapparent in-
fections, a high proportion of susceptible
individuals, conducive behaviors such as
mouthing and incontinence, and the need for
hands-on care. Unless effective interventions
are applied, multiple transmission cycles
may occur and pathogens may be transmit-
ted into homes and the general community.

A number of models have been developed
to describe disease transmission in child care
facilities. One of the first described transmis-
sion patterns for hepatitis A virus (Hadler
et al. 1982). Factors influencing the occur-
rence of hepatitis A virus were divided into
those influencing the risk of introducing
pathogens into a facility and those influenc-
ing transmission once a pathogen has been
introduced. The former group included total
enrollment, enrollment of young children,
number of hours open per day, and opera-
tion for profit. Spread of infection once in-
troduced was correlated only with mini-
mum age. Ekanem and coworkers (1983)
developed a model depicting spread of en-
teric bacteria within child care centers. This
model demonstrated how, once introduced
into a facility, pathogens can be spread to
other children, staff, and fomites, including
toys, classroom floors, and diaper-changing
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Table 18-1 Patterns of Occurrence of Child Care-Associated Infections Among Children and
Contacts
Occurrence Pattern Example

Illnesses affecting children, child care staff, and adult
contacts

Symptomatic illness predominately among children.

Symptomatic illness predominately among adults
with mild or asymptomatic infections among
children.

Mild or asymptomatic infections common among
both children and adults with severe infections
among fetuses of infected women or persons
with immune deficiencies.

Gastrointestinal and respiratory tract infections,
skin infections, and infestnations

Varicella, Haemophilus influenzae type b disease,
otitis media

Hepatitis A, some enterovirus infections

Cytomegalovirus, parvovirus B-19

Source: Modified from Pickering 1987.

areas. This model was expanded to include
foodborne transmission and the role of hand-
washing, frequency of contact, host suscep-
tibility, and agent survival (Laborde et al.
1993). Studies demonstrating contamina-
tion of hands, surfaces, and fomites in child
care centers and using DNA markers to
track spread of organisms have supported
these models (Wilde et al. 1992, Jiang et al.
1998). While these models were all devel-
oped for enteric pathogens, they probably
are applicable with minor modifications to
other modes of transmission. Although these
models describe the classroom as the pri-
mary focus of interest, the reality is more
complex, and infection may spread between
classrooms through siblings. The practices
of combining groups of children before and
after normal operating hours, "graduating"
individual children from younger to older
classes, and interactions among groups of
children in play and other common areas
may also promote spread among classes or
groups of children.

TYPES OF EPIDEMIOLOGIC STUDIES
APPLIED TO CHILD CARE SETTINGS

A number of designs have been used in stud-
ies of infectious diseases in child care set-
tings. The appropriateness of each design
depends on questions to be addressed, re-
sources available, and local circumstances.
In some instances, for example, large sur-

veys, child care is only one of many variables
studied, while in others, exposure to child
care defines the study population. Reports
often involve a combination of study de-
signs and it is not unusual for a report on a
cohort study to start by describing the preva-
lence or to report frequency distributions of
pathogens identified through surveillance of
a cohort of children. Many issues, such as
parental notification, informed consent, and
valid data collection, cut across study de-
signs. Investigators accustomed to working
in clinical or research settings probably will
be dismayed at the incompleteness and in-
accuracy of information in the records for
children and child care providers in most
child care settings. Perhaps the best advice
we can give those planning research projects
in child care facilities is to carefully read the
methods sections of reports based on similar
study designs. As the field is developing,
there are few conventions. The following
section highlights the few conventions as
well as the many pitfalls and areas for im-
provision.

Surveillance Activities

Infectious disease surveillance in child care
settings in the United States is primarily
linked to the notifiable disease reporting sys-
tem. Not all states require reporting from
child care providers, however, and there is
no nationwide surveillance for child care-
associated illness. Although data from the
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notifiable disease reporting system have the
potential to demonstrate trends and pat-
terns, they are subject to variability and de-
pendent on the goodwill, motivation, and
interests of the multitude of child and health
care providers, public health officials, and in-
vestigators who make up this system (Sher-
man 1952). Providers are often unaware of
reporting requirements (Addiss et al. 1994)
that are based on specific diagnoses (fre-
quently unknown to the provider) or poor-
ly defined terms such as "outbreaks" or
"unusual occurrence." Symptom-based re-
porting has been suggested as a means to
overcome these problems. However, partici-
pation in symptom-based surveillance sys-
tems in San Diego and Seattle child care fa-
cilities was low and the situation with respect
to surveillance in child care settings is not
likely to change until child care providers
view disease monitoring and reporting as an
important part of quality child care and
until they receive appropriate training in
that area (MacDonald et al. 1997, Cordell et
al. 1999). That is not to say that surveillance
in child care is not worthwhile. Targeted
surveillance for specific conditions in moti-
vated sentinel child care facilities could serve
as an indication of illness in the community
at large and provide useful information on
the effectiveness of prevention and control
programs as demonstrated in active surveil-
lance systems in physicians' offices, hospi-
tals, and the CDC's Food Net program to
identify new foodborne pathogens.

Outbreak Investigations

The primary purpose of outbreak investi-
gations is to identify the cause, interrupt
spread, and develop recommendations for
future prevention efforts (Polder 1996).
However, outbreak investigations have pro-
vided information about both the epidemio-
logic and clinical characteristics of child
care-associated illness and contributed to
recognition of pathogens previously not as-
sociated with illness (Davis 1994). Although
outbreaks in child care settings are seldom
predictable, planning and preparation are
certainly possible and will contribute to both
the effectiveness of public health responses

and the ability to draw broader conclusions
from results of investigations. Most out-
break investigations will be conducted in
collaboration with local public health au-
thorities. If this is not the case, local health
officials should be notified of the investiga-
tion, since outbreaks are reportable condi-
tions in most states.

Whenever possible, protocols should be
developed for investigating outbreaks of ill-
ness associated with child care facilities. Pro-
tocols may be extensive and include the de-
velopment and piloting of standardized data
collection instruments and criteria for ob-
taining clinical and environmental samples
(Davis 1994). If research is a prime focus
and results are generalizable to other groups,
consideration should be given to obtaining
review by an Institutional Review Board.
This is especially true if the work has been
funded or results are to be published. Polder
and Mohle-Boetani (1996) have addressed
some of the practical aspects of outbreak in-
vestigations and identified several steps in-
volved in investigating outbreaks in child
care facilities. These include (1) determining
the existence of an outbreak, (2) confirming
the diagnosis and establishing the causative
agent, (3) defining a case, developing a ques-
tionnaire, and counting cases, (4) orienting
data according to time, place, and person,
(5) determining who is at risk, (6) develop-
ing and testing hypotheses, (7) planning more
systematic studies, (8) preparing a written
report, and (9) executing prevention and con-
trol measures. The relative significance of
each step will depend on circumstances. For
example, in some instances, more systemat-
ic studies may not be feasible or necessary,
whereas they may be vital in others. How-
ever, even the most cursory investigations
can benefit by reference to these steps.

All protocols should include a communi-
cations path listing individuals and organi-
zations that need to be contacted. Procedures
for notifying licensing and public health
agencies should be detailed. Criteria for ar-
ranging field activities, the purpose of such
activities, staff involved, and their respective
roles and responsibilities should all be de-
termined. Individuals with expertise in epi-
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demiology, sanitation, and child care should
all take part in field activities and follow up.
A method for communicating written infor-
mation on follow-up activities, actions, and
recommendations to child care providers
should be developed.

Screening of exposed children and staff is
a common component of outbreak investi-
gations. However, screening in itself is not a
disease control activity. Before the first spec-
imen is collected, the reason for screening
should be determined, the target population
should be carefully identified, and plans for
managing persons found to be infected
should be in place and understood by all.
Other considerations include specimen col-
lection, storage and transport of specimens
to the laboratory, and communication of re-
sults to parents, providers, and, possibly,
public health officials. Although it is rela-
tively easy for providers to collect stool
specimens while changing diapers, older di-
apered children may not have a bowel
movement at the facility or children (espe-
cially ill children) may be absent from the fa-
cility and parents may need to collect speci-
mens at home. Specimen collection systems
or instructions for collecting stools need to
be provided for staff and parents of toilet-
trained children. Confidentiality concerns
need to be addressed in making decisions re-
garding disclosure of results. Although in-
formed consent may not be required in some
instances, parents should always be notified
of testing. Parents who prefer to have their
child screened by their pediatrician or health
care provider should be allowed to do so
provided assurance can be given that meth-
ods are comparable to those used for testing
the remainder of the group.

Letters to parents are often an important
part of follow-up activities. These letters
provide information to parents and are
often given to health care providers by par-
ents seeking further advice or follow-up
treatment. In order to be optimally useful, a
letter should include background informa-
tion on the specific exposure, the illness, di-
rections for follow up, and a person or office
to contact for further information. Back-
ground information should not identify the

index case or provide information on his
or her present condition or prognosis but
should include the last date of attendance
and the classroom or group. Specific infor-
mation on the illness and causative agent
should be included and the symptoms and
mode of transmission described in terms un-
derstandable to a lay audience. Instructions
for follow up should be given. These in-
structions may range from "contact your
pediatrician or family physician if your child
develops any of the above symptoms" to
"contact your pediatrician or family physi-
cian as soon as possible concerning treating
your child with ." Include the tele-
phone number of a contact person or agency
able to answer questions. A number of
sources contain information that may be
useful in drafting these letters (Benenson
1990, Donowitz 1993, Hale 1996, Ameri-
can Academy of Pediatrics 1997).

Most states have laws and regulations
governing reporting outbreaks and isolation
of individuals with various communicable
diseases. Investigators from academic or
health care institutions who find themselves
facing an outbreak in a child care setting
should notify local public health officials as
soon as possible in order to avoid problems
and obtain assistance.

Case-Control Studies
Case-control studies involving child care-
associated illness generally have been con-
ducted in the context of a health care setting,
such as a hospital (Anderson et al. 1988) or
physician's office (Reves et al. 1993), or in-
volved persons reported as being ill (Cochi
et al. 1986, Arnold 1993, Chute 1987, Istre
et al. 1985). Wenger and coworkers (1990)
provided an interesting twist on this study
design in their study of facility characteris-
tics and invasive H. influenzae disease. They
used the facility as the unit of analysis: case
facilities had an ill child and control facili-
ties did not have an ill child. This approach
has promise and could be used more often to
identify facility characteristics associated
with illness.

One advantage to the case-control design
is that cases and controls have been evaluat-
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ed by a health care provider and are likely to
be appropriately classified with respect to
illness. It is also advantageous in dealing
with relatively rare events such as hospital-
ization or in evaluating the association be-
tween illness and multiple risk factors. A
disadvantage to case-control studies is that
cases are often not representative of the en-
tire spectrum of illness. Differences in ex-
clusion and readmission policies may result
in bias toward those facilities most likely to
refer children to health care providers as a
condition for readmission. Representative-
ness may be a problem when using facilities
as the unit of analysis in case-control studies
in that there may be a link between diligence
in reporting and levels of hygiene. Another
concern is to develop case definitions that
are both sensitive and specific so as to mini-
mize misclassification bias. This may be dif-
ficult when dealing only with information
from child care providers. Conversely, when
cases are selected through medical records
or other reports, collecting information on
facility characteristics and conditions may
be difficult.

Analysis of case-control studies in the
child care setting is similar to the analysis of
data from other settings, with the odds ratio
being the effect measure and logistic regres-
sion being the multivariate tool. Because
many case-control studies in child care set-
tings use some form of matching, it is im-
portant to consider the matching scheme in
the analysis. Matching has the potential to
introduce bias if the crude analysis is not
stratified by the matching variable or the re-
gression analysis is not conditional on the
matching factor.

Prevalence Studies

Prevalence data from national interview sur-
veys have provided most of our national data
on child care-associated illness (Johansen
1988, Alexander et al. 1990, Hurwitz 1995)
and conditions in child care (Addiss et al.
1994, Cain 1994). Cain (1994) reviews the
methodologic issues surrounding these large
population-based sample surveys. Data qual-
ity is perhaps the greatest concern in these
studies, especially when interviewing par-

ents. Devising a question that will differen-
tiate between or include the many different
types of child care and their various region-
al and local appellations is difficult. Defin-
ing mild illness or other outcomes, such as
absence due to illness, also may be difficult
and the larger the number of respondents,
the greater the variation in responses. Prob-
lems with recall and recall bias are also a se-
rious concern (Cordell et al. 1997a, 1999).
Population-based studies based on parental
interviews may be best confined to more se-
rious outcomes involving hospitalization,
emergency medical attention, or outpatient
procedures, because these are less likely to
be subject to problems with definitions and
recall.

Issues to confront in conducting popula-
tion-based facility surveys generally involve
sample frames. In most instances, these will
be lists of licensed facilities obtained from
state agencies and referral systems. Multi-
state surveys will likely encounter problems
with differences in which types of facilities
are required to be licensed. Complete and
current lists also can be an issue, especially
in the case of child care homes. Studies in
San Diego and Seattle found that significant
proportions of child care homes on lists
from licensing agencies could not be con-
tacted (MacDonald et al. 1997, Cordell et
al. 1999). Surveys of Milwaukee child care
facilities did not experience these difficulties
(Cordell et al. 1997b). Lags between start-
ing operations and adding new facilities
onto licensure rolls may mean that newer fa-
cilities are underrepresented on these lists.
Another consideration is the information
source, that is, there may be differences in
responses and quality of information ob-
tained from directors or administrators of
child care facilities and teachers or persons
who actually are providing care. In a nation-
wide survey of child care providers, inci-
dence data from directors were found to cor-
relate with that from teachers (Ikeda 1994).

More focal, prevalence studies based on
laboratory screening of children in child
care have provided useful data on the prev-
alence of various pathogens during non-
outbreak conditions. Although these studies
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often collect information from a control
group (e.g., children not in child care), they
are not case-control studies in the strict sense
of the term. Sometimes these studies take the
form of sequential screening or prevalence
measures. Although data may be collected
over time, these technically are not prospec-
tive or cohort studies unless results can be ex-
pressed in terms of incidence rates. The major
obstacles in these studies are gaining coop-
eration of facilities, obtaining informed con-
sent, obtaining demographic data, and ar-
ranging specimen collection and transport.

If the focus of a prevalence study is to de-
scribe the prevalence of disease in a particu-
lar population, then prevalence rates with
exact confidence intervals can be reported.
If the purpose of a cross-sectional study is to
describe predictors of disease, then the deci-
sion about the type of analysis becomes
more complex. In general, if the population
can be considered to be in a steady state and
the investigator is interested in assessing the
cause of incident cases, the prevalence odds
ratio is the best estimator (Miettinen 1976).
In this case, standard procedures for calcu-
lating the odds ratio using logistic regression
should be used. For situations in which the
steady state cannot be assumed (which is the
case in most infectious disease outbreaks) or
the investigator is interested in estimating
the predictors of disease prevalence, then the
prevalence rate ratio is the best estimator
(Zocchetti 1976).

Cohort Studies

While some cohort studies have focused on
children (Wald et al. 1988,1991), a more fre-
quent approach is to focus on facilities. This
latter approach is especially suitable if vari-
ables of interest include facility characteris-
tics. Many of the issues encountered in con-
ducting cohort or prospective studies in child
care settings are common to other study de-
signs. Issues such as definition of illness, bias
in data sources, representativeness of samp-
ling frames, and participating facilities have
been discussed in other sections and are
equally applicable to this study design.

Dropout and failure to retain children,
child care staff, and child care facilities can

be a significant problem in conducting co-
hort studies in child care facilities. From
20% to 40% of facilities participating in
studies in Seattle and San Diego withdrew
before participating for one year (MacDon-
ald et al. 1997, Cordell et al. 1999). The ad-
ditional time and effort of participation was
a major cause of dropout of child care cen-
ters in those studies. Every effort should be
made to reduce or eliminate data collection
burden on regular child care staff. Dropout
may be reduced by routine contact (espe-
cially by trained personnel who can address
providers' concerns about health issues) and
tokens of appreciation. Although paying fa-
cilities to participate has been discussed, it is
seldom done and may be prohibited in some
instances. Field staff should be knowledge-
able, personable, and willing to assist in
child care activities, including changing dia-
pers if the occasion arises. Staff turnover in
excess of 50% per year is not unusual in
child care facilities and can cause serious
problems in studies involving child care
homes. Discontinuation of providing child
care was one of the major reasons for child
care homes to cease participation in pros-
pective studies. This may be minimized, but
not eliminated, by limiting participation to
those facilities that plan on maintaining op-
erations for at least the duration of the study.

Collecting environmental information can
be especially difficult in child care homes,
and one must temper the need for rigorous
data collection with the need for goodwill
from providers. Differences in perception of
data collection may occur in day care cen-
ters and child care homes. Overexuberance
in data collection may contribute to dropout
in either type of facility.

Depending on the duration and nature of
the study, investigators may need to be con-
cerned about the possibility of a Hawthorne-
type effect in that participation in studies
may result in an increased awareness of hy-
giene and infection control. Several investi-
gators have noticed decreased illness levels
after participation for a year or longer (Sulli-
van et al. 1984, Cordell et al. 1999).

Other issues unique to cohort studies in-
clude case counting and definitions. It is not
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unusual to have an illness begin as a mild
respiratory tract infection with rhinitis then
develop otitis media or a lower respiratory
tract infection manifested by a cough along
with otitis and end with gastrointestinal
tract symptoms including vomiting and di-
arrhea. The purpose of the study will deter-
mine how such an episode is to be counted.
Episode definition will also influence data
entry, and investigators should decide how
they want to categorize illness episodes be-
fore data entry or if this is to be included as
part of computer programming. The former
is somewhat easier in terms of data entry
and analysis, while the latter allows for flex-
ibility and consistency in the application of
definitions.

Consideration also needs to be given to
calculating denominators and adjusting for
weekends, holidays, and times children are
not in attendance in measuring duration of
illness and attendance. At present, there are
no conventions although most investigators
use child-week in the denominator for inci-
dence density rates and count any week or
portion of a week for which information is
received about a child as a child-week. We
have used a life table approach in dealing
with weekends and holidays. For example,
if a child was sick on Friday but well the fol-
lowing Monday, we would count the child
as being ill on Saturday and well on Sunday
unless we had information to the contrary.
Another approach would be to not count
these days when doing calculations.

Cohort studies also need to deal with the
issue of how long a child must be symptom-
free before an illness can be considered a
new episode. There is no consensus on this
issue and consideration should be given to
the illness being studied as well as methods
of detection and definitions used in previ-
ously published reports. Researchers should
be aware that symptoms of some illnesses
such as cryptosporidiosis may be intermit-
tent. If available, laboratory support can be
valuable in clarifying these issues.

In analyzing cohort studies, all available
data should be used despite the challenge of
finding appropriate statistical tools. For
standard cohort studies in which the expo-

sure occurs at the beginning of the study and
the outcome is development of a chronic ill-
ness or death, simple Poisson regression and
survival analysis have been the tools of
choice for multivariate analysis. Proportion-
al hazards models allow for time-varying
covariates, so repeated measures of predic-
tor variables have been modeled using this
technique. In child care studies, it is com-
mon to have more than one measurement of
both predictors and disease, resulting in the
need for some sort of repeated measures
analysis. Generalized estimating equations
(GEE) have gained popularity as repeated
measures marginal models. GEE treats the
correlations between observations on an in-
dividual or facility as nuisance parameters
and calculates an averaged effect measure.
In some instances, this is not the desired tool
because the effect of the facility might be of
interest. In this case, generalized linear
models are useful to model specific effects
of the facility on disease outcome (Zeger
1988). Methods that allow for correlation
between multiple factors are under develop-
ment (Shults 1998).

Intervention Studies

Intervention studies may be considered a
population counterpart of clinical trials and
subject to the same difficulties and issues. In
addition, the move to the population level
adds problems unique to intervention trials.
A typical intervention trial in a child care
setting consists of recruiting a number of
child care facilities that are randomized to
receive the intervention to be tested or to
serve as controls. The unit of analysis should
ideally be the facility, although data also can
be analyzed at the level of the child. One of
the first issues to be addressed is whether the
control facilities should receive some inter-
vention unrelated to the intervention to be
tested. The reason for considering an inter-
vention in the control group is that simply
being exposed to any intervention may
cause a change in behavior. Also, it has been
shown that the Hawthorne effect results in
increased handwashing in child care work-
ers (Bartlett et al. 1988) and monitoring
alone can result in disease reduction (Sulli-
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van et al. 1984, Carabin et al. 1999a). The
Hawthorne effect in an intervention trial is
similar to the placebo effect in a clinical
trial. Thus having the control group receive
an intervention unrelated to the one being
tested results in a more valid trial. Investiga-
tors must be careful, however, to choose a
topic for intervention that would not be ex-
pected to have any effect on the behavior
being targeted for study. If possible, it is best
to use a comparison intervention that would
be appropriate for subsequent monitoring
(e.g., use an intervention on injury preven-
tion as the control for an intervention in
handwashing).

Another issue to be considered in inter-
vention trials is that cultural norms can
change during the period of the study. The
change in norms may occur at a different
rate in facilities that serve different popula-
tions or different geographic areas. Also, be-
cause the intermediate target of interven-
tions is usually behavior, the measurement
of outcomes can be challenging. If the goal
of the intervention is to change behavior
that leads to infection or injury, measure-
ment of the ultimate target (disease or in-
jury) should be considered. However, these
outcomes depend not only on the behavior
of those at risk but also on the background
risk, which changes over time and place.
Therefore, the investigator must consider
how the risk has changed in the facility dur-
ing the study period, how the background
risk differed between facilities, and how the
intervention has modified the risk. Investi-
gators have often used instruments like the
Harms and Clifford Early Childhood Envi-
ronmental Rating Scale to make a some-
what objective measure of the physical envi-
ronment of child care centers. Documenting
background knowledge and practices of staff
(pre- and posttests), demographic and cul-
tural characteristics of facility staff and cli-
ents, and changes in facility practices also can
help to reduce bias in intervention studies.

Finally, unlike clinical trials, which often
test the efficacy of a drug to change the clin-
ical outcome of disease in individuals under
almost experimental conditions, interven-
tion trials test the effectiveness of a program

in changing the behavior of a population
under real world conditions. Because of this,
interpreting data from intervention trials
can be challenging. The analysis used is sim-
ilar to that of a cohort trial, with the relative
risk being the effect measure of choice, and
Poisson regression being used for multivari-
ate analysis. It generally is not necessary to
conduct repeated measures regression in an-
alyzing data if the unit of analysis is the cen-
ter, although special cluster techniques must
be used if the unit of analysis is the individ-
ual. Cluster analysis techniques that control
for both the repeated measures in the indi-
vidual and the effect of the center are under
development (Shults 1998). When analyz-
ing data from an intervention trial it is im-
portant to distinguish, if possible, between
an effective technique and an effective pro-
gram. For example, increased handwashing
by child care workers results in decreased
diarrhea, so handwashing has been shown to
be an effective prevention technique (Bartlett
et al. 1988). Programs to increase handwash-
ing, however, have met with limited long-
term success in decreasing illness (Kotch
et al. 1994, Carabin et al. 1999a), because
such programs do not result in long-term in-
creases in handwashing. Thus the failure is
in the program, not in the technique. Inves-
tigators must also pay close attention to
whether the intervention under study is pas-
sive (decreasing risk of scalds by lowering
temperature of water heaters) or active (de-
creasing risk of scalds by training workers to
test water before bathing children). In the
latter case, success or failure of the interven-
tion should be reported in terms of both in-
tervention/nonintervention rates of injury
and whether the behavior was adopted. This
is a change from the classic advice to analyze
clinical trials only from an intent-to-treat
basis. For intervention studies, the nature of
the success or failure is important in design-
ing future interventions and should be re-
ported in detail.

Environmental Studies

Environmental studies generally are classi-
fied into one of the above categories but are
unique in that they involve data on patho-
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gens or indicator organisms in the environ-
ment. They may take the form of prevalence-
type studies, where microbes are most likely
to be found, or intervention studies, where
particular interventions result in a decrease
in the frequency of microbes in the child care
environment.

Molecular Studies

The powerful techniques of molecular biol-
ogy are being used in child care settings with
promising results. These techniques may be
used in conjunction with standard epidemi-
ologic study designs or in modifications.
There are several advantages to using mo-
lecular techniques in epidemiologic studies
of infection in the child care setting. A major
advantage of molecular techniques is that
they allow investigators to determine if viral
pathogens are present in an outbreak. This
has been especially useful in the study of
gastroenteritis, because major outbreaks in
child care centers are often caused by rota-
viruses, enteric adenoviruses, astroviruses
and caliciviruses, which can not be cultured
easily. In addition, molecular techniques can
be used to demonstrate past infection and
the development of immunity by showing
the presence of antibodies to specific patho-
gens and viral types (O'Ryan et al. 1990).
The seroepidemiology of rotavirus proved
instrumental in developing a vaccine, as
multiple types of rotavirus are present in
nature. Thus the ability of molecular tech-
niques to distinguish between subtypes of
pathogens can be extremely important in
the understanding and prevention of disease
outbreaks. In addition, immunoassays are
often less expensive and labor intensive than
standard culture techniques, and allow eas-
ier collection and processing of samples.

Thus the use of molecular techniques is
becoming common in child care studies.
Molecular techniques have been used to
show that CMV infection occurs in children
in child care settings by demonstrating com-
mon strains among children in a large child
care center compared to the multiple strains
found among children not attending child
care (Adler 1985). These techniques have
also been used to show mucosal immunity

to Giardia lamblia (Hashkes et al. 1994), to
isolate the source of an Escherichia coli out-
break in Wisconsin (Gouveia et al. 1998), to
illustrate two distinct campylobacter out-
breaks occurring simultaneously in Brussels
child care centers (Goossens et al. 1995), to
determine the risk of CMV seroconversion
in child care workers (Murph et al. 1991),
to document hepatitis B transmission in an
elementary school (Williams et al. 1977),
and to detect rotavirus in the environment
(Wilde et al. 1992). A novel use of molecu-
lar techniques is the use of a DNA marker
from a cauliflower mosaic virus to model the
spread of disease pathogens with a child
care center (Jiang et al. 1998). The advan-
tage of such a technique is that the marker
can be used without risk of disease, so re-
searchers can study transmission without
waiting for an outbreak of illness.

METHODOLOGIC AND DESIGN
CHALLENGES OF CONDUCTING

RESEARCH IN OUT-OF-HOME
CHILD CARE SETTINGS

Child care facilities are a constantly chang-
ing kaleidoscope of children, providers, and
environmental conditions that appears to
defy the standardization and structure that
is so important to scientific research. We have
discussed some of the challenges and issues
unique to various study designs in the pre-
ceding section. Here we discuss issues com-
mon to multiple study designs. In some in-
stances, topics may be the same but the
perspectives differ.

Definitions and Generalizability
The variability in form and organization of
child care facilities makes it difficult to com-
pare results from one study to those from
another. The American Academy of Pedi-
atrics (AAP) has defined three basic types of
out-of-home child care: small family child
care homes, large family child care homes,
and child care centers (1997). In addition
to these three types, there are preschools,
nursery schools, and facilities associated
with a variety of establishments ranging
from gambling casinos to religious institu-



RESEARCH IN OUT-OF-HOME CHILD CARE 385

tions. The majority of published literature
has focused on child care centers. There also
are significant differences in structure and
management of child care facilities within
the United States and across international
boundaries. The three family systems in
Scandinavian countries are considerably dif-
ferent from the family child care homes
in the United States. Investigators should
clearly describe their study settings, using
standard categories such as those developed
by the AAP.

Illness definitions are another area for
consideration. Although studies should ob-
tain illness information from health care
providers and base definitions of disease on
rigorous clinical or laboratory data, many
studies obtain illness information from par-
ents or child care providers without using
well-structured definitions. Studies of diar-
rheal illness generally have used definitions
based on providers' opinions of what was
unusual with respect to form or frequency of
stooling for a particular child. One advan-
tage with this approach is that care provid-
ers are in a position to have observed the
child's stool pattern before and after the di-
arrheal illness.

Definitions of respiratory illness are vari-
able. Some investigators have combined oti-
tis, pharyngitis, rhinitis, and cough into res-
piratory illness, while others report them
separately or in various combinations. A
given illness episode may involve a combi-
nation of the above symptoms and may
change over time.

Size

Although group size has been frequently
cited as a risk factor for illness, this concept
has been used in several different contexts
and there are different measures of group
size. The concept underlying the use of size
as a risk factor is that it reflects the likeli-
hood of introducing a pathogen into a fa-
cility and the likelihood of exposure to an
infected child. Some investigators have eval-
uated facility size while others have evalu-
ated primary group (classroom) size. Pri-
mary group size may be more important
than facility size in determining risk of otitis

(Marx 1995). If one considers child care fa-
cilities to be analogous to pot luck suppers
and each child brings the pathogens circu-
lating in his or her household to the mix, the
situation becomes even more complex, as
one generally finds groups of siblings as well
as singletons in child care facilities. The ex-
posure dynamics between eight children in a
child care home (primary group) may be
considerably different than those between
eight children in a child care center class.
The eight children in the child care home
generally represent groups of siblings of dif-
ferent ages, perhaps representing three or
four different households, who will contin-
ue to have contact outside the facility. The
eight children in the child care centers are of
similar age, generally represent eight house-
holds and will cease to have contact once
they leave the facility.

Measures of group size include licensed
capacity, average daily attendance, total en-
rollment, and mixing of different age groups.
Licensed capacity usually is found in licens-
ing records and can be used to compare
participating and nonparticipating facili-
ties. Licensed capacity generally refers to the
maximum number of children that may be
cared for at any point in time. The actual at-
tendance may be less or greater than the li-
censed capacity. Average daily attendance
may give a good measure of the level of
crowding and number of exposures in a
given time period. Children are often placed
in drop-off groups before and after normal
operating hours, and a child in a class with
an average daily attendance of 10 may have
exposure to many more children during a
day. Total enrollment may be the best meas-
ure of the number of different persons a
child is likely to encounter during a longer
time period.

Age Groups

Most child care centers group children by
age groups dictated by licensing regulations.
However, these are generally broad and there
is a great deal of variation. Where classroom
is used as a unit of analysis, combining data
across different facilities may not be appro-
priate because of differences in grouping by
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age. The age structure of a toddler class in
one facility may be quite different from that
in another. This may be one reason why
many investigators use child as the unit of
analysis. Facilities also differ in their prac-
tices with respect to moving children up to
the next age group. Some move the entire
group forward (much like elementary
schools) while others move one child at a
time depending on birth date or level of de-
velopment. Although age is an important
risk factor for illness, the issue may be cir-
cumvented somewhat by using the presence
of a non-toilet-trained child in the class-
room as a surrogate for age. In child care
homes, the ages of enrolled children have a
wider range and may include infants to pre-
school aged children.

Sources of Data

The three major sources of information
about illness among children in child care
are parents (or other adult household mem-
bers), health care providers, and child care
providers. All three may be potential sources
of bias. With respect to provider reporting,
children in child care might be more likely to
be taken to emergency rooms for minor ill-
ness than children in home care (Mackenzie
1994). In addition, providers may be more
likely to remember and report major illness
and injury than relatively minor events.
These problems may be overcome by using
daily illness/injury logs and collecting data
prospectively. The major problems with
provider-reported illness, however, are that
providers are likely to miss illness that is
minor or subclinical, providers can not pro-
vide information about the pathogen caus-
ing illness, and providers can supply little in-
formation about illness resulting in the child
being kept at home. Interest and motivation
may have a positive influence on reporting
as well as in maintaining healthy conditions
in child care settings. Facilities with the high-
est scores (most hygienic conditions) on en-
vironmental surveys may have the highest
incidence of provider-reported illness. These
problems are more difficult to solve and il-
lustrate why many investigators prefer to
collect data from children and parents di-

rectly, in spite of the added expense and dif-
ficulty of such studies. Parental information
generally has been obtained through tele-
phone surveys, usually asking about illness
in the last two weeks, although in some in-
stances the period of inquiry has included
the past year. Parents may be more likely to
remember conditions involving time off
from work or those requiring medical atten-
tion than those not involving a major change
in routine. Because child care centers are
more likely to exclude mildly ill children
than are child care homes, parents of chil-
dren in child care homes may be more like-
ly to underreport illness than are those of
children in center care. Health care provid-
ers have been important sources of informa-
tion for conducting case-control studies.
However, a potential for bias exists, in that
factors influencing parents' decision to seek
health care for an ill child include severity
of illness and exclusion from child care.
Capture-recapture methods have recently
been proposed as a possible solution to this
dilemma and as a means to adjust for ascer-
tainment bias (Cordell et al. 1999). Illness
information prospectively collected from
child care providers could be combined with
that from cross-sectional telephone surveys
of randomly selected parents with interviews
covering a period no longer than one week
prior to the call. This method should pro-
vide more complete information than either
method alone. For outcomes such as illness
or injury requiring medical attention or an-
tibiotic use, parents are probably the best
source of information. In most instances,
mothers or female heads of household are the
best sources of information on health status.

Unit of Analysis

The determination as to whether the pri-
mary unit of analysis will be the child, the
classroom, or the facility is important to the
study design and analysis and interpretation
of results. The majority of studies have used
the child as the unit of analysis. This ap-
proach generally provides the greatest power
though there is a problem with a lack of in-
dependence between observations. This may
be resolved somewhat during the analysis
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phase by using software that allows one to
specify the sampling method and control for
a lack of independence in observations.

The unit of analysis also depends on the
study design. Case-control studies generally
use the child as the unit of analysis although
there is at least one example where the facil-
ity was the unit of analysis (Wenger et al.
1990). Outbreak and environmental studies
often focus on classrooms. Cohort studies
may focus on the individual (Cordell et al.
1999) or the classroom (Kotch et al. 1994).
The facility has been used as the unit of analy-
sis in national surveys (Addiss et al. 1994),
case control studies (Wenger et al. 1990), and
prevalence studies (Hadler et al. 1980). Some
studies have used multiple units of analysis
(Van et al. 1992).

Outcome Measures
A number of different outcome measures
have been used in child care studies. The
choice of outcome is critical to the interpre-
tation of study results and must be balanced
among various issues including cost, con-
venience, privacy, reliability, sensitivity, and
reproducibility. Types of outcomes that have
been collected about children can be divided
into several broad categories. Studies tend
to focus on infectious disease transmission
and prevention, injury severity, and causes
and costs and benefit of child care and vac-
cines. Some pathogens (e.g., hepatitis A,
parvovirus B-19, and CMV) may cause in-
significant illness in immunocompetent chil-
dren and more dangerous infections in adults
and immunocompromised hosts. In the case
of hepatitis A virus infection, disease in the
child is an exposure variable, and the out-
come is illness in adults. Sources of data in-
clude reports from the facility director and
staff, hospital admission records and public
health surveillance systems. As always, the
gold standard of data collection methods is a
prospective cohort study with data collected
directly from children, staff, and parents.

Common measures collected at facilities
include rates of gastroenteritis, respiratory
tract illness, or injury as reported by child
care workers (Chang 1989, Sacks et al.
1989, Briss et al. 1994, Jorm 1994, Kotch

et al. 1994, Cordell et al. 1997a, 1999).
Causes of gastroenteritis in children include
bacteria (Campylobacter jejuni, Shigella sp.,
Clostridium difficile, Escherichia coli, and
Salmonella sp.), viruses (rotavirus, calici-
virus, astrovirus, enteric adenovirus), and
parasites (Cryptosporidium and Giardia)
(American Academy of Pediatrics 1997,
Pickering 1997). Child level studies of gas-
troenteritis have used numerous definitions
of outcome, including incidence of loose or
watery stools (Collet et al. 1994, Kotch et al.
1994), presence of pathogens in stools
(Goossens et al. 1995, Gouveia et al. 1998),
fecal contamination of the environment
(Van et al. 1991, Laborde et al. 1993, Hola-
day et al. 1995), and antibody in the blood
(O'Ryan et al. 1994, Goossens et al. 1995)
and saliva (Hashkes et al. 1994). An impor-
tant issue to consider in selecting an out-
come for a study of gastroenteritis is the
sensitivity and specificity of the measure.
Detecting pathogens in stool is very specific,
but some bacteria and many viruses are dif-
ficult to isolate in culture systems. Using
molecular tools (for stool or body fluids) in-
creases sensitivity but can lead to false posi-
tive results, detection of subclinical infec-
tions, and detection of previous infections.
Finding a pathogen during a clinical illness
does not always mean the pathogen is re-
sponsible for disease. For example, a nested
case-control study of diarrhea and astro-
virus infection in child care centers found
that cases and controls were equally likely to
have astrovirus (Lew et al. 1991). Thus it is
important that control data be gathered in
most research protocols.

Respiratory tract infections in child care
centers are usually caused by viral patho-
gens (e.g., rhinovirus, adenovirus, parain-
fluenza virus, influenza virus, and respira-
tory syncytial virus), but they can also be the
result of nonviral pathogens (e.g., Strepto-
coccus pneumoniae, Neisseria meningitidis,
Bordetella pertussis, Mycobacterium tuber-
culosis) (American Academy of Pediatrics
1997). Outcomes related to respiratory tract
illness are varied and often difficult to de-
fine. Respiratory tract infection is the most
common illness reported in child care facili-
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ties but the symptoms vary. Characteristics
defining upper respiratory tract infection
(URI) from two cohort studies included
coughing, runny nose, wheezing or rattling
in the chest, sore throat, earache, otitis media
(as diagnosed by a physician), or laryngitis
(Collet et al. 1993, Kotch et al. 1994). URI
is often initially caused by a viral agent but
secondary infections due to bacteria may
occur. Thus assigning a particular illness to
a particular cause can be problematic. In ad-
dition, classic interventions have had little
effect on the frequency of URI (Collet et al.
1993, Kotch et al. 1994, Carabin et al.
1999a), presumably because URI is usually
infectious prior to being symptomatic and
the infectious agent is airborne. Future re-
search should focus on novel approaches to
preventing URI in the child care setting. For
example, there is some indication that the
risk of otitis media can be reduced with the
influenza A vaccine (Clements et al. 1995)
and smaller classroom groups (Marx 1995).
A clinical trial of a drug designed to stimu-
late nonspecific immunity also showed some
promise (Collet et al. 1993). Interventions
based on other such novel approaches might
have more success than those based on im-
proved hygiene and isolation.

Injury studies have historically used data
from hospital records (Mackenzie 1994),
registries (Chang 1989, Kopjar 1996), or sur-
veillance systems (Sacks et al. 1989, Briss
et al. 1995). A major issue with injury out-
comes is how injury is defined and rated. The
most comparable injury outcome across
studies is "injury requiring hospitalization."
Beyond that investigators have tended to
rate injuries either by type (e.g., laceration,
bruise, broken bones) or severity (e.g., re-
quiring no treatment, requiring minimal
treatment). Injury report forms to be filled
out prospectively by care providers have
included type of injury, body part, location
of injury, activity, and contributing factors
(Alkon et al. 1994). Another important issue
in reporting injury in child care settings is the
collection of data from a comparison group,
since there is evidence that injury may be
more likely in the home setting (Rivara et al.

1989, Kopjar 1996). Reporting injury rates
for child care centers without comparison
groups could be unnecessarily alarming to
parents and regulatory agencies.

Studies focusing on the costs of illness are
relatively rare in child care research. The
1990 National Child Care Survey included
information on time lost from work due to
illness (Hofferth et al. 1991). Other studies
have been conducted on subsets of a cohort
study (Nurmi 1991) or cross-sectional sur-
veys to estimate costs combined with cohort
data on illness (Bell et al. 1989, Hardy 1994).
A model for conducting cost-focused re-
search has been published along with results
from a representative cohort study (Carabin
et al. 1999b). The authors suggest a break-
down of costs into direct costs (medica-
tion and physician visits) and indirect costs
(missed work, cost of alternative care). This
suggestion mirrors previous approaches, but
this recent study collected data on actual
costs as recorded prospectively on calendars
and enhanced via telephone interview sur-
veys every two weeks. This prospective data
collection is an improvement in cost ac-
counting and reflects growing interest among
public health researchers and policymakers
in documenting costs, benefits, and econom-
ic efficiency.

There are several useful tools to be rec-
ommended for improving the overall valid-
ity of research in child care facilities. Scales
for ranking the physical environment of a
child care center, such as the Harms and
Clifford Early Childhood Environmental
Rating Scale (Harms 1980) are available
commercially. Checklists can be created
from the APHA/AAP National Health and
Safety Performance Standards (American
Public Health Association 1992, Hawks et
al. 1994, Lie et al. 1994) and can be used to
document background risk and to measure
confounders. Compliance with the stan-
dards has also been the target of research
(Addiss et al. 1994). Lastly, data from gov-
ernment sources (e.g., Morbidity Mortality
Weekly Reports) and previously published
reports should be used to calculate seasonal
and age-specific incidence rates for illness
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(Morrow 1991). These data can also be used
as a starting place for power calculations in
determining necessary sample sizes.

Comparability and Representativeness
Investigators frequently are called to dem-
onstrate that one group of facilities is com-
parable to another. An example would be to
compare participating facilities with the re-
mainder of those in the area. Commonly
used criteria include whether or not the fa-
cility accepts children who are toilet trained,
for-profit/not-for-profit status, licensed ca-
pacity, and management structure (sole fa-
cility or part of a local or nationwide chain).
The advantage to these variables is that they
usually are available from licensing records.
However, except for the first, one can ques-
tion the relevance of these variables in dem-
onstrating meaningful comparability. As pre-
viously discussed, the risk of illness in child
care facilities is due to a number of factors,
only some of which are under the control of
a facility. Although each of the criteria has,
at one time or another, been associated with
an increased risk of illness, they can hardly
be considered valid indicators of compara-
bility.

It is extremely difficult to conduct studies
in a truly random sample of child care facil-
ities. Although the initial sample may be
random, dropout, especially of facilities,
most often leaves the investigator with facil-
ities that are willing to participate. Surveil-
lance studies in both child care centers and
homes in Seattle suggest that participation
may be determined by factors other than the
amount of work involved, as the proportion
of facilities that provided data in an active
surveillance system involving daily record-
ing and weekly reporting of data was com-
parable to the proportion that provided
data in a more passive system (MacDonald
etal. 1997).

Informed Consent

Obtaining informed consent from parents
can be even more difficult and labor inten-
sive than recruiting a truly representative
group of child care facilities. Contact with

parents is often limited in terms of time, that
is, they are usually in a hurry to get to work
and seldom in a position to engage in
lengthy discussions as to the relative risks
and benefits of participation. An effective
process requires wholehearted support of
the facility director and staff. Whenever
possible, project staff should present study
objectives and methods at parent meetings
(simultaneous with obtaining consent). Ide-
ally, project staff should be on site to recruit
parents and answer questions during peri-
ods when parents drop children off and pick
them up. However, this is often not possible
and recruitment is frequently left to facility
staff who are generally less enthusiastic and
knowledgeable about the project than are
project staff. Consent forms should include
places for parents to indicate unwillingness
as well as willingness to participate. Reasons
for unwillingness to participate and demo-
graphic information of families who refuse
participation should be recorded whenever
possible. This will allow an estimation of the
intensity of recruitment efforts, indicate con-
cerns or problems parents may have with al-
lowing their children to take part in research
projects, and characterize those who refuse
to participate. Sending consent forms home
with children is generally ineffective and
does not give parents an opportunity to ask
questions that are an integral part of the in-
formed consent process.

SUMMARY

Research in child care facilities is a method-
ologically challenging undertaking because
of the tremendous amount of variation en-
countered over both place and time and
among facilities. The multiple levels of pos-
sible analytic units (e.g., child, classroom or
facility) add yet another dimension. Com-
bining these analytic challenges with high
levels of staff and child turnover and facili-
ty dropout results in a situation that almost
defies the standardization that is so com-
forting to investigators in other settings. For
these reasons, the caution needed to extrap-
olate results from studies conducted in the
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past, in other areas, or in small groups of
facilities ensures that there will be a con-
tinuing and increasing need for work in
this area.
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Infections Among the Elderly

LAURA C. HANSON

The proportion of the U.S. population that
is aged 65 and older is growing faster than
any younger age group. Elderly citizens
made up 12% of the U.S. population in the
1980s, but will be 22% of the population by
the year 2030. Improvements in nutrition,
sanitation, and the management of some
common chronic diseases have combined to
permit more people to live into their seven-
ties, eighties, and nineties. Among the elder-
ly, the numbers of the oldest old, people
aged 85 and older, are growing at the fastest
rate. This demographic trend will change
the epidemiology of many diseases, includ-
ing infections.

As the population ages, the public health
impact of infections that are more frequent
or more severe among the elderly will in-
crease. More research focused on the speci-
fic manifestations of infectious diseases in
elderly patients will be needed. In addition,
the design and interpretation of epidemiolo-
gic research will be affected by the inclusion
of more elderly subjects. Physiologic changes
and chronic illnesses associated with aging
will add to the heterogeneity of study popu-

lations and mandate different approaches in
study design and analysis. Finally, there are
unique social characteristics of older per-
sons that affect their willingness and ability
to participate in research. Consideration of
all these factors will lead to more useful and
successful research about infections in el-
derly patients, and more appropriate inter-
ventions to reduce related morbidity and
mortality.

POPULATION DISTRIBUTION
OF INFECTIONS

Diseases of Increasing Frequency
or Severity
Many infectious diseases disproportionate-
ly affect older persons.(Table 19-1) The in-
cidence of bacterial pneumonia, endocardi-
tis, cholecystitis, and diverticulitis increases
with advancing age. Only a few infections
are less common among the elderly, such as
appendicitis and influenza. Sixty-four per-
cent of nosocomial infections occur in people
aged 60 and older, although they account
for 23% of the hospitalized population.

394
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Table 19-1 Infections Disproportionately
Affecting Elderly Patients
Increased Incidence

Bacterial pneumonia

Endocarditis

Cholecystitis

Diverticulitis

Herpes zoster

Increased Severity

Urinary tract infection

Bacterial pneumonia

Tuberculosis

Influenza

Appendicitis

tenfold increase in mortality from age 25 to
age 65, so that 60% of deaths are in the el-
derly (Yoshikawa 1992). Similarly, 95% of
influenza deaths occur in 45+ year-olds, al-
though they experience less than 12% of in-
fections (Couch 1986). These increases in
severity of infections have variously been at-
tributed to aging changes in host defenses,
delay in diagnosis, and comorbid diseases.

Rates of nosocomial urinary tract infections
and wound infections are most strongly age-
linked (Gross 1983, Saviteer 1988). Twenty-
eight percent of new TB cases nationally,
and even higher proportions in some states,
are in people over 65 (Yoshikawa 1992,
Weber 1989). Herpes zoster, the cutaneous
recurrence of Varicella virus, occurs far more
often in elderly than young adults, and the
elderly account for almost all cases of pro-
longed neuralgia(Straus 1988).

Some diagnoses present in elderly and
young patients, but the causative pathogens
differ by age. In infections of the central ner-
vous system, Listeria monocytogenes and en-
teric gram-negative rods emerge as important
pathogens only in older patients (Behrman
1989). Although Streptococcus pneumoniae
is the most common cause of community-
acquired pneumonia at all ages, Myco-
plasma becomes very rare and enteric gram-
negative rods more frequent with advancing
age. Pathogens causing endocarditis in later
years include Streptococcus bovis and ente-
rococci (Terpenning 1987).

Many common bacterial infections are
also more severe for elderly persons. Urinary
tract infections are more likely to be com-
plicated by sepsis (Gleckman 1982). Bacter-
ial pneumonia, meningitis, and pneumococ-
cal bacteremia have higher mortality rates
among older patients (Durand 1993, Fedullo
1985, Plouffe 1996). Some diseases that
rarely kill younger adults have exceptional-
ly higher mortality among the elderly, so
that almost all deaths occur in this age
group. Less than 10% of cases of appendici-
tis occur in older adults, but they account
for nearly 100% of deaths (Lewis 1975, Pel-
tokallio 1970). Tuberculosis demonstrates a

EFFECTS OF AGING ON CLINICAL
PRESENTATION OF INFECTIONS

Altered Host Defenses

With advanced age, basic changes occur in
the ability of the human body to defend
against infectious pathogens. These changes
may explain some differences in incidence
or severity of disease with advancing age. In
nearly all older people some aspects of host
defenses decline because of the aging pro-
cess. For certain subpopulations, the effects
of chronic diseases, medications, and med-
ical procedures are superimposed on nor-
mative aging changes. Knowledge of these
factors is essential to understand the rela-
tionship of the variable "age" to the fre-
quency, severity, and outcomes of infections.
Although data on chronologic age are easi-
ly collected and analyzed, it must be distin-
guished from physiologic age, defined as the
combined effect of aging and chronic illness
on an individual's physiologic functioning.
The functional heterogeneity of the aged
population is greater than that of younger
persons, and researchers must exercise cau-
tion in interpretation of chronologic age.

Infectious diseases occur when a patho-
genic organism interacts with a susceptible
host. The older host is made vulnerable to
infections by changes in barrier defenses
and in immune function. Aging causes pre-
dictable changes in most elderly persons.
Other failures of host defenses are attribut-
able to specific disease states or medical pro-
cedures, and affect only a subset of those
who are old. For a given infectious disease,
alterations in host defenses might account
for increased incidence, or severity, or dif-
ferent causal pathogens in the older host.
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Barrier defenses are anatomic defenses
that separate host tissues from the environ-
ment. They include the skin, mucosal sur-
faces, and organ-specific structural barriers.
As skin ages, it becomes thinner, less hy-
drated, less elastic, and the subcutaneous
tissues atrophy. Aged skin is more easily
punctured or torn, and penetrating wounds
close more slowly. Protein malnutrition, cir-
culatory disease, or immobility will exacer-
bate these aging changes. Among chronical-
ly ill or medically frail older patients skin
wounds are common, and healing is slowed.
The barrier defenses protecting the lungs are
somewhat less effective in healthy elderly,
and various disease states compound aging
changes. Changes in lung defenses permit
colonization of the upper airway. A tissue is
considered to be colonized when a poten-
tially pathogenic organism becomes domi-
nant and can be cultured in large quantities,
yet does not cause clinical signs of infection.
The presence of colonization is often the first
step in pathogenesis of infection (Muder
1991) and increases the risk that the host
will become infected. Pathogenic bacteria
more readily colonize the upper airway.
While only 3% of healthy young hospital
employees have evidence of colonization on
cultures of oral flora, 6% of healthy elderly
subjects demonstrate this change. The rate
of colonization dramatically increases if the
older person is in a long-term care or acute
care institution (Valenti 1978). The swallow
and gag mechanisms that prevent aspiration
of oral contents remain intact in healthy
elderly but may be impaired by stroke, par-
kinsonism, or other central nervous system
diseases (Huxley 1978). Mucociliary stream-
ing, lung elastic recoil, the cough reflex, and
respiratory muscle strength all decrease
somewhat, even in the healthy older person
(Weiss 1982). These changes are more se-
vere in the elderly smoker. Differences in
barrier lung defenses between older and
younger individuals may be an important
cause of the differences in the frequency and
severity of pneumonia.

Barrier defenses for the urinary tract also
change with age. For women, withdrawal of
estrogen with menopause will raise the pH

of the vaginal mucosa and permit coloniza-
tion by enteric bacteria (Raz 1993). Atrophy
of urethral mucosa and prolapse of pelvic
organs may decrease sphincter barriers. As
men age, enlarging prostate tissue may par-
tially or completely obstruct the urethra, re-
sulting in retained urine that is easily colo-
nized. Asymptomatic colonization of urine
is more common in healthy older than
middle-aged men (0.1% to 10%), and is
very common in older women (5% to 20%).
Rates of colonization are 20%-50% above
age 80 (Boscia 1987). The subset of elderly
who have chronic cognitive impairment or
impaired mobility often have poor perineal
hygiene. Urinary or fecal incontinence may
also result in frequent contamination and
colonization of the urethral mucosa. Finally,
the use of chronic indwelling urinary cathe-
ters is more common among the elderly, par-
ticularly in institutions. These catheters often
result in chronic colonization of urine, and
high rates of clinical infection.

The clinical epidemiology of urinary tract
colonization highlights the importance of
correct interpretation of associations found
using epidemiologic methods. Early studies
of urinary tract colonization found an asso-
ciation with increased mortality (Dontas
1981). Later randomized controlled trials of
treatment showed no improvements in health
outcomes, confirming confounding by other
health status variables in earlier studies
(Abrutyn 1994). Colonization should be
understood as a marker of risk rather than
a disease causing poor outcomes.

If barrier defenses are overcome, then im-
mune defenses still may prevent infection.
Immune senescence is the age-related de-
cline in the efficacy of cellular and serologic
host defenses once a pathogenic organism
invades host tissues. A functional decrement
in cellular immunity occurs with advancing
age. Although T cells remain normal in num-
ber, the distribution of T cell subsets may
change (Saltzman 1987). T cell function in
response to stimuli is reduced (Murasko
1986, Phair 1978), and this is clinically evi-
dent in the diminished response of elderly pa-
tients to immunization and their susceptibil-
ity to infection by viruses or Mycobacterium.
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Other changes include a variable increase in
total antibody production, a decrease in anti-
body response to T-cell-dependent antigens,
and less effective polymorphonuclear re-
sponse to major bacterial infections (Saltz-
man 1987). Cellular immune function may
be further impaired in elderly persons with
hematologic malignancy or those taking im-
munosuppressive drugs. Immune senescence
is clinically important in specific infections
that depend on the cellular immune system
response, such as herpes viral infections or
mycobacterium infections (Miller 1980).
Diseases normally associated with severely
impaired cellular immunity have rarely been
reported to occur in frail elderly persons
(Jacobs 1991, Prince 1989).

Two other characteristics of aging may af-
fect the severity of infections. The combined
impact of aging and chronic disease on organ
systems may diminish compensatory func-
tional reserves in multiple organ systems. Re-
serve function permits other organs to com-
pensate when one organ is affected by acute
illness. For example, if pneumonia compro-
mises oxygen exchange, the elderly person
with underlying coronary artery disease
may suffer an acute myocardial infarction as
well, increasing the risk of pneumonia-
related death. A 35-year-old patient is more
likely than an 85-year-old to have renal
function adequate to correct metabolic im-
balances and dehydration from viral gastro-
enteritis. A skin wound that heals quickly
without superinfection in a younger person
may become infected, increase in size, and
cause sepsis in an elderly patient who is in-
continent and poorly mobile. Studies of in-
fectious diseases must include data on co-
morbid diseases and baseline organ system
function, to distinguish the impact of infec-
tion from the impact of chronic organ sys-
tem failure on clinical outcomes.

Malnutrition, while not a part of normal
aging, is common with advancing age. In-
adequate protein intake occurs in about
10% of community living elderly (Bianchetti
1990), and rates of malnutrition range from
17% to 65% among institutionalized elder-
ly (Morley 1988, Abbasi 1993). Protein-
calorie malnutrition increases the incidence

and severity of many infections (Martin
1987). Markers of protein-calorie malnutri-
tion, such as serum albumin level, have been
shown to predict death among institutional-
ized elderly, most of whom die of infectious
diseases (Constans 1992, Klonoff-Cohen
1992). Tracheobronchial colonization, the
first step in the pathogenesis of pneumonia,
is increased among nutritionally deficient
patients (Niederman 1984, 1989). Low se-
rum albumin level is also a risk factor for
hospital-acquired pneumonia in the elderly
(Hanson 1992). A few intervention studies
demonstrate that correction of nutritional
deficiencies can improve outcomes. Dietary
protein supplements have been shown to
speed healing of bedsores (Breslow 1993)
and prevent infectious complications of sur-
gery (Mullen 1980). Other intervention stud-
ies with vitamin or mineral supplements have
also demonstrated significant improvements
in cellular immune function and rates of in-
fection (Chandra 1992, Talbott 1987, Mey-
dani 1990). Nutritional variables may play an
important role in the association between age
and infection. Since nutritional deficiencies
are common among older patients, but re-
versible, further study of this relationship may
favorably affect disease incidence or severity.

The decline in barrier defenses is due to a
combination of normal aging and disease
states that are relatively common among the
elderly. Defects in immunity due to cancer,
immunosuppressive drugs, diabetes, or mal-
nutrition become more common with ad-
vancing age. Host responses to infectious
diseases will be impaired in most older pa-
tients but will be more severely impaired
when chronic diseases are also present. De-
sign and interpretation of epidemiologic
studies must be informed by these differ-
ences between older and younger study sub-
jects. When possible, studies should distin-
guish between age-related susceptibility to
infection and the effects of comorbid dis-
eases or malnutrition.

Altered Presentation of Infections

These differences in older patients' host de-
fenses may also affect disease presentation,
and therefore change case definitions used in
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infectious disease epidemiology. In the de-
sign of epidemiologic research that includes
elderly subjects, knowledge of age-specific
differences in presentation is essential to
avoid selection and misclassification bias.

Older subjects who have infections are
usually accurately diagnosed, but atypical
signs and symptoms are more common than
for younger study populations. The case
definition of major bacterial infection may
be contingent on localizing symptoms and
signs, such as auscultatory changes in pneu-
monia, abdominal pain in appendicitis, and
dysuria in cystitis. While the majority of per-
sons aged 65 and older will present with
classic features of these infections, a sizable
minority will not. In these cases, nonspecific
systemic features predominate, such as mal-
aise, anorexia, frequent falls, mental status
changes or a syndrome of "failure to thrive."
Many examples of this presentation have
been described for major infectious diseases.
In acute cholecystitis, patients aged 65 and
older more often present with mental status
changes and less frequently demonstrate ab-
dominal tenderness (Morrow 1978). Deliri-
um occurs earlier in Rocky Mountain spot-
ted fever, but onset of the characteristic rash
is delayed or may not occur in elderly pa-
tients (Morrison 1991). Endocarditis pres-
ents with more confusion and less fever in el-
derly patients (Terpenning 1987).

Fever is considered the hallmark of infec-
tion and yet is sometimes absent in elderly
persons with major infection. Tuberculosis
commonly presents without fever in older
patients (Alvarez 1987). While 91% of 29-
49 year-olds have high fevers with pneu-
mococcal bacteremia, similar temperatures
occur in only 71 % of 65 + year-olds (Finkel-
stein 1983). The converse is also true; when
fever does occur in elderly individuals, it
usually signals more serious infections (Keat-
ing 1984). Fever elevations may occur but
be of a lesser magnitude in elderly subjects.
A study of nursing home residents found
that many older individuals had baseline
body temperatures below 98.6°F, and that
a 2.4° rise from baseline temperature was a
better indicator of serious infection than a
fever of 101°F (Castle 1991).

Finally, essential test results are occasion-
ally altered with advanced age. Three such
tests are the tuberculin skin test, the chest
X-ray, and the white blood cell count. Im-
munocompetent T cells in the skin are re-
duced, and T-cell function also declines,
leaving a significant minority of elderly per-
sons anergic in response to tuberculin skin
testing with purified protein derivative (PPD)
(Creditor 1988, Slutkin 1986, Gordin 1988).
When clinical tuberculosis is suspected, di-
agnostic PPD testing must be done with con-
trol antigens to distinguish true negative skin
tests from anergy. Two-step testing, placing
a second PPD 2-4 weeks after the first, may
also be needed to detect tuberculosis immu-
nity that has waned over time. Chest X-ray
evidence of infiltrates is often required in
study definitions of pneumonia or tubercu-
losis. In older subjects, tuberculosis infiltrates
are less often apical, and early bacterial pneu-
monias may present without any distinct in-
filtrate. Finally, a small fraction of elderly
persons with serious bacterial infections will
fail to demonstrate an elevated white blood
cell count, again affecting the selection of
cases if this is used as a criterion.

Case definitions for major infections in
the elderly should be carefully planned, yet
flexible, so as not to exclude elderly persons
with the infection of interest. Requiring fever,
or localizing abdominal pain, or an elevated
cell count will result in selection bias by ex-
cluding the most frail and acutely ill elderly
subjects. Initial literature review can help to
identify the frequency and type of atypical
presentations seen in a specific condition.
When literature is lacking, interviews with
experienced geriatricians may assist in the de-
velopment of an appropriate case definition.

ANALYSIS ISSUES

Confounding Bias and Competing Causes

Epidemiologic bias arises from the greater
frequency of comorbid diseases among el-
derly study subjects. When multiple diseases
are present along with an infection, they be-
come competing causes of morbidity and
mortality. When an older person suffers ill-
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ness or death concurrent with evidence of in-
fection, the outcome may be fully or partial-
ly attributable to the infection, or may be
unrelated. For example, an older person with
an acute myocardial infarction and a uri-
nary tract infection may die from cardiac
causes after the infection is successfully
treated. Similarly, a study of aminoglycoside
nephrotoxicity must exclude other causes of
renal disease and examine appropriateness
of dosing practices to conclude that chrono-
logic age is a true risk factor. Comorbid dis-
eases may also cause abnormal test results
or symptoms. An older person who devel-
ops pneumonia and congestive heart failure
(CHF) together may have the symptoms and
chest X-ray findings obscured by the CHF.
To describe the true relationship between
age and infection, it is important to collect
adequate data on comorbid diseases and
concurrent medical therapies that might af-
fect measures of exposure or outcomes. An
alternative method is to exclude older pa-
tients with chronic diseases from the study,
although this practice creates problems with
generalizability.

Use of Age in Analysis

In analysis of epidemiologic data, age is
often included as a main effect or source of
confounding. The way in which age, a con-
tinuous variable, is handled in analysis may
create or obscure important conclusions
about elderly subjects. Adjusting results for
age may be a convenient way to account for
aging changes and age-related comorbid
diseases that are not of interest in the study.
However, if age is to be examined as a risk
factor or predictor of outcome, then it mer-
its closer examination. As a continuous vari-
able, it may have a linear relationship to the
incidence of disease or with an outcome
such as mortality. If so, then it may be sim-
ply analyzed and reported as a continuous
variable. Convenient cut-points are often
used that give a reasonable reflection of the
linear relationship, such as 10-year inter-
vals. Although comparisons of "less than 65
years old" and "65 and older" are often
made, this presentation suggests that within
these two large ranges the effect of age is

uniform, and obscures a linear, exponential,
or other type of relationship.

Continuous variables do not always meet
the assumption of linearity. Some diseases,
such as tuberculosis, increase in incidence
only for the oldest age groups. Careful exam-
ination of the raw data will then suggest ap-
propriate cut-points to describe the relation-
ship. If risk is fairly constant before age 50,
and then increases linearly, age might be de-
scribed as a dichotomous variable around this
cut-point. An exponential variable should be
modeled if incidence or mortality increase in
a J-shaped manner relative to age. Spline
functions (Streitberg 1990) offer an alterna-
tive, statistically sophisticated method by
which appropriate cut-points may be deter-
mined for a continuous variable.

Although many epidemiologic studies
cover the entire adult age range, pooling el-
derly and younger adults may obscure im-
portant differences in causal pathways or
outcomes of infections. Risk factors that are
common for young patients, such as a histo-
ry of intravenous drug use related to endo-
carditis, might be so rare as to be irrelevant
for the same disease in elderly patients.
Studies of nosocomial pneumonia in only el-
derly patients have found that different risk
factors are important in this age group, sug-
gesting that the mechanism of disease, and
thus preventive interventions, might differ by
age (Harkness 1990, Hanson 1992). Studies
that include only older subjects have essen-
tially controlled for age by stratification.
Little can be concluded in such studies about
age as a predictor, but this design may reveal
important differences in the pathophysiolo-
gy of infection in older persons.

RECOMMENDATIONS FOR
EPIDEMIOLOGIC RESEARCH

When planning or interpreting research in-
volving elderly subjects, several study design
characteristics are important (Table 19-2).
First, as life expectancy shortens, outcomes
of function, satisfaction, and quality of life
may become as important as survival. In
addition to mortality, intervention studies
should be designed to report quality of life
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Table 19-2 Research Strategies for Older Populations
Study Design Issue Research Strategy

Heterogeneity of older populations

Recruitment

Sample size

Choice of outcome

Confounding bias

Proxy respondents for persons with
cognitive impairment

Define target population and selection criteria carefully

Avoid prolonged interviews, involve family, provide supportive telephone
follow up, provide transportation

Anticipate high dropout, competing morbidity, mortality

Measure multiple outcomes, such as function, quality of life

Measure comorbid illness, interventions

Pilot interview items with proxies and respondents to estimate bias

or patient satisfaction measures, functional
status, or cost-effectiveness. These measure-
ments are more costly and complex than re-
cording deaths, and studies should use reli-
able and valid instruments.

Second, the "elderly" are arguably more
heterogeneous than other age groups, and
the target population should be carefully de-
fined. Is the study designed to address vigor-
ous elders, persons with a specific chronic
illness, or medically frail elders such as nurs-
ing home residents or equally dependent el-
ders in the community? Researchers must
consider the trade-off of studying a homo-
geneous but poorly generalizable group, or
a diverse group of elderly with more poten-
tial for confounding bias (Williams 1984).

Third, sample size calculations must an-
ticipate rates of important comorbid condi-
tions that are exclusion criteria or confound-
ing variables. Elderly subjects may also have
higher morbidity and mortality rates during
follow up, leading to higher dropout or cross-
over effects (Ouslander 1993). One large,
very well designed study of community el-
derly reported a 40% dropout rate (Apple-
gate 1990). Studies that do not anticipate
these differences may fail to demonstrate im-
portant relationships or obscure randomi-
zation because of excessive crossover.

Although clinical research should involve
elderly subjects, they demand a careful ap-
proach to recruitment and retention of study
participants. Older subjects are more diffi-
cult to recruit, but once involved are more
reliably retained during follow up (Apple-
gate 1990). Researchers seeking to study
older individuals, especially those who are

chronically ill or functionally dependent,
must become familiar with techniques that
make participation feasible and enjoyable
for these individuals. Higher rates of visual
and hearing impairment may make data col-
lection more difficult, unless techniques of
communication are modified. Transporta-
tion problems may make frequent clinic vis-
its difficult for older participants. Prolonged
data collection sessions may need to be frag-
mented if older persons become fatigued.
Rates of significant cognitive impairment
are high among the oldest old, with a preva-
lence of 3% in 65-74 year-olds, but rising to
over 40% among those aged 85 and older
(Evans 1989). To obtain meaningful in-
formed consent, researchers may need a
screening procedure for decisional capacity.
If surrogate interviews are used they should
be analyzed for systematic differences, since
surrogates have been shown to overestimate
older persons' disabilities (Magaziner 1988).
Data collection procedures should be flex-
ible and sensitive, to minimize disruptive or
painful experiences for cognitively impaired
individuals (Ouslander 1993).

A final obstacle to valid research involv-
ing elderly subjects is determined by system-
atic differences in medical treatment for old
and young patients. Because of atypical pre-
sentations or lack of physician expertise, di-
agnoses such as endocarditis, myocardial
infarction, alcoholism, and Alzheimer's dis-
ease are often missed or delayed in elderly
persons. Advanced age is associated with
nontreatment or undertreatment of cancer
(Greenfield 1987), and with increasing use
of decisions to limit life-sustaining treat-



INFECTIONS AMONG THE ELDERLY 401

ment (Holtzman 1996). Dissecting the im-
portance of these treatment differences in
studies of the outcomes of infection may be
very difficult.

Long-term care has established different
standards for diagnostic testing, treatment,
and record keeping than acute care medicine.
Although infections are the primary cause of
death and hospitalization for nursing home
residents (Irvine 1984), testing and treat-
ment are often withheld (Warren 1991).
Constraints on care are due to a poorly de-
fined mix of ethical decision making, dif-
ferent practice standards, and neglect (Fa-
biszewski 1990, Brown 1979, Magaziner
1991). Researchers accustomed to nursing
and physician records from acute care hos-
pitals may be frustrated by missing data and
less skilled or overworked nursing staff. An-
ticipating these differences will allow re-
searchers to coordinate their data collection
efforts with nursing home staff and resi-
dents, so that research is mutually beneficial
(Ouslander 1993).
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Methodologic challenges of human immu-
nodeficiency virus (HIV) epidemiology are
distinct in key ways from those that previ-
ously faced infectious disease or chronic dis-
ease researchers. HIV is an infection commu-
nicable in three ways (blood-borne, sexual,
mother-to-child), manifesting clinical disease
after many years or even decades, and result-
ing in lifelong infection (Peterman and Allen
1989, Royce et al. 1997, IOM 1998, Ver-
mund et al. 1999). Its incidence is affected by
community prevalence, behavior, cofactors
in transmission, and treatment adherence,
quite different from nonvenereal infectious
agents that have been the focus of intense
public health activity such as most of the
vaccine preventable diseases. Acute infec-
tious diseases are affected by the dynamics
of population crowding and mixing patterns,
the number of susceptible individuals, the
number of immune persons, and the infec-
tiousness of the given agent. Behavioral fac-
tors, short of vaccination adherence, have
little to do with risk of measles, pertussis, ru-
bella, diphtheria, or a host of other infec-
tious agents. Furthermore, with exceptions

such as hepatitis C, dengue, and protozoal
parasites, most infections either kill their
host within the acute infectious event or re-
sult in an immunologically protected state
such that risk of future disease is diminished
or eliminated. Acute infectious diseases that
result in chronic infection and later recrud-
escence such as poliomyelitis, tuberculosis,
leprosy, or syphilis present research chal-
lenges that resemble in certain ways the
methodologic issues faced in HIV research.
Yet even these infections are quite distinct in
key aspects. Polio, for example, has a clear
correlate of protective immunity, namely,
antibody titers to all three polio types. Tu-
berculosis, while affected by immunosup-
pression, does not cause immune deficiency
as part of its major pathogenic pathway.
Leprosy infects many more persons than
those who suffer serious disease. Syphilis is
easily curable with antibiotics. HIV, unique
among the infectious diseases, causes a pri-
mary immunosuppression, a chronic illness,
is usually lethal if not treated, and is heavily
influenced by behavioral factors in both ac-
quisition and response to therapy. Since HIV

404
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epidemiology has complex elements that re-
mind us of both classical and modern chron-
ic disease epidemiology, one must incorpo-
rate modern epidemiologic methods in its
study. HIV disease is both an infectious dis-
ease and, at the same time, a chronic disease
that, like hepatitis B and C, is not generally
transmissible through casual, respiratory or
gastrointestinal exposure.

Many challenges in HIV epidemiology are
faced by researchers. This chapter, although
it does not address these challenges compre-
hensively, seeks to introduce a few of the key
issues in HIV of relevance to both students
and practitioners of infectious disease epi-
demiology (Table 20-1).

EARLY HISTORY OF HIV
EPIDEMIOLOGY

The earliest case series of HIV were reports
of a new syndrome from Los Angeles and
New York City (Gottlieb et al. 1981, Masur
et al. 1981). The clusters of Pneumocystis
carinii pneumonia with immunosuppression
among young homosexual men reporting
many sexual partners was a complete mys-
tery with no precedent in the medical litera-
ture (CDC 1981a,b). Speculation regarding
the etiology abounded with most observers
suspecting a viral infection such as CMV or
HTLV-I, though neither disease resembled
the new syndrome (Sonnabend et al. 1983).
However, drug use and abuse, autoimmune,
and other theories abounded as to the etiol-
ogy; even after discovery of LAV/HTLV-III,
later named HIV, alternative speculation as
to etiology persisted (Weiss 1990).

The earliest cases shared much in com-
mon. Large city residence, white race, male
gender, male-to-male sexual contact prefer-
ence, history of sexual adventurism, frequent
nitrite drug use, prior sexually transmitted
infections but otherwise good general prior
health, and seemingly rapid disease progres-
sion were noted in the earliest case series.
No women, children, or heterosexuals were
yet recognized. To their credit, key public
health and medical research agency employ-
ees in Europe, the Americas, and, soon, in
Africa responded promptly. They sought to

characterize more fully the epidemic, dis-
cover an etiology, promulgate prevention
messages based on apparent risk factors,
and try therapies that might work.

Within months, the syndrome was identi-
fied in a host of other population groups:
Haitians (CDC 1982a, Pape et al. 1983, Vieira
et al. 1983), infants and children (Oleske
et al. 1983, Rubinstein et al. 1983), women
(Masur et al. 1982), heterosexuals (Harris et
al. 1983), persons with hemophilia (CDC
1982b), blood transfusion recipients (CDC
1982c, Ammann et al. 1983), injection drug
users (CDC 1982d, Moll et al. 1982), Euro-
peans (Brunet et al. 1983, Bygberg 1983),
Africans (Clumeck 1983, Clumeck et al.
1984, Obel et al. 1984, Piot et al. 1984,
Van De Perre et al. 1984), Latin Americans
(Amato et al. 1983, Estevez 1983), Asians
(Miyoshi et al. 1983), child abuse and rape
victims (Gutman et al. 1991, Irwin et al.
1995), health care workers after needle sticks
(Anonymous 1984, McCray 1986, Oksen-
hendler et al. 1986, Stricof and Morse 1986),
and sexual partners of afflicted persons (Masur
et al. 1982, CDC 1983a, Harris et al. 1983).
Given the evident similarities, hepatitis B
was invoked as an analogous agent from its
transmission patterns, even though the nat-
ural history of the disease was quite distinct
(Francis et al. 1983). In this way, prevention
messages were promulgated even in the first
year of the recognition of AIDS (1981), pre-
ceding the discovery of HIV in 1983 (CDC
1982e, 1983b) and serologic test licensure in
1985.

Shortly after the initial case series, CDC
established a surveillance case definition, and
cases outside of Los Angeles and New York
were reported to CDC within weeks (CDC
1982d). Many studies of HIV in the United
States were conducted by the CDC in col-
laboration with local medical centers and
health departments. Behavioral research was
illuminating from the very beginning, as in
the case of the sexual linkage studies of Dar-
row and colleagues that confirmed that
dozens of the very first AIDS reports had re-
ported sexual relations with a single homo-
sexual man whose airline career brought
him to major cities throughout North Amer-
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Table 20-1 Challenges in HIV Epidemiology Presented by the Virus, the Host, the Nature of
Investigation, and the Environment/Society

Virus

The chronic, incurable nature of the infection

The unknown timing and origin of the seroconversion event in most individuals,

The deep tissue reservoirs of virus (e.g., lymph nodes)

The variable incubation distribution for one time from infection to serious disease (or AIDS)

The relatively low infectiousness of the virus in most transmission settings

The rapid mutational rates of HIV

The inherent complexities of a "Trojan horse" infection that lives within the very human T cells that are
designed to recognize and destroy foreign infectious agents through antigenic recognition

Host

The complexity of host immunogenetic factors that affect the risk of acquisition of infection and/or
progression of disease

The lack of a correlate(s) of protective immunity, yet the obvious impact of a partially effective immune
response

The unknown role of both humoral and cellular immunity

The unknown role of mucosal immunity

Investigational

The complexity of field research studies with high risk populations

The methodologic difficulties in measuring infection in mucosal sites

The urgency to approve promising new chemotherapeutic agents or regimens even before definitive clinical
trial findings are available

The opportunities and challenges to develop and use mathematical models of transmission, disease
progression, and prevention

The stigmatization and discrimination associated with HIV infection and the consequent reluctance of society
or the public health professional community to embrace classic approaches to disease surveillance and control

The challenges of clinical measurement in biologic and behavioral areas

The difficulties of bias and precision in HIV-related measurements

The features that confront community-based prevention clinical trials including randomization at the
community level, ethical concerns in trial design, cost of large field trials, and the complexity of securing
definitive, HIV-related trial outcomes

Environment/Society

The impact of behavior on acquisition origin of most HIV infections and progression

The complex, facilitative role of other infections, both genital (e.g., gonorrhea) and systemic
(e.g., tuberculosis), for HIV transmission

The suggested, but not well confirmed role of other infections in accelerated HIV disease progression

The stigma attached to AIDS and HIV infection that inhibits effective prevention and control

The advent of potent antiretroviral combinations requiring sustained, lifelong adherence to complex
chemotherapeutic regimens for their success

The prospects for HIV control through diverse interventions, both biologic and behavioral

ica in the late 1970s and early 1980s (Auer-
bachetal. 1984).

As important as these early studies were,
there were substantial limitations of infer-
ence due to biased ascertainment, surveil-
lance limitations, poor recognition of the
syndrome, lack of a screening test, and poor
research funding support prior to1985. Fur-

thermore, there were inherent problems with
the ecologic observations of AIDS in the
United States given the differences in AIDS
presentations elsewhere, such as in sub-
Saharan Africa (Piot et al. 1984, Quinn et al
1986). It would take years before investiga-
tors appreciated that the African epidemic
was older and much more advanced than that
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in the United States (Gao et al. 1999). From
1980 to 1989, there were 3533 references
with the United States as a keyword in the
bibliographic database, AIDSLINE, while
there were only 783 references with Africa
as a keyword (4.5:1). From 1990 to 1998
the ratio was 3:1.

CASE-CONTROL STUDIES

Studies with more substantial value for dis-
covering the behavioral and biologic ante-
cedents of AIDS were initiated in the early
1980s. The first to be complete were case-
control studies. CDC sponsored the first to
be published, implicating strongly an infec-
tious agent that was sexually transmitted,
though not ruling out amyl nitrite use as a
contributor (Jaffe et al. 1983, Rogers et al.
1983). Case-control studies emerged from a
variety of populations with various risk be-
haviors or exposures implicated in transmis-
sion: injection drug users (needle sharing)
(Friedland et al. 1985, Vanichseni et al. 1989,
van Ameijden et al. 1992), children (parent
with AIDS or at risk) (Hersh et al. 1993),
blood recipients (number of transfusions
or receipt of concentrated blood products)
(Donegan et al. 1990, Busch et al. 1996),
persons with hemophilia (number of factor
VIII infusions received) (Remis et al. 1990),
heterosexuals (promiscuity or at-risk part-
ner) (Ellerbrock et al. 1992), Africans and
Haitians (no special risk, though risk high-
est among promiscuous persons) (Bonneux
et al. 1988, Halsey 1992, Harrison et al.
1991), and health care workers (deep needle-
stick from AIDS patient) (CDC 1994, Cardo
etal. 1997).

HIV-related research relying on case-con-
trol study methods has the same design haz-
ards as case-control studies on other topics.
For example, selection of controls may not
be straightforward. In a matched nested
case-control study of whether or not HIV
vaccine recipients in an uncontrolled Phase
II study of recombinant gp-120 subunit vac-
cines had experienced any modification of
their clinical course (determined by plasma
viral load), despite having "broken through"

by becoming infected, controls selected were
from those who had seroconverted but had
not received the vaccine. Matching on risk
exposure category and year of seroconver-
sion, gender, age within five years, and geo-
graphic location (when possible) was at-
tempted after considerable debate within the
investigator group. Importantly, control sub-
jects had to be identified within an ongoing
cohort study of persons at high risk, since
this is how vaccinees had been selected and
followed. Some investigators argued that
they already had studied persons who had
seroconverted but who had not received
vaccine. These persons, already identified,
should be the controls for the case-control
study of vaccine outcome. Since such indi-
viduals were much more likely to come to
the attention of laboratory investigators if
they were symptomatic, and since sympto-
matic seroconverters tend to have higher
viral loads than asymptomatic seroconvert-
ers, inclusion of persons who seroconverted
but had not been identified in a fashion sim-
ilar to how the infected vaccinees had been
identified would introduce bias into the
study. If more symptomatic seroconverters
were included in the control group owing to
biased ascertainment based on recognition
of seroconversion symptoms, then viral load
at defined times postseroconversion would
be expected to be higher in control subjects,
suggesting that vaccine had a salutary bene-
fit (lower postinfection virus loads) com-
pared to no vaccine, even if the vaccine had
had no such effect. In choosing the more la-
borious route of identifying matched con-
trols from defined epidemiologic cohorts
in which at-risk persons were under period-
ic surveillance, this methodologic hazard
was avoided and unbiased control subjects
were recruited. No impact of vaccination on
postinfection virus load could be ascertained
in the study (Connor et al. 1998, Graham et
al. 1998). This example is but one of many
in the HIV literature that illustrate a key
principle in case-control methodology: the
subjects in the control group would show up
in the study as a case if they were to experi-
ence the outcome of interest (assuming all
cases were enrolled).
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Limitations of case-control methods are
the same in the HIV field as they are in any
other epidemiologic context. Uncertain cause
versus effect, presence of confounding or in-
teracting factors, and noncomparability of
cases and controls are among the many po-
tential issues. However, case-control studies
continue to provide rapid, valuable, and
usually valid information to inform AIDS
research as long as investigators are sensi-
tized to the methodologic challenges and
hazards facing them.

COHORT STUDIES

Extraordinary insights have emerged from
HIV/AIDS-motivated cohort studies. Given
the pandemic, explosive, and lethal nature of
the condition, studies all over the world have
sought to illuminate the transmission, acute
infection, natural history, terminal events,
and prevention of HIV (Table 20-2).

Some cohorts have been followed predat-
ing the HIV epidemic itself because of prior
studies of hepatitis B vaccine among gay
men (Hessol et al. 1989, Rutherford et al.
1990). While heart disease and cancer have
had greater scientific research investments
over time, HIV is surely the most studied in-
fectious disease in modern scientific history.
For example, in the 1990s, HIV-related re-
search represented about 10% of the Na-
tional Institutes of Health budget in the
United States, averaging about $1.5 billion
per year. While only a fraction of this has
been in support of cohort studies, such stud-
ies do tend to be costly given their long-term
timetables, their large sample sizes, and their
extensive scope.

The cohort study permits the estimation
of incidence rates. Unlike surveillance stud-
ies in which data are collected at the time of
diagnosis or reporting, the cohort can be
followed even after an initial event (such as
the AIDS-defining condition) to character-
ize the total population burden of disease.
Cohorts can follow at-risk subjects from the
time they are uninfected to assess risk fac-
tors for acute infection, while infected per-
sons are asymptomatic to examine risk

for disease progression, and among symp-
tomatic persons to study risk for specific
opportunistic infections, malignancies, or
death. The natural history of HIV was stud-
ied thoroughly before the treatment era
began with the advent of zidovudine and
P. carinii primary prophylaxis in 1987.
However, the proper cryopreservation of
well-characterized and processed samples
has permitted ongoing exploitation of these
cohort samples, using modern molecular
techniques, as was the case with the MACS
and viral load as a predictor of clinical course
(Mellors et al. 1996). This illustrates a key
feature of the cohort study, namely, the op-
portunity for nested case-control studies in
which the cases and controls have been fol-
lowed in unbiased fashion prior to the onset
of the disease condition. It is precisely this
study design that demands excellence in
specimen acquisition and cryopreservation.
Unfortunately, major cohorts may lose re-
search support and tens of thousands of
specimens then go underexploited because
of the lack of sustained linkages between
basic science laboratories and epidemiolo-
gists or because of improper processing or
storage of materials.

In the pretreatment era, the major focus
of research was in the etiology of AIDS and
in the transmission and natural history of
HIV. The rapid laboratory discovery of HIV
in 1983, just two years after recognition of
AIDS (Barre-Sinoussi et al. 1983), and evi-
dence of this virus as the primary etiology
of AIDS published in 1984 (Popovic et al.
1984) led researchers within these incipient
cohorts to concentrate more on transmission
and natural history issues than on etiology
per se. Some observations have proven to be
key in prevention and disease control. The
association of sexually transmitted infec-
tions and HIV acquisition has led to STD
control as a tool in HIV prevention (Laga
1995). The observation that multiple sexual
partners increase HIV acquisition risk led
to key health behavior messages (Ostrow
1989). The utility of CD4+ cell counts and
quantitative viral loads has been well charac-
terized, enabling clinical monitoring (Coffin
1995, Cook et al. 1999). The association of
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Table 20-2 Major HIV/AIDS Cohorts from Around the World
Cohort Reference

Multicenter AIDS Cohort Study (MACS)

San Francisco City Clinic Cohort

San Francisco Men's Health Study

DC Gay Men's Study

Fenway Clinic Cohort

ALIVE Cohort of Injection Drug Users

Montefiore Methadone Maintenance Cohort

Amsterdam Cohorts

Hemophilia Growth and Development Study

Mother and Infants Transmission Study

Women and Infants Transmission Study

Women's Interagency HIV Study

HIV Epidemiological Research Study (women)

REACH Cohort (adolescents)

Vancouver Cohort

Montreal Cohort

Canadian Women's HIV Study

Sydney Cohort

European Heterosexual Transmission Study

HIV Italian Seroconversion Study

Projet SIDA (in Zaire)

Rwandan and Zambian Discordant Couples Studies

Heterosexual AIDS Transmission Study

European Perinatal Cohort

Thai Cohort

Cote d'lvoire Cohort

Kenyan Cohort

Kaslow et al. 1987

Jaffe et al. 1985

Winkelstein et al. 1987

Goedertetal. 1985

McCusker et al. 1989

Vlahov et al. 1991

Selwyn et al. 1992

Keet et al. 1993

Loveland et al. 1994

Parekh et al. 1991

Diaz et al. 1998

Barkan et al. 1998

Smith DK et al. 1997

Rogers AS et al. 1998

Boyko et al. 1986

Bruneau et al. 1998

Hankins et al. 1998

Burcham et al. 1989

de Vincenzi et al. 1994

Pezzotti et al. 1996

Lagaetal. 1993

Allen et al. 1992a

Skurnick et al. 1998

European Collaborative Study 1988

Beyreretal. 1996

Adjorlolo-Johnson et al. 1994

Martin et al. 1994

viral resistance patterns with drug adminis-
tration and adherence has enabled more ra-
tional therapeutic regimens. Less definitive
is the 20-year search for infectious cofactors
for HIV disease progression. Many infectious
agents have been implicated, but few have
been compelling cofactors in HIV progres-
sion. These coinfections include HTLV-I,
CMV, EBV, Mycoplasma fermentans, HSV-II,
HHV-6, tuberculosis, malaria, and others
(Diaz-Mitoma et al. 1990, Kucera et al.
1990, Margalith et al. 1990, Levy et al.
1991, Hawkins et al. 1992, Montagnier and
Blanchard 1993, Schechter et al. 1994,
Carrigan et al. 1996, Chandramohan and
Greenwood 1998, Del Amo et al. 1999,

Dorrucci et al. 1999, Kovacs et al. 1999,
Sinicco et al. 1997). Vaccinations have been
implicated in HIV viral load increases, im-
plying that disease progression may increase
(Stanley et al. 1996). Data for increased ra-
pidity of disease progression exist and may
prove to have significance in local settings.
However, no coinfection emerges to com-
pete with HIV itself as the single most com-
pelling predictor of disease progression. The
more likely frontier is host immune response
reflected in host immunogenetic profiles
(Dean et al. 1996, Smith et al. 1997, Saah
et al. 1998, Winkler et al. 1998, Carrington
et al. 1999, Keet et al. 1999, Martin et al.
1998, Tang etal. 1999).
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An example of a recurring challenge in
HIV research that can arise in both case-
control and cohort studies is the issue of
death of infected persons with short incuba-
tion periods between infection and disease.
Selective deletion of such persons from par-
ticipation in research will occur, since they
may have died prior to potentially being re-
cruited. Hence, an underrepresentation of
persons with rapid disease progression in
the case group may ensue, unbeknownst to
the epidemiologist or clinical investigator. In
an effort to assess the impact of zidovudine
on mortality in a real world setting, this pos-
sibility was not appreciated by authors, re-
viewers, or editors (Graham et al. 1992a).
Upon presentation of this argument in a
letter to the editor, reanalysis of the obser-
vational cohort data had to be performed
with more conservative assumptions in an
effort to correct for the possibility that per-
sons with rapid disease progression had died
before 1987 when zidovudine became wide-
ly available in the cohort (Gail and Mark
1992, Graham et al. 1992b). If "rapid pro-
gressors" (Schrager et al. 1994) were sys-
tematically excluded from a study of treat-
ment effect due to their death prior to drug
availability (about 1987 in this case) (Rosen-
berg et al. 1991), but such individuals pro-
vided data to the control or comparison
group, then the treatment group would be
inherently healthier than the untreated con-
trol group, biasing an analysis in favor of the
treatment group seeming healthier.

Many limitations exist in cohort studies
that must been considered. A few of these are
obvious, while others are not. That nearly all
cohort data from the 1980s were among men
inhibited their generalizability to women.
The existence of an "unseen cohort" of per-
sons who will have died before being able to
be enrolled into a given study can cause mis-
chief in inference, since these "rapid proges-
sors" are different from the longer-term sur-
vivors overrepresented in the eligible study
pool (Hoover et al. 1991). Persons surviving
longer are also living long enough to be able
to take advantage of novel chemotherapeu-
tic and prophylactic agents, at least in indus-

trialized countries. Selection bias due to re-
cruitment strategies, selective dropout par-
ticularly among drug users, participant uti-
lization of many health care providers (a
particularly common challenge in U.S. stud-
ies), underrepresentation of minorities or of
persons living in rural environments, and
many other examples illustrate complexities
in cohort research designs.

One innovation is the use of an open or
"dynamic" cohort, in which the enrollment
of new subjects is continued as the study is
ongoing, particularly when the purpose of
the research study is to identify and follow
high risk seronegative persons in anticipa-
tion of prevention clinical trials (Heyward
et al. 1994). Vaccine trial preparedness may
depend on such cohorts in which persons
are recruited for a limited number of years
with new subjects recruited as replacement
members. The MACS recruited its subjects
in 1983-84, but owing to underrepresenta-
tion of African Americans, chose to keep
open enrollment for black gay or bisexual
men for an additional five years (Kaslow
et al. 1987, Dudley et al. 1995).

MONITORING THE EPIDEMIC WITH
SURVEILLANCE-BASED RESEARCH

AIDS Surveillance

Continuously from 1981, the surveillance
infrastructure has been developed and case
definitions refined. Case ascertainment im-
proved, though the revolution of HIV test-
ing in 1985 was not immediately exploited
for surveillance purposes in most public
health venues because of civil liberties con-
cerns about reporting infected persons by
name. Early characterizations of AIDS in-
cluded such terms as gay-related immune de-
ficiency. The original surveillance case defi-
nition of AIDS included a list of conditions
thought to be found overwhelmingly among
persons with AIDS. The case definition was
revised in 1985 and 1987 to include HIV
seropositivity and a few more opportunistic
infections (OIs) and malignancies. In 1993,
after a bitter public debate about women's



HIV/AIDS RESEARCH 411

issues, the new case definition added three
more conditions, tuberculosis, recurrent
pneumonias, and cervical carcinoma. More
significant in its impact was the inclusion of
CD4+ cell count under 200/u1. Thus, in
1993, a huge bolus of individuals were
reported in the United States who met only
this new criterion, distorting the compar-
isons with surveillance data from past years.
This change acknowledged that in the treat-
ment era, an individual could die from HIV
disease without ever being eligible for a
surveillance case definition of AIDS, since
drugs coud stave off OIs and malignancies.
However, the Europeans continued to use
the earlier case definitions for AIDS, believ-
ing that the value of a consistent case defini-
tion for projection modeling overcame the
theoretical benefits of more complete re-
porting of severe HIV disease, which is how
AIDS is now considered clinically. In those
states and countries in which testing is wide-
ly available and is widely exploited in many
screening settings and where HIV infection
is reportable, HIV surveillance is proving to
be a better indicator of epidemic evolution
than AIDS surveillance.

Other AIDS case definitions have been of-
fered. The Walter Reed classification system
used delayed-type hypersensitivity respons-
es from skin test antigen responses to help
characterize HIV infection and AIDS. The
World Health Organization (WHO) noted
that HIV testing in developing countries
was often unavailable. The WHO and other
groups have proposed a number of AIDS
and HIV classification schemes that attempt
to characterize AIDS with maximum validi-
ty at minimal cost. The WHO classification
scheme uses lymphocyte count in lieu of HIV
testing or CD4+ cell count when the latter
are not available. The Kigali, Uganda, Thai,
and other definitions have been validated
against clinical outcome with some success,
suggesting that it is possible to use "appropri-
ate technology" surveillance, including HIV
testing when possible, but identifying AIDS
cases even when HIV testing is not available.

AIDS surveillance has been developed in
many forms. North America, Western Eu-

rope, and Australia have striven for com-
plete case ascertainment using a variety of
mechanisms. Hospital- and physician-based
reporting, assistance from laboratories that
perform CD4+ cell counts and HIV tests,
and substantial outreach infrastructures to
study records and investigate reports have
contributed to over 85% complete reporting
according to estimates (Buehler et al. 1992,
Rosenblum et al. 1992, Schwarcz et al. 1999).
In developing nations with limited resources,
there are alternative approaches. Some countries
with minimal surveillance infrastructures
largely report persons who have been pre-
screened in richer countries, as with return-
ing Pakistani workers who have tested pos-
itive in routine HIV screening in the rich
Gulf states. There is no distinction between
HIV and AIDS testing in such circumstances
(Shah et al. 1999). In Thailand, in contrast,
one of the world's best AIDS surveillance
systems has been established with nation-
wide testing availability and good educa-
tional level for clinical AIDS presentation
among health care providers. However, not
all practioners appreciate the need for HIV
testing in persons who are not symptomatic
(Stringer et al. 1999).

HIV Surveillance

HIV testing and surveillance are prevalent in
parts of Europe and in selected states but
have not been adopted universally. At the
time of the development of the HIV test (li-
censed first in the United States in 1985),
there was a strong bias among many com-
munity and professional groups that HIV
testing had little to offer in therapeutic in-
tervention but much to risk in terms of stig-
matization and prejudice. The advent of
therapy in 1987 did surprisingly little to
alter these antitesting views. A few states
such as Colorado took a classic public health
approach to HIV as an STD with mandato-
ry named HIV reporting and even contact
tracing to inform exposed persons of their
need to be tested and to protect themselves
from future exposure. Other states continue
to report only AIDS, not HIV, including high
prevalence states such as California and
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New York. Still other states have hybrid ap-
proaches requiring reporting of pediatric
but not adult HIV cases (e.g., Connecticut)
or have mandatory testing of newborns but
no such approaches (including no HIV re-
porting) in adults (e.g., New York).

In an effort to encourage testing but en-
able this to be done without social harm,
anonymous counseling and testing centers
have been established in many locales. It is
not known whether these counseling and
testing centers have been a public health suc-
cess in bringing persons at high risk into care
or whether they have largely served the low
risk "worried well" or persons who would
otherwise have been served in a standard
health environment without difficulty.

HIV surveillance has a number of benefits
and limitations. In the treatment era, time to
AIDS is commonly lengthened. AIDS sur-
veillance alone would therefore be expected
to reflect poorly recent trends and changing
epidemic dynamics. HIV seropositivity is an
objective marker of infection, while AIDS
depends on a surveillance case definition oc-
casionally open to interpretation, for exam-
ple, is this pneumonia a recurrence, is this
chest X-ray confirming P. carinii, or is this
pathologic sample definitive for Kaposi's
sarcoma? However, HIV testing coverage
may be capricious, positives may not be re-
ported to health officials, and inconsisten-
cies in HIV test policies from locale to locale
may not permit cross-venue comparisons.
Given that biased ascertainment may persist
in a given geographic location, however,
trends over time may be assessed with some
accuracy.

Case ascertainment bias is the principal
problem in HIV surveillance. Early detec-
tion can occur with early testing. Late de-
tection, even as late as post-AIDS diagnosis,
occurs when testing is anonymous or not
done or available. This typically differs by
subgroup even within the same community.
Early in the epidemic, health care providers
typically overlooked HIV in persons who
did not fit a stereotypical risk profile, in-
cluding women (Schoenbaum and Webber
1993). Testing was often not performed in
many resource-poor settings or when physi-

cians or families wanted to hide the truth for
fear of disclosure. In a recent paradox, the
imperative to protect infants born to HIV-
infected mothers has led to widespread
screening of women of child-bearing age.
Thus from underrepresented in HIV testing
to well represented, women are now more
likely to receive an HIV test than men in
many settings.

Whether HIV testing and named report-
ing is good public health and clinical prac-
tice or whether it is an open door to unnec-
essary discrimination and a civil liberties
assault on confidentiality ("AIDS exception-
alism") continues to be debated. However,
the drastic changes in treatment options have
moved the debate strongly toward testing
and reporting. Since HIV disease resembles
diabetes as a chronic, manageable disease,
more and more practitioners and communi-
ty representatives are urging testing as a first
step to education and therapy. The 1998
Institute of Medicine report on perinatal
transmission prevention states, "the United
States should adopt a national policy of uni-
versal HIV testing, with patient notification,
as a routine component of prenatal care"
(IOM 1998). Despite this new paradigm in
the era of highly active antiretroviral thera-
py (HAART), only 32 U.S. states mandate
HIV reporting to state authorities, suggesting
continued popular ambivalence regarding
the public health value of such surveillance
when weighed against civil liberties fears.

Sentinel surveys of defined populations
are a valuable adjunct to surveillance, par-
ticularly with known HIV underreporting.
Such studies have been done worldwide in a
multitude of populations, sometimes com-
bining some element of knowledge, attitudes,
and behaviors assessment with anonymous
HIV testing. The largest data base catalogu-
ing HIV seroprevalence studies, whether
formally published or not, is maintained by
the U.S. Census Bureau (http://www.census.
gov/ipc/www/hivaidsd.html). Caution in in-
terpretation of such surveys is needed, since
studies differ as to the exact sampling strate-
gies, the timing of the survey, the nature of
the study population, the testing methods
used, and the generalizability of the results.
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Sometimes surveillance statistics have been
merged with other surveillance, hospital, or
clinical data to indicate possible associa-
tions. One such study suggested that high
pneumonia hospital discharge rates corre-
lated with AIDS surveillance data at the zip
(postal) code level (Drucker et al. 1989).
While potentially suffering from the risk of
an ecologic fallacy (poor people in the Bronx,
New York, have more pneumonia and have
more AIDS, but they are not necessarily
linked at individual level), the clinical evi-
dence was mounting simultaneously with
the surveillance-hospital discharge data that,
together convinced the CDC to include re-
current pneumonias as an AIDS-defining
clinical condition in the 1993 surveillance
case definition revision (CDC 1988, Selwyn
et al. 1988, Drucker et al. 1989). A similar
paradigm was noted for tuberculosis, with
clinical observations, surveillance data, link-
age studies, and cohort studies all pointing
toward a common conclusion, that pulmo-
nary tuberculosis and HIV were closely
linked, resulting in inclusion of pulmonary
tuberculosis as an AIDS-defining condition
(CDC 1987, Selwyn et al. 1992, Stoneburn-
er et al. 1992).

MITIGATING THE EPIDEMIC

Clinical Care Approaches

A discussion of issues in HIV-related human
experiments is a huge topic beyond the scope
of this chapter. The urgency and lethality of
AIDS, the organization of activist groups,
the substantial investments in drug discov-
ery and development, and the rapidity of
progress in developing hitherto unknown
classes of chemotherapeutic agents have all
introduced innovations and shortcuts in the
licensure and research evaluation process
(Arno and Feiden 1992). The Food and
Drug Administration has modified its re-
view processes for urgent circumstances, the
threshold of evidence has been lowered for
more lethal diseases, and the review process
has been accelerated for drugs in general.
Enrollment must now include women, chil-
dren, and minorities unless a justification

for their exclusion can be given. This is in re-
sponse to the absence of generalizable re-
sults from studies conducted largely among
white, gay men. Loss to follow up is a re-
current problem in clinical trials; communi-
ty-based infrastructures like the Communi-
ty Program for Clinical Resaerch on AIDS
were begun by the NIH in order to maxi-
mize accrual and retention of hard-to-access
populations. Notably, community represen-
tatives were included at nearly every level of
research planning, review, and even licen-
sure at a scale unique for the NIH, the CDC,
and the FDA.

As a direct consequence of the sense of ur-
gency, new commitment to the study of true
surrogate markers was made. A surrogate
marker varies in response to a therapeutic
intervention in direct predictive proportion
to the eventual therapeutic impact on the
disease outcome. Thus trials with excellent
surrogate markers can be terminated based
on the treatment effect on the marker rather
than waiting for the definitive clinical out-
comes. CD4+ cell counts were the best avail-
able surrogates at one time. However, the
early termination of AIDS clinical Trial
Groups (ACTG) 019 trial based on zidovu-
dine impact on CD4+ cell counts suggested
that zidovudine given early (>200 CD4+
cells/ul) was advisable (Fischl et al. 1987).
Yet the European Concorde study suggested
that early versus late zidovudine made no
difference and argued that early termination
of the ACTG 019 study had been misleading
owing to the inadequacy of CD4+ cell
counts as a true surrogate for clinical out-
come, that is, time to AIDS or death (Aboul-
ker and Swart 1993). The advent of quanti-
tative HIV viral load (Piatak et al. 1993,
Mellors et al. 1996) and its strong long-term
prognostic value for disease progression ve-
locity have revolutionized AIDS clinical re-
search. Its use as a true surrogate marker en-
ables much improved clinical trial rapidity,
particularly since clinical outcomes are in-
creasingly rare in the HAART era. Other
surrogates of viral activity such as soluble
markers like B-microglobulinemia or neop-
terin have proven helpful in refining risk of
progression (Fahey et al. 1998), but are in-



414 RESEARCH IN SPECIAL POPULATIONS OR SETTINGS

direct assessments of viral activity and are
now less helpful in the face of the direct viral
load assessment.

Another key policy change of the AIDS
era was the impact of compassionate use
availability on clinical trial design. Many
persons in trials did not trust randomization
to provide them the personal maximum
benefit. They preferred to take the experi-
mental therapies even before they were
proven to work. Hence, after unmasking
themselves by testing their clinical trial as-
signed drugs or through inference based on
CD4+ cell count changes, they would se-
cure drugs from companies that were mak-
ing them available to persons not on clinical
trials. This behavior may have slowed the
time of completion of clinical trials because
of self-reassignment of persons in "standard
care" groups who chose to take the experi-
mental drugs secured outside of the clinical
trial paradigm. Thus intent-to-treat analyses
would have compromised statistical power,
owing to the increased bias toward the null
hypothesis from patient-initiated realloca-
tion of treatment groups. The ethical impli-
cations of slowing down clinical trials are
interesting to ponder; the individual good in
such an instance may inhibit wider commu-
nity benefits such that persons desiring spe-
cific allocation to a given treatment may do
well not to enroll in clinical trials that ran-
domize them into an unknown treatment
group.

Key methodologic issues in HIV-related
clinical trials are reviewed in many other
chapters and reviews (Anonymous 1990,
Pizzo 1990, Vermund 1994, Katzenstein
1995,Dabis et al. 1995, Lange 1995, Schaper
et al. 1995, Schooley 1995, Fleming et al.
1997, Mildvan et al. 1997, Zackin 1998,
Boily et al. 1999). Readers are referred to
these references to study experimental trials
techniques in the AIDS era further.

Prevention Techniques
The cost of treating HIV is extremely high,
with current highly active antiretroviral ther-
apy (HAART) accessible to only a small por-
tion of those infected with HIV worldwide.

Thus preventing the spread of HIV in popu-
lations is widely considered to be of utmost
importance. Relatively little effort has been
expended in developing and testing biomed-
ical interventions for the prevention of HIV,
in part because of the difficulty of evaluating
prevention intervention effectiveness. Preven-
tion strategies can be active medical interven-
tions (i.e., vaccines or administration of zido-
vudine during childbirth) that require little
or no effort on the part of the individual tar-
geted for the intervention. In such instances,
use of the standard clinical trial approach to
evaluating the effectiveness of the prevention
strategy (see previous section) is appropriate
and provides easily interpretable results.

The vast majority of prevention strate-
gies, however, require a change in behavior
from the person being targeted for the inter-
vention (i.e., use of condoms during every
act of intercourse). In addition, many pre-
vention strategies do not lend themselves to
a classic clinical trial approach because of
the lack of an appropriate placebo and ethi-
cal issues. For example, a clinical trial of the
effectiveness of condoms in preventing HIV
would require one group at high risk of HIV
infection to use condoms for each act of in-
tercourse, and one group not to use con-
doms. Given that condoms prevent trans-
mission of body fluids that are known to
contain HIV, it would be unethical to re-
quire one group to abstain from using con-
doms. In addition, the requirement that the
only treatment group actively use condoms
at each act of intercourse introduces a be-
havioral bias that makes the clinical trial ex-
tremely difficult to interpret using the clas-
sic "intent-to-treat" analysis.

An example of this is provided by a study
of the female condom, in which 126 women
treated for trichomoniasis were randomized
either to use the female condom or not to do
anything to prevent reinfection. There was
no difference in reinfection rates between
the two groups. Unfortunately, only 20 of
the 104 women who completed a 45-day
follow-up period used the condom for every
act of intercourse. No reinfection occurred
among 20 women (0%) who used the fe-
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male condom all the time, 7 reinfections oc-
curred among 50 women (14%) who did
not use the device, and 5 reinfections oc-
curred among 34 women (15%) who used it
inconsistently (Soper et al. 1993). Interpre-
tation of these data is difficult, because the
women who were randomized to use the fe-
male condom and used it every time were
different from the women who were ran-
domized to use the female condom and did
not use it every time. Their behavior in fol-
lowing the study protocol was different, and
this could have been because of differences
in background risk, differences in willing-
ness to engage in risky behavior, ability to
follow instructions, ability to negotiate con-
dom use, or multiple other factors that could
be related to trichomonas reinfection. In ad-
dition, the women who were in the non-
treatment group (not asked to use the female
condom) may have behaved differently
from the women who were asked to use the
female condom (i.e., been more or less will-
ing to have sex with a casual partner).

Because of such ethical and design issues
observational studies are more commonly
performed than clinical trials in HIV pre-
vention research. Follow-up studies are dif-
ferent in prevention research from the clas-
sic design described in the prior section. In a
follow-up study of condom use as a risk re-
duction technique, for example, individuals
are observed for some period of time for
both condom use and development of HIV.
Typically, all couples enrolled in such a study
would be encouraged to use condoms. At the
end of the study, rates of HIV are compared
between those who used condoms and those
who did not. In a case-control study of con-
dom use, the use history of an HIV-positive
group (cases) and an HIV-negative group
(controls) is used to estimate the odds of the
diseased having used condoms when com-
pared to the nondiseased (or vice versa).

Of course, both follow-up studies and
case-control studies of this type have an in-
herent bias, because the study subjects self-
select into use groups. These self-selected
groups probably have different levels of risk.
Investigators usually try to measure back-

ground risk and deal with the potential bias
by restricting subjects (e.g., recruiting only
prostitutes) or "adjusting" for the risk dif-
ferences in the analysis of the study. In ad-
dition, it is difficult to determine how use
should be defined. If a couple uses condoms
the majority of the times they have sex,
should they be classified as condom users?
Observational studies provide valuable in-
formation about the real world efficacy of a
prevention technique, however, because in
the real world the choices individuals make
about whether or not to use a technique will
ultimately have a substantial effect on the
overall impact of the intervention.

Measurement issues in the evaluation
of prevention techniques
In addition to the issues of bias and reliabil-
ity, evaluation of prevention techniques
presents special challenges in measuring
both predictors and outcomes. Measuring
risk behaviors is a science fraught with spe-
cial challenges. Self-report of behavior is
sometimes inaccurate, especially with re-
gard to sexual activity and drug use. In some
instances, the behavior in question can be
confirmed with a biologic marker. For ex-
ample, it is possible to use a semen marker
(such as prostate specific antigen) to confirm
reports of no sexual activity in the last day.
In addition, some studies of condom use
have required the participants to return the
used condom for examination (Richters et
al. 1988, Rugpao et al. 1993). For treatment
studies, the state-of-the-art includes pill
dosage containers that can actually record
when pills are removed and direct observa-
tion of medication adherence.

Measurement of outcomes is also difficult
because of the large number of surrogate out-
comes (such as behavior change or STD de-
velopment) and the intricacies of the labo-
ratory assays involved. If disease is the
outcome of a prevention study, then the def-
inition of disease must be determined in ad-
vance. In studies of STD prevention (which
are often used as surrogates for HIV and as
predictors of HIV risk), the choice of labo-
ratory assay is of paramount importance.
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(See Table 13-3 for the sensitivity and speci-
ficity of various laboratory tests for sexually
transmitted diseases.) Wet preps for tricho-
monas can be sensitive when done properly,
but proper training is time consuming and
often overlooked. In developing countries,
STD diagnosis is often done with gram-
stains, which are vastly inferior to culture
and molecular assays such as polymerase
chain reaction (PCR) and ligase chain reac-
tion (LCR). Even among the best assays,
PCR is superior to culture, and LCR is usu-
ally superior to PCR in terms of sensitivity.
The opposite is often true for specificity.
Comparing outcomes across studies when
different laboratory techniques are used is
often impossible.

When and how samples are taken can also
be important. To continue the STD exam-
ple, samples for both gonococcal and chla-
mydia should be taken from the cervix. Sen-
sitivity of the assays will be significantly
affected if the samples are taken only in the
vagina, as is sometimes done. In addition,
chlamydia resides in the basal layers of the
cervix, so taking the sample for chlamydia
last is the best way to insure a good test. If
HIV is the outcome and an antibody test is
used, the timing of the test is extremely im-
portant. For example, infants retain mater-
nal antibodies for up to 18 months. Thus
studies of vertical transmission that rely on
antibody testing in the first few months of
life may have a significant number of false
positives. The opposite is true of prevention
studies in adults, when taking antibody tests
too early in infection can lead to false nega-
tive results.

In summary, designing a good prevention
study requires attention to both ethical and
study design issues. In addition, it is impor-
tant to learn all of the details of laboratory
assays and give attention to detail in meas-
uring risk behavior, predictors of disease
(such as STD), or actual disease. It is also
wise to remember that in any study popula-
tion, there will be a background risk of in-
fection that may vary across self-selecting
study groups. Any measurement of back-
ground risk that can be included in the study
design will strengthen the interpretability of

the results. In spite of the methodologic prob-
lems in evaluating prevention techniques, it is
important that such studies be conducted and
the results made available to policymakers
and the public.

Decision making
Decisions about what techniques to use in
preventing and treating HIV should be
made based on the efficacy of a particular
technique. Efficacy refers to the ability of a
technique or protocol to produce the desired
result (e.g., fewer opportunistic infections).
A protocol is first evaluated for its efficacy in
the laboratory setting, then under perfect
conditions of use, and finally during typical
use in the real world. Sometimes the term ef-
ficacy is used to describe how well a tech-
nique works under perfect conditions, while
the term effectiveness is used to describe
how well the technique works in the real
world. For the purposes of this discussion,
efficacy will be used as a general term, and
three specific types of efficacy will be de-
scribed. In Chapter 16, a distinction is made
between efficacy as measured in individual-
level and community-level interventions.
We use the term here in the context of indi-
vidual-level interventions.

Theoretical efficacy refers to the effective-
ness of a technique in the laboratory setting.
For example, male latex condoms have been
tested in the laboratory and found to be very
effective barriers to HIV under controlled
conditions (Van de Perre et al. 1987). Thus
the theoretical efficacy of condoms as an
HIV prevention technique is good. If a pro-
tocol has good theoretical efficacy, it may be
explored further to determine how well it
works outside of the laboratory setting. In
general, decisions about whether to intro-
duce a new technique in the general popula-
tion should not be made based on theoreti-
cal efficacy alone.

Method efficacy indicates how well a
technique works under strictly controlled
conditions in human trials. Method efficacy
is often measured in clinical trials with
strictly limited study populations, and rep-
resents the efficacy during perfect and con-
sistent use by individuals. Method efficacy is
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an important concept, as it provides perti-
nent information for individual decision
making and potential public health benefits.
Many individuals want to know how well a
technique works if they use it exactly as pre-
scribed, and method efficacy is useful in this
context. Sometimes method efficacy mimics
theoretical efficacy (e.g., use of condoms to
prevent HIV in discordant couples) and
sometimes method efficacy is very different
from theoretical efficacy (e.g., Nonoxynol-9
as a microbicide works extremely well in the
lab and less well in human trials).

Use efficacy (or effectiveness) is the term
used to describe how well a technique works
in the real world. If a protocol has high
method efficacy and low use efficacy, the
protocol may be difficult or inconvenient to
use correctly, or it may be unacceptable to
some segment of the population. Low use ef-
ficacy due to incorrect or inconsistent use
can potentially be improved by interven-
tions to encourage correct and consistent
use (Ngugi et al. 1988, Allen et al. 1992b).
An example of the discrepancy in method
and use efficacy is seen in users of HAART,
who often have difficulty being compliant
with the protocol because of side effects and
the need for strict timing in taking multiple
medications. Use efficacy should be used by
policymakers in deciding when, how, and
where to invest money for population-based
interventions.

Sometimes, decisions are less straightfor-
ward than simply determining efficacy. Often,
treatment protocols involve multiple deci-
sions over time based on the clinical picture.
In addition, clinicians and policymakers
often have more than one option available
at any given time and must find a way to
make a choice. Decision analysis is a tech-
nique used to quantify what is known about
a particular protocol and make decisions
based on probabilities. In decision analysis,
protocols are broken into decision trees,
with each branch of the tree representing
probabilities of given outcomes. At each fork
in the tree, a decision is made based on the
answer to a particular question (e.g., Is the
patient's CD4 cell count above 500?). The
decision could be initiating therapy for pa-

tients with a low CD4 count based on the
fact that patients with a low CD4 count have
a higher probability of improved outcome.
Decision analysis can also be used to exam-
ine hypothetical situations, as was done with
the use of zidovudine for the prevention of
vertical transmission of HIV infection (Rouse
et al. 1995). The decision analysis approach
was used to show that all HIV-positive
women should be treated with zidovudine
to prevent transmission of the virus during
delivery. This analysis was able to answer
concerns that zidovudine might lead to ad-
verse outcomes in uninfected children.

Application of mathematical
modeling to HIV
Mathematical modeling is a tool that is
coming to be depended on often by public
health planners. The term mathematical
model can be used in a variety of ways, but
it simply means a set of equations that pre-
dict some observed phenomenon. This is a
very general concept, which includes a for-
midable number of techniques. In particu-
lar, we are interested here in dynamic mod-
els: models that predict the behavior of some
phenomenon over time. The phenomenon
of interest to us here is the progression of
HIV infection in a population.

Reasons why a public health planner
might try to build a model include: project-
ing the number of individuals who will need
medical services; comparing different as-
sumptions about the dynamics of disease
propagation (Aylward et al. 1995, Lipsitch
and Nowak 1995, Gregson et al. 1997, West
and Thompson 1997); estimating parame-
ters pertinent to the disease (Renton et al.
1995, West and Thompson 1997); evaluat-
ing possible interventions (Anderson et al.
1995, Garnett et al. 1995, Kault 1995,
Nagelkerke et al. 1995, Atkinson 1996,
Wein et al. 1997); deciding on the disposition
of public health resources. Basically, we can
say that dynamic models can be used to try
to answer questions that fall into these cate-
gories: what is happening, what did happen,
and what may happen.

In order to discuss how to design a dy-
namic model, let us consider an infectious
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disease with a much more acute presenta-
tion than HIV disease. Measles, rubella, or
any other highly contagious disease could fit
into this discussion. Models of diseases of
this type have been very useful in the area of
vaccinology. For example, modeling pre-
dicts the paradox observed in vaccinology
that a vaccine program, if not implemented
correctly, can actually make matters worse
relative to the disease the program is de-
signed to prevent. Later in this section, rea-
sons why HIV models must differ from these
models will be discussed. The information
that we want the model to supply is the
number of individuals in a population with
and without the disease. We classify each
member of the population as being in one of
several groups or compartments, for exam-
ple, those susceptible to infection and those
already infected (Boily and Masse 1997).
The type of model often used for a disease
like measles is called an SIR model because
it contains three compartments: susceptible,
infectious, and recovered (understood to
mean recovered with lasting immunity)
(Anderson and May 1995).

Once the compartments are decided on,
the investigator must specify how individu-
als are able to move from compartment to
compartment. These relationships, which
give the dynamics of the disease within the
population, are then formally written as
equations that express the change in the
number of individuals in the compartments
over time. We will see later that models can
be either discrete or continuous, depending
on how the time change is described.

A common way that the relationships be-
tween compartments are portrayed is as a
flowchart (Anderson and May 1995). Such
a chart shows which transitions are possi-
ble, that is, which compartments individuals
can move to from a given compartment, and
shows the names of the parameters that
govern the rates of these transitions. Con-
sider the SIR model. Susceptible individuals
can become infected, so a transition from
the susceptible to the infectious compart-
ment is possible. An infectious individual
can recover from the infection with lasting
immunity (infectious to recovered). A sus-

ceptible individual can also be successfully
vaccinated (susceptible to recovered). There
is no reason to keep those who are immune
due to vaccination and those who are im-
mune due to recovery from the disease in
separate compartments; they have the same
relevance in the model. If an individual is
immune, that individual is unable to con-
tract the disease from an infectious indi-
vidual, and is unable to infect a susceptible
individual. As the proportion of the popula-
tion that is immune (for whatever reason)
increases, the probability that an encounter
between two individuals is an encounter be-
tween a susceptible individual and an infec-
tious individual decreases. When this prob-
ability is very low (not necessarily zero!),
it is possible for the disease to stop being
propagated in the population because the
disease entity never gets to a susceptible in-
dividual in which it can reproduce. This is
known as herd immunity and is the typical
objective of a vaccination program (Ander-
son and May 1995).

Transitions can be expressed in terms of
rates or proportions, depending on the way
that the model expresses change. If the
modeler decides on a basic time interval and
expresses all of the changes relative to that
interval (e.g., how do the number of indi-
viduals in each compartment change from
week 1 to week 2; week 2 to week 3; etc.), the
parameters are typically proportions. Thus,
for example, we may say that in a typical
week, 10% of the infectious individuals re-
cover with immunity. Such a model is called
a discrete model because the only times that
appear in the final result are defined by the
time interval. For this example, the result
from the model might be expressed as a
table that shows the total number of indi-
viduals in each compartment at week 1, then
the number at week 2, then at week 3, etc.
This type of model is very well suited to
presentation as a spreadsheet. If the model-
er did not feel that a particular time interval
was appropriate, change over time would be
expressed as a derivative, which is inter-
preted as an instantaneous rate of change
(West and Thompson 1997). In this case, the
parameters would not be proportions, but
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rates. A model of this type is called a con-
tinuous model. Either way, a term that ex-
presses a change will be written as a param-
eter times the number in a compartment.
For example, if we say that 10% of the in-
fectious individuals recover in one time in-
terval in a discrete model, and we use Y to
denote the number of infectious individuals,
then (0. l)Y represents the amount that Y
will decrease due to recovery. This is true of
every term except those terms that involve
individuals actually becoming infected.

An infection is due to the infectious agent
being passed from an infectious individual
to a susceptible individual. This passage can
only occur if there is a meeting between an
infectious individual and a susceptible indi-
vidual. Thus the total number of infections
that occur must depend in some way on the
total number of such meetings that can
occur. Let's say that we have M infectious in-
dividuals and N susceptible. The first infec-
tious individual could possibly meet any one
of the susceptible individuals, for a total of
N possible meetings. The same is true of the
second infectious individual, and the third,
etc. Following this reasoning through, we
see that the total number of possible meet-
ings between susceptible and infectious in-
dividuals is N + N + . . . = MN, the
product of the total number of infectious
individuals and the total number of suscep-
tible individuals. If we are dealing with a
discrete model, we can reason that in one
time interval some proportion of the total
possible meetings will happen, and some
proportion of the meetings will result in the
infectious agent actually being passed suc-
cessfully to the susceptible individual. The
number of new infections in one interval
will thus be expressed as some parameter
times the product of the number in the two
compartments (Boily and Masse 1997). The
corresponding term in a continuous model
can be much more complicated but will
typically be a term involving the number of
infectious individuals times the number of
susceptible individuals. For example, a con-
stant times the proportion of the population
that is infectious (i.e., the prevalence of in-
fection) times the number of susceptibles

is used (Boily and Masse 1997, West and
Thompson 1997).

When the equations are developed to de-
scribe the following model, a general nota-
tion will be used for change over time. If X
represents the number of individuals in a
particular compartment, the change in the
number of individuals in that compartment
will be expressed as DX whether the change
is discrete or continuous. In a discrete model,
the values at particular times would be de-
noted Xt (e.g., X0, Xl, X2, etc.), and DX in-
dicates a difference of the form Xt+1 — Xt.
For a continuous model, the value at a par-
ticular time is denoted X(t) where time is not
constrained to be an integer. In this case, DX
could denote the time derivative dX/dt, or
when the model is dependent on age as well
as time dX/dt + dX/da. The choice will af-
fect the particular values of the parameters,
and will have a profound effect on how the
equations are solved, but the technique for
expressing the model is the same. Before
proceeding, it is best to decide on what vari-
ables will be used to denote which compart-
ments. Following the notation of Anderson
and May, we will use X for the number of
susceptible individuals, Y for the number of
infectious individuals, and Z for the number
of immune (recovered or vaccinated) indi-
viduals. We are now ready to describe the
possible transitions between the compart-
ments.

Table 20-3 summarizes exactly which
transitions are possible. Note that a transi-
tion between two compartments will involve
two terms in the final equations: one posi-
tive and one negative. For example, when a
susceptible individual is infected, that indi-
vidual is lost to the number of susceptibles
(a negative term for the change in X) and is
added to the number of infectious (a positive
term for the change in Y). There are no com-
partments for birth or death in this table.
Birth is considered an infinite source, death
an infinite sink; more people can always be
born, and more can always die. A hyphen is
the character used to indicate these sources
and sinks. Note that although individuals in
any of the compartments can die, individ-
uals can only be born into the susceptible
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Table 20-3 Summary of Transitions Between
Compartments
From

—

X

X

X

Y

Y

Z

to

X

—

Y

Z

—

Z

—

Process

Birth

Death

Infection

Immunization

Death

Recovery

Death

category. This model does not admit the
possibility of vertical transmission.

This same information can be expressed
as a flowchart, which also gives the values of
the rates of transition (Anderson and May
1995, Boily and Masse 1997). There is no
specifically agreed-upon format for such a
flowchart, but many authors present their
models in this way (Fig. 20-1). This chart
indicates, for example, that if the model
were a discrete model, at the next time in-
terval, the number of infectious individuals
that die will be uY, and the number that re-
cover will be aY. The birth term will be
slightly more complicated, because individ-
uals in any of the compartments can have
children. Thus the number of individuals
that will be born in the next interval will be
P(X+Y+Z). As mentioned before, the in-
fection term (which has the coefficient r) in-
volves both X and Y, and is necessarily more
complicated than the other terms. In a dis-
crete model, the infection term would take
the form rXY. If the model does not depend
on age, the term will be similar for a contin-
uous model. When we assemble all of the
terms, we have these three equations:

DX = P(X + Y + Z) - uX - rXY - £X

DY = rXY - uY - oY

DZ = aY + £X - uZ

Note that every term, except birth and death
terms, is balanced; that is to say, each term
that is added in one equation is subtracted in
another. If the population is assumed to be
in steady state, that is, that the number of in-

dividuals in the population remains con-
stant over time, the mathematical assump-
tion made is that b = u, and all terms will
then be balanced.

This model is quite adequate for investi-
gating a large variety of questions. Ander-
son and May use this model and others de-
rived from it to investigate some of the
problems of vaccine program planning. It is
not adequate for investigating the dynamics
of HIV disease for a variety of reasons. One
reason is the third compartment: those who
are immune to the disease. Despite the very
small number of long-term nonprogressors
found, there is no lasting immunity to this
disease. This compartment must be done
away with entirely for an HIV model. An-
other problem was alluded to earlier. This
model does not admit the possibility of ver-
tical transmission. This is less of a problem
because models are often used to investigate
the dynamics of the disease in adult popula-
tions. However, it would be necessary to in-
clude this consideration in a model of the
disease in a large population over a long
time period.

Some other reasons that this model is in-
adequate for describing the dynamics of
HIV disease arise from the fact that one
major mode of transmission of HIV is as an
STD. A compartment that was not discussed
earlier that is pertinent to STDs is the group
of latent individuals. These are the individ-
uals who have been infected (so they are no
longer susceptible) but are not yet infectious
to others (so they do not participate in the
rXY term). For a disease such as measles,
this is not a major consideration. The latent
period is relatively short, and everyone in
the population breathes the same air, so la-
tency will not significantly affect the dy-
namics of that disease. The situation is quite
different with an STD for one very impor-
tant reason: if a susceptible individual is
having sex with a latent individual, it is
pretty safe to rule out the possibility that the
same person is simultaneously having sex
with an infectious individual. An interaction
with one person precluding interaction with
another is a characteristic of STDs that is
not true of aerosol spread diseases, and so
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Figure 20-1. Flow chart of transmission compartments.

latency must be considered in the modeling
of STDs. The concept of a core group—
a subgroup within the population that en-
gages in more active disease transmission
behavior—is also vitally important in the
modeling of an STD ( Anderson et al. 1995,
Renton et al. 1995, Stigum et al. 1997). Spe-
cific to HIV is the further consideration of
varying infectivity (Kault 1995, Iannelli et
al. 1997). It is now accepted that there is a
peak infectivity early in the infection, rela-
tively low infectivity during the asympto-
matic period of the disease, and higher in-
fectivity when symptoms begin to appear
(the development of frank AIDS). This is a
complication that can be handled in a vari-
ety of ways. The period during which a per-
son has the disease can be split into several
compartments (e.g., early, middle, and late
each with its own infectivity), or the infec-

tivity can be expressed as a function of the
amount of time that the person has been in-
fected. Both approaches have been used by
modelers (Boily and Masse 1997).

Still another complication of HIV disease
is the fact that it has three distinct transmis-
sion modes, each with its own dynamics.
Two were mentioned before: vertical trans-
mission and sexual transmission. The third,
parenteral transmission, can be the most
important in certain settings. The transmis-
sion of HIV among intravenous drug users
(IVDU) has been the sole subject of many
studies (Atkinson 1996). When studied by
itself, HIV transmission among IVDU indi-
viduals can be modeled in essentially the
same way as the sexual transmission of HIV.
The concept of a core group is important in
both models because there is a strong behav-
ioral component to both processes. The pic-
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ture becomes much more complicated if a
model tries to take into account both modes
of transmission. In particular, there would
be two separate core groups to consider.

There are other facets of the dynamics of
STD transmission that must also be consid-
ered by a modeler concerning heterogeneity
within the population. One such heteroge-
neity is gender. There is typically a higher
probability of transmitting an STD from
male to female than from female to male
(Garnett and Anderson 1995, Renton et al.
1995). There are different transmission prob-
abilities between vaginal and anal sex. As
important as this biologic heterogeneity is,
even more important to the dynamics of
the disease is behavioral heterogeneity. As
mentioned before, the concept of a core
group—a subgroup with higher sexual ac-
tivity—is important to consider in such a
model (Garnett and Anderson 1995, Renton
et al. 1995, Boily and Masse 1997, Thomas
and Tucker 1995). If we treat the entire
population of interest as being composed of
groups with different levels of sexual activi-
ty, the model must not only accommodate
the susceptible and infective individuals in
these groups as separate compartments but
must include infection terms for each possi-
ble interaction (e.g., a low-activity suscep-
tible individual may be infected by a low-
activity infective individual, or a high activity
infective individual), and must allow for dif-
ferential mixing between the groups (i.e., in-
dividuals in a particular group may prefer-
entially choose partners within their own
group). The coefficient that indicates how
often a person in one group chooses a part-
ner in the other group must be included in
the model (Boily and Masse 1997). Transi-
tions among these new compartments must
be included in the model as well. For exam-
ple, a person who has been in the high ac-
tivity group may decide to change to a lower
level of sexual activity if he or she becomes
infected.

These are not the only characteristics of
HIV that make it unique and a challenge to
modeling. Most characteristics are shared
by all STDs (with the possible exception of
the differential infectivity over the course of

the disease). But HIV is unique in that HIV
disease, though infectious, is a chronic dis-
ease. In part, this means that the only tran-
sition out of the infectious state is death.
There may be a transition to a compartment
with a different level of activity or a differ-
ent infectiousness, but the infectiousness
will never be zero. Another aspect of this
characteristic of the disease is that, although
it is not curable (at this time), it is treatable.
A modeler must take into account the fact
that the infectiousness of the disease de-
pends on the treatment that the individual is
undergoing.

It is easy to see that a complete model
takes into account a great many mathemat-
ical relationships, each with a characteristic
coefficient. The problem is that in order to
completely specify the model, the values of
all of these coefficients must be specified.
Finding the value of a single coefficient may
be, in of itself, the subject of an entire study.
The potential complexity of a model is al-
ways sacrificed in favor of forming a model
that is tractable. When a model is specified,
it can be used for a variety of purposes, as
mentioned previously. However, models can
also be used in a way completely opposite to
the manner discussed here.

Suppose that a modeler has good infor-
mation about some, but not all, of the coef-
ficients used in a model. The model itself can
be used to estimate these unknown coeffi-
cients. The problem is this: we have a col-
lection of observed data, and a theoretical
model for the behavior of that data. We wish
to estimate the particular constants that will
complete the specification of that theoreti-
cal model. This is the same type of problem
as the problem of linear regression. In a lin-
ear regression problem, we have a collection
of data (y-values), the corresponding inde-
pendent variable values (x-values), and the
form of an assumed theoretical model
(y = £o + £1x). We wish to estimate the co-
efficients (£0, and £1) that complete the spec-
ification of the model. We do this by setting
up a formula for the total difference be-
tween the observed data and the theoretical
data, and find the values of the coefficients
that minimize this total difference. The ob-
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served values are given the notation yi, and
the corresponding theoretical values from
the model are given by B0 + B1xi. The total
difference is thus given as

The values of the coefficients that minimize
this sum of squares gives the so-called least
squares regression line. The same thing can
be done with the dynamic model for the dis-
ease process (Iannelli et al. 1997). We have
observed numbers of susceptible and infec-
tious individuals, and compare those with
the number of susceptible and infectious in-
dividuals predicted by the model at each
time for which data are available. We need
to form a total difference between these sets
of numbers, and then a best estimate of the
unknown coefficients can be estimated. One
choice for the total difference is the sum of
the squares of the differences, but it is not
the only one. A technique of this type can be
used to estimate unknown constants of dis-
ease dynamics or compare different assump-
tions about the disease.

There is an additional challenge when
dealing with HIV disease and AIDS that
must be taken into account. Very often, the
numbers predicted by the model are not ob-
servable. Asymptomatic HIV disease will
"count" in the model but may remain unde-
tected. It is thus necessary to link the actual
numbers measured to the theoretical num-
bers. A technique that makes this link is
called backcalculation (Rosenberg 1994,
Iannelli et al. 1997).

It is important to realize that the results of
a calculation that infers population param-
eters from observed data are dependent on
the assumed model. In other words, the re-
sults are precisely the best estimate(s) of the
given coefficent(s) assuming that the model
in question is appropriate for the data.

Mathematical models can occasionally be
quite influential in public policy. Two good
examples are from the fields of HIV and
malaria prevention. In the absence of defin-
itive clinical trials of needle exchange to pro-
tect injection drug users from HIV, mathe-
matical models of HIV PCR positivity from

exchanged needles have demonstrated dra-
matic reduction in HIV transmission risk,
presumably due to the wider circulation of
clean needles and the removal of the com-
munity of dirty needles (Kaplan and Heimer
1992, Heimer et al. 1993). These models
have led directly to liberalized needle ex-
change programs in the United States (IOM
1995).

A second example is the use of models by
MacDonald in the 1960s to demonstrate the
relative inefficiency of mass chemotherapy
as a sole tool for malaria transmission re-
duction (MacDonald et al. 1968). When the
Nicaraguan government, evidently ignorant
of MacDonald's work, launched the largest
mass chemotherapy campaign for malaria
in the world history (1.9 million persons in
1982) the impact of malaria was almost pre-
cisely as predicted by the MacDonald model,
that is, incidence rate of malaria returned to
the baseline level within seven months (Gar-
field and Vermund 1983).

CONCLUSION

In the new millennium, HIV will be seen in-
creasingly as a chronic infectious disease that
has much in common with hepatitis B, hep-
atitis C, selected herpes viruses, and other
agents that infect and may not be cleared by
host defense mechanisms. "Natural experi-
ments" among both immune competent and
suppressed individuals have enabled us to rec-
ognize the infectious nature of other chron-
ic diseases such as peptic ulcers and Kaposi's
sarcoma. Future research may identify in-
fectious contributors to such chronic disease
scourges as diabetes mellitus, multiple scle-
rosis, and atherosclerosis. In important ways,
techniques developed for HIV research have
assisted in this broader search for infectious
etiologies of chronic diseases, and, we hope,
their ultimate control.
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Research Collaborations in

Developing Countries

MARIA J. WAWER

There are compelling reasons to conduct in-
fectious disease epidemiologic research in de-
veloping countries. Many conditions (such
as malaria or leprosy) affect populations pri-
marily or almost exclusively in such settings.
The epidemiology of some infections differs
substantially between developing and devel-
oped countries (for example, in sub-Saharan
Africa, a far higher proportion of HIV trans-
mission occurs through heterosexual con-
tact than is the case in North America or Eu-
rope), and control measures need to be tested
in the appropriate context. Conversely, les-
sons learned in developing regions can have
substantial relevance to developed countries;
for example, in the design and evaluation of
outreach strategies to underserved segments
of the population, or by spearheading the
testing of interventions such as human im-
munodeficiency virus (HIV) vaccines or short
course chemotherapy to prevent maternal-
child HIV transmission. Growing cadres of
highly trained clinicians, epidemiologists,
and other public health specialists residing
in developing countries are actively pursuing
research agendas and seeking collaborations.

This chapter is written from the perspec-
tive of a researcher in a developed country
seeking to collaborate on epidemiologic re-
search in a developing country with re-
searchers from that country. The chapter
addresses steps and issues that need to be
considered in undertaking an international
research collaboration, with the goal of pro-
viding a summary of key areas essential to
project development. Points considered in-
clude contact between research groups and
host country policymakers, research design
and implementation, infrastructure devel-
opment, ethics, and funding.

In this chapter, the term host country re-
searcher is used for nationals or permanent
residents of the developing country, where-
as investigators from the Western country
are referred to as guest researchers. Although
the terminology may seem whimsical, its in-
tent is serious. The foreign scientists are in-
deed guests in the developing country, re-
gardless of the duration and extent of the
collaboration. Their long-term involvement
is entirely dependent on the goodwill and
collaboration of the in-country government
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and research community. Ways of enhancing
good collaboration are discussed through-
out the chapter.

DEFINING THE RESEARCH ISSUE

A critical first step in any research program
is the development of a clear statement re-
garding the significance of the health prob-
lem, why it is of importance in the host
country, and why research on this issue
should be supported by the scientific com-
munity (both in-country and internation-
ally) and by potential donors. An explicit
definition of the problem helps to justify
research goals (e.g., the reason schistoso-
miasis was selected for study, rather than
malaria), preempt misunderstanding be-
tween collaborators regarding the project's
purpose, and provide a solid foundation for
funding proposals. Moreover, scientific ques-
tions should be formulated as testable hy-
potheses whenever possible.

IDENTIFYING RESEARCH
COUNTERPARTS

Genuine collaboration is the cornerstone for
productive, satisfying, and long-term inter-
national research. Participants bring differ-
ent but crucial strengths to the collective ef-
fort. The contributions of the host country
researchers include cultural and linguistic
knowledge, insights into the epidemiology
and clinical manifestations of the target con-
dition, and information on how to get things
done in a given country, including clearing
the inevitable logistic and bureaucratic hur-
dles. The guest researchers bring specialized
technical resources, such as access to novel
laboratory assays, and may have greater
access to funding through a variety of grant
mechanisms. Both groups need to combine
their specialized technical skills acquired
through prior training and experience. A
good research collaboration avoids exploi-
tation; for example, where one group pre-
dominates in acquiring findings and publi-
cations, or where data are not applied to
improve the health of the host country pop-
ulation. All collaborations go through diffi-

cult periods. For example, in the early days
of AIDS research in Uganda, there was sub-
stantial suspicion in some quarters that for-
eign groups were spreading the infection or
trying to impose condoms for immoral rea-
sons. International collaborative studies
were saved by host country researchers who
undertook major efforts to address the con-
cerns of the press and the community. These
efforts were greatly facilitated by intensive
communications, trust, and clear and ex-
plicit goals established between host scien-
tists, key policymakers, and the guest re-
searchers.

The first and most crucial step in develop-
ing a research collaboration is thus to iden-
tify study counterparts. Whether the re-
search idea originates with the host country
researcher or the international investigator,
the process is much the same, and is as deli-
cate and important as the first steps in any
marriage. The "index" researcher needs to
sound out potential investigators in the host
country (or conversely, the developed coun-
try) and identify an investigator(s) with con-
gruent interests and a desire to conduct col-
laborative research. Key research personnel
on both sides must be committed to the
work and be able to devote the required
time—with the caveat that international
collaborations inevitably require substan-
tial time commitment, including extensive
travel. At the very least, the lead investiga-
tors on both sides need to identify full-time,
energetic, organized, and, if at all possible,
experienced personnel to whom they can
delegate day-to-day study management. The
roles and responsibilities of each member of
the collaboration must be realistic, clearly
specified, and agreed upon in advance. If a
member of the research group experiences
difficulties in meeting commitments, the
problem needs to be discussed in a frank but
supportive manner, in order to identify so-
lutions.

Career incentives taken for granted by
guest investigators (publications, promo-
tions, salary support) may be far less avail-
able or valued in other countries. Developing
country researchers and faculty in govern-
ment institutions are often paid low salaries
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and may be forced to moonlight. In some
countries, promotions may be less depend-
ent on research productivity than on clinical
activity. Research grants need to budget for
adequate support for local counterparts. If
government regulations limit salary compen-
sation for host country investigators, other
forms of recompense (e.g., travel to confer-
ences, educational opportunities, consulting
opportunities) need to be explored. Enabling
host country counterparts to build a strong
and visible research career (through presen-
tations at domestic and international con-
ferences and first-authored publications) en-
ables them to acquire future grants and to
establish a career path that brings rewards
independently of local constraints.

CONTACT WITH KEY DECISION
MAKERS AND ACQUISITION
OF NECESSARY PERMISSIONS

Early in the process of establishing the col-
laboration, it is important to meet with key
in-country policymakers and health profes-
sionals to discuss research goals. The list in-
cludes officials in the ministry of health,
medical school faculty, investigators in ex-
isting research collaborations, and the rep-
resentatives of relevant international health
agencies (e.g., the in-country representative
of the World Health Organization). This
step ensures full understanding by all inter-
ested parties, minimizes real or perceived du-
plication of effort or competition for scarce
resources, and greatly facilitates the acquisi-
tion of all necessary permits, accreditations,
and memoranda of understanding.

The needed permits include approval of
the study proposal by a host country scien-
tific board; host country ethical review (more
details follow); export permits (for biologic
specimens taken out of the country for spe-
cialized laboratory testing or quality con-
trol); resident visas, work permits, and inves-
tigators' licenses for expatriate personnel;
and import licenses and/or memoranda fa-
cilitating import of supplies, medications,
and equipment and establishing import tax
status. The host country researcher plays a
key role in establishing contacts and carry-

ing out negotiations for these permits. Ad-
ditional documents for the study should
include an agreement on use of data and
publications, and a memorandum of under-
standing with the counterpart institution
that spells out roles and responsibilities of
key members of the collaboration.

The researchers must also ensure that the
proposed research has all necessary clear-
ances from the developed country side of the
collaboration. Studies must be cleared by in-
stitutional human subjects committees. In
addition, American government research
monies (e.g., funds from the National Insti-
tutes of Health) cannot be expended outside
the United States without State Department
clearance and agreement by the American
embassy in the host country. The require-
ments for these arrangements differ by
country and donor agency.

DEVELOPING THE RESEARCH PLAN

The process of developing the study goals,
research design, and time lines must involve
key personnel from all cooperating institu-
tions. Broadly, epidemiologic research en-
tails observation or intervention. Conduct-
ing these types of research in developing
countries generates the following issues.

Observational studies encompass assess-
ment of the prevalence, incidence, and risk
factors for infection (morbidity or mortali-
ty) and their respective distributions. Obser-
vational studies can be carried out in select-
ed subpopulations (e.g., clinic attendees,
industrial or agricultural employees, com-
mercial sex workers, and the like) or in the
general population. The latter approach is
logistically challenging but offers the great
advantage of defining the prevalence and
distribution of an infectious disease in the
general, non-self-selected population. As in
developed countries, clinic users in develop-
ing countries may not be representative of
the general population and are likely to pro-
vide a biased assessment of the factors asso-
ciated with infection. Population-based sur-
veys are often less expensive and thus more
feasible in developing countries than in the
settings of Western, developed countries.
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Political and local community leaders are
frequently open to such designs, community
cohesion (such as that found in rural vil-
lages) facilitates participation, and the ex-
tensive personpower required for a commu-
nity survey is far less expensive than in
industrialized countries. Many population-
based household surveys that incorporate
interview and sample collection have been
described in the literature, and a number of
these have developed into long-term popu-
lation-based cohort studies that follow en-
tire villages for many years, providing valu-
able epidemiologic and demographic data
and acting as an ideal setting to test com-
munity-based interventions (Becker and
Weng 1998, Kengeya-Kayondo et al. 1996,
Todd et al. 1997, Wawer et al. 1999).

Simplified survey methodologies have
been developed to increase the feasibility of
population-based data collection. Among
the best known is the cluster survey tech-
nique of the World Health Organization Ex-
panded Program on Immunization (Hen-
derson and Sundaresan 1982, Boerma and
Van Ginneken 1992). The survey sample
consists of 30 clusters randomly selected
with probability proportional to population
size. (For example, if each village represents
one cluster, larger villages have a higher
probability of being chosen.) In each cluster,
an initial household is randomly selected,
and, in order to simplify logistics and reduce
costs, all subsequent households are select-
ed in a predetermined pattern (such as con-
centric circles) from among neighboring
houses. Depending on the goals of the sur-
vey, either a fixed number of households is
included in each cluster, or households are
added until a fixed quota of target persons
has been interviewed. Childhood immu-
nization surveys in which at least seven chil-
dren are included per cluster can estimate
coverage with a precision of approximately
10% (Lemeshow et al. 1985). Cluster sam-
pling techniques have been adapted to spe-
cific geographic situations (Kok 1986).

Regardless of the setting, intervention
studies and trials need to follow rigorous de-
sign and quality control procedures. Partic-
ular challenges toward this end in many de-

veloping country settings include the identi-
fication, training, and retention of person-
nel; ensuring the safety of study personnel;
provision of an adequate infrastructure to
ensure quality clinical assessment and care;
maintenance of required diagnostic and lab-
oratory equipment in settings that may ex-
perience fluctuating power, extremes of tem-
perature, and unsure water supply; and
establishment of a data center, including the
capacity to transfer between collaborators
and the data safety and monitoring center.
Key aspects are described in more detail
later in this chapter.

Community-based intervention studies
and trials are generally as feasible, or even
more feasible, in developing countries than
in developed countries, particularly trials
conducted in rural areas. A community trial
design is ideal for testing interventions where
population coverage is required to maximize
treatment effects. Examples include control
of malaria and trachoma (Misra et al. 1999,
Whitty et al. 1999) and control of sexually
transmitted diseases to limit transmission of
HIV (Grosskurth et al. 1995, Wawer et al.
1999, Hayes et al. 1997). Political will, com-
munity cohesion, and relatively inexpensive
personnel costs enhance the conduct of such
trials in many developing countries. In addi-
tion, the relative lack of extensive public
media or transport, as is the case in many de-
veloping country settings, reduces the likeli-
hood of contamination between interven-
tion and control groups but, as discussed
later, it also creates some challenges. This
topic is addressed more fully in Chapter 16,
Community Intervention Studies.

SELECTION OF STUDY POPULATIONS;
ACQUISITION OF BASIC DATA

Selection of the study population is based on
the goals of the proposed research. Basic data
on disease prevalence and on population sta-
bility are needed to calculate sample sizes, to
develop the sampling and randomization
plans (if needed), and to plan strategies to
maximize coverage and follow up. Such data
may be acquired from clinical records and
previous studies in the host country. How-
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ever, clinic-based data do not always accu-
rately reflect prevalence, incidence, or rates
of follow up. If reliable data are unavailable
or if the quality of existing data is suspect, it
may be necessary to conduct small scale
prestudy behavioral and prevalence surveys.
Such surveys can provide rough estimates of
disease prevalence and of risk factors, and
can serve to evaluate the quality of the avail-
able service statistics to determine whether
the latter can be relied upon. By determining
population mobility, including how long
people have lived in the community and
how much they travel, such surveys can also
provide data on potential loss to follow up
in order to adjust sample size estimates.

RESEARCH IMPLEMENTATION

The following section briefly describes key
steps in research implementation.

1. Plan of action, division of responsibil-
ities, job descriptions, and time line. Based
on the research goals and study design, the
principal investigators should develop a
written list of steps required for project im-
plementation and of additional personnel
required for implementation; job descrip-
tions; and clear deadlines for each project
step (i.e., a project time line).

2. Personnel, and their training, supervi-
sion, and retention. Finding and keeping
good personnel represents a crucial step in
implementing the research. Well-trained
personnel may be hard to find, particularly
in developing countries where the opportu-
nities for training are limited, placing trained
people in high demand. Community-based
surveys and intervention studies generally
have the most intensive needs, given that
they include many of the same personnel
required in a clinic-based study, with the
addition of field cadres. The following list
delineates the types of personnel required
for a community-based infectious disease
project:

• Research staff, including epidemiolo-
gists, clinicians, social scientists, laboratory
scientists, and statisticians. Their roles in-
clude development of study instruments;
laboratory, clinical, and field protocols;

analysis plans; and the preparation of re-
ports and publications. A multidisciplinary
team strengthens infectious disease research
and enhances funding prospects: a grant
that considers biologic and clinical aspects
of disease within the behavioral and social
contexts that influence risk and clinical
course appeals to a broad range of grant re-
viewers. Appropriate personnel, both in
terms of numbers and qualifications, must
also be identified for the translation and
transcription of study materials and of qual-
itative or open-ended interview data. Re-
search staff overlap with many of the other
personnel categories listed below, and in-
clude the principal investigators from the
host and guest institutions.

• Medical personnel include doctors,
nurses, midwives, and health technicians,
who provide diagnostics and health care as
needed.

• Field personnel: field director, field su-
pervisors, census takers (to develop lists of
participants, collect pertinent household in-
formation, and track subjects over time),
survey teams, and field editors. Survey per-
sonnel can be trained to administer fairly
complex interview instruments and to col-
lect a broad range of samples under field
conditions.

• Laboratory technicians, who may in-
clude technicians who travel with the survey
teams to collect and handle specimens.

• Data personnel, for the development of
data entry programs and screens; for data
input, cleaning, and analyses; and for liaison
with data staff in collaborating institutions.

• Motivators or health educators to ex-
plain the study goals, provide appropriate
health education, and encourage participa-
tion among target individuals, whether in
the clinic, the community as a whole, or in
relevant subgroups.

• Drivers and mechanics are essential per-
sonnel in community-based studies in set-
tings where there is no or only limited pub-
lic transport.

• Administrative personnel, to oversee all
personnel and budgetary issues, ensure all
permits and clearances are up to date, order
supplies and supervise shipments.
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• Support staff, including secretarial staff,
cleaners, and security personnel.

• Translators where more than one lan-
guage or dialect is spoken.

In many situations, staff can be shared with
existing facilities and programs. However, it
is imperative to ensure that adequate time is
allotted to the research project, which in
turn implies both a serious commitment on
part of the host institution and, generally,
the availability of funding to fully cover the
percentage time required by the project. As
a general rule, key staff (field directors, essen-
tial laboratory and data personnel) should
be employed by the project full-time.

Training needs will vary with the com-
plexity of the project and the experience of
available staff. In the Rakai community-
based STD Control for AIDS Prevention
Trial (Wawer et al. 1998, 1999), field survey
staff were chosen from among cadres having
at least two years of postsecondary educa-
tion, including nurses, midwives, and non-
medical personnel, such as school teachers.
Approximately 2.5 weeks of full-time, in-
tensive training were required to teach per-
sonnel to administer a detailed behavioral
and health questionnaire, and to collect a
number of biologic samples, including ve-
nous blood, in the home. A week of formal
retraining was conducted every 10 months.

Retraining and ongoing supervision are
key to project success and to ongoing quali-
ty control and need to be formally scheduled
at regular intervals. Staff in any research
project, regardless of where it is conducted,
have a tendency to drift from the official
protocol. The impact of seemingly inconse-
quential alterations or omissions (slight
changes in wording of interview questions,
tiny modifications in clinical recording) ac-
crues over time. Unless staff receive contin-
uous supervision and support, by the end of
the study the data collected can be quite dif-
ferent from what was planned. Protocol
drift is particularly common in field-based
studies, where unexpected contingencies
arise every day and require rapid resolution.
Field staff must be encouraged to make de-
cisions to keep field work rolling, but must

be regularly supervised to ensure decisions
are clearly documented and do not adverse-
ly alter the research plan. During the Rakai
STD Control for AIDS Prevention trial,
which included an STD mass treatment in-
tervention, the Muslim holy season of Ra-
madan began just as the field treatment team
was conducting the annual survey in a com-
munity with a high proportion of Muslims.
Devout Muslims who were fasting declined
to take the directly observed treatment dur-
ing daylight hours. The team decided to
alter the schedule of field visits, and delay
treatment in this community until the end of
the holy season. Careful supervision en-
sured that the decision was fully document-
ed, that the change in schedule was factored
into data analyses, and that subsequent
schedules were appropriately adjusted.

Staff retention becomes a growing prob-
lem as project personnel acquire new exper-
tise and start to be avidly courted by other
programs competing for scarce personpow-
er. Annual turnover rates of 25%-30% are
not uncommon and can badly interfere with
project activities. A good work environ-
ment, a sense of participation in decision
making and ownership of the research, ade-
quate monetary compensation, commenda-
tions and other recognition, and opportuni-
ties for additional training (including those
made available by foundations and agencies
such as Fogarty International of the US Na-
tional Institutes of Health), are all key to
successful retention. Salaries should be set in
consultation with in-country principal in-
vestigators, taking into account levels paid
by similar in-country research collabora-
tions. In some countries, national policies
dictate low levels of compensation for inter-
national collaborative project staff, in order
to keep such collaborations from placing
undue pressures on governmental and in-
country employers. Although commendable
in principle, such an approach frequently re-
sults in limited commitment by staff, who
are forced to maintain multiple jobs in the
public and private sectors to meet their fi-
nancial needs. Appropriate strategies to stay
within national policy while encouraging
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the needed level of personnel commitment
must be discussed frankly with the in-coun-
try principal investigators.

3. Data and specimen collection. There is
growing experience with the collection of
complex interview data coupled to biologic
samples, in clinic and community-based
studies. Population-based projects (such as
the aforementioned Rakai Project in Ugan-
da; the Medical Research Council (UK)
project in Masaka, Uganda; and the Mwan-
za Project in Tanzania) have each collected
sociodemographic, behavioral, sexual prac-
tice, and health data, and a broad series of
biologic samples, from over 10,000 partici-
pants in their homes or in small rural areas
(Hayes et al. 1997).

Identifying and Tracking
the Study Population

Establishing mechanisms to identify and
track the study population represents some-
thing of a challenge in communities without
street addresses, house numbers, mailboxes,
or telephones. Migrant communities under-
go rapid alterations in the layout of build-
ings and roads. Portions of favelas (low
income communities) in Rio de Janeiro lit-
erally float on anchored rafts along the bay.
Census data are often nonexistent or desper-
ately out of date. These problems offer par-
ticular challenges for community-based stud-
ies, but clinic-based research also needs to
develop adequate strategies to follow up par-
ticipants who fail to return for appointments.

A number of strategies assist to define the
catchment population and identify the tar-
get group for the study. A door-to-door cen-
sus conducted prior to the study delineates
the size of the study population, identifies
the head of the household, and defines fam-
ily relationships. The latter step greatly fa-
cilitates the design of studies that include,
for example, both members of a couple, or
that plan to enroll minors and thus require
parental permission.

Maps of the study area greatly facilitate
follow up in places with no formal streets or
house numbers. Maps can be hand drawn or

developed from aerial photographs or glob-
al positioning satellite (GPS) coordinates
(Hightower et al. 1998, Croner et al. 1996).
GPS and geographic information systems
(GIS) technologies are rapidly improving and
are, in general, affordable, offering detailed
locational referencing useful in tracking dis-
ease distribution and spread. The utility of
maps can be further enhanced if participants
permit the researchers to paint or otherwise
attach visible numbers to houses.

Methods of enhancing follow up have
been briefly discussed. Return for clinic vis-
its can be enhanced if the project provides
transportation, either by paying for use of
public transport (where it exists) or by send-
ing a project vehicle. Since use of the latter
may be stigmatizing, participants should be
given a choice of travel modalities.

A key relative, who can subsequently help
to track the whereabouts of participants
who migrate out of the study area or who
are temporarily away, can also be identified,
provided that the participant consents to
such tracking. The Rakai project identified
household "scouts" who traveled to the
project headquarters and informed research
staff of deliveries occurring in the home to
women enrolled in a maternal-infant study.

Developing Study Instruments

As a general rule, infectious disease research
is substantially strengthened if it combines
biologic, clinical, sociodemographic, and be-
havioral data. Furthermore, qualitative data,
collected through in-depth interviews, focus
groups, and related methodologies, often
provide valuable insights into the phenomena
being studied (Powell and Single 1996, Daly
1996, Steckler et al. 1991, Morgan 1998).

Study instruments include tracking forms
(to determine follow up), census forms (to
identify and track household members in
community-based studies), structured ques-
tionnaires, clinical recording forms, focus
group guides, and in-depth interview guides.
Although such instruments can be based in
part on preexisting materials (e.g., WHO
survey modules or instruments from other
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similar research projects), they have to in-
corporate data of relevance to local condi-
tions. All instruments need to be translated
into the host country language(s), back-
translated by an independent translator into
the language of the collaborating team (that
is, retranslated into English, as a check on
whether the original intent of the question
has been retained), corrected and modified
in the host country language, and pretested.
Focus groups (Powell and Single 1996) and
in-depth interviews can provide valuable in-
formation prior to the development of struc-
tured questionnaires, by exploring local be-
liefs and behaviors, and by providing
information on terminology that is compre-
hensible to study subjects. It is often helpful
to conduct periodic focus group interviews
during the course of an observational study,
since inevitably the standardized question-
naire data will point to new behavioral and
attitudinal issues that should be explored.

Many steps required for data quality are
inherent to research and are not unique to
developing country settings. Questionnaires
and biologic specimens must be meticulous-
ly labeled to ensure they are linked to the
correct participants: preprinted labels, with
unique computer-generated alphanumeric
identification numbers are very useful in this
regard. In some cultures, however, individu-
als have multiple names (official, tradition-
al, religious, family, clan). This can cause a
problem in studies that follow an individual
over time. Photo identification cards have
been successfully used to reduce the chance of
misidentification (Wawer et al. 1998). Field-
or clinic-based project personnel have the
essential role of reviewing all questionnaires
(ideally on the day of collection), tracking
samples, and ensuring all materials are cor-
rectly labeled and handled confidentially.

Biological Specimen Collection

High compliance has been achieved with
home-based or field station collection of di-
verse specimens, including venous and finger
stick blood samples, urine, self-administered
vaginal swabs, genital ulcer swabs, and pla-
centas (Cushman et al. 1998, Grosskurth

et al. 1995, Wabwire-Mangen 1999, Wawer
et al. 1995, 1998). Biologic sampling re-
quires careful planning of collection meth-
ods, short- and long-term storage, transport
to testing facilities, temperature control, and
assurance of biosafety for project workers.
The complexity of sample collection varies
from the simple (for example, urine or finger
stick blood collection) to the fairly complex
(for example, placentas). Combined inter-
view and biologic data are often invaluable
in interpreting epidemiologic findings and in
monitoring trial outcomes. Ultimately, the
complexity of data and sample collection
will depend on local resources: types and
numbers of personnel, and the feasibility of
transporting samples, as well as on the fund-
ing available for collection and testing.

4. Piloting the study. Prior to full-scale
implementation of data and sample collec-
tion, researchers are strongly advised to con-
duct a pilot exercise in which study compo-
nents are tried first on a similar population
outside of the study sample or on a small
proportion of the final projected sample.
The pilot provides a dry run for all key mem-
bers of the staff and helps ensure that mech-
anisms for data management and sample
collection, handling, processing, and ship-
ping are in place and well integrated. Initial
laboratory quality control can also be es-
tablished at this time.

When a study is piloted on future study
participants, the effects of the pilot on the
study findings can be attenuated by includ-
ing only a small proportion of the target
population; using participation in prestudy
activities as one of the randomization cri-
teria if the study is a randomized trial; and
by using participation in the pilot in data
analyses.

5. Laboratory testing. The last decade of
the twentieth century witnessed a revolution
in the development of laboratory techniques
that permit biologic assessment of large pop-
ulations surveyed in nonclinical settings. To
give some examples from the reproductive
health field, urine (which is readily collected
in the home or the workplace) can be tested
for HIV (Meehan et al. 1999), gonorrhea
and chlamydia (Buimer et al. 1996, Gaydos
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and Quinn 1995); and early pregnancy
(Gray et al. 1998b). Self-administered vagi-
nal swabs, which have been successfully col-
lected by women in populations as diverse
as rural Uganda and Manhattan, New York
(Cushman et al. 1998, Wawer et al. 1998),
can be tested for gonorrhea, chlamydia,
human papilloma virus, trichomonas, and
bacterial vaginosis (Ching et al. 1995, Gray
et al. 1998a, Serwadda et al. 1999, Se-
wankambo et al. 1997, Wawer et al. 1995,
1998). Some of the tests (such as InPouch
TV culture for trichomonas and gram stain
for bacterial vaginosis (Borchardt et al.
1991, Hillier 1993) are relatively inexpen-
sive and "low tech" and can thus, with ap-
propriate training, be implemented in a
small field laboratory. Others based on am-
plification or hybrid capture technologies
(Buimer et al. 1996, Lorincz 1996) are more
expensive and require shipment to special-
ized laboratories. Even these drawbacks,
however, pale in comparison to the advan-
tages of acquiring detailed information on
infections of interest. The coming decades
will see further improvements in rapid and
lower cost diagnostics in many areas of in-
fectious disease.

Whether a project sets up its own labora-
tory or develops a relationship with an ex-
isting in-country facility will depend on
local resources and the tests required. If the
study proposes to rely heavily on laborato-
ry data, it must provide adequate salary sup-
port, supplies, and personpower resources
to the collaborating facility. Clear guidelines
for laboratory turnaround time must be es-
tablished. Realistic expectations are essen-
tial: in a clinical laboratory, patient manage-
ment generally gets priority over research,
and delays should be expected. Mechanisms
for ordering and shipping supplies, test kits,
and reagents must be specified, with a clear
definition of staff roles and responsibilities
in this regard.

Meticulous staff training and supervision
are essential for the implementation of lab-
oratory testing. Quality control measures
should include testing a subsample of speci-
mens in an independent reference laborato-
ry. Researchers can also submit positive and

negative controls to the study's laboratory
for masked testing.

Archival storage of samples should be built
into the project. In general, samples will
need to be stored at least for the life of the
project to allow retesting for quality con-
trol. Many studies will opt to retain samples
for longer periods of time. Adequate freezer
space must be made available: a prudent
project does not count on long-term storage
in freezers belonging to another program,
since freezer space is generally at a premium
and it is difficult to ensure quality control in
shared equipment. Although many samples
can be stored for long periods at —20°C, a
temperature of — 70°C is generally recom-
mended for long-term storage of serologic
specimens. All laboratory equipment must
be provided with peripherals appropriate to
local conditions, including universal power
sources, surge suppressors, and voltage reg-
ulators. Projects may need to install their
own generators. If steady water supply rep-
resents a problem, water tanks and water
purification equipment will be required.

6. Data management. The study infra-
structure is of no utility if the data collected
cannot be processed and used in a timely
manner.

Research projects require an identified
data manager, who takes ultimate responsi-
bility to ensure information is entered and
cleaned, and that data sets (census, inter-
view, laboratory) are correctly linked. Range
and consistency checks, and double data
entry, minimize errors.

Appropriate computer programs and soft-
ware packages must be selected to permit
complex linkages. Data analysis responsibil-
ities need to be clearly delineated between
the collaborating institutions. Data should
be available to all study researchers and can
be readily exchanged electronically via file
transfer protocol (FTP). Multisite trials may
use DataFax for rapid transmission of clini-
cal information to a central data monitoring
institution. It should be noted, however, that
electronic data transfer will require some
patience and luck, given the rudimentary
connectivity available in many developing
countries.
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Desktop and laptop computers each have
their liabilities and assets. Laptop comput-
ers maximize project flexibility, but they are
generally more expensive and fragile than
desktop models with similar capabilities.
They also present a greater security risk due
to theft or damage. Therefore, different com-
puters may be needed to suit particular proj-
ect tasks.

7. Transportation and communication.
The need to ensure reliable transport of per-
sonnel, equipment, data, and (sometimes)
study participants cannot be overempha-
sized. Where the local transportation infra-
structure is poor, clinical and field studies
alike will need to purchase motorized vehi-
cles, or bicycles, as appropriate. New research
collaborations are encouraged to seek advice
from established programs regarding the se-
lection, purchase, and registration of vehicles.
Budgeting must take into account high inter-
national fuel and maintenance costs, as well
as insurance rates. Driver safety training may
be required and a reliable mechanic identi-
fied.

Researchers from the collaborating coun-
tries should establish frequent communica-
tion via e-mail, telephone, and travel. In
countries with poor land lines, cellular and
mobile phones are needed for key staff. Vis-
its to the field site are crucial and provide the
only means of fully understanding con-
straints and problems. Particularly in the
early phases of the project, senior investiga-
tors should plan to meet at least three to five
times per year.

8. Office equipment and electrical power.
In many developing countries it is generally
prudent not to assume that any services will
be readily and steadily available, and it is
best to have contingency plans to cover
emergencies, including the installation of
generators and water tanks. Similarly, the
project may need to purchase its own basic
office support (copying facilities, printers).

In some rural regions of Africa, electric
power can fluctuate from 90 to 300 volts in
a single day. Electronic equipment must be
protected with power stabilizers, surge sup-
pressors, universal power sources, and trans-
formers. Wiring and plugs must fit local spe-

cifications. Spare adaptors, surge suppres-
sors, and transformers should be kept on
hand at all times: visitors on short-term mis-
sions to the project frequently forget to
bring such equipment and will be eternally
grateful for assistance.

9. Shipping. Laboratory supplies, thera-
peutics and equipment will need to be
shipped to the host country. Conversely,
specimens may need to be sent out for qual-
ity control purposes or for analyses in spe-
cialized laboratories. Shipping of samples
(whether dry or frozen on wet ice or dry ice)
presents special challenges. Prior to ship-
ping, all host country permissions must be
acquired. Entry into the United States re-
quires a permit from the Centers for Disease
Control and Prevention. If the samples are
shipped via intermediary countries, addi-
tional clearances may be needed for those
countries. Samples must be appropriately
packed in International Aviation and Trans-
port Agency (IATA)-approved containers
and labeled with biohazard stickers as need-
ed. Airlines differ in their requirements,
which must be clarified prior to shipment.
Regulations also change (sometimes in a
seemingly arbitrary fashion). Researchers
need to identify a reliable international ship-
ping company, and they are advised not to
be penny wise and pound foolish in their se-
lection: experience shows that if something
can go wrong, it will, and the more qualified
a shipping company, the greater its capacity
to avoid or correct problems. Discussions
with personnel in other collaborative stud-
ies in the host or neighboring countries can
often provide valuable information on ship-
ping to and from the region.

10. Liaison with host and donor country
institutions. Ongoing contact and sharing
of publications and reports should be main-
tained with host country ministries, agen-
cies, other research collaborations, and the
appropriate embassies (particularly those
representing the main donor agencies). A
surprised or discomfited ministry or em-
bassy may be less helpful in times of crisis.

11. Community liaison and participant
motivation. Community liaison represents a
crucial and ongoing activity in any research
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activity. Whether the "community" repre-
sents the entire population of a village, a
subgroup such as commercial sex workers,
or the clientele of an infectious disease clin-
ic, it is important that relevant and influen-
tial local authorities (civil, religious, tradi-
tional) be informed about the study. Good
word of mouth from such persons is invalu-
able. Conversely, suspicion and rumors can
rapidly sink a project. A research collabora-
tion that envisages long-term involvement
with a specific population can undertake ad-
ditional community projects (assistance
with rebuilding a health clinic or primary
school, support for a local youth sports
team) to indicate its interest in the commu-
nity and encourage rapport.

The project should train community liai-
son personnel who contact potential sub-
jects to explain the study and encourage par-
ticipation. Such contact can occur at the
village level, through scheduled community
meetings; within clinics, via presentations to
groups of potential participants waiting for
service; and/or at the individual level. Liai-
son personnel can also act as health educa-
tors, disseminating broader health messages
while informing individuals of the planned
research and of its goals. The health educa-
tion provided represents a benefit offered by
the project.

A frequently raised issue concerns pay-
ment or other incentives provided to study
participants. Host country policies differ in
this regard. Frequently, access to health care
provided by the project is sufficient to en-
courage participation. Reimbursement for
time lost may also be offered. Where finan-
cial incentives are offered, their scale should
be carefully established to avoid unethical
coercion and to ensure that future studies
are not priced out of the market.

12. Data dissemination. Members of the
collaboration need to share in the analyses,
publication, and dissemination of data.
Study results should be made available to key
host country policymakers prior to interna-
tional dissemination. Learning the results of
research conducted in one's own country
through the international press or at an in-
ternational conference is annoying, but more

important, gives the message that the host
country is a secondary player on the research
team. Furthermore, in-country policymakers
and health professionals must be prepared to
respond to queries that may arise and can-
not do so if they have not been briefed.

If possible, key results should be provided
through an open in-country meeting or con-
ference. Such a setting provides the infor-
mation to a broad range of local, interested
parties, and allows investigators to discuss
study ramifications. If such a meeting can-
not occur prior to publication of results, one
should be organized as soon as possible af-
terward. Research collaborations may also
develop a system of "national conferences"
every few years, to bring key health person-
nel, policymakers, and interested local and
international agencies up to date on project
progress and findings.

ETHICS AND PARTICIPANT SAFETY

Research-related ethical issues are complex,
and the reader is referred to a broad literature
and to guidelines such as those produced by
the Council of International Organizations
of Medical Sciences (CIOMS) (Faden and
Kass 1998, Weed 1994, Sleep 1991, CIOMS
1991). A number of key points are summa-
rized here, with special reference to studies
conducted in developing countries.

Research studies must be reviewed and ap-
proved by human subjects committees in the
host country institution and, if required, by
a ministerial or national review board. (In
Uganda, for example, the AIDS Research
Subcommittee of the Uganda National Coun-
cil for Science and Technology fulfills this
function for all HIV-related research at the
national level.) Studies must also be approved
by the human subjects board at the institu-
tion housing the developed country investi-
gator. Funding agencies such as the United
States National Institutes of Health have
an additional review board that must ap-
prove a study prior to enrollment of sub-
jects. An independent data safety and mon-
itoring board (DSMB) may be convened to
oversee the long-term ethical implementa-
tion of a study and to ensure participant
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safety (such a board is virtually mandatory
for clinical trials). The DSMB is given the
authority to terminate a study if there is ev-
idence to suggest harm to participants.

Voluntary and informed consent repre-
sents a cornerstone of ethical research. Par-
ticipants must be informed of potential risks
and benefits, potential advantages, subject
selection, randomization strategies and use
of placebos (where applicable in random-
ized trials), and their right to refuse partici-
pation in the study without loss of benefits.
These concepts may be difficult to explain,
especially in cultures where patients are
used to unquestioning acceptance of doc-
tors' recommendations, or where they can-
not envisage that a doctor may potentially
provide a placebo. Qualitative research and
extensive pretesting of informed consent in-
struments are required to optimize compre-
hension. If participants are not literate, the
presence of a literate witness is highly desir-
able and "written" informed consent can
consist of a thumb print. In community and
household surveys, a multitiered approach
to consent may be required: consent of com-
munity leaders to enroll the village; consent
from the head of the household to contact
family members; and finally, confidential in-
dividual consent. Assent should be obtained
from child study participants, often in con-
junction with consent from their parents.
Researchers must ensure that the individual
freely consents, without undue pressure
from his or her community or family. To
maximize individual consent, the final con-
sent procedures are carried out in private.

Safeguarding individual confidentiality is
a second crucial element in any study. Great
care must be taken to ensure interview and
laboratory data are stored separately and se-
curely from individual identifiers. Access to
linkage codes and files should be restricted
to key project staff. Questionnaires and
other data must be stored in securely locked
cabinets. The study team should not discuss
individual participation or results with
other family or community members (the
one exception being the parents or legal
guardian of a minor).

Questions repeatedly arise regarding the
ethics of clinical and community-based tri-
als in developing countries. Should devel-
oped country agencies fund or participate in
trials of drugs or strategies that do not re-
flect Western standards of care? Such trials
may give the appearance of testing substan-
dard technologies. Conversely, research lim-
ited to Western standards, which may test
treatment or prevention modalities that are
unsustainable and unreplicable in a devel-
oping country, is unlikely to benefit the host
country. The issue becomes particularly
thorny when deciding on the minimum stan-
dard of care that should be provided to
those not receiving the intervention. A re-
cent example of this controversy centered
on the use of a placebo in trials to prevent
mother-to-child HIV transmission (Angell
1997, Lurie and Wolfe 1997, Merson 1997,
Varmus and Satcher 1997). The question is
whether it is ethical to withhold a preventive
measure of known efficacy from the control
group, even if the measure is unfeasible in
the host developing country and its use in
the control group may prevent adequate eval-
uation of more affordable and replicable in-
terventions. This particular controversy has
been partially alleviated with the advent of
less cumbersome and less expensive regi-
mens to prevent mother-to-child transmis-
sion of HIV (which themselves required tri-
als and raised questions), but the basic issues
are likely to arise in many future trials, and
a perfect resolution to the dilemma is unlike-
ly. Research collaborators need to be aware
of such concerns, discuss them openly with
the host country and developed country eth-
ical review boards, try to arrive at ap-
proaches that safeguard subject safety and
maximize benefits to the population, and
clearly document the basis for the decisions
adopted. At a minimum, subjects should be
offered the prevailing standard of care.

All participants should receive some ben-
efits from participation. Services can include
additional health care, or health education
and preventive services, such as condoms.
Participants in infectious disease studies
should have access to their results and to ap-
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propriate counseling. The latter points are
of particular relevance in HIV studies. Re-
search programs that cannot themselves
provide counseling should set up referral to
and collaboration with agencies that do offer
such services. HIV research teams should
become familiar with host country policies
regarding testing and counseling. Specific
policy issues include mandatory versus vol-
untary counseling. (In the United States,
HIV prevention trial participants must be
informed of their serologic results. In many
developing countries, participants are not
obliged to receive their results, but may vol-
untarily elect to do so, and the researchers
provide the participants with the opportuni-
ty to receive confidential counseling.)

CULTURAL CLASHES:
WHEN YES MEANS NO,
AND OTHER SURPRISES

Integrating diverse cultural approaches rep-
resents one of the pleasures of international
research—and one of the frustrations. Both
the host and the guest country researchers
come to a collaboration with cultural norms
and preconceptions that influence styles of
negotiation and discussion, perceptions of
illness and care giving, and which may also
affect the roles played in the project.

Western investigators can be perceived
as somewhat domineering, partly because
Western culture values competition, and
partly because of the way funding of projects
from the West is structured. If the Western
researcher is the principal investigator on
the project grant, he or she feels direct pres-
sure to meet contractual obligations (in part
to ensure future funding success) and may
feel impatient with the process of building
consensus and other inevitable "delays" and
compromises. In groups, there is a tendency
among Western-trained scientists to talk to
one other, without adequate effort to draw
host country counterparts into the discus-
sion. This problem is particularly acute if the
meeting is conducted in English (or French,
etc . . . ) and this is not the first language in

the host country. Efforts to increase self-
awareness, soliciting feedback from one's
colleagues (" . . . did you have a chance
to say what was on your mind?"), and ac-
cepting constructive critique of one's com-
munication style help to alleviate the prob-
lem. Wherever possible, adequate prepara-
tory time should be built into the research
grant to facilitate the process of consensus
building.

In many (although certainly not all) cul-
tures, there is a reluctance to directly con-
tradict colleagues or those perceived as
being in charge. Visiting researchers need to
be very sensitive to the dynamics of agree-
ment. Agreement (or silence) can mean "yes,
we really can and want to do this" or "this
really is not a good or feasible idea, but we
will agree in order to avoid confrontation or
disappointing you." The problem can be
minimized by picking up on subtle reluc-
tance and constructively bringing it into the
open ("I sense that some of you may be a
little worried about this. Is some of what
is being proposed going to be difficult?"),
encouraging discussion and having repeat
sessions to go over key issues. Ultimately, ac-
tions speak louder than words. If agreed-
upon courses of action are not followed up
on, the research group needs to examine
whether the cause is logistic (lack of person-
nel or resources) or an unarticulated lack of
consensus.

Many other cultural factors influence col-
laboration. Some societies live by the clock,
others have a less rigid sense of time, and
still others juggle too many simultaneous
activities and are always running behind.
Some are very direct, others require time for
social contact prior to getting down to
work. In some cultures, the exact use of con-
tractual language can take on a seemingly
overwhelming importance, resulting in days
spent discussing what the Western re-
searcher feels are unimportant nuances; in
other settings, contracts and agreements are
merely seen as a tool to secure funding and
get on with the work. Relationships be-
tween men and women differ according to
sociocultural setting. Given the plethora of
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attitudes on both sides of a collaboration, it
is not possible to write a definitive primer on
how to achieve mutual goals. However, fre-
quent and frank discussion of accomplish-
ments, problems, and concerns; development
of transparent goals; and sharing of data and
project financial information, all assist in
building the collaboration.

FUNDING

The best intentions and research ideas in the
world are of limited usefulness without hard
cash. Funding issues are of paramount im-
portance at the onset of the collaboration
and remain germane throughout. Several
agencies and foundations fund internation-
al research. While the proposed research is
still a gleam in the researchers' eyes, contact
should be established with representatives
of the World Health Organization, the
World Bank, the US National Institutes of
Health, the UK Wellcome Trust, or other rel-
evant institutions. Discussions should in-
clude a frank appraisal of whether the pro-
posed topic is of relevance to the agency's
research agenda, and of proposal require-
ments, formats, deadlines, and monetary
limits on awards. Suggestions regarding
other potential donors should be sought. It
is paradoxic that research grant submissions
are generally more successful if the research
is already underway, both as a proof of fea-
sibility and as a means of tantalizing donors
with partial data. It is worthwhile to identi-
fy a source of seed money to undertake part
of the proposed research agenda, prior to
developing a large grant proposal.

In general, projects should try to secure
multiple funding sources. Having several
donors with different grant periods provides
security and greatly maximizes project flex-
ibility, particularly if the funding portfolio
includes governmental and nongovernmen-
tal sources. Canny investigators are contin-
ually looking for studies (and thus funding)
that can be piggybacked onto existing re-
search: care must be taken, however, to en-
sure research goals are compatible and that
the existing resources are not overwhelmed.
Multiple sources of funding are also very

useful in dealing with the idiosyncrasies of
different donors. For example, funds from
US government sources, including the US
National Institutes of Health, can cover over-
head ("indirect") costs in US-based univer-
sities and institutions but generally cannot
be used to cover overhead costs in develop-
ing country institutions—as if the latter did
not have the same or even greater needs than
their US-based counterparts. Such costs (e.g.,
water, electricity, security, space rental) must
be covered either with nongovernmental or
"direct" funds.

Some research costs in developing coun-
tries are lower than in the developed coun-
tries: this is particularly true of staff salaries.
However, other costs (transportation, fuel,
shipping, communications) are much more
expensive. Researchers should not count on
overseas studies as a cost-cutting strategy.

Early in the collaboration, the study team
needs to establish in-country bank accounts,
develop and test mechanisms for transfer of
funds, and develop local accounting and
check writing procedures. Researchers should
become well versed in national banking and
money exchange policies. In countries with
unstable currencies or high rates of infla-
tion, it is prudent to set up a system of rela-
tively small but frequent money transfers.
The ideal schedule will depend in part on the
ease and efficiency of such transfers. Many
host country institutions do not have the re-
sources to continue a study for some weeks
or months if there is a break in funding pro-
cedures (e.g., if the in-country bank reports
that the latest transfer never arrived, weeks
of detective work will be required to prove
that the money was indeed transferred).
Contingency planning for finances is thus
crucial.

HUMAN RESOURCE AND
INFRASTRUCTURE

DEVELOPMENT

An international research collaboration of-
fers excellent opportunities for infrastruc-
ture development in all participating institu-
tions. The collaboration is likely to bring
physical improvements, including equip-
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ment and new technologies, to the host in-
stitution. The Western counterpart institu-
tion has the opportunity to provide field ex-
perience to its junior faculty and students,
including data collection for thesis purpos-
es. Faculty and student exchanges need to be
clearly delineated and approved by re-
searchers in all participating institutions,
and resulting publications should include
the junior faculty member or student, as
well as agreed upon host country collabora-
tors. Authorship order and responsibilities
should be mutually defined early in the
process and recorded in writing to enhance
career development for all concerned.

In-country and external training for host
country staff greatly strengthens the collab-
oration. Support for long-term professional
development, including scholarships for
masters and doctoral studies, is available
through private foundations, the World
Health Organization, the Fogarty Interna-
tional program at the US National Institutes
of Health, and other agencies. Such devel-
opment is most valuable if the professionals
return to a position that allows immediate
and direct application of newly acquired
skills. The great advantage of long-term re-
search collaborations is that they provide an
ideal arena for this process: a staff member
can acquire hands-on experience in the proj-
ect, enter a postgraduate program, and use
project data for thesis purposes, then return
to the project in a position to take on greater
responsibilities, including leadership of new
studies nested in the overall collaboration.
In cases where the research collaboration is
associated with a host country university, a
joint faculty position can complement on-
going project work.

Human resource development can also
take less formal forms. Including smart,
motivated midlevel personnel in project de-
cision making, organization, and develop-
ment of study instruments and protocols in-
stills a sense of ownership and provides
direct experience with research planning
and implementation. Although such in-
volvement increases the length of delibera-
tions, the ultimate payoff in nurturing an
"A-team" is invaluable. These individuals

represent the up-and-coming research cadres
for the project and the host country and also
have direct and practical insights into im-
provement of day-to-day project activities.

SUMMARY

International research offers the opportunity
to address unique and important health prob-
lems and to implement innovative research
designs. Developing a collaboration is a com-
plex undertaking, requiring substantial inputs
from researchers in all participating coun-
tries and institutions. Attention to a myriad
of details is essential, particularly early in
the process. The long-term benefits of such
collaborations, to the researchers, their in-
stitutions, and the population, often make
the challenges eminently worthwhile.
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Glossary

Antibacterial A substance that inhibits the growth of bacteria or leads to bacterial death.

Antibiotic Synonymous with antimicrobial.

Antibody See immunoglobulin.

Antigen An antigen (Ag) is a molecule capable of inducing an immune response and of being
recognized by an immunogen (antibody) and/or sensitized cells manufactured as a conse-
quence of the immune response.

Antigenicity Ability of an antigen to react with the product(s) of an immune response.

Antimicrobial A substance that inhibits the growth of a microbe or leads to microbial in-
activation. Antimicrobials may demonstrate antiviral, antibacterial, antifungal or antipar-
asitic activity.

Antiseptic Agent used on the skin that inhibits the growth of a microbe or leads to micro-
bial inactivation.

Asymptomatic Infection The presence of an infection in a host without discernible clinical
symptoms or signs.

Biotyping Characterization of a microbial strain by its pattern of metabolic activities.
It may include specific biochemical reactions, colonial morphology, and environmental
tolerance.

Carrier A person or animal that harbors a specific infectious agent in the absence of clini-
cal disease and serves as a potential source of infection.

Case Fatality Rate The proportion of persons infected with a particular organism who die
of the disease caused by the organism (not a true rate). Most commonly calculated during a
specific epidemic.

Colonization The presence of a microbe on a nonsterile surface of the body without caus-
ing any symptoms or signs (i.e., no infection or disease).
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Communicable Disease Considered by some to be synonymous with infectious disease.
Considered by others to be a subset of infectious diseases that may be transmitted via person-
to-person spread.

Communicable Period The period of time during which an infectious agent may be trans-
mitted from an infected host to another host. Some diseases (e.g., varicella) may be com-
municable prior to when the source develops symptoms (i.e., during the incubation period).

Concurrency A term used to describe a pattern of sexual relationships. Concurrent rela-
tionships overlap in time, in contrast to sequential relationships in which one ends before
the other begins.

Contact An association between an infected host or a contaminated environment and a sus-
ceptible host that provides an opportunity to transmit the infective agent (synonymous with
exposure). The term is sometimes for a person; the susceptible with whom the infective made
contact.

Contact Rate The number of susceptible people with whom an infected person has contact
during his or her period of infectiousness.

Contamination The presence of microorganisms on inanimate objects (e.g., clothing) or in
substances (i.e., food, water).

Dependent Happening The dependence of the probability of becoming infected on the num-
ber of people already infected. Related to the likelihood of exposure.

Disinfection The killing (or inactivation) of infectious agents outside the body by direct ex-
posure to chemical or physical agents.

Effect, Direct Benefits of an intervention resulting from receiving the intervention (e.g., less
susceptibility to an infection because of being immunized).

Effect, Indirect Benefits of an intervention that accrue to a person who has not received the
intervention (e.g., decreased exposure to infectious people because others have been immu-
nized).

Effectiveness The degree to which an intervention achieves its intended purpose when
applied under 'real world' conditions in a community or set of communities.

Efficacy The degree to which an intervention achieves its intended purpose under ideal
(e.g., experimental) conditions.

Endemic The usual presence of disease within a geographic area or population group
(see also hyperendemic).

Entomological Risk The degree of exposure a host has to vectors that are competent in
transmitting infection.

Epidemic An excess over the expected occurrence of disease within a geographic area or
population group.

Epizootic An excess over the expected occurrence of disease within an animal population.

Eradication The end of transmission of an agent by eliminating the infectious agent, modes
of transmission, or susceptible hosts from a geographical area. The term "elimination" is
sometimes used in situations where reintroduction of the agent and resumption of trans-
mission is possible.

Exposure Synonymous with contact.

Herd Immunity The lower likelihood of an infectious agent to spread in a group because of
the immunity in a high proportion of the members of the group.

Host A person or animal that provides subsistence to an infectious agent under natural con-
ditions.

Hyperendemic A sustained high rate of disease in a geographic area or population group.

Immunogenicity Ability of an agent or material to induce an immune response.
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Immunoglobulin Immunoglobulin (Ig) molecules are products of antibody-secreting cells
(B cells). Igs are constructed of one or several units, each of which consists of two heavy
polypeptide chains and two light polypeptide chains. Each unit possesses two combining
sites for antigen.

Incubation Period The time interval between initial contact with an infectious agent and the
appearance of the first sign or symptom of the disease in question.

Incubation Period, Extrinsic The period of time between infection of a vector and the point
at which transmission of the agent will result in infection in a susceptible host. Analogous
to the latent period, rather than the incubation period, in the host.

Index case A referent infected host who serves as the source of infection for others.

Infection The entry and multiplication of an infectious agent in the tissues of the host.

Infectious Agent An organism (virus, bacterium, fungus, protozoan, helminth) that is
capable of producing infection or an infectious disease.

Infectious Disease An infection that produces clinical signs and/or symptoms in humans or
animals.

Infectious Dose The dose (number) of a pathogen capable of infecting a host. The infecting
dose is specific to the pathogen, host, and transmission route. The minimum infecting dose
is the lowest dose required; the median infectious dose (ID50) is the dose yielding infection
in half of the people exposed.

Infectious Period The time interval during which an infected host can infect another host
or vector.

Infective An infectious host.

Infestation The presence of a pathogenic agent on the exterior surface (i.e., skin or gastro-
intestinal tract) of a host.

Isolation Precaution Refers to the precautions taken that are adequate to prevent trans-
mission of an infectious agent from an infected host. Measures taken usually address direct
contact (including droplet) transmission (e.g., gloves, mask) and airborne transmission
(e.g., N-95 respirator).

Latent Period The time interval from initial infection to becoming infectious.

Morbidity Rate The proportion of all persons in a population who become clinically ill dur-
ing a stated period of time (not a true rate). The population may be limited to a specific age
group, sex, or those with certain characteristics. (In contrast to pathogenicity, for which the
denominator is restricted to those with a particular infection).

Mortality Rate The proportion of all people dying from a particular disease in a population
during a stated period of time, usually a year (not a true rate). (In contrast to the case fatal-
ity rate, for which the denominator is restricted to those with a particular infection.)

Network Study A study in which the contacts of each infected person are identified, and the
contacts of the contacts, ad libitum. "Contacts" in such studies sometimes include those
from whom an infection was acquired as well as those to whom an infection was trans-
mitted.

Nosocomial Infection An infection that was not present or incubating at the time of ad-
mission to a medical care facility (i.e., hospital or extended care facility) and which was ac-
quired as a result of that admission.

Nosohusial Infection An infection that was not present or incubating at the time of initia-
tion of home medical care.

Outbreak Considered by some to be synonymous with an epidemic. Considered by others
to be a type of epidemic characterized by a sharp rise and fall in incidence within a relative-
ly short period of time.

Pandemic An epidemic that affects several countries or continents.
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Parasite Burden The number of parasites the host carries. Usually used to describe infec-
tions with macroparasites such as helminths.

Partner Study A study design used most often for sexually transmitted diseases where one
sexual partner is infected and the other is not (i.e., a discordant couple). The outcome of
interest is the probability of transmission to the susceptible partner.

Pathogen Any microorganism that has the capacity to cause disease. However, often re-
garded as synonymous with an infectious agent.

Pathogenicity The capability of an infectious agent to cause disease in a susceptible host.

Polymerase Chain Reaction A method for amplification of DNA which among other things,
can be used for typing microorganisms or detection of microbes (i.e., diagnosis).

Persistence The continuous presence of an infectious agent within a population or geo-
graphical area.

Phage Typing Bacteriophages are viruses that infect bacteria. Some bacterial strains may be
characterized by their patterns of resistance or susceptibility to a standard set of phages.

Plasmid Analysis Typing systems of microbes based on size and electrophoretic pattern of
plasmids (extrachromosomal genetic elements) present in the cytoplasm.

Prophylaxis The provision of medications (usually antimicrobials or immunoglobulins) to
prevent the development of disease following exposure to an infectious agent.

Quarantine Restriction of the activities of well persons or animals who have been exposed
to a case of communicable disease during its period of communicability to prevent disease
transmission during the incubation period if infection should occur.

Reproductive Number (R0) The expected number of new infectious hosts that one infec-
tious host will produce during his or her infectious period in a large population that is com-
pletely susceptible (sometimes called the reproductive rate).

Reservoir Any person, animal, anthropod, plant, soil, or substance (or combination of
these) in which an infectious agent normally lives and multiplies, on which it depends pri-
marily for survival, and where it reproduces.

Resistance The sum total of host defenses which protect against infection. Includes non-
specific defense mechanisms (e.g., integrity of skin) and specific host defenses mechanisms
(immunoglobulins and cell mediated immunity).

Secondary Attack Rate The proportion of susceptible people who become infected follow-
ing contact with an infectious host (not a true rate).

Seroprevalence The proportion of people with a positive serologic test for a particular in-
fectious agent.

Serotyping Serological typing is based on the observation that microbes of the same species
can differ in antigenic determinants expressed on their cell surface.

Source The person, animal, object, or substance from which a pathogen is transmitted to a
susceptible host.

Superinfection Simultaneous infection with more than one strain of a particular organism.

Surveillance The orderly collection, analysis and dissemination of information on incident
disease cases.

Surveillance, Active When conducting surveillance, obtaining data from health care pro-
viders or other sources by frequent direct contact (e.g., telephone).

Surveillance, Passive When conducting surveillance, obtaining data from health care pro-
viders or other sources by reports initiated by the health care provider.
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Susceptible A human or animal not possessing sufficient host resistance against a particu-
lar pathogen to prevent contracting infection or disease when sufficiently exposed to that
pathogen.

Toxin A material produced by a microorganism that it "releases" to affect other microbes
or cells at a distance. Exotoxins are microbial products (proteins) that are released from mi-
crobes during growth and are toxic to other microbes, target cells, or experimental animals.
Endotoxins refer to the intracellular and cell-associated toxic components of microbes, es-
pecially Gram-negative bacteria.

Transmission, Direct Immediate transfer of an infectious agent from an infected host or
reservoir to a susceptible host. Modes of direct transmission include physical contact and
droplet spread.

Transmission, Indirect Transmission of an infectious agent to a susceptible host that occurs
with the aid of a vehicle (inanimate objects), a vector (usually arthropods), or the air (dis-
tinguished from droplet spread by a longer distance).

Transmission Probability The probability that, given a contact between an infective source
and a susceptible host, successful transfer of the agent will occur so that the susceptible host
becomes infected. Also called transmissibility.

Transmission Probability Ratio (TPR) A measure of the relative risk of transmission to sus-
ceptibles between different two levels (including presence versus absence) of a factor among
infectives.

Vector A living animal, usually an arthropod, that is capable of transmission of an infec-
tious agent from an infected host to a susceptible host, resulting in infection. The agent may
multiply in the vector (biological transmission) or be carried without multiplication (me-
chanical transmission).

Vehicle An inanimate object that facilitates transmission of an infectious agent (also re-
ferred to as a fomites [singular, fomes]). Can include toys, surgical instruments, food, and
water.

Vertical Transmission In humans, transmission from an infected mother to her fetus. In vec-
tors, the passage of the agent from one life stage to another or directly from parent to prog-
eny.

Virulence The degree of pathogenicity of an infectious agent, indicated by its ability to in-
vade and damage host tissues and/or kill the host.

Virulence Factors Factors produced by a pathogen which, while not "toxic" to target cells,
possess biologic activities that interfere with normal host function to the advantage of the
pathogen.

Zoonosis An infection or infectious disease transmittable under natural conditions from
vertebrate animals to humans.
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Antimicrobial drugs (continued)
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causes, 18
genotyping, 171
phenotyping, 166t, 169-70
surveillance, 149, 152

Antiretroviral therapy, highly active, 414, 417
Antiseptic, 449
Antiviral agents

for acute respiratory infection, 224
clinical evaluation, 325

Antiviral software, 133
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fecal-oral transmission, 233t, 235, 236t

Bacterial endotoxin, 36
Bacterial infection

diagnostic tests, 40t
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caveats, 71
definition, 63, 89, 452
evolutionary uses, 70-71
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outbreak investigations, 299
vaccine preventable disease surveillance, 350
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Case history study, 52, 53t
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age comparisons, 385-86
case-control studies, 379-80
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intervention studies, 382-83
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generalizability, 384-85
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outcome measures, 387-89
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molecular studies, 383-84
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patterns, 376, 377t
population-based surveys, 380-81
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public health impact, 375
study designs, 377-84
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reporting, 280
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per-protocol analysis, 315
phases, 313-14
vaccines, 315-19. See also Vaccine(s), clinical

evaluation
Clostridium botulinum, fecal-oral transmission, 233t,
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Cochrane Collaboration, 132
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Cohort studies (continued)
in community of transmission units, 105-7, 105t
contacts, 103
dynamic, 102
with exposed susceptibles, 104-5
fixed, 102
gastrointestinal infections, 242-43
HIV/AIDS, 408-10, 409t, 415
identification of infectives, 103-4
Longini and Koopman model, 105-7, 105t
longitudinal, 102
outbreak investigations, 295, 303
within population, 102-3
prevalent, 102
Reed-Frost analysis, 106
right censored, 102
sexually transmitted diseases, 281-82
vaccine effectiveness, 360

Coital log, 278
Colonization, 19, 449
Common source outbreak, 301, 301f, 302, 302f
Common vehicle transmission, 8t
Communicable period, 22, 22f, 23t, 57, 450
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competence, 329
definition, 328-29
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relative risk measures, 94, 99-101
study designs, 110-11

Community intervention studies, 328-42
active versus passive participation, 330
control community, 341
data analysis

multilevel interventions, 336
stratification, 335

developing countries, 434
distribution of infection, 337
effectiveness, 331-32, 331t
efficacy, 331, 331t
efficiency, 332
ethics, 341
informed consent, 341
measurement, 337—40

infection outcomes, 337
intermediate outcomes, 337-38
intervention processes, 338-40, 339t

output evaluation, 338
practical considerations, 340—41
process evaluation, 338-40, 339t
study designs, 332-36

cohort, 334-35
confounding, 335
cross sectional, 334-35
crossover, 333
exposure, 333-34
information bias, 336
masking, 336
matched, 335
multilevel, 336
placebos, 336
population dynamics problems, 335-36
randomization, 335
restricted enrollment, 335
sampling, 334-35
types of comparisons/effect, 332-33

technologic dependence level, 329-30
types of evaluation, 330-32, 331t

types of intervention, 329-30
unit of intervention, 329

Community probability of infection (CPI), 105
Community Program for Clinical Research on AIDS,

413
Compassionate use availability, HIV/AIDS clinical

trials, 414
Compensatory functional reserves, elderly persons,

397
Complement cascade, activation, 33
Complement deficiency, impact, 12t
Computer-assisted self-interviewing (CASI), sexual

behavior, 276
Computer-based disease surveillance, 152
Computer security, 133-34
Concurrency, definition, 450
Condom use

female, trichomoniasis study, 414-15
measurement issues, 415
potential outcomes, 91, 91t

Confidence interval, 202
Confounding bias

community intervention studies, 335
elderly persons, 398-99
measurement, 93
observational studies, 93

Congenital rubella syndrome. See also Rubella
vaccine impact, 25t, 345t

Conjunctival swab, for respiratory virus collection,
219

Consistency of association, 50
Construct validity, 202
Contact, definition, 450
Contact patterns

mixing matrix, 83-84, 83f
nonrandom mixing, 80-84, 81f-83f
random mixing, 72, 72f
social networks, 84
transmission units within population, 80-83,

81f-82f
Contact rate

definition, 450
in dependent happening relation, 89

Contact transmission, 5, 6t, 8t
direct, 5, 6, 8t

definition, 453
fecal-oral, 238-40
mechanisms, 6, 8t

droplet, 5, 8t
indirect, 5, 8t, 453
vertical, 5, 6, 8t, 453

Contact treatment delay, sexually transmitted
diseases, 280

Contagion theory of infection, 44-45
Contamination, 19, 450
Content validity, 202
Contextual variable, 337
Continuing outbreaks, 301-2, 301f
Continuous data, control charts, 294, 295t
Continuous models of transmission probability,

61, 419
Continuous variables, diagnostic tests with,

204-7
Control charts, outbreak investigations, 293-94,

294f, 295t
Cooperative Group Health Insurance Plan,

morbidity and mortality data, 149
Coprimaries, 104
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Core groups
HIV/AIDS, 421-22
sexually transmitted diseases, 421, 422

Correlation coefficient (r), 204
Cost(s)

child care-associated illness, 375, 388
diagnostic tests, 209
genotyping, 181t
malaria, 249
surveillance system, 141-42
vector-borne diseases, 249

Cost-benefit analysis, diagnostic tests, 210
Cost effectiveness

diagnostic tests, 210
vaccines, 347

Cough and sneeze
count, 216
specimen collection, 220

Council of State and Territorial Epidemiologists
(CSTE), 122, 143

Counterfactual outcomes, 92
Crepuscular activity, 260
Criterion validity, 202
Cross-sectional studies, 52, 53t, 110

community intervention, 334-35
sexually transmitted diseases, 281

Cryptococcosis
active morbidity reporting, 147
diagnostic tests, 40t

Cryptosporidia. See also Diarrhea
cycle of infection, 7t
diagnostic tests, 40t
fecal-oral transmission, 233t, 235, 238t

Cultural considerations, international research
collaborations, 443-44

Culture(s), 38, 41t, 195-96
acute respiratory infection, 218
advantages, 41t
disadvantages, 38, 41t
environmental, 305
outbreak investigations, 305

Cycle of infection, 3-4, 6t, 7t
Cyclodevelopmental transmission, 259
Cyclopropagative transmission, 259, 260
Cytokine, T cell secretion, 30-31, 34
Cytomegalovirus (CMV)

diagnostic tests, 40t
in HIV-infected patients, 231

Data
analysis, 152-55

frequency of, 155
person factors, 154
place factors, 154-55
time issues, 153-54

and computer security, 133-34
definition, 119
purchasing, 132-33
sources, 119-36

access, 122, 123, 136, 155
animal-reservoir and vector-distribution studies,

151
bioethical issues, 136
biologies and drug utilization data, 151
census data, 121-22, 126
child care-associated illness, 386

clinic-based systems, 148-49
disease registries, 122, 123, 125, 152
disease surveillance data, 144—52. See also

Surveillance
epidemic or outbreak reporting, 148
fetal deaths, 128f, 130
future challenges, 136
history, 121-23
hospital-based systems, 148-49
hospital records (morbidity), 124-25
identification, 123-26
laboratory-based surveillance systems, 148-49
laboratory data, 130-31
linked health records, 126
managed care data, 131-32
medical research data, 152
morbidity registration, 144
morbidity reporting, 146-48
morbidity surveys, 125-26
mortality data, 126-30, 129f
mortality registration, 144-46, 146f
natality data, 127f, 130
news media reporting, 151-52
notifiable diseases, 120, 120t, 122, 123, 126. See

also Notifiable diseases
public health informatics, 135
quality assessment, 123-24
sentinel systems, 149-50
vaccine-related injury, 150-51
vital events, 126-30, 127f-129f
vital records registration, 144-46, 146f

visualization, 135
warehousing, 135-36

Death. See also Mortality
causes, historic shift, 48—49
childhood, from diarrhea, 228
fetal, data sources, 128f, 130

Death certificate, 126-30, 129f
Death rates, crude, 130
Decision analysis, 417
Decision rules, 202
Demonstration project, 331
Dendron, 172
Density sampling, case-control studies, 108
Dependent happening, 89-91

applicable situations, 90
definition, 450
fecal-oral transmission, 244
study designs, 100-101, l00f

Descriptive variables, disease surveillance, 144
Developing countries

epidemic reporting, 148
HIV/AIDS, 411, 443
immunization programs, 346
intervention studies, 434
observational studies, 433
population-based surveys, 433-34
research collaborations, 431—46

advantages, 445, 445t
communication issues, 440
confidentiality, 442
consensus building, 443
cultural considerations, 443-44
data acquisition, prestudy, 434-35
data collection, 437-38
data dissemination, 441
data management, 439-40
decision maker contact, 433
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Developing countries (continued)
disadvantages, 445t
electric power, 440
ethical considerations, 441-43
funding, 444
human resource development, 444-45
identification of study counterparts, 432-33
implementation, 435-41
informed consent, 442
infrastructure development, 444-45
laboratory testing, 438-39
liaison with community, 441
liaison with host and donor country institutions,

440
office equipment, 440
participant motivation, 441, 442-43
participant safety, 441-43
permit requirements, 433
personnel considerations, 435-37
pilot study, 438
plan of action, 435
problem definition, 432
rationale, 431
research plan development, 433-34
shipping, 440
specimen collection, 438
study instruments, 437-38
study population

identification and tracking, 437
selection, 434-35

terminology, 431-32
training needs, 436, 445
transportation, 440

Diabetes, host defenses, 15
Diagnostic tests, 38-42, 38f-39f, 40t, 41t, 192-210

advantages, 41t
agreement, 204
antibody measurement, 38-42, 39f, 40t, 41t,

194-95, 196
antigen detection, 38-42, 39f, 40t, 41t, 197
biases, 201, 202
cell-mediated immunity, 33-34, 196-97
combinations, 207-8, 208f
with continuous variable results, 204-7
cost analysis, 209
cost-benefit analysis, 210
cost-effectiveness analysis, 210
cultures, 38, 41t, 195-96
cut-points, 205-6, 206f
defensive (excretory) products detection, 198
defining normal and abnormal, 205
developing countries research collaborations,

438-39
disadvantages, 41t
elderly persons, 398
false negative, 198, 199f
false positive, 196, 198, 199f
generalizability, 203—4
gold standard, 194-95
health outcomes, 209
interrelationships, 199f, 200-201
likelihood ratios, 206-7
microscopic identification, 196
misclassification, 198-201
molecular. See Molecular typing systems
no gold standard, 195
nucleotide sequence detection, 197-98
outbreak investigations, 130-31

in parallel, 207
prediction rules, 207-8, 208f
predictive value, 200, 200f
quality control, 201-2
random variation/error, 202-3
regulatory oversight, 193
sensitivity (true positive rate), 198-99, 199f, 203
in series, 207
skin, 33-34, 196-97
specificity (true negative rate), 199-200, 199f, 203
stool, 240-41
technology assessment, 209-10
thresholds for decision making, 208, 208f
validity, 201-3
variation, 201

Diarrhea. See also Gastrointestinal infections
childhood deaths from, 228
definition, 241, 385
recall by study participants, 241-42

Diet
elderly persons, 16
host defenses, 16

Dimorphic fungus, diagnostic tests, 40t
Diphtheria

communicable period, 23t
incubation period, 23t
surveillance, 349, 357-58
vaccine impact, 25t, 345t

Direct effects, 99-101, l00f, 332, 359, 450
Directionality, 51
Disaster recovery, 134
Disease. See Infectious diseases
Disease-exposure association, 50-51
Disease Surveillance On-Line, 155
Disinfection, 450
Diurnal activity, 260
Diverticulitis, elderly persons, 395
DNA marker, child care molecular studies, 384
DNA typing methods. See Genotyping
Donor country institutions, liaison with, 440
Dose response, 51
Dynamics

of epidemic, 73-75, 74f
within host, 76-79, 77t
of infection in population, 71-72
of infectiousness, 57-58, 58f
transmission. See Transmission, dynamics

Dysentery, 241

Ebola virus, 291
Ecologic studies, 110
Ecology, social, 329
Ectoparasites, sexually transmissible, 267, 268t
Effect(s)

causal, versus association, 91-94, 91t
intervention, types, 99-101, l00f, 111, 332-33
late, 194
measures, 94, 95t
multiplicative (leaky), 62
time-varying, models, 111

Effective reproductive number (R), 64
Effectiveness

community intervention studies, 331-32, 331t
cost

diagnostic tests, 210
vaccines, 347
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definition, 314, 417, 450
vaccine, 318-19, 347, 358-60, 359t

calculation, 359-60
epidemiologic screening, 360-63, 362f, 363t
rapid screening, 360, 361f

Efficacy
community intervention studies, 331, 331t
definition, 314, 450
HIV prevention and disease control, 416-17
method, 416-17
theoretical, 416
use. See Effectiveness
vaccine, 318, 358-60, 359t

Efficiency, community intervention studies, 332
Elderly persons

comorbid diseases, 398-99
compensatory functional reserves, 397
fever, 398
immune system, 396-97
infections, 394-401

analysis issues, 398-99
clinical presentation, 397-98
host defenses, 395-97
population distribution, 394-95, 395t
study designs, 399-401, 400t

lung defenses, 396
malnutrition, 397
skin wounds, 396
target population definition, 400
test results, 398
urinary tract defenses, 396

ELISA. See Enzyme linked immunosorbent assay
(ELISA)

Encryption, 133
Endemic, 72, 450
Endocarditis, elderly persons, 395, 398
Endogenous flora, transmission, 4, 229t, 230
Endophagy, 260
Endophily, 260
Entamoeba histolytica

fecal-oral transmission, 236t
prevalence, 239-40

Enteric infections. See Gastrointestinal infections
Enterococci, elderly persons, 395
Entomological risk

definition, 450
vector-borne diseases, 256-58, 257t

Entry route, 4, 6t
Environmental causal theories, 44-45
Environmental cultures, 305
Environmental factors, l1t, 19-20

biologic, 19, 20
child care-associated illness, 376, 383-84, 388
physical, 19-20
sexually transmitted diseases, 270-71
socioeconomic, 20

Environmental studies, child care-associated illness,
376, 383-84, 388

Environmental surfaces, fecal-oral transmission, 240
Enzyme, agent-produced, 17
Enzyme linked immunosorbent assay (ELISA)

cellular response detection, 34
characteristics, 39, 39f
humoral response detection, 35
limitations, 35

Eosinophils, gastrointestinal, 231
EPI 30 cluster survey, 353-54
Epi Info, 134

Epidemic. See also Outbreak(s)
conditions for, 64
definition, 293, 450
detection, 154, 293-94, 294f
dynamics, 73-75, 74f
minor versus major, 77
probability of no spread, 77
reporting, 148, 293-94, 294f

Epidemic curve, 154, 300-302, 301f
Epidemiologic Transition, 48—49
Epizootic, definition, 450
Epstein-Barr virus, diagnostic tests, 40t
Eradication, definition, 450
Erythromycin-resistant 5. aureaus (ERSA), molecular

typing, 165-68
Escape probability, binomial model, 59, 60f
Escherichia coli, transmission, 233t, 234-35, 237t,

292
Estimation, statistical methods, 111-12
Ethical considerations

community intervention studies, 341
data sources, 136
developing countries research collaborations,

441-43
Ethnicity

incidence of disease and, 15
in surveillance data, 154

Ethnographic methods, sexually transmitted diseases,
278-79

Eustachian tube function, acute respiratory infection,
218

Exit route, 4, 6t
respiratory viruses, 214

Exogenous flora, transmission, 4
Exophagy, 260
Exophily, 260
Exposure, definition, 450
Exposure-disease association

coherence, 51
consistency, 50
specificity, 51
strength, 50-51
temporality, 51

External validity, 315

Face-to-face interviews, sexually transmitted diseases,
276

False negative tests, 198, 199f
False positive tests, 196, 198, 199f
FDA (Food and Drug Administration), diagnostic test

evaluation, 193
Fecal-oral pathogens. See also Gastrointestinal

infections
biological factors, 232-40
exposure assessment, 234
incubation period, 232, 233t
infectious dose, 232-34, 233t
seasonal variation, 244—45
transmission, 228-45

child care centers, 376-77
dependent happenings, 244
by direct contact, 238-40
from environmental surfaces, 240
foodborne, 234-35
host factors, 228-32, 229t
measurement of infection, 240-42
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Fecal-oral pathogens (continued)
mechanism, 234-40
non-independence of events, 243-44
nosocomial, 239
reservoirs and modes, 236t-238t, 239-40
risk factor studies, 242-43
seasonal variation, 244-45
study design issues, 242-45
waterborne, 235, 238

Feeding behavior, vector, 257t, 260-62
Fetal deaths, reporting, 128f, 130
Fetal toxicity, animal models, 320
Fever, elderly persons, 398
51°, diagnostic tests, 273t
Firewalls, 133
Fluorescent antibody detection, 39, 219
Focus group discussions, sexually transmitted

diseases, 279
Food and Drug Administration (FDA), diagnostic test

evaluation, 193
Foodborne transmission

fecal-oral, 234-35
outbreaks, 293, 298

Forage ratio, 261
Force of infection, 88
Force of infectivity, sexually transmitted diseases, 280
Frailty models, 111
Frequentist statistical approach, 112
Funding, developing countries research

collaborations, 444
Fungal infection

cellular immune response, 35
diagnostic tests, 40t
in HIV-infected patients, 232

Gastric acidity
abnormalities, impact, 12t
fecal-oral transmission and, 229-30, 229t

Gastroenteritis
child care centers, 384, 387
viral

infectious dose, 233t, 234
pathogens, 240

Gastrointestinal infections
host defenses, 229-31, 229t
immunocompromised population, 231-32
measurement, 240—42
pathogens. See Fecal-oral pathogens
recall by study participants, 241-42
risk factors, 228
sources, 228

Gastrointestinal motility, fecal-oral transmission and,
229t, 230

Gastrointestinal tract
lymphoid aggregates, 231
lymphoid cells, 231

Gender differences
incidence of disease, 13f, 14-15, 14f
sexually transmitted diseases, 422

General health promotion, in primary prevention, 23
Generalized estimating equations, 111-12

child care-associated illness, 382
Genetic modifications, for vector-borne diseases,

262-63
Genetics, host defenses, 15
Genital mucosa, abnormalities, impact, 12t

Genital warts, characteristics, 269t
Genotyping, 165, 166t-167t, 170-81, 186-89. See

also Molecular typing systems; Phenotyping
amplification methods, 179
applications, 197-98
background information, 170-72
comparative methods, 170-71
computer-based analysis, 172
cost, 181t
insertion sequence typing, 176
library typing methods, 171, 186-87
limitations, 171-72
for long-term surveillance, 171
for outbreak investigations, 170-71
plasmid DNA analysis, 166t, 168t, 172-74, 181t
polymerase chain reaction, 167t, 168t, 177-79,

180, 181t. See also Polymerase chain reaction
(PCR)

probe use, 174, 197, 198, 219
pulsed-field gel electrophoresis, 167t, 168t,

176-77,177f, 180, 181t, 188-89
repetitive PCR space typing, 171, 186-87
restriction endonuclease analysis of chromosomal

DNA, 167t, 168t, 174, 175f
restriction endonuclease analysis of plasmid DNA,

173, 180
ribotyping, 167t, 168t, 174-75, 175f
single-stranded conformational polymorphism,

179
standards and guidelines, 172
time requirements, 181t
uses, 171

Geographic information systems (GIS), 110, 135
advantages, 263
for vector-borne diseases, 262-63

Germ theory
deficiencies, 47-48
development, 45-47

Giardia, diagnostic tests, 40t
Giardia lamblia, fecal-oral transmission, 233t, 235,

238t
Glossary of terms, 449-53
Gonorrhea

characteristics, 269t
cycle of infection, 7t
diagnostic tests, 40t, 272t
gender differences, 14
reporting, 280-81
strain typing, 275
surveillance, 147
transmission dynamics, 79-80, 79f

Gooenteric infections, elderly persons, 395
Greenwood model of transmission probability, 60,

76
Group A streptococcus, diagnostic tests, 40t
Guest researchers, international research

collaborations, 431, 432-33
Guillain-Barre syndrome, surveillance, 147

H. ducreyi, diagnostic tests, 273t
HAART (highly active antiretroviral therapy), 414,

417
Haemophilus influenzae. See also Influenza

child care centers, 379
morbidity, 25t, 345t
surveillance, 349
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vaccine for, 318, 359
Hand rinse, for respiratory virus collection, 219
Handwashing, child care intervention studies,

382-83
Hanta-virus pulmonary syndrome, 291
Harms and Clifford Early Childhood Environmental

Rating Scale, 388
Hawthorne effect, child care-associated illness

cohort studies, 381
intervention studies, 382-83

Hazard rate (8), 61-62, 88
Hazard rate ratio (HR), 95t, 97
Health care plans, morbidity and mortality data,

149
Health care providers, as data source, 386
Health Examination Survey, 125
Health Interview Survey, 125
Health maintenance organizations, vaccination

records, 353
Health outcomes, diagnostic tests, 209
Health promotion, in primary prevention, 23
Health records, linkage systems, 126
Health Records Survey, 125
Health status, host defenses, 15
Heat sensitivity, host defenses, 15-16
Helminth(s)

cellular immune response, 35
vector-borne diseases, 250t

Hemophilia, surveillance, 145, 146f
Hepatitis

diagnostic tests, 40t
sentinel surveillance, 350-51

Hepatitis A
communicable period, 23t
fecal-oral transmission, 233t, 236t
herd immunity, 66-67, 67f
incubation period, 23t
transmission, child care centers, 376

Hepatitis B
communicable period, 23t
immune response, 36-37
incubation period, 23t
surveillance, 148, 149-50

Hepatitis E
fecal-oral transmission, 236t
herd immunity, 66-67, 67f

Herd immunity, 66-67, 67f, 418, 450
Herpes, characteristics, 269t
Herpes simplex virus (HSV)

diagnostic tests, 40t, 274t
in HIV-infected patients, 231
symptoms, 275

Herpes zoster, elderly persons, 395
Heterophile antigen, 197
Hidden bias, 93
Histoplasma capsulatum, in HIV-infected patients,

232
HIV/AIDS, 404-23

in Africa, 406-7
age differences, 12, 13f
case-control studies, 407-8, 415
characteristics, 269t
classification systems, 411
clinical care approaches, 408-9, 413-14
clinical trials, 414
cohort studies, 408-10, 409t, 415
core groups, 421-22
counseling and testing centers, 412

in developing nations, 411, 443
diagnostic tests, 40t, 274t
epidemiologic studies

challenges, 405, 406t
early history, 405-7

gastrointestinal infections and, 231-32
HIV seroprevalence studies, 412
HIV symptoms, 275
HIV testing, 411, 412
identification as epidemic, 151
immune response disruption, 34-35
infectious cofactors, 409
infectivity periods, 421
prevention and disease control, 414-23

behavioral, 408, 414
biomedical, 414
decision making, 416-17
efficacy, 416-17
mathematical modeling, 417-23, 420t, 421f
measurement issues, 415-16
observational studies, 415
STD control, 408

rapid progressors issue, 410
reporting, 281
sentinel surveys, 412
surrogate markers, 413-14
surveillance, 410-13

benefits, 412
case ascertainment bias, 412
case definitions, 405, 410-11, 413
limitations, 412
national data, 126
reporting requirements, 411-12

transmission models, 420-23
HIV viral load, as surrogate marker, 413-14
Horizontal transmission, vector-borne diseases, 257t,

259-60
Hospital-based surveillance systems, 148-49
Hospital records (morbidity), 124-25
Host

biological factors, fecal-oral transmission, 228-32,
229t

carrier, 57
defenses. See Host defenses
definition, 450
dynamics, 76-79, 77t
population, transmission model in, 73, 73f
preference studies, 261
relationship with agent, 18-19

Host country
institutions, liaison with, 440
researchers, 431, 432-33

Host defenses
abnormalities, 10, 12, 12t
age, 12-14, 13f, 14f
characterization, 10, 12
diet and nutrition, 16
elderly persons, 395-97
ethnicity, 15
gastrointestinal infections, 229-31, 229t
gender, 13f, 14-15, 14f
genetics, 15
human behavior, 16-17
immunosuppressed, 10, 12, 12t
intercurrent or preexisting infections, 16
physiology, 15-16

Human immunodeficiency virus (HIV). See
HIV/AIDS
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Human papillomavirus (HPV)
diagnostic tests, 274t
strain typing, 275

Human resource development, developing countries
research collaborations, 444-45

Humans
behavior, host defenses and, 16-17
biology and psychology, sexually transmitted

diseases and, 270
as reservoirs for fecal-oral pathogens, 239-40
social ecology, 329

Humidity, respiratory virus survival and, 214
Humoral immune response. See Immune response,

humoral
Hyperendemic, definition, 450
Hypersensitivity response, antigen-specific delayed

type, 33-34
Hypochlorhydria, fecal-oral transmission and, 230
Hypothesis generation designs, 52, 53t
Hypothesis testing designs, 53, 53t

ICD codes for infectious diseases, 124
Iceberg concept of infection, 20, 21f
Ig. See Immunoglobulin(s)
Illegal activities, outbreaks from, 298
Immigrants, outbreaks associated with, 298
Immune-privileged site, 38
Immune response

age differences, 12-13
blood-brain barrier and, 37
cell types, 30t
cellular

abnormalities, 12t
detection, 33-34, 196-97
examples, 33-35
overview, 29-31, 30t

combined, 36-38
complement cascade, 33
detection, 38-42, 39f, 40t, 41t
elderly persons, 396-97
humoral

detection, 35-36
examples, 35-36
factors affecting, 36
overview, 31-33, 32f, 33t

localized versus systemic infections, 37
overview, 28-33

Immunity
acquired, 29-33
herd, 66-67, 67f, 418, 450
innate, 28-29
to Lyme disease, 259-60
to respiratory viruses, 214

Immunization programs, 344-65. See also Vaccine(s);
Vaccine preventable diseases

in developing countries, 346
direct effect, 359
evolution, and vaccine safety, 348—49, 348f
goals and strategies, 346-47
impact, 23, 25t, 344, 345t
indirect effects, 99-101, l00f, 359
regulations, 356
surveillance

disease incidence, 349-52, 356-58
postlicensure, 347-49, 348f
vaccine coverage, 352-56

vaccine safety, 150-51, 352, 364-65
Immunization registries, 353
Immunocompromised population

gastrointestinal infections, 231-32
host defenses, 10, 12, 12t
risk of infection, 10, 12

Immunogenicity
definition, 450
vaccine studies, 316-18, 352

Immunoglobulin(s)
characteristics, 33t
child care molecular studies, 384
deficiency, impact, 12t
definition, 451
detection, 38-42, 39f, 40t, 41t, 194-95, 196
fecal-oral transmission and, 229t, 230
isotypes, 33, 33t
primary response, 32f, 33
secondary (anamnestic) response, 32f, 33
seroprevalence, herd immunity and, 66-67, 67f
surface, 32

Immunoglobulin A (IgA), 33t, 229t, 230
Immunoglobulin D (IgD), 33t
Immunoglobulin E (IgE), 33t
Immunoglobulin G (IgG), 33t, 194, 229t, 230
Immunoglobulin M (IgM), 33t, 194, 195, 229t, 230
Immunologic tests, vector-borne diseases, 255-56
Incidence of disease

age differences, 12-14, 13f, 14f
ethnic differences, 15
gender differences, 13f, 14-15, 14f
immunization surveillance, 349-52, 356-58

Incidence proportion (R), 75, 76f, 88-89, 105-6
Incidence proportion ratio (RR), 95t, 97, 109
Incidence rate (I), 88

versus basic reproductive number, 90
dependent happening relation for, 90

Incidence rate ratio (IR), 95t, 96-98
case-control studies, 108-9
interpretation, 97-99

Incubation period, 21-22, 22f, 23t, 57, 451
extrinsic

definition, 451
vector-borne diseases, 259

Index case, definition, 451
Indirect effects, 99-101, l00f, 111, 332, 450
Infection

and acute infectious disease, 193
asymptomatic, 449
communicable period, 22, 22f, 23t, 57, 450
cycle, 3-4, 6t, 7t
definition, 451
force, 88
iceberg concept, 20, 21f
incubation period, 21-22, 22f, 23t, 57, 451
intercurrent or preexisting, host defenses and, 16
and late effects, 194
latent period, 21, 22f, 57, 451
population dynamics, 71-72
portals of entry, 4, 6t
portals of exit, 4, 6t
probability. See Transmission probability (p)
reservoir, 3-4, 6t, 9, 452
resistance, 452. See also Host defenses
silent, 57, 193
source, 6t, 9, 452
symptomatic period, 57
transmission. See Transmission
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Infectious agent, 17-19
antibiotic resistance. See Antimicrobial resistance
classification, 17
colonization, 19, 449
contamination, 19, 450
cultures, 38, 41t, 195-96
definition, 451
detection, 38-42, 39f, 40t, 41t, 194
enzyme production, 17
extrinsic characteristics, 18-19
fecal-oral. See Fecal-oral pathogens
intrinsic characteristics, 17-18
life cycles, 9-10, 9t
pathogenicity, 17-18, 19, 452
respiratory viral, 213-14, 214t
severity of disease, 21, 21f
sexually transmitted, 267, 268t, 270
toxin production, 17
vector-borne diseases

classification by, 250t
demonstration of, 254-55
extrinsic incubation period, 259
multiplication within vector, 259

virulence, 19, 22, 453
Infectious diseases

agent factors, l1t, 17-19. See also Infectious agent
causal theories. See Causal theories
child care-associated. See Child care-associated

illness
classification, 124
clinical severity, 21, 21f
definition, 451
diagnosis, stages, 192
diagnostic tests. See Diagnostic tests
elderly persons, 394-401. See also Elderly persons
environmental factors, 11t, 19-20. See also

Environmental factors
frequency measures, 87-90
geographic distribution, 20
host factors, 3, 6t, 10, 11t, 12-17. See also Host
models, 3, 4f, 5f
mortality

historic decline, 48-49
role of medicine, 49

natural history, 20-22, 21f, 24f, 57-58, 57f
notifiable. See Notifiable diseases
postexposure prophylaxis, 23-24, 291
prevention, 22-24

levels, 23, 24f
primary, 23-24, 25t
secondary, 24
tertiary, 24

registries, 122, 123, 125, 152
resurgence, 49-50
sexually transmitted. See Sexually transmitted

diseases
surveillance. See Surveillance
triad model, 4f, 10, l1t, 52
vaccine preventable. See Vaccine preventable

diseases
vector-borne. See Vector-borne diseases

Infectious dose, 451
Infectious period, 451
Infectiousness, dynamics, 57-58, 58f
Infective, 451
Infective dose, 18
Infectivity, 18-19, 22
Infectivity periods, HIV/AIDS, 421

Infector number, sexually transmitted diseases, 280
Inference, statistical, 112
Infestation, definition, 451
Influenza. See also Haemophilus influenzae

antivirals for, 224
communicable period, 23t
community probability of infection, 105, 105t
cycle of infection, 7t
diagnostic tests, 40t
elderly persons, 395
illness versus infection, 57
incubation period, 23t
surveillance, 145, 147-48, 150
survival, 214
transmission, 223
vaccine for, 359

Informatics, public health, 135
Informed consent

child care-associated illness studies, 389
clinical trials, 313
developing countries research collaborations, 442

Injury studies, child care centers, 388
Insertion sequence typing, 176
Integral variable, 337
Intention-to-treat analysis, 314-15, 322
Internal validity, 314-15
International research collaborations. See Developing

countries, research collaborations
International Statistical Classification of Diseases and

Related Health Problems (ICD), 124
Intervention studies

child care-associated illness, 382-83
community, 328-42. See also Community

intervention studies
developing countries, 434
elderly persons, 399-400
population-based versus population-level, 329
strategies, basic reproductive number and, 67-70,

68f, 69t
types of effect, 99-101, l00f, 111, 332

Intravenous drug users, HIV transmission, 422
Isolation precaution, definition, 451
Ixodes tick, size, 256

Jackson method, respiratory infection identification,
215-16, 217f

Kaiser Permanente Plan, morbidity and mortality
data, 149

Kappa statistic, 204
Koch's postulates, 46

Laboratory data, 130-31
Laboratory investigations

child care-associated illness, 380-81
outbreaks, 130-31
surveillance, 148-49

Laboratory tests. See Diagnostic tests
Lactoferrin, fecal-oral transmission and, 230
Lactoperoxidase, fecal-oral transmission and, 230
Late effects, 194
Latent period, 21, 22f, 57, 451
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Latex agglutination assay, 38f, 39
Legal considerations, outbreak investigations, 299
Legionella spp., 40t, 291
Legionellosis, 291
Leishmaniasis

cellular immune response, 35
laboratory diagnosis, 254, 255
species identification, 257-58
vector sampling methods, 256-57

Leishmanin skin test, 255
Leprosy, cellular immune response, 35
Library typing methods, genotyping, 171, 186-87
Life cycles of pathogens, 9-10, 9t
Likelihood approach to statistical inference, 112
Likelihood ratios, diagnostic tests, 206-7
Lipopolysaccharide, 36
Listeria monocytogenes

elderly persons, 395
fecal-oral transmission, 237t

Logistic regression, 111-12, 208
Longini and Koopman model, cohort studies, 105-7,

105t
Lung defenses, elderly persons, 396
Lyme disease

characteristics, 251t
communicable period, 23t
detection, 255-56
humoral immune response, 36
incubation period, 23t
infectious agent. See Borrelia burgdorferi
long-term immunity, 259-60

Lymphoid aggregates, gastrointestinal, 231
Lymphoid cells, gastrointestinal, 231
Lysozyme, fecal-oral transmission and, 230

M cells, gastrointestinal, 231
Macroparasitic disease

basic reproductive number for, 71
cyclodevelopmental transmission, 259

Macrophages
characteristics, 30t
mucosal, fecal-oral transmission and, 229t, 231

Major histocompatibility complex
class I molecules, 29
class II molecules, 29
peptide-bound, 29-30

Malaria
characteristics, 251t
cost, 249
intervention strategies, basic reproductive number

and, 67-70, 68f, 69t
laboratory diagnosis, 254
national surveillance data, 126
prevalence measures, 254
Ross Macdonald model, 68f, 69-70
Ross model, 68-69, 68f
spleen surveys, 254
transmission reduction, chemotherapy for, 423

Malnutrition
elderly persons, 397
host defenses, 16

Managed care data, 131-32
Markov model, 78
Masking, 202, 336
Mast cells, gastrointestinal, 231
Maternal recall, diarrhea, 241-42

Mathematical models. See also Transmission models
dynamic, 417
HIV/AIDS, 417-23, 420t, 421f
public policy influences, 423
vaccinology, 418

Measles
communicable period, 23t
incubation period, 23t
surveillance, 349, 351-52, 356, 357, 358
transmission, 223
vaccine for

efficacy, 362, 363t
impact, 25t, 345t
program strategies, 346

Measurement instruments
quality assurance, 201-2
sexual behavior, 276-77

Measurement variation, diagnostic tests, 201
Mechanical transmission, vector-borne diseases, 259
Media considerations

disease surveillance, 151-52
outbreak investigations, 299

Medical research data, in disease surveillance, 152
Meningitis, bacterial

age differences, 13, 14f
diagnostic tests, 40t

Mental status changes, elderly persons, 398
Miasma theory, 44
Microbial molecular techniques. See Molecular

typing systems
Microbiology

causal ideas before, 44-45
development, 45-48

Microparasitic disease
basic reproductive number for, 63-64
cyclopropagative transmission, 260
propagative transmission, 259

Middle ear pressure, acute respiratory infection, 218
Mitogen assays, 33-34
Mixing

matrix, 83-84, 83f
nonrandom, 80-84, 81f-83f
random, 72, 72f

MLEE (multilocus enzyme electrophoresis), 166t,
168t, 170

Molecular epidemiology, at the University of Iowa
Hospitals and Clinics, 180-81

Molecular studies, child care-associated illness,
383-84

Molecular typing systems, 163-82
clinical use, 164
criteria, 164
discriminatory power, 164, 166t-167t
epidemiological use, 164
genotypic methods, 165, 166t-167t, 170-81, 181t,

186-89. See also Genotyping
hierarchical approach, 181-82, 191
ideal, 180
implementation, 180
for long-term surveillance, 171
for outbreak investigations, 170-71, 180, 189-91,

305-6
phenotypic methods, 165, 166t, 169-70. See also

Phenotyping
reproducibility, 164, 166t-167t
scenarios, 165-69
selection of method, 179-80
typeability, 164, 166t-167t
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uses, 164-65
utility, 168t

Montenegro test, 255
Moral theory of infection, 45
Morbidity and Mortality Weekly Report (MMWR),

122, 145, 156, 157f
Morbidity data

health care plans, 149
hospital records, 124-25
surveys, 125-26

Morbidity rate, definition, 451
Morbidity registration, 144
Morbidity reporting

active, 147-48
passive, 146-47

Mortality. See also Death
infectious diseases

historic decline, 48—49
role of medicine, 49

Mortality data, 126-30, 129f
Mortality rate, definition, 451
Mortality registration, 144-46, 146f
Mucous membranes, fecal-oral transmission and,

229, 229t
Multicausality, 50-54
Multilocus enzyme electrophoresis (MLEE), 166t,

168t, 170
Multiplicative (leaky) effect, 62
Mumps

diagnostic tests, 40t
surveillance, 356
vaccine impact, 25t, 345t

Mycobacterium avium, prophylaxis study, 325
Mycobacterium tuberculosis, cycle of infection, 7t

Nasal epithelium, biopsy, 219
Nasal mucus weight, 217
Nasal resistance, 216-17
Nasal rinse, 219
Nasal swab, 219
Natality data, 127f, 130
National Center for Health Statistics (NCHS)

history, 122
mortality data, 130

National Childhood Vaccine Injury Act, 150
National Disease and Therapeutic Index, 149
National Health and Nutrition Examination Survey,

125
National Health and Safety Performance Standards,

376, 388
National Health Interview Survey (NHIS), 354
National Health Survey, 125
National Immunization Survey, 354-55
National Poliomyelitis Surveillance Program, 143
National Survey of Family Growth, 125-26
Natural killer (NK) cells

characteristics, 30t
fecal-oral transmission and, 229t, 231

Needle exchange program, mathematical model,
423

Negative predictive value, 200
Neisseria gonorrhoeae. See also Gonorrhea

cycle of infection, 7t
diagnostic tests, 40t, 272t
gender differences, 14

NETSS, 152, 156

Network study
definition, 451
sexually transmitted diseases, 283-84

Neutropenia, impact, 12t
News media reporting, in disease surveillance,

151-52
NNDSS, 143, 147, 156
Nocturnal activity, 260
Noninterference of units assumption, causal risk

difference under, 92
Norwalk virus, fecal-oral transmission, 233t, 236t,

240
Nosocomial infection

definition, 451
elderly persons, 394-95, 395t
fecal-oral transmission, 239
outbreaks, 293
plasmid DNA analysis, 174

Nosohusial infection, 451
Notifiable diseases

accessing data, 123
child care-associated, 377-78
global requirements, 122
history, 122
HIV/AIDS requirements, 411-12
legal mandates, 123
MMWR reports, 156, 157f
national requirements, 120, 120t
national surveillance data sets, 126
sexually transmitted, 275, 280-81
vaccine preventable, 350

Nucleic acid probes, acute respiratory infection,
219

Nucleotide sequence detection, 197-98. See also
Genotyping

Nurseries, gastroenteritis in, 239
Nutrition

elderly persons, 16
host defenses, 16

Observable association (A), 92
Observational studies

bias, 93
developing countries, 433

Observer bias, diagnostic tests, 201, 202
Odds, 207
Odds ratio (OR)

case-control studies, 108
outbreak investigations, 305

Onchocerciasis, 249, 251t
Opportunistic feeder, 261
Ordinal data, control charts, 294, 295t
Outbreak(s). See also Epidemic

from biologic terrorism, 298
from chemical agents, 298
common source, 301, 301f, 302, 302f
definition, 294, 451
detection, 294-95, 296f
epidemic versus, 293
foodborne, 293, 298
from illegal activities, 298
investigation. See Outbreak investigations
nosocomial, 293
point source, 296
propagated (continuing), 301-2, 301f
pseudooutbreak versus, 298, 299
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Outbreak(s) (continued)
reporting, 148, 293-94, 294f
sources, 297-98
waterborne, 293, 298

Outbreak investigations, 291-306
bias, 303, 305
case-control studies, 295-96, 303
child care-associated illness, 378-79
cohort studies, 295, 303
components, 299-306, 300t

case ascertainment, 299-300
case definition, 299
confirmation of diagnosis, 299
control measures, 306
epidemic curve construction, 300-302, 301f
hypothesis formulation, 302
laboratory investigation, 305-6
reporting, 306
risk factor assessment, 302-3, 305

control charts, 293-94, 294f, 295t
culture methods, 305
examples, 304t
field, preparation for, 298-99
flowchart, 296f
genotyping, 170-71
goals, 297-98
legal considerations, 299
limitations, 292-93
media considerations, 299
methodologic issues, 295-97, 297t
molecular typing, 180, 189-91, 305-6
principles, 297
public health department, 293
public health recommendations based on, 292
source determination, 297-98
utility, 291-92

Outcome measures
antimicrobial drug clinical evaluation, 324
child care-associated illness, 387-89
community intervention studies, 337-38
elderly persons, 399-401
HIV/AIDS, 415-16
sexually transmitted diseases, 339t, 415-16

PAGE/Immunoblot (polyacrylamide gel
electrophoresis), 166t, 168t, 170

PAHO Weekly Epidemiological Report, 156
Pan American Health Organization (PAHO), 122
Pandemic, 451
Para-influenza

diagnostic tests, 40t
survival, 214

Paranasal sinus, aspiration, 219
Parasite burden

basic reproductive number and, 71
definition, 452

Parasitic infection
diagnostic tests, 40t
gastrointestinal, 241

Parents
as data source, 386
letters to, outbreak investigations, 379

Participatory action research (PAR), 330
Partner study

definition, 452
sexually transmitted diseases, 283-84

Pathogen, 452. See also Infectious agent
Pathogenicity, 17-18, 19, 452
PCR. See Polymerase chain reaction (PCR)
PCR-RFLP, 178
Pentamidine, HIV/AIDS epidemic identification and,

151
Peptides

MHC-bound, 29-30
pathogen-derived, 30-31
self protein-generated, 30

Per-protocol analysis, clinical trials, 315
Perform, T cell secretion of, 34
Periodic trends in disease surveillance, 154
Peristalsis, fecal-oral transmission and, 230
Persistence, 72, 74, 452
Person factors, disease surveillance, 154
Pertussis

case definition, 350
communicable period, 23t
cycle of infection, 7t
diagnostic tests, 40t
incubation period, 23t
surveillance, 349, 352
vaccine for

clinical trials, 346
efficacy, 361-62
impact, 25t, 345t

PFGE (pulsed-field gel electrophoresis), 167t, 168t,
176-77, 177f, 180, 181t, 188-89

Phage typing, 166t, 168t, 170, 452
Pharyngeal swab, 219
Phenotyping, 165, 166t, 169-70. See also

Genotyping; Molecular typing systems
antimicrobial susceptibility patterns, 166t, 168t,

169-70
biotyping, 166t, 168t, 169
MLEE (multilocus enzyme electrophoresis), 166t,

168t, 170
PAGE/Immunoblot (polyacrylamide gel

electrophoresis), 166t, 168t, 170
phage typing, 166t, 168t, 170
serotyping, 166t, 168t, 170

Picornavirus, in HIV-infected patients, 231-32
Place factors, disease surveillance, 154-55
Placebo use

community intervention studies, 336
developing countries, 442

Plasmid analysis, 166t, 168t, 172-74, 181t
definition, 452
restriction endonuclease analysis, 173, 180

Plasmodium falciparum. See also Malaria
cycle of infection, 7t

Plesimonas shigelloides, fecal-oral transmission, 237t
Pneumococcal bacteremia, elderly persons, 398
Pneumocystis carinii

diagnostic tests, 40t
pneumonia from, 325

Pneumonia
elderly persons, 395
Pneumocystis carinii, treatment study, 325
recurrent, as AIDS-defining condition, 413
surveillance, 145

Point prevalence, 200
Point source outbreaks, 296
Poisson regression, 111
Polio virus, cycle of infection, 7t
Poliomyelitis

case definition, 350
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eradication, 344
vaccine impact, 25t, 345t

Polyacrylamide gel electrophoresis
(PAGE/Immunoblot), 166t, 168t, 170

Polymerase chain reaction (PCR), 167t, 168t,
177-79, 180

applications, 197-98
arbitrarily primed, 178-79
conventional, 178
cost, 181t
definition, 452
repetitive chromosomal elements (rep-PCR), 179
repetitive space typing, 171, 186-87
reverse transcriptase, 197-98
and RFLP, 178
time required, 181t
vector-borne diseases, 255

Population
closed, transmission dynamics, 74-75, 74f
cohort studies within, 102-3
density, basic reproductive number and, 72
dynamics

community intervention studies, 335-36
infection, 71-72

host, transmission model, 73, 73f
open, transmission dynamics, 74f, 75-76
relative risk measures, 94, 99-101
subpopulations within, 83-84, 83f
transmission units within, 80-83, 81f-82f

Population-based interventions, 329
Population-based surveys

child care-associated illness, 380-81
developing countries, 433-34

Population-level interventions, 329
Portals of entry, 4, 6t
Portals of exit, 4, 6t
Positive predictive value

definition, 200
and prevalence, 200, 200f
surveillance system, 141

Postexposure prophylaxis
infectious diseases, 23-24, 291
in primary prevention, 23-24

Posttest odds, 207
Potential outcome paradigm, 91-94, 91t
Power protection, 134
Precipitin method, 261
Prediction rules, diagnostic tests, 207-8, 208f
Predictive value

diagnostic tests, 200, 200f
surveillance system, 141

Pretest odds, 207
Prevalence (P), 89

in dependent happening relation, 89
positive predictive value and, 200, 200f
sexually transmitted diseases, 280

Prevalence studies
child care-associated illness, 380-81
cross-sectional, 110

Primary (index) case, 103
Probes, genetic, 174, 197, 198, 219
Proctitis, in HIV-infected patients, 232
Professional development, international research

collaborations, 445
Proliferation assays, 33-34
Propagated outbreaks, 301-2, 301f
Propagative transmission, 259
Prophylaxis

definition, 452
postexposure

infectious diseases, 23-24, 291
in primary prevention, 23-24

Proportional hazard ratio, 97
Proportional hazards model, 111
Protein-calorie malnutrition, elderly persons, 397
Protozoal infection

fecal-oral transmission, 233t, 235, 238t
in HIV-infected patients, 232
infectious dose, 233t, 234
sexually transmissible, 267, 268t
vector-borne diseases, 250t

Pseudoinfection, 298, 299
Pseudooutbreak, 298, 299
Psittacosis, 292
Public health

basic reproductive number and, 64-66, 66f
child care-associated illness and, 375
informatics, 135

Public health departments, outbreak investigations
by, 293

Publications, disease surveillance, 126, 155-56
Pulsed-field gel electrophoresis (PFGE), 167t, 168t,

176-77, 177f, 180, 181t, 188-89

Quality assessment, data sources, 123-24
Quality control, diagnostic tests, 201-2
Quality management, disease surveillance and, 139,

293
Quarantine, definition, 452
Quarantine Act, 122, 143
Questionnaires

self-administered, sexual behavior, 276-77
validity, 202

Rabies virus, cycle of infection, 7t
Race, in surveillance data, 154
Rakai Project (Uganda), 436, 437
Random amplified polymorphic DNA (RAPD),

178-79
Random error, diagnostic tests, 202-3
Random mixing, 72, 72f
Randomization

antimicrobial drug clinical evaluation, 323
causal risk difference under, 92
clinical trial/experiment, 52, 53t
community intervention studies, 335

RAPD (random amplified polymorphic DNA),
178-79

REA (restriction endonuclease analysis of
chromosomal DNA), 167t, 168t, 174, 175f

REAP (restriction endonuclease analysis of plasmid
DNA), 173, 180

Recall
gastrointestinal infections, 241-42
sexual behavior, 277-78

Receiver operating characteristic (ROC) curve, urine
culture, 205-6, 206f

Reed-Frost analysis, cohort studies, 106
Reed-Frost chain binomial model of transmission

probability, 76-77, 77t, 78
Regression, logistic, 111-12, 208
Relative incidence proportion (RR), 95t, 97
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Relative risk measures, 94-101, 95t
conditional versus unconditional, 94, 97-99
population and community level, 94, 99-101

Rep-PCR (PCR of repetitive chromosomal elements),
179

Repetitive PCR space typing, 171, 186-87
Reproductive number

basic. See Basic reproductive number (R0)
effective (R), 64

Reservoirs
animal, 151
fecal-oral pathogens, 236t-238t, 239-40
infection, 3-4, 6t, 9, 452

Resistance, 452. See also Antimicrobial resistance;
Host defenses

Respiratory epithelium, biopsy, 219
Respiratory illness

child care centers, 385, 387-88
definition, 385

Respiratory infection
antivirals for, 224
case identification methods, 215-16, 217f
etiology, 223
experimental designs, 220-21
future research directions, 222-24
measurement of infection, 218-19
measurements of illness severity, 216-18
natural history, 223
natural infection studies, 221-22
populations studied, 214-15
specimen collection, 219-20
surveillance, 150, 221
transmission, 222, 223-24, 223t
vaccine for, 223-24
virucidal hand treatment for, 223
virus challenge models, 220-21

Respiratory syncytial virus
diagnostic tests, 40t
survival, 214
transmission, 223

Respiratory viruses, 213-14, 214t
challenge models, 220-21
identification, 218-19
infection. See Respiratory infection
specimen collection, 219-20
transmission, 213

interruption, 223-24
routes, 222, 223, 223t
studies, 222

Restriction endonuclease analysis
chromosomal DNA (REA), 167t, 168t, 174, 175f
plasmid DNA (REAP), 173, 180

Reverse transcriptase polymerase chain reaction (RT-
PCR), 197-98, 219

Reye syndrome, surveillance, 147
Rhinovirus

antivirals for, 224
challenge model, case identification method,

215-16, 217f
survival, 214
transmission, 223

RiboPrinter, 172, 174-75
Ribotyping, 167t, 168t, 174-75, 175f
Rickettsia, vector-borne diseases, 250t
Rickettsia rickettsii. See also Rocky Mountain

spotted fever
cycle of infection, 7t
diagnostic tests, 40t

Risk, entomological, 256-58, 257t, 450
Risk behaviors, measurement issues, 415
Risk factor epidemiology, study design under, 52-54,

53t
Risk factors

fecal-oral transmission, 242-43
gastrointestinal infections, 228
modeling, for transmission probability, 62-63
outbreak investigations, 302-3, 305

Risk measures, relative, 94—101, 95t
conditional versus unconditional, 94
population and community level, 94

Risk set sampling, case-control studies, 108
ROC curve, urine culture, 205-6, 206f
Rocky Mountain spotted fever

age differences, 13
communicable period, 23t
cycle of infection, 7t
diagnostic tests, 40t
elderly persons, 398
gender differences, 14
incubation period, 23t

Rotavirus
diagnostic tests, 40t
fecal-oral transmission, 233t, 234, 236t
gastroenteritis from, 239, 240

Rubella
communicable period, 23t
diagnostic tests, 40t
incubation period, 23t
surveillance, 148
transmission dynamics, 78
vaccine for

impact, 25t, 345t
pregnancy outcome and, 351
program strategies, 346-47

Rubeola, diagnostic tests, 40t

Salmonella
fecal-oral transmission, 233t, 237t
in HIV-infected patients, 232
infectious dose, 233-34, 233t
nosocomial gastroenteritis from, 239

Salmonella cubana, infectious dose, 234
Salmonella typhi

cycle of infection, 7t
infectious dose, 233

Sampling
acute respiratory infection studies, 221-22
case-control studies, 108
community intervention studies, 334-35
diagnostic test studies, 203
sexually transmitted disease studies, 279
vector population, 256-57

Sandfly, sampling methods, 256-57
Schistosoma spp., life cycle, 9-10
Schistosomiasis

basic reproductive number for, 71
characteristics, 251t
gender differences, 15

School-based surveillance, 350
School entry census, vaccinations, 353
Seasonal variation

disease surveillance, 154
fecal-oral transmission, 244-45

Secondary attack rate (SAR), 18, 22
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definition, 88, 452
estimation, cohort studies, 103-5
household, 88, 103-4, 361-62
transmission probability and, 87-88
transmission probability ratio and, 95-96, 95t

Secular trends
community intervention studies, 333
disease surveillance, 153-54

Selection bias, 93
Self-administered questionnaires, sexual behavior,

276-77
Sensitivity, 93

analytic (biologic), 199
diagnostic tests, 198-99, 199f
test, 203

Sentinel surveillance, 149-50
hepatitis, 350-51
HIV/AIDS, 412
vaccine preventable diseases, 350-51

Serologic testing
acute respiratory infection, 218-19
syphilis, 207
vector-borne diseases, 255

Seroprevalence, 89, 452
cross-sectional studies, 110
HIV, 412

Serotyping, 166t, 168t, 170, 452
Sexual behavior

environmental influences, 270
measurement, 275-78

instruments, 276-77
question wording, 277-78

psychology, 270
Sexually transmitted diseases, 267-84

characteristics, 269t
complexities in studying, 270-71
control, HIV/AIDS prevention and, 408
core group, 421, 422
diagnostic tests, 271-75, 272t-274t, 286
future research directions, 284
gender differences, 422
measurement of infection, 271-75, 272t-274t,

286
measurement of sexual behavior, 275-78
national surveillance data, 126
notifiable, 275, 280-81
outcome and process data, 339t, 415-16
pathogens, 267, 268t, 270
population-level factors, 284
qualitative assessment, 278-79
signs and symptoms, 267, 270
study design, 279-84

case-control, 282-83
cohort, 281-82
cross-sectional, 281
individual-level measures, 279-80
network, 283-84
partner, 283
population-level measures, 280-81
sampling and enrollment, 279

subepidemics, 284
transmission models, 420-21
vaccines for, 284

Shewhart Cycle for learning and improvement,
139

Shigella
fecal-oral transmission, 233t, 237t
portal of entry, 4

Shipping, developing countries research
collaborations, 440

Silent infection, 57, 193
Silicosis, surveillance, 150
Sin nombre virus, 291
Single-stranded conformational polymorphism

(SSCP), 179
Sinus CT scan, 218
SIR (susceptible, infectious, recovered/immune)

model, 73, 73f, 418, 420, 421f
SIRS model, 73
SIS model, 73
Skin test, 33-34, 195, 196-97

leishmanin, 255
tuberculin, elderly persons, 398

Skin wounds
elderly persons, 396
impact, 12t

Smallpox, vaccine impact, 25t, 344
Snow, J., 121
Social behavior, basic reproductive number and, 72
Social ecology of humans, 329
Social networks, 84
Social theory of infection, 45
Source of infection, 6t, 9, 452
Spatial mapping, 110
Specificity

diagnostic tests, 199-200, 199f, 203
exposure-disease association, 51

Specimens
collection

acute respiratory infections, 219-20
cough and sneeze, 220
developing countries, 438
stool, 379

shipping, 440
Splenectomy, impact, 12t
SSCP (single-stranded conformational

polymorphism), 179
St. Louis encephalitis (SLE) vectors, host preference

studies, 261
Staphylococcus aureus

erythromycin-resistant, molecular typing, 165-68
fecal-oral transmission, 237t
portal of entry, 4
toxic shock syndrome from, 291

Statistical analysis, 111-12
outbreak detection, 294-95

Statistical inference, 112
Statistical process control (SPC), 293
Statistics, development, 44—45
Stochastic model, 78
Stool

evaluation, 240-41
specimen collection, outbreak investigations, 379

Strength of association, 50-51
Streptococcus, Group A, diagnostic tests, 40t
Streptococcus bovis, elderly persons, 395
Strongyloides stercoralis, immunocompromised

population, 231
Study designs, 52-54, 53t, 101-11

antimicrobial drug evaluation, 321-24
case-control, 107-10. See also Case-control studies
child care-associated illness, 377-84
cohort, 101-7. See also Cohort studies
community intervention, 332-36. See also

Community intervention studies
community level, 110-11
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Study designs (continued)
comparison of assumptions and data structures,

107
cross-sectional, 52, 53t, 110
for dependent happenings, 100-101, l00f
elderly persons, 399-401, 400t
fecal-oral transmission, 242-45
GIS systems, 110
hierarchy, 53, 53t
measures of disease frequency, 87-90
measures of effect and association, 91-101
sexually transmitted diseases, 279-84
spatial mapping, 110
vaccine effectiveness, 360-63, 362f, 363t

Subepidemics, sexually transmitted diseases, 284
Superinfection, definition, 452
Surveillance, 138-57. See also Notifiable diseases;

specific disease
access to data, 155
active, 452
acute respiratory infections, 150, 221
antimicrobial resistance, 149, 152
applications, 152-55
child care-associated illness, 377-78
computer-based, 152
data analysis, 152-55
definition, 138-39, 452
dissemination, 155-56
elements, 144-52

animal-reservoir and vector-distribution studies,
151

biologies data, 151, 355
case definitions, 144
clinic-based systems, 148-49, 355
descriptive variables, 144
disease registries, 152
drug utilization data, 151
epidemic or outbreak reporting, 148, 293-94,

294f
hospital-based systems, 148-49, 350
laboratory-based systems, 148—49, 350
medical research data, 152
morbidity registration, 144
morbidity reporting

active, 147-48
passive, 146-47

mortality registration, 144-46, 146f
news media reports, 151-52
school-based, 350
sentinel systems, 149-50
vaccine-related injury, 150-51
vital records registration, 144—46, 146f

gastrointestinal infections, 242—43
historical background, 122, 142—44
HIV/AIDS, 405
immunization programs. See Immunization

programs, surveillance
long-term, library genotyping methods, 171
national data sets, 126
passive, 452
person factors, 154
place factors, 154-55
priorities, 139
quality management and, 139
reports/publications, 126, 155-56
sexually transmitted diseases, 126
system attributes, 139-42

acceptability, 140

cost, 141-42
economic benefits, 142
flexibility, 140
positive predictive value, 141
representativeness, 141
sensitivity, 140-41
simplicity of design, 139—40
timeliness, 140, 141f

technological improvements, 152, 348-349
time issues, 153-54
underreporting, 147, 155
uses and needs, 142
vaccine preventable diseases, 349-52, 356-58

Survival analysis, stratified, 111
Survival probability, 88-89
Susceptibility

antimicrobial. See Antimicrobial resistance
definition, 453
in dependent happening relation, 89-90

Symptomatic period, 57
Syphilis

cellular immune response, 35
characteristics, 269t
communicable period, 23t
cycle of infection, 7t
diagnostic tests, 40t, 273t
incubation period, 23t
reporting, 280
serologic testing, 207

T cell(s)
characteristics, 29-31, 30t
cytokine secretion by, 30-31, 34
cytotoxic, 30t, 31

fecal-oral transmission and, 231
functions, 31
response to viruses, 34

developmental selection processes, 30
helper, 30t, 31

fecal-oral transmission and, 231
functions, 31

peptide/MHC complex recognition by, 29-30
regulation, 31

T cell independent antigen, 36
T cell receptor (TCR), 29
Telephone interviews, sexual behavior, 276
Temporality of association, 51
Test sensitivity, 203
Tetanus, vaccine impact, 25t, 345t
Tetrahedron model of infectious diseases, 5f
Time trends in disease surveillance

annual (seasonal), 154
epidemic occurrence, 154
periodic, 154
secular, 153-54

Time-unmatched sampling, case-control studies, 108
Time-varying effects, models, 111
Toxic shock syndrome, 291

case definition, 195t
surveillance, 147

Toxin
agent-produced, 17
definition, 453

Transmission, 4—6, 9
airborne, 5-6, 8t
common vehicle, 8t
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concepts, 56-84
contact, 5, 6t, 8t
cyclodevelopmental, 259
cyclopropagative, 259, 260
direct, 5, 6t, 8t, 453
droplet, 5, 8t
dynamics, 73-75, 74f

for chickenpox, 78
closed population, 74-75, 74f
for gonorrhea, 79-80, 79f
open population, 74f, 75-76
for rubella, 78

elimination, basic reproductive number and,
65-66, 66f

endogenous flora, 4
exogenous flora, 4
fecal-oral, 228-45. See also Fecal-oral pathogens,

transmission
foodborne

fecal-oral, 234-35
outbreaks, 293, 298

horizontal, 257t, 259-60
indirect, 5, 8t, 453
mechanisms, 8t
models. See Transmission models
propagative, 259
respiratory, 213-24. See also Respiratory infection;

Respiratory viruses
routes, 5-6, 6t, 8t, 9

classification by, 124
multiple, 6
respiratory viruses, 222, 223, 223t

sexual, 267-84. See also Sexually transmitted
diseases

vector-borne, 6, 8t, 249-63. See also Vector-borne
transmission

vertical, 5, 6, 8t, 453
waterborne

fecal-oral, 235, 238
outbreaks, 293, 298

Transmission models, 58-63
binomial, 59-60, 60f
binomial approximation, 60-61
chain binomial, 76-78, 77t
child care-associated illness, 376-77
compartments, 73, 73f, 419-20, 420t, 421f
complex, 78-79
computer-simulated, 78-79
for HIV, 420-23
multiplicative, 60-61
questions motivating, 56
for sexually transmitted diseases, 420-21
SIR (susceptible, infectious, recovered/immune),

73, 73f, 418, 420, 421f
states of host population in, 73, 73f
stochastic, 78
XYZ notation, 73, 73f, 419

Transmission probability (p). See also Basic
reproductive number (R0)

binomial model, 60f
cohort studies, 103-4
continuous models, 61, 419
definition, 58, 58f, 87, 453
in dependent happening relation, 89
discrete models, 59-60, 60f, 418, 419
Greenwood model, 60, 76
models, 58-63
Reed-Frost chain binomial model, 76-77, 77t, 78

risk factor modeling for, 62-63
secondary attack rate and, 87-88
sexually transmitted diseases, 280
with unknown infection status, 61-62
virulence and, 70-71

Transmission probability ratio (TPR), 94-96, 95t
in binomial model, 96
case-control studies, 109
cohort studies, 103
definition, 453
versus unconditional parameters, 97-99

Transmission units
cohort studies, 103
within population, 80-83, 81f-82f

Transovarial transmission, 260
Transtadial transmission, 260
Travelers, outbreaks associated with, 298
Treponema pallidum. See also Syphilis

cycle of infection, 7t
diagnostic tests, 40t, 273t

Triad model of infectious disease, 4f, 10, l1t, 52
Trichomoniasis, female condom study, 414-15
Trypanosomiasis, immune response, 37
Tuberculin skin test, elderly persons, 398
Tuberculosis

age differences, 13, 14f
as AIDS-defining condition, 413
cellular immune response, 35
elderly persons, 395, 398
gender differences, 14f, 15

Tularemia, routes of transmission, 6
Typhoid fever

communicable period, 23t
incubation period, 23t

Typhus, characteristics, 251t

Uganda
HIV-related research, 441
Rakai Project, 436, 437

Underreporting, disease surveillance, 147, 155
United States Immunization Survey (USIS), 354
University of Iowa Hospitals and Clinics, molecular

epidemiology at, 180-81
University of Virginia method, respiratory infection

identification, 216
Upper respiratory tract infection, child care centers,

388
Urinary tract

defenses, elderly persons, 396
infection

elderly persons, 395
epidemiology, 24-25

Urine testing, developing countries, 438-39

Vaccination coverage, 352-56
direct measurement, 353
indirect measurement, 353-56

Vaccination registry, 353
Vaccine(s). See also Immunization programs; Vaccine

preventable diseases
for acute respiratory infections, 223-24
adverse events, 150-51, 345t, 352, 364-65
age-specific incidence of disease and, 13-14
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Vaccine(s) (continued)
clinical evaluation, 315-19, 345-46

phase I, 313, 345
phase II, 345
phase III, 345-46, 347
phase IIIb, 347

combination, 315-16, 347
cost effectiveness, 347
disease surveillance, 349-52, 356-58. See also

Vaccine preventable diseases, surveillance
effectiveness, 318-19, 347, 358-60, 359t

calculation, 359-60
epidemiologic screening, 360-63, 362f, 363t
rapid screening, 360, 361f

efficacy, 318, 358-61, 359t
failure rates, 358, 359t
future issues, 365
immunogenicity studies, 316-18, 352
licensing approval, 318
postlicensure studies, 347-49, 348f
prelicensure studies, 345-47
purchasing databases, 355-56
release test, 315
safety

initial, 316
surveillance, 150-51, 352, 364-65

for sexually transmitted diseases, 284
transmission elimination with, basic reproductive

number and, 65-66, 66f
Vaccine Adverse Event Reporting System (VAERS),

150-51, 363-65
Vaccine preventable diseases

morbidity, 25t, 345t
reportable, 350

case definitions, 350
serological surveillance, 352
surveillance, 349-52, 356-58

case definitions, 350
case investigations, 356-57
data sources, 349-50
disease registries, 351
evaluation, 351-52
general issues, 349
outbreak investigations, 357-58
sentinel and universal, 350-51

underreporting, 351
Vaccinology, mathematical models, 418
Vaginal swab testing, developing countries, 439
Validity

construct, 202
content, 202
criterion, 202
diagnostic tests, 201-3
external, 315
internal, 314-15

Variables
community intervention studies, 337
continuous, diagnostic tests with, 204-7
descriptive, disease surveillance, 144

Varicella
communicable period, 23t
incubation period, 23t
vaccine, pregnancy outcome and, 351

Varicella zoster virus, diagnostic tests, 40t
Vector

definition, 453
feeding behavior, 257t, 260-62

genetically modified, 262-63
measuring presence of, 256-58, 257t
population biology, 257t, 258
population sampling, 256-57
size, 256
species identification, 257-58
survival, 258

Vector-borne diseases, 6, 8t, 251t
biologic characteristics, 256-62, 257t
cost, 249
entomologic risk, 256-58, 257t
future research directions, 262-63
genetic modifications for, 262-63
geographic information systems for, 262-63
infectious agent

classification by, 250t
demonstration of, 254-55
extrinsic incubation period, 259
multiplication within vector, 259

measurement of infection in humans, 253-56
clinical, 253-54
immunologic tests, 255-56
laboratory, 254-56

research priorities, 249, 252
transmission. See Vector-borne transmission
xenodiagnosis, 254

Vector-borne transmission, 6, 8t, 249-63
of agent between vectors (vertical), 257t, 260
from agent to host (horizontal), 257t, 259-60
biologic, 259
complexity, 250-51
criteria for implicating, 252-53
mechanical, 259
transovarial, 260
transtadial, 260

Vector-distribution studies, 151
Vehicle, definition, 453
Vertical transmission

definition, 453
vector-borne diseases, 257t, 260

Veterinary epidemiology, 292
Vibrio cholerae, fecal-oral transmission, 237t
Vibrio parahaemolyticus, fecal-oral transmission,

233t, 238t
Vibrio vulnificus, immunocompromised population,

231
Viral encephalitis, West Nile-like, 291-92
Viral hemorrhagic fever, 291
Viral infection

cellular immune response, 34
diagnosis, 40t, 195
fecal-oral transmission, 233t, 234, 236t, 240
sexually transmissible, 267, 268t
vector-borne diseases, 250t

Virucidal hand treatment, for acute respiratory
infection, 223

Virulence, 19, 22, 453
basic reproductive number and, 70-71
case fatality rate and, 71

Virulence factors, 453
Virus

computer, protection, 133
infection. See Viral infection
respiratory. See Respiratory viruses

Vital events, 126-30, 127f-129f
Vital records registration, 144—46, 146f
Vitamin A deficiency, host defenses, 16
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Walter Reed HIV/AIDS classification system, 411 HIV/AIDS classification system, 411
Warehousing, data, 135-36 reportable diseases, 122
Waterborne transmission

fecal-oral, 235, 238
outbreaks, 293, 298 Xenodiagnosis, vector-borne diseases, 254

Web of causation, 51-52 XYZ transmission model, 73, 73f, 419
West Nile-like viral encephalitis, 291-92
Wheel model of infectious diseases, 4f
White blood cell count, elderly persons, 398
WHO. See World Health Organization (WHO)   
WHO Epidemiological Record, 156 Yersinia enterocolitica, fecal-oral transmission, 238t
WHONET, 152
Women

condom use, trichomoniasis study, 414-15 Zinc deficiency, host defenses, 16
HIV testing, 412 Zoonosis, definition, 453

World Health Organization (WHO) Zoophilic feeder, 261

Yellow fever, characteristics, 251t
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