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Preface

The AI, Simulation and Planning in High Autonomy Systems (AIS) 2004 Con-
ference was held on Jeju Island, Korea, October 4–6, 2004. AIS 2004 was the
thirteenth in the series of biennial conferences on AI and simulation. The confer-
ence provided the major forum for researchers, scientists and engineers to present
the state-of-the-art research results in the theory and applications of AI, simu-
lation and their fusion. We were pleased that the conference attracted a large
number of high-quality research papers that were of benefit to the communities
of interest.

This volume is the proceedings of AIS 2004. For the conference full-length
versions of all submitted papers were refereed by the respective international pro-
gram committee, each paper receiving at least two independent reviews. Careful
reviews from the committee selected 77 papers out of 170 submissions for oral
presentation. This volume includes the invited speakers’ papers, along with the
papers presented in the conference.

In addition to the scientific tracks presented, the conference featured keynote
talks by two invited speakers: Bernard Zeigler (University of Arizona, USA)
and Norman Foo (University of New South Wales, Australia). We were grateful
to them for accepting our invitation and for their talks. We also would like
to express our gratitude to all contributors, reviewers, program committee and
organizing committee members who made the conference very successful. Special
thanks are due to Tae-Ho Cho, the Program Committee Chair of AIS 2004 for
his hard work in the various aspects of conference organization.

Finally, we would like to acknowledge partial financial support by KAIST for
the conference. We also would like to acknowledge the publication support from
Springer.

November 2004 Tag Gon Kim
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Continuity and Change (Activity) Are Fundamentally
Related in DEVS Simulation of Continuous Systems

Bernard P. Zeigler, Rajanikanth Jammalamadaka, and Salil R. Akerkar

Arizona Center for Integrative Modeling and Simulation
Department of Electrical and Computer Engineering
University of Arizona, Tucson, Arizona 85721, USA

zeigler@ece.arizona.edu
www.acims.arizona.edu

Introduction1

Abstract. The success of DEVS methods for simulating large continuous mod-
els calls for more in-depth examination of the applicability of discrete events in
modeling continuous phenomena. We present a concept of event set and an as-
sociated measure of activity that fundamentally characterize discrete represen-
tation of continuous behavior. This metric captures the underlying intuition of
continuity as well as providing a direct measure of the computational work
needed to represent continuity on a digital computer. We discuss several appli-
cation possibilities beyond high performance simulation such as data compres-
sion, digital filtering, and soft computation. Perhaps most fundamentally we
suggest the possibility of dispensing with the mysteries of traditional calculus
to revolutionize the prevailing educational paradigm.

Significant success has been achieved with discrete event approaches to continuous
system modeling and simulation[1,2,3]. Based on quantization of the state variables,
such approaches treat threshold crossings as events and advance time on the basis of
predicted crossings rather than at fixed time steps [4,5,6]. The success of these meth-
ods calls for more in-depth examination of the applicability of discrete events in
modeling continuous phenomena. I have previously proposed that discrete events
provide the right abstraction for modeling both physical and decision-making aspects
of real-world systems. Recent research has defined the concept of activity which
relates to the characterization and heterogeneous distribution of events in space and
time. Activity is a measure of change in system behavior – when it is divided by a
quantum gives the least number of events required to simulate the behavior with that
quantum size. The number of DEVS model transitions, and hence the simulation
execution time, are directly related to the threshold crossings. Hence activity is char-
acteristic of continuous behaviors that lower bounds work needed to simulate it on a
digital computer. The activity measure was originally formulated in the context of
ordinary and partial differential equations as the integral of the magnitudes of the
state space derivatives. This paper goes deeper into the activity measure to relate it to
the information content of a system behavior and to the very concept of continuity
itself.

The activity, re-examined, turns out to be a measure of variation defined on finite
sets of events. The value of this measure will tend to increase as we add events. But

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 1–13, 2005.
© Springer-Verlag Berlin Heidelberg 2005



Bernard P. Zeigler, Rajanikanth Jammalamadaka, and Salil R. Akerkar2

what is critical is that, once we have enough events to get the qualitative characteris-
tics of the curve, the measure slows down markedly or stops growing at all. Indeed, if
we are lucky enough to start with the right set of events then the measure should stay
constant from the very start of the refinement process. By qualitative characteristics
of the curve we mean the placement of its minima and maxima and we restrict the
curves of interest to those for which there are only a finite number of such extreme
points in the finite interval of interest. We will show that for a continuous curve, for
any initial sample set containing these points, the variation measure must remain
constant as we continue to inject new samples. If the sample set does not include
these extreme points, then the measure will grow rapidly until points are included that
are close enough to these extrema. Since performing simulations with successively
smaller quantum sizes generates successive refinements of this kind, we can employ
this concept to judge when a quantum size is just small enough to give a true qualita-
tive picture of the underlying continuous behavior. For spatially extended models,
employing the measure for successively smaller cell sizes, gives the same characteri-
zation for resolution required for continuity in space.

Review of Activity Results2

Models with large numbers of diverse components are likely to display significant
heterogeneity in their components’ rates of change. The activity concept that we de-
veloped is intended to exploit this heterogeneity by concentrating computing attention
on regions of high rates of change – high activity – in contrast to uniformly attending
to all component changes with indifference to their activity levels. The concept of
activity, informally stated in this manner, applies to all heterogeneous milti-
component models, whether expressed in continuous or discrete formalisms. Our
focus here however, is on elucidating the activity concept within the context of con-
tinuous systems described by differential equations with the goal of intimately linking
the concept to discrete event simulation of such models. We have shown in recent
work that activity can be given a very intuitive and straightforward definition in this
context, that useful theoretical and practical implications can be derived, and that
such implications can be verified with empirical computational results. Indeed, sev-
eral studies have confirmed that using the quantization method of differential equa-
tion solution, DEVS simulation naturally, and automatically, performs the requisite
allocation of attention in proportion to activity levels. It does so by assigning time
advances inversely to rates of change, so that high rates of change get small time
advances, while low rates of change get large time advances. Hence component
events are scheduled for execution inversely to their activity levels. Furthermore, this
occurs in a dynamic manner, tracking changes in rates in a natural way, “at no extra
charge.”

Mapping ODEs to Quantized DEVS Networks2.1

A mapping of ordinary differential equations (ODE) into DEVS integration networks
using quantization is detailed in [5], where supporting properties such as complete-
ness and error dependence on quantum size are established. Essentially, an ODE is
viewed as a network of instantaneous functions and integrators that are mapped in a
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one-one manner into an equivalent coupled network of DEVS equivalents. Each inte-
grator operates independently and asynchronously in that its time advance is com-
puted as the quantum divided by the just-received input derivative. Such inputs are
computed by instantaneous functions from outputs of integrators that they receive via
coupling. Were such inputs to be the same for all integrators and to remain constant
over time, then all integrators would be undergoing equal time advances, identical to
the time steps of conventional numerical schemes as characterized by the Discrete
Time System Specification (DTSS) formalism. However, such equality and constancy
is not the norm. Indeed, as just mentioned above, we expect the DEVS simulation to
exploit situations where there is considerable heterogeneity.

Activity Definition2.2

We proceed to review the concept of activity as defined in [3], which should be con-
sulted for more detailed discussion of the material in the next sub-sections. Fig 1
illustrates the concept of activity as a measure of the amount of computational work
involved in quantized ODE simulations. Given equally spaced thresholds separated
from each other by a quantum, the number of crossings that a continuous non-
decreasing curve makes is given by the length of the range interval it has traveled
divided by the size of the quantum. This number of threshold crossing is also the
number of DEVS internal transitions that an integrator must compute. While the
quantum size is an arbitrary choice of the simulationist, the range interval length is a
property of the model, thus justifying the designation of this length to underlie our
activity measure .Generalizing to a curve that has a finite number of alternating
maximum and minima, we have the definition of activity in an interval

where the finite sequence of extrema of the curve in that interval. The
number of threshold crossings, and hence the number of transitions of the quantized
integrator, is then given by the activity divided by the selected quantum size

Fig. 1. Activity as a characteristic of continuous functions
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Computing the Activity2.3

The activity measure in Eqn. 1 relates back to quantized integration of an ordinary
differential equation. The total number of DEVS transitions is the sum of those of the
individual integrators. This number is predicted by the total activity divided by the
quantum size, where total activity is the sum of individual activities of the integrators.

We can derive the rates of activity accumulation from the underlying ODE by not-
ing that:

i.e., the instantaneous rate of activity accumulation at an integrator is the absolute
value of its derivative input. When integrated over an interval, this instantaneous
differential equation turns out to yield the accumulated activity expressed in (1).

The total activity of all integrators can be expressed as

We employ (2) to derive activity values where analytically possible in the next sec-
tion.

Activity in Partial Differential Equation Models2.4

The activity formula derived so far applies to ordinary differential equations. We
extended it to partial differential equations (PDE) by discretizing space into a finite
number of cells and approximating the PDE as an ODE whose dimension equals the
number of cells. The activity formula (2) is than applied to this family of ODEs with
parameter N, the number of cells. For a one-dimensional diffusion example, when the
number of cells increases to infinity, the solution converges to that of the PDE and we
found the activity likewise converges. Table 1 displays activity formulas for different
initial states (diffusant distributions), where each formula gives the accumulated ac-
tivity over all cells until equilibrium is reached. In each case, the average activity
(total divided by number of cells) approaches a constant whose value depends on the
initial state.

Ratio of DTSS to DEVS Transitions2.5

Fig. 2 illustrates how we compare the number of transitions required by a DTSS to
that required by a quantized DEVS to solve the same PDE with the same accuracy.
We derive the ratio:
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Fig. 2. Illustrating how to compare the number of DTTS transitions with those of DEVS for
solutions with the same accuracy

Table 2 shows the result of plugging in the activity calculations in Table 1 into the
ratio formula for the initial states discussed earlier. We see that for the rectangular
and triangular initial states, the ratio grows with the number of cells; while for the
Gaussian pulse, the ratio grows with the length of the space in which the pulse is
contained. The increasing advantage for increasing cell numbers was confirmed in
work by Alexandre Muzy [7] who compared the execution times of the quantized
DEVS with those of standard implicit and explicit methods for the same fire-spread
model as shown in Fig 3.
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We see that the growth of the quantized DEVS execution time with cell numbers is
linear while that of the traditional methods is quadratic. Indeed, the fire-spread model
employed in Muzy’s results is characterized by a sharp derivative at ignition while
otherwise obeying a diffusion law. This suggests that the predictions of the quadratic
advantage for the quantized DEVS approach to the rectangular pulse in Table 2 ap-
ply.

Fig. 3. Comparison of traditional DTSS methods with DEVS quantized integration (taken from
[7] with permission)

This concludes our brief review of activity theory. For more details the reader is
referred to the references at the end of the paper.

Basic Concepts of Event Sets3

We now re-examine the activity concept from a more general point of view. We start
with a discrete set theoretic formalism that has direct digital computer implementa-
tion. We introduce the concept of event set and event set refinement as an implement-
able approach to continuity. An event set is a finite ordered set of such event pairs,
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where the pairs are ordered in increasing order of the left hand elements of the pairs.
Further the event set is a functional relation in that no two event pars have the same
left hand value. In other words, we don’t allow multiple events to be recorded at the
same time or in the same place in the same event set – although we can use more than
one event set to capture such simultaneous or co-located events. The following are
needed

The asymmetry between domain and range, succinctly encapsulated in the mathe-
matical definition of function, will turn out to be an essential fact that we will later
exploit to reduce simulation work. We are interested in the intervals that contain the
respective domain and range points. Thus we define: and

Measures of Variation3.1

We will work with pairs of successive values On this basis,

we define a measure of variation that will turn out to be the critical measure in meas-
uring change and continuity. The measure is defined as the sum of the absolute values
of successive pairs in the event set:

A second measure is defined as the maximum of the absolute values of successive
pairs in the event set:

The sum of variations turns out to be activity measure as previously defined in the
context of differential equation simulation [3]. The max measure allows us to charac-
terize the uncertainty in a data stream and the smallest quantum that can be used in
quantization of it.

Extrema – Form Factor of an Event Set3.2

The form factor of an event set consists of the values and locations of its extrema.
This information is represented in an event set as follows:

where represents a maximum or minimum at location with value

A subsequence is monotonically increasing if

The sequence is non-decreasing if

A similar definition holds for the terms monotonically decreasing and non-
increasing. An algorithm to obtain the form factor proceeds from the following:
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Theorem 1. Let E be an event set. Then its minima and maxima alternate, one fol-
lowing the other. The subsequences between successive extrema are either non-
increasing or non-decreasing, according to whether they start with a minimum or a
maximum.

Corollary 1. An event set can be decomposed into a “disjoint” union of monosets.
We use the quotation marks “disjoint” to indicate disjointness except for overlapping
end points.

Proposition 1. The sum of variations in a monoset E can be expressed as:

Theorem 2. For an event set E with the sum of varia-

tions,

In other words, Sum(E) is the sum of its monoset sums of variation.

3.3 Refinement

Refinement is a process by which we add new data to an existing event set without
modifying its existing event pairs. The result of refinement is a new event set that is
said to refine the original one. We define the relation E refines iff

i.e., the set of event pairs in E includes the set of events in

Proposition 2. E refines

Proof. Since E refines there is a pair, squeezed between some

pair i.e., .Then

3.4 Within-the-Box Refinement

We now identify precisely the type of refinement that does not increase the sum of
variations. A refinement is within-the-box if the added pair satisfies the con-
straints: and Then we have:

E refines wtb if E refines and all refinement pairs are within-the-box.

Within-the-box refinement has a special property – it preserves the sum and tends to
decrease the maximum variation. As we shall see, this simple rule characterizes re-
finement of continuous functions once their form factors have been identified.

Proposition 3. Assume that E refines Then if, and

only if, E refines wtb

Also E refines wtb but the converse is not true.
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Theorem 3. The monoset decomposition of an event set is not altered by within-the-
box refinement. Consequently, an event set’s form factor is invariant with respect to
within-the-box refinement.

Proof: A within-the-box single refinement falls into some monoset domain interval.
It is easy to see that the within-the-box refinement does not change the non-increasing
(or non-decreasing) nature of the monoset sequence. In particular, it does change the
values and locations of the extrema.

4 Domain and Range-Based Event Sets

An event set is domain-based if there is a fixed step such that

for i = 1...n –1 We write  to denote a domain-based event set with

equally spaced domain points separated by step
An event set is range-based if there is a fixed quantum q

such that for i =1...n – 1. We write to denote a range-based

event set with equally spaced range values, separated by a quantum q .

For a range-based event set the measures of variation are simply expressed as

and For a domain-based event set we

have

We can map between the two forms of representation. If we are interested in what
happens in a behavior at specific times than the domain-based representation is more
appropriate. However, usually we are interested more in recording only times of sig-
nificant changes and inferring that nothing of interest occurs between such events. In
this case, the range-based representation is appropriate and has significant economy
of representation. We next see the application of this principal to continuous function
representation.

5 Event Set Representation of Continuous Functions

Let be a continuous function defined everywhere on the closed inter-

val with a finite number of alternating minima and maxima separated by non-
increasing, and non-decreasing segments. Surprisingly, perhaps, it can be shown that
differentiable continuous functions, except for those with damped infinite oscilla-
tions, are of this form. Let extrema(f) denote the extrema of f.

Definition. E(f) is an event set that is a sample of f if
We say E(f) samples f. In addition, if we say E(f) repre-

sents f.
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The smallest event set able to represent f is Almost

by definition, if any E(f) represents f then it refines

If refines E(f) and samples f we say that is a continuation
of E(f) . The relation “is a continuation of is transitive with minimal ele-

ment ,i.e., every event set that represents f is a continuation

of

Our fundamental connection to within-the-box refinement is given in:

Theorem 4. Let E(f) represent f .Then

1.

2.

3.
4.

Every extremum of f is an extremum in E(f), and conversely.

Every continuation of E(f) is a within-the-box refinement.
For every continuation of E(f), we have:

a.
b.

5.1 Uncertainty Metric

We introduce a metric to facilitate a comparison of the number of samples required to
attain a given accuracy of representation. Since samples are assumed to be noise-free,
the remaining imprecision is in the uncertainty that a finite set of samples implies
about the rest of the points in the function. For a given domain point, we take its un-
certainty as the size of the interval in which its mapped value is known to lie.

Definition. The box in E(f) containing is spanned by the domain sub-

interval containing t and the associated range sub-interval Define

uncertainty where is vertical side of the box in

E(f) containing (v, t). Now

Proposition 4.
1.
2.
3.

uncertainty(E(f)) = Max(E(f)) ·
For a range-based continuation with quantum q , uncertainty(E(f)) = q
If f is differentiable, then for a domain-based continuation with small enough
step we have

where MaxDer(f) is the magnitude of the largest derivative of f.
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Proof. Assertions 1 and 2 follow easily from the definitions. For Assertion 3, we note
that for successive values, with small enough domain step we

have where is the derivative we have assumed to

exist. The rest follows easily.

Theorem 5. The sizes of domain-based and range-based continuation representations
of a differentiable function f having the same uncertainty are related as follows:

We see that the number of points required for a range-based representation is propor-
tional to its sum of variations. This is the general statement of the result proved in
previous work for the activity in differential equation systems.

5.2 The Range-Based Representation Can Be Arbitrarily More Efficient
Than Its Domain-Based Equivalent

Theorem 6. There are smooth continuous functions whose parameters can be set so
that any range-based representation uses an arbitrarily smaller number of samples
than its domain-based equivalent (by equivalent, we mean that they achieve the same
uncertainty.)

In Table 1 we compare sizes for representations having the same uncertainty. Ex-
cept for the sine wave, there are parameters in each of the classes of functions that
can be set to achieve any reduction ratio for range-based versus domain-based repre-
sentation. In the case of simulation, this implies that the number of computations is
much smaller hence the execution goes much faster for the same uncertainty or preci-
sion. Indeed, we can extend the event set concept to multiple dimensions with the
appropriate definitions, and obtain:

Theorem 7. The sizes of domain-based and range-based continuation representations
of a differentiable n-dimensional function having the same uncer-

tainty are related as follows:

Calculations similar to those in Table 1 show that a performance gain that is pro-
portional to the number of dimensions is possible when there is a marked in- homo-
geneity of the activity distributions among the components.

For example, for a signal the ratio varies

as For an n-th degree polynomial we have So that poten-

tial gains of the order of are possible.
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6 Event Set Differential Equations

Although space precludes the development here, the integral and derivative opera-
tions can be defined on event sets that parallel those in the traditional calculus. As-
suming this development, we can formulate the event set analog to traditional differ-
ential equations as follows:

Let be required to be an indefinite sequence of within-the-

box refinements that satisfies the equation: for all i = 1,2,... where

D (E) is the derivative of E and

with

A solution to this equation is

where and I(G) is the integral of g(v) = l/f(v) , i.e.,

We note that the solution is a range-based event-set that

can be generated by DEVS quantized simulation. It parallels the solution to

written as It turns out that the range-based event set

concept is essential to writing explicit solutions that parallel the analytic solutions of
classical calculus. Recall that without going to the state description we can

only state the recursive solution Likewise, we can’t write an

explicit solution for the event set differential equation without going to the range-
based, i.e., quantized formulation.
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7 Discussion and Applications

Originally developed for application to simulation of ordinary, and later, partial dif-
ferential equations, the activity concept has herein been given a more general and
fundamental formulation. Motivated by a desire to reconcile everyday discrete digital
computation with the higher order continuum of traditional calculus, it succeeds in
reducing the basics of the latter to computer science without need of analytical
mathematics. A major application therefore is to the revamping education in the cal-
culus to dispense with its mysterious tenets that are too difficult to convey to learners.
An object-oriented implementation is available for beginning such a journey.

Other applications and directions are:

Sensing– most sensors are currently driven at high sampling rates to obviate miss-
ing critical events. Quantization-based approaches require less energy and pro-
duce less irrelevant data.
Data compression – even though data might be produced by fixed interval sam-
pling, it can be quantized and communicated with less bandwidth by employing
domain-based to range-based mapping.
Reduced communication in multi-stage computations, e.g., in digital filters and
fuzzy logic is possible using quantized inter-stage coupling.
Spatial continuity–quantization of state variables saves computation and our the-
ory provides a test for the smallest quantum size needed in the time domain; a
similar approach can be taken in space to determine the smallest cell size needed,
namely, when further resolution does not materially affect the observed spatial
form factor.
Coherence detection in organizations – formations of large numbers of entities
such as robotic collectives, ants, etc. can be judged for coherence and mainte-
nance of coherence over time using this paper’s variation measures.

References

1.

2.

3.

4.

5.

6.

7.

S. R. Akerkar, Analysis and Visualization of Time-varying data using the concept of ‘Activ-
ity Modeling’, M.S. Thesis,, Electrical and Computer Engineering Dept., University of Ari-
zona,2004
J. Nutaro, Parallel Discrete Event Simulation with Application to Continuous Systems, Ph.
D. Dissertation Fall 2003, Electrical and Computer Engineering Dept, Univerisity of Ari-
zona
R. Jammalamadaka,, Act,ivity Characterization of Spatial Models: Application to the Dis-
crete Event Solution of Partial Differential Equations, M.S. Thesis: Fall 2003, Electrical and
Computer Engineering Dept., University of Arizona
Ernesto Kofman, Discrete Event Based Simulation and Control of Hybrid Systems, Ph.D.
Dissertation: Faculty of Exact Sciences, National University of Rosario, Argentina
Theory of Modeling and Simulation, 2nd Edition, Academic Press By Bernard P. Zeigler ,
Herbert Praehofer, Tag Gon Kim,
J. Nutaro, B. P.Zeigler, R. Jammalamadaka, S.Akerkar,,Discrete Event Solution of Gas
Dynamics within the DEVS Frame work: Exploiting Spatiotemporal Heterogeneity, ICCS,
Melbaourne Australia, July 2003
A. Muzy, Doctoral Dissertation, (personal communication)



Systems Theory:
Melding the AI and Simulation Perspectives

Norman Foo1 and Pavlos Peppas2

1 National ICT Australia, and The School of Computer Science and Engineering,
University of New South Wales, Sydney NSW 2052, Australia

norman@cse.unsw.edu.au
2 Dept of Business Administration, University of Patras, Patras, 26 500, Greece

ppeppas@otenet.gr

Abstract. The discipline of modelling and simulation (MaS) preceded artificial
intelligence (AI) chronologically. Moreover, the workers in one area are typically
unfamiliar with, and sometimes unsympathetic to, those in the other. One rea-
son for this is that in MaS the formal tools tend to center around analysis and
probability theory with statistics, while in AI there is extensive use of discrete
mathematics of one form or another, particularly logic. Over the years however,
MaS and AI developed many frameworks and perspectives that are more similar
than their respective practitioners may care to admit. We will argue in this paper
that these parallel developments have led to some myopia that should be over-
come because techniques and insights borrowed from the other discipline can be
very beneficial.

1 Introduction

The mathematical modelling of dynamic systems began with classical mechanics us-
ing differential equations, and analog computers were heavily used to compute so-
lutions to these equations. Serious work on the modelling of systems that were not
primarily governed or describable by differential equations did not take off until the
advent of digital computers. Since then many frameworks have been proposed and im-
plemented. Foremost among the the ones that are based on discrete events is DEVS
[Zeigler, et.al. 2000]. The theory underpinning uses classical notions from automata
theory, but overlays it with ideas from simulation processes and object orientation. Its
meta-theory has debts to the philosophy of science, but strikes out in new directions.
Parallel to this work was that of artificial intelligence logics [Reiter 01]. These logics
were designed with the goal of imbuing robots with reasoning facilities about the real
world. It should not suprise anyone that the two disciplines often invented the same
ideas separately, but regretfully they seldom communicated. Because of this insularity
the good ideas from one were not transmitted to the other.

This paper is an attempt to begin the bridging of this intellectual gap.

2 Philosophy of Systems

Zeigler’s pioneering work on a philosophy of systems, simulation and fundamental is-
sues about correctness and adequacy of models in the early 70s that eventually led to a

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 14–23, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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formal framework called DEVS. This has been very influential in the modelling and sim-
ulation community and beyond, and a contemporary summary of DEVS and its back-
ground is [Zeigler, et.al. 2000]. We use the word philosophy without apology. Math-
ematical systems theory had, until Zeigler’s intervention, been an erudite yet arcane
field populated by people of subtle formal sophistication. However, meta-modelling
questions like when is a particular kind of model suitable, and what is meant by the
correctness of a model, were not usually asked. After Zeigler’s work, such questions
became meaningful and routine. It is only recently that a parallel development arose in
AI, in the work of Sandewall [Sandewall 95].

At this point we hope the reader will forgive a bit of digression into personal history.
Zeigler imparted his philosophy about modelling to the first author, NF, who completed
a doctoral dissertation [Foo 74] in this area under his supervision. In turn NF imparted
the central themes of this philosophy to the second author, PP, while he was completing
his doctoral dissertation [Peppas 93] in the AI logic of actions with NF as co-supervisor.
It is this pedigree, together with the intervening years in which we (NF and PP) were
active in the AI community but without forgetting our roots in systems philosophy of
the Zeigler variety, that we believe qualifies us to draw attention to the parallels between
MaS and AI.

3 Real Systems, Base Systems, etc.

In this section we explicate the terms that are used in the rest of the paper. Some which
will be familiar to the DEVS community were introduced by Zeigler in his philosophy
of systems - Base System, Lumped System, Experimental Frame – and we essentially
retain his meanings for them1. The other terms are part of our attempt to re-work and
refine the original Zeigler concepts to accommodate AI perspectives to meld similar
notions in MaS and AI.

It is critical at the outset to clarify the terms model and theory. According to tra-
ditional scientific usage, a model is some formal “mirror” of a portion of the external
world, and often comes with some inferential machinery. Unfortunately, this is also ex-
actly what is called a theory in AI, a convention2 adopted from mathematical logic.
In this convention a model is a set-theoretic structure that satisfies the formulas of the
theory.

In figure 1 the “real world” is represented as RS. Out of this amorphous entity
(whatever it is!) we select a portion of interest to us. Then we conceive of a set of input-
output experiments of interest on that portion; this can be viewed abstractly as a relation
between input and output trajectories over time (or if time is irrelevant just a relation
between input and output). As experiments delineate what one can observe or measure,
this restriction on what experiments one is prepared to perform is aptly called the Ex-
perimental Frame by the MaS community, and the conceptualized set of input-output
trajectories is just as aptly called the Base System. The Base System is represented as
BS in the figure, and it determines the observational language that describe the obser-
vations or measurements associated with the inputs and outputs of the experiments. T

1

2
We are however responsible for any distortion of his interpretation that is unpalatable.
This is also the usage in physics to describe generic axioms, as in electromagnetic theory.
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Fig. 1. Theories, Models and Systems.

is an attempt at a formal theory of BS and may contain hidden variables (also called
theoretical terms if they are explicitly named) that do not occur in BS. Thus, this theory
T is what less formal practitioners call a model. Here we suggest a distinction between
T and the mathematical structures that satisfy T, called the models of T in the termi-
nology of logic, and denoted by Mod(T). There could conceivably be more than one
such model; we propose to identify any such model M , with the Zeigler
concept of a lumped system. These models M  (in the logical sense) of T will hope-
fully match many of the input-output experiments of BS, the ideal case being that T
has exactly one model M which faithfully reproduces the trajectory pairs in BS. More
generally, however, each model M of T is faithful to BS with respect to specialized
criteria or conditions. We will say more about those conditions below.

Figure 1 also indicates the relationships among the depicted entities which we now
describe. Some are taken directly from the MaS terminology.

Selection. As described above this is driven by the goals of the modelling enterprise. It
is informal. A system that is ostensibly “simple” to one modeller can be “complex”
to another, e.g., the parable of a stone to a lay observer in contrast to a geologist.

Theory Formation. The theory T is usually crafted by accessing parts of BS, through
active experiment, passive observation, inductive learning, inspired guesswork, or
a combination of these and iterations thereof. In MaS this is taken for granted as
having been done, but this relation is at the heart of much of AI, particularly that
branch which has to do with machine learning. In traditional engineering the area of
systems identification is an example of a highly restricted kind of machine learning
to fill in parameters of an already assumed form of the theory.
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Model Satisfaction. The models M of T are mathematical objects with the property
that every sentence of T is true in M, a relation that is denoted by read as
“M satisfies T”. An example of two models may that satisfy a given theory is one
which has a finite state space and another which has an infinite state space3. If one
were given some hypothetical structure it may or may not be an easy task to
see if The intensive effort in AI to find efficient algorithms to do this is
called model checking, and it has lessons for MaS that we will indicate below.

Morphism. This is the well-known MaS relation between the base and lumped models,
and since we have identified lumped models with Mod(T), the assumption is that
for each there is a different morphism representing a different kind
of simplification of the base model.

Validation. Validation is the comparison of a model M (of T) with experiments in
BS. Since BS is fixed for a given experimental frame, the validation of each M
with respect to BS has to vary in criteria. The different criteria correspond to the
different morphisms that relate BS to each M in Mod(T).

So where in our layout does the MaS work on hierarchies of system morphisms
and the conditions under which validation can climb up hierarchies properly reside?
We suggest that these justifying conditions are really additions to the theory T. This
accords with a well-known result in logic, viz., Thus, we
might begin with an initial theory T that is relatively permssive in having two models

and e.g., is just a set of input-output trajectories like BS whereas
has internal state structure. As a justifying condition that formalizes the existence of
states is added, is eliminated from consideration for validation for the trivial reason
that it is not a model of because it cannot interpret This is a useful way
to think about what is formally entailed by moving up hierarchies, that is really about
successive tightening of the criteria to remain a satisfying model.

We believe that this framework is able to accommodate all meta-level questions
about modelling of interest to both the MaS and AI communities. The remainder of the
paper comprises arguments for this belief.

4 Dynamic Systems in AI

In the last two decades AI logicians have worried about problems of exception han-
dling that appear to be easy for human commonsense but difficult for formal logic.
The prototypical example of this in a static domain is when a person is informed that
Tweety is a bird, and asked if Tweety can fly. A “normal” answer is Yes. But this is
not justified by any simple classical logic for the reason that the informal “rule” that
the person has used cannot be simply together with the fact
Bird(Tweety), for it may well be the case that Tweety is an emu. This gave rise to
non-monotonic logic, NML for short. A version of this is the re-formalization of the
preceding as and a list of what kinds of birds
are abnormal, e.g., Abnormal (Emu), Abnormal (Kiwi). This blocks the inference
that Tweety flies if one is also told that Tweety is an emu, but in the absence of that

3 It is easy to write simple theories that do not restrict models to either property.
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additional information, the inference goes through, provided that we add a meta-rule
saying that unless something can be proved to be abnormal it is not so. The latter is
what makes the logic non-classical and it is in fact an instance of Prolog’s negation as
finite failure.

In this paper however, we are interested in dynamic domains. There is a corre-
sponding logic for such domains, and it is there that the interesting parallels with MaS
formalisms occur. The AI literature for dynamic systems, like that for static systems,
uses the vocabulary of classical logic with inferential rules enhanced with meta-rules
that make the logic non-monotonic. A prototypical example is a series battery-driven
circuit with two switches that can be either open or closed, and they power a light. The
formalization of this simple setting can be done in language of propositional logic, with
sw1 and sw2 to denote the switches and light to denote the light. Although they look
like propositions and in the technical treatment in one level they behave like them, it
is customary in NML to call them fluents. A logical formalism that is commonly used
in NML is the situation calculus [Reiter 01] in which situation terms denote sequences
of actions, e.g., the sequential actions of closing switches 1 and 2, then opening si-
wtch 1 is represented as where is an
initial situation and the names of the actions are as expected. We need a way to say
what configurations hold in the initial (or indeed any situation). For this a predicate
Holds(F, S) is introduced to encode the assertion that fluent F holds (is true) in situ-
ation S. Hence essentially says that in the initial
situation switch 1 is open and switch 2 is closed, which fixes our convention here
of what configuration (open, closed) we associate with the Boolean true for the flu-
ents. A constraint C that captures the naive physics of this circuit can be written as

Suppose we begin with initial
situation as above and perform the action of closing switch 1. Presumably we only
need to specify this action by its effect on the proposition that represents that switch,
viz., Holds(sw1, Do(Close1, S)). We hope that this will suffice to infer that after the
action the light will be on, i.e., we can infer Unfor-
tunately the logic specified so far cannot do that unless we also say that closing switch 1
does not affect switch 2! The latter is the essence of inertia, which can be formalized
at a meta-level, and is non-monotonic. The formal way in which such inertia is actually
captured is through Frame Axioms. Let us see how this is done in the circuit exam-
ple here. The frame axiom says that
closing switch 1 does not affect switch 2; there is a dual one for closing switch 2. By
adding these to the rule, initial state and action specification above, we can now infer

If such a simple system demands two frame axioms,
then what horrors might await us in more complex systems? This is the legendary Frame
Problem.

At this point MaS readers can be forgiven for thinking that logic is simply not the
appropriate methodology for reasoning about such systems. It is trivial to represent
such a circuit in DEVS and the computation of effects of actions in it is equally trivial
with guaranteed correctness. Moreover, constraints like C above are easily captured in
DEVS with the variable influence relation. This is a correct objection, but not because
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logicians are a perverse lot. Logic has its place, as we shall argue later. It is important
to draw the right lesson here. It is this:

DEVS specified systems implicitly assume full inertia, as do all formally specified
engineering systems.

This is true of differential equation specified systems, of automata, and all the fa-
miliar systems with an engineering flavor. A corollary is this: Mathematical theories of
engineering systems do not have a frame problem.

If one thinks about it more carefully from the computational perspective, it is pre-
cisely full inertia (or equivalently the lack of a frame problem) that permits DEVS state
update to be efficient and intuitive. External events are one kind of actions, and internal
events are another. Formal specifications say exactly which variables events affect, and
it is assumed that no others are affected. In a simulation, which is really successive state
updates, the unaffected variables are “carried forward” with no change to the new state.
The second lesson is therefore this:

A “balance-carried-forward” state updating is correct if and only if a system is
fully inertial.

This is where AI stands to benefit from MaS. If it is known that a dynamic system
is inertial with respect to its theoretically specified actions, then the obvious lesson is
Do Not Use Logic – Use DEVS instead. There is in fact an ancient4 AI formalism called
STRIPS [Fikes and Nilsson 71] that is only correct for inertial systems. It is hardly logic
even though it uses the vocabulary of logic, but the most telling feature of STRIPS is
that it uses a “balance-carried-forward” state update procedure called add and delete
lists. A persuasive case can be made that in fact STRIPS is DEVS in disguise.

5 Query Answering and Planning in AI

In the previous section we identified a class of systems for which DEVS-like theories
offer superior computational answers compared with AI logics. On the other hand AI
logics has developed techniques for special tasks that should be seriously considered by
MaS workers.

One of this is the specialized area of query answering. Here is a toy example that il-
lustrates the main points. Suppose we have a blocks world of blocks
The atom On(A, B) means that block A is on block B, and the atom Table(A) means
the block A is on the (very large) table. The only actions are to move a block from one
position to another, e.g., Move(C, D) means to pick up block C (assuming there is no
block on it) and put it on block D (assuming there is no block on it), and Unstack(B)
means to pick up block B (assuming there is no block on it) and put it on the table.
After a sequence of such actions starting from some initial configuration, some queries
that may be of interest are: “where is block B now?”, or “how many blocks are on top
of block B?”. Other forms of queries may be like “Explain how block B1 came to be
above block B3?”

Another area is planning. We can use the same blocks world domain to illustrate
the key point. Starting with some configuration S we wish to arrive at another configu-
ration A sequence of actions that will take us from S to is called a plan. Usually

4 In AI this means older than 30 years.
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we are interested in not just any plan but one that satisfies some optimality criterion like
a shortest plan.

AI action logics of the kind explained in section 4, often using the situation calculus,
is good for both query answering and planning. They achieve implementation efficiency
by a number of insights, one of which appeals to localness. To understand this, consider
the query in the blocks world “where is block B now?”. It is not hard to see that we
do not need to consider the entire action sequence from the beginning, but only the
subsequence that can possibly affect the location of block B, i.e., those movements
that either move B, or put something on it, etc. In other words, to answer a query we
can often localize the extent of the system and its history that has to be examined.
This insight is widespread in AI planning as well, and the very active work in model
checking is about using clever data structures and algorithms to exploit localness. Now
contrast this with what one has to do if the system is captured in a DEVS-like setting.
To answer a query we have to run the entire system until we complete the simulation
of the action sequence. Along the way a lot of computation is done to produce state
updates on objects that cannot possibly aid in answering the query. Likewise, if we use
simulation to devise plans, we either have to re-run the system many times, or else find
ways to meta-program the system to discover action sequences that achieve the desired
configuration. The lesson from this is:

In query answering or planning, use AI logics when possible.
However this also suggests a direct importation of some facility into MaS frame-

works to do “local” simulations to mimic the efficiency of the AI logics for these pur-
poses.

6 Correctness and Galois Correspondence

In this section we re-examine the question of what it means for a theory (with its asso-
ciated calculus – logic, differential equations, DEVS, etc) to be correct.

It does not take much reflection to see that in the framework shown in figure 1
a necessary condition for correctness is that each model M of T does not produce
misleading results, i.e., any prediction, inference, etc. L of M is actually in BS, where
typically L is an input-output pair of trajectories. More formally we can write this as:
For all This is equivalent to saying that every provable fact L
of T is also true in BS. This property is usually called the soundness of T (with respect
to BS). But we also require a sufficiency condition, that if L is in BS then our models
will say so, i.e., for every or equivalently that any L in BS is
provable in T. This is usually called the adequacy or completeness of T (with respect
to BS). Both conditions are desired by MaS and AI workers for their computational
realizations of T with respect to their experimental frames.

However, it may be the case that we have a theory T that is unnecessarily powerful
in the sense that it also provides correct answers for a much larger class of experiments
than BS, i.e., it also handles a wider experimental frame. Although this does no harm it
may come at the cost of more elaborate computation. So, what might it mean for T to be
“just correct and no more” with respect to some BS? If it is just a single selected system
from the “real system” resulting in a particular experimental frame, we already have an
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answer above – that T has to be sound and complete. To see how we can broaden this
question, consider the modelling and simulation of an entire class of systems, e.g., the
inertial systems discussed in section 4. For a more practical example, consider railroad
systems. Each particular railroad that we model will have its own rail network, freight
cars, schedules, etc. But they all belong to a class and share features and procedures.
It makes sense to design a theory T that can accommodate any instance of this class
rather than just one case. But it also makes sense to not consciously design a T that
happens to work for instances of other classes, e.g., an ocean transport network. Thus
the fundamental object for conceptualized experiments is not just one base system BS
but a class of base systems, and it is for this class that we may have to design a
theory T to handle. Ideally, what we want for T is the set of truths (trajectory pairs in
particular) common to all the base systems in A way of writing this is

where the operator Th(_) “extracts” the common truths. But in order that T should be
“just correct and no more” we need for this guarantees that T will not
work outside the members of the class To paraphrase the latter, it says that if some
base system is not in then T will make some wrong prediction, inference,
etc. for it. The combination of the two equalities and is
called a Galois correspondence (see, e.g., [Cohn 81]). It ensures the tightest possible fit
between a theory and a class of base systems for which it is designed.

Are there any known Galois correspondences about systems? The answer is yes. It
requires familiarity with a kind of NML called circumscription to appreciate its signif-
icance. However we can give a paraphrase. The result is about a class of systems that
have situations as described in section 4, and the kind of theory that is the tightest possi-
ble for them. This class has both the Markov and the inertial properties – two situations
that “look” the same with respect to the fluents that hold in them are indeed the same,
and no situation that does not have to make a transition to another (due to an action)
does so. It can be shown that the theory (and its logic) is one that uses the circumscrip-
tion NML in such a way as to enforce situation transitions that cause the least amount
of fluent change. A working paper that describes this result is [Foo, et.al. 01].

For posssibly non-inertial systems that need some frame axioms (so that even DEVS-
like specifications have to handle them in some procedural way), a natural question
that arises, even when there is a theory T that is related to the class via a Galois
correspondence, is how succinct this T can be? The intuitive idea is to associate with T
a logic or other calculus that is tailored specially for so that it avoids consultation
with large sets of frame axioms. Some progress has been made toward an answer in
[Peppas, et.al. 01].

7 Causality and Ramification

In this section we translate some AI logics of action terminology into familiar MaS
terminology or phrases to further close the gap between AI and MaS.

In AI there was a suspicion that whenever actions were under-specified in effects
there ought to be general principles on which states (or situations) should be preferred
to others. For instance the principle of inertia is a natural one – that if possible the sys-
tem should not change state at all. However if a change has to occur, one principle that
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stood out as highly intuitive is that the new state should differ minimally from the previ-
ous one. This measure of minimality was itself subject to a variety of interpretation, but
ultimately certain properties were agreed to be at least necessary and they were axioma-
tized as a preference ordering on possible next states (relative to the present one and the
action to be taken). As if to confuse matters, a rival approach was developed that used
causal rules to narrow next-state choices to the point of near-uniqueness. Here is what
a causal rule looks like: As you can see, we have used the series
circuit as an example again but this time the fluents are propositions. The interpretation
of this rule is not logical implication but truth transmission – if the left hand side is true,
it forces the right hand side to be true. This is uni-directional and is not reversible by its
contrapositive (unlike material implication). Hence its flavor is not “pure” logic but pro-
cedural. The resolution of the comparative experessive power of these two approaches,
one using preferences and the other using causality, was achieved recently by Pagnucco
and Peppas [Pagnucco and Peppas 01]. The result was elegant. They showed that if the
information content conveyed by the chosen fluents was comparable (i.e., no “hidden”
fluents), then causal rules are essential in the sense that there are systems whose a priori
dynamics cannot be completely captured using preference orderings alone.

What does this say about the DEVS state transition mechanism? It is interesting
to note that causal rules are in fact built into DEVS. In fact in the co-ordinatized ver-
sion of its state representation the state transition functions are defined component by
component with explicit influencers and influencees as the fundamental causal graph
topologies capture which co-ordinates should feature as the antecedents and conse-
quents of each “mini” transition function. It is an interesting observation that the notion
of an influence relation was also (re-?) discovered in AI logics by a number of workers
including Thielscher [Thielscher 97].

Ramifications (see also Thielscher, op.cit.) in AI logics are analogous to internal
events in DEVS, but with possible chaining. Recall that such events are those that in-
evitably follow from some external event without further intervention. A prototypical
example is the event of opening a water tap that starts filling a cascade of basins in
an Italian style waterfall fountain. The ramifications are the overflow events for each
basin in the cascade. One AI logic that handles this with grace is the Event Calculus of
Kowalski and Sergot [Kowalski and Sergot] that has uncanny resemblance to DEVS but
with none of the latter’s highly practical features for interrupts, event aborts, etc. despite
much development beyond the pioneering paper cited. The “narrative” facility in some
current versions of the Event Calculus permits users to query states at the end of a se-
quence of events, both external and internal. This should be an easy exercise in DEVS.

8 Conclusion

We have surveyed commonalities between AI and MaS, and highlighted the cross-
borrowings that we believe will enrich both disciplines. In particular we suggested that
fully inertial systems in AI should just use DEVS instead of logic, and on the other hand
query answering and planning in DEVS should call upon localization techniques in AI
instead of repeated runs. With increased interaction between the two communities we
are hopeful that other cross-borrowings will be identified.
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Abstract. A unified modeling method by using the for the singu-
larly perturbed systems is introduced. The unified model unifies the continuous
and the discrete models. When compared with the discrete model, the unified
model has an improved finite word-length characteristics and its is
handled conveniently like that of the continuous system. In additions, the singu-
lar perturbation method, a model approximation technique, is introduced. A
pole placement example is used to show such advantages of the proposed
methods. It is shown that the error of the reduced model in its eigenvalues is
less than the order of (singular perturbation parameter). It is shown that the
error in the unified model is less than that of the discrete model.

1 Introduction

This paper proposes the new methods, i.e., the unified modeling using the
and the model approximation by the singular perturbation technique, and shows its
advantages in illustration of the pole placement design.

1.1 Unified Modeling

One of the main drawbacks of the q-operating discrete system is the truncation and
round-off errors caused by the finite word-length pre-assigned. For the continuous-
time and the discrete-time models, one uses the differential operator, d/dt, and the
forwarding shift operator, q, respectively. The is an incremental difference
operator that unifies both the continuous and the discrete models together. However,
the first disadvantage of using the q-operator is an inconvenience as it is not likes the
differential operator, d/dt. The second disadvantage of the normal q-operator models
is that there are located the poles near the boundary of the stability circle at small
sampling interval. Middleton and Goodwin showed that unified model with the

has better finite word-length characteristics compared with the discrete
model with q-operators when its poles are located closer to 1+j0 than to the ori-
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The model whose eigenvalues are grouped by the fast and slow sub-models is called
the two-time-scale (TTS) model. Where the real parts of eigenvalues of the TTS
model are grouped in the distance, it is called the singularly perturbed model, whose
non-diagonal terms are weakly coupled. This model is decoupled into the fast and
slow sub-models by a matrix diagonalization and becomes an approximate model.
This is called the singular perturbation method [9],[10],[11]. Kokotovic et al. and
Naidu studied the singular perturbation method in the continuous and the discrete
models of the time domain, respectively [12],[13]. Naidu and Price studied the singu-
larly perturbed discrete models with illustrations [14],[15],[16]. Mahmoud et al. made
intensive studies of the singularly perturbed discrete models [17],[18],[19],[20].

2 Unified Modeling

25

gin [1]. This may cause both the instability and the pole/zero cancellation problem
due to the low resolution of the stability circle [2]. If the discrete model is converted
into the unified model, a numbers of the terms of the discrete model are
reduced without losing any generality. The finite word-length characteristics are im-
proved by reducing the round-off and truncation errors. Salgado et al. illustrated that
the unified model with the had less relative error than that of the discrete
model with the q-operator for rapid sampling for a Kalman filter design [3]. Middle-
ton and Goodwin studied the unified model using the in the basic areas of
the control systems and the signal processing [4]. Li and Gevers showed some advan-
tages of the state-space realization of the transfer function over that of the
q-operator on the minimization of the round-off noise gain of the realization [5]. Li
and Gevers compared the q-operator and the state-space realizations in
terms of the effects of finite word-length errors on the actual transfer function [6].
Shim and Sawan studied the linear quadratic regulator (LQR) design and the state
feedback design with an aircraft example in the singularly perturbed systems by uni-
fied model with the [7]-[8].

A linear and time-invariant continuous model is considered as

where x is a n x 1 state vector and u is a r x 1 control vector. A and B are n x n and n
x r matrices, respectively. The corresponding sampled-data model with the zero-order
hold (ZOH) and the sampling interval is given by

The delta operator is defined as [4],

1.2 Singularly Perturbed Models
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The parameter identities of the q- and the in Eq. (4) and Eq. (5) as

The parameters between the continuous model and the delta model are identified as

Therefore, as goes to zero, becomes the identity matrix, thus, is identified as

A. The continuous and the discrete models are written as a comprehensive form using
the as

It is noted that row one, row two, and row three of and denote the con-

tinuous model, the discrete model, and the delta model, respectively. When
then This means that, when the sampling time goes to zero, the

discrete-like becomes identical with the continuous model. The stability
regions for the various operators are introduced as below. For the continuous models,
the operator is d/dt and the transform variable is s. For the discrete models, the opera-
tor is q and the transform variable is z. For the unified models, the operator is and
the transform variable is The stability regions are as follow. For the continuous
model: for the discrete model: for the unified model:

As approaches zero, the stability inequality of the unified model

becomes that of the continuous model.

3 Singularly Perturbed Unified Model

3.1 Block Diagonalization

Consider the model (8), and assume that the model satisfies the stability conditions
above, and then one can write the two-time-scale(TTS) model as
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where x and z are n and m dimensional state vectors, u is an r dimensional control
vector, and are matrices of the appropriate dimensionality. Also, it is required

that be non-singular. Model (9) has a TTS property, if

where E denotes eigenvalues of the model. From the model (9), the slow and fast sub-
models are obtained as

Here, L and M are the solutions of the nonlinear algebraic Riccati-type equations as

Its initial conditions are

The sequences to obtain the solution are defined by

We can use as an order of approximation of L [11 ].

3.2 Pole Placement

The feedback control inputs of the fast and the slow sub-models, where and

are state feedback gains, are given as

If exists and if the slow model pair and the fast model pair

are each controllable, and and are designed to assigned to as-

sign distinct eigenvalues and to the matrices

and respectively, then there exists an such that for all
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the application of the composite feedback control (18) to the model (9) results in a
closed-loop model containing n small eigenvalues and m large eigen-

values which are approximated by

is formulated as (where is an eigenvalue of the continuous model.)

The poles of the fast sub-model remain and only the poles of the slow sub-model are
shifted to design a state feedback controller. Therefore, letting in Eq. (18)

results in The feedback gain of the slow sub-model,

is obtained by comparing the coefficients of Eq. (21).

where is eigenvalue of the unified model by the The feedback gain,

is used to compute the eigenvalues of the actual model (9) as

The error between the exact solution and the reduced solution should be as

4 Singularly Perturbed Discrete Model
4.1 Block Diagonalization

The general form for a linear, shift-invariant, and singularly perturbed discrete model
with (n+m) by (n+m) order is given as

Eigenvalues of the discrete model are arranged as

The singular perturbation parameter is defined as in Eq. (25) and it is included in
of model (23).

The model (23) is decoupled as
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The parameters are identified as

D and E are computed from Eq. (28).

4.2 Pole Placement

The feedback control inputs of the fast and the slow sub-models are given as [21]-
[22].

The poles of the fast sub-model remain and only the poles of the slow sub-model are
shifted to design a state feedback controller. The poles of the fast sub-model remain
and only the poles of the slow sub-model are shifted to design a state feedback con-
troller for the reduced solution. Therefore, letting in Eq. (29) results in

The feedback gain of the slow subsystem, is

obtained by comparing the coefficients of Eq. (30).

The feedback gain, is used to com-

pute the eigenvalues of the actual system (23) as

The error between the exact solution and the reduced solution should be as

5 Numerical Example

The model (23) is given as a linear time-invariant continuous model as following for
A = [-0.2 0.2 0 0 ; 0 -0.5 0.5 0 ; 1 0 0 1; -1 -4 -1 -2], B=[0 ; 0; 0 ; 1]. Ei-
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gen values of A are -0.2, -0.5, -4.0, -4.0. One places the slow eigenvalues -0.2, -0.5 to
-0.707±.707j. Let the gain of the fast sub-model in the closed-loop model be
zero. The subscripts d, cu, and du denote discrete model, continuous-like unified
model and discrete-like unified model, respectively. is a sampling interval when

converting the continuous model into the discrete model as shown in Eq. (2). is a

sampling interval to obtain the continuous-like unified model as shown in Eq. (20).
is a sampling interval to obtain the continuous-like unified model as shown in

Eq. (6).

5.1 Continuous Model

Ao= [-0.2 0.2 ; 0.5 -2.5], Bo=[0; 0.5]. With the poles -0.707±0.707j. One obtains
Go=8.5690, -2.5720, Aco=[-0.2 0.2 ; -3.7845 -1.2140]. Gcr=8.5690, -2.5720, 0, 0,

-2.2972, -0.5328±1.0103j. The error of the absolute values between the
desired poles and the resulting poles is 0.1423 that is smaller than That is,

holds.

5.2 Discrete Model

For discretization, let the sampling time be 0.01 by the ZOH method.

Ad=[0.9980 0.0020 0 0 ; 0.0001 0.9950 0.0050 0.0001 ; 0.0392 -0.0031 0.9992
0.0384 ; -0.0392 -0.1534 -0.0388 0.9224], Bd=[0 ; 0 ; 0.0008 ; 0.0384],
Ado=[0.9980 0.0020 ; 0.0049 0.9753], Bdo=[0 ; 0.0049]. The poles in the continu-
ous model, -0.707±0.707j are converted in the discrete model as p=0.9929±0.0070j.
Using these poles, one obtains Gdo=8.6087, -2.5479, Adco=[0.9980 0.0020 ;-0.0376
0.9879], Gdr=8.6087, -2.5479, 0, 0, Pr=0.9483, 0.9770, 0.9946±0100j. Converting

into the continuous model gives -2.3224, -0.5358±1.0096j. The
error of the absolute values between the desired poles and the resulting poles is
0.1431 that is smaller than That is, holds.

5.3 Continuous-Like Unified Model

Let the sampling time be 0.01. Acu=[-0.1998 0.1993 0.0005 0 ; 0.0098 -0.4993

0.4986 0.0097; 3.9171 -0.3071 -0.0784 3.8432 ; -3.9176 -15.3377 -3.8820 -7.7647],
Bd=[0 ; 0.0001 ; 0.0779 ; 3.8432], Acuo=[-0.1993 0.1973 ; 0.4933 -2.4686],
Bcuo=[0.0005 ; 0.4938]. The poles in the continuous model, -0.707±.707j are con-
verted in the continuous-like unified model as Using these
poles, one obtains Gcuo=8.6087, -2.5479, Acuo = [-0.2036 0.1986 ; -3.7578 -
1.2104], Gcur=8.6087, -2.5479, 0, 0, -2.2956, -0.5394±1.0042j. The
error of the absolute values between the desired poles and the resulting poles is
0.1401 that is smaller than That is, holds.
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5.4 Discrete-Like Unified Model

Let the sampling time be 0.01. Adu=[-0.2 0.2 0 0 ; 0 -0.5 0.5 0 ; 1 0 0 1 ; -1 -4 -

1 -2], Bdu=[0 ; 0 ; 0 ; 1], Aduo=[-0.2 0.2 ; 0.5 -2.5], Bduo=[0 ; 0.5]. The poles of
the slow sub-model in the continuous model, -0.707±0.707j, are converted in the
discrete-like unified model as -0.7070±0.7020j. Using these poles, we obtain
Gduo=8.5185, -2.5920, Aduo=[-0.2 0.2 -3.7593 -1.2040], Gdur=8.5185, -2.5920, 0,
0, -2.3175, -0.5277±1.0040j. The error of the absolute values between
the desired poles and the resulting poles is 0.1344 that is smaller than That is,

holds.

For for for

and for

6 Conclusion

The results obtained as in the section 5.1-5.4 shows that the error bound between the
exact and approximate solutions is satisfied for all the four kinds of models, and that
the unified solutions using the have less error than the discrete solution.
As shown at the end of the section 5.4, the solution of the discrete-like unified model
becomes the same as that of the continuous model as sampling interval approaches
zero. It is shown that the unified model unifies the both continuous model and the
discrete model, and that has an improved finite word-length characteristics.
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Abstract. We will introduce a basic simulation model, using SOARS. We de-
signed the simple simulation model of a building fire to describe the agents’ es-
caping action from a fire. In this simulation, a fire brakes out in a building sud-
denly. A fire rapidly spreads across the floor, and even to the next floor. The
people have to escape from the building when they find or notice the fire. We
show the algorithm and the result, how the fire spreads the floor and the people
escape from the fire, of this model and the possibility of future model.

Keywords: Agent Based Modeling, SOARS, Simulation of a building fire

1 Introduction

After the Hanshin-Awaji (Kobe) Earthquake in 1995, the research of disaster relief
has become active in Japan. The RoboCup Rescue Project shows the disaster relief
simulator and the rescue strategy. Especially, the model of the fire simulation and the
life rescue simulation in case of the earthquake are developed.

In this research, we target the disaster relief from the building especially on the
case when a fire in the building breaks out. As a first step for developing the simula-
tion model of the life rescue, the extinction activity, and the escaping inducement, we
made a very simple model using a new language SOARS. SOARS: Spot Oriented
Agent Role Simulator is a new type agent based simulation framework. In this lan-
guage, agents move on the spots rather than the square cells, and play plural roles. In
this paper, we make a model of a fire in the shopping mall of two floors and prepare
an easy escaping route for agents. In this description, we analyze the escaping activi-
ties of agents.

2 Abstract of SOARS

SOARS is designed to describe agent activities under the roles on social and organiza-
tional structure. Role taking process can be described in our language. SOARS is also
designed depending on the theory of agent based dynamical systems. Decomposition
of multi-agent interaction is most important characteristics in our framework. The
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notion of spot and stage gives special and temporal decomposition of interaction
among agents. New information of SOARS can be seen on web site
<http://degulab.cs.dis.titech.ac.jp/soars/index.html>.

3 A Simulation Model of a Building Fire
In this section, we will show the framework of this simulation model.

3.1 A Map of a Shopping Mall

We assume a simple shopping mall which has 40 shops, 4 main entrances, 4 stairs,
and many spaces where agents can move. Fig 1.shows the place of the main entrance,
stairs, shops and spaces in the shopping mall.

Fig. 1. Map of shopping mall

This shopping mall has two floors and each floor has 20 shops. In the first floor,
there are 4 main entrances, 4 stairs and spaces where agents can move. In the second
floor, there are also 4 stairs and spaces but no main entrances. Each shop has at least
one entrance and agents have to go through the entrance whenever they go into or out
the shop. Main entrances are used when agents go into or out the shopping mall.
When agents go up or down the floor, stairs are used. Agents go through some spaces
when they move from a shop to shop, stairs, main entrance, and so on.

3.2 The Definition of the Spot

In this simulation model we make about 200 spots. Each shop except bigger shops
such as Shop1, Shop20, Shop21 and Shop40, is assigned to one spot whose name is
shop’s name. The bigger shop is divided into 5 spots, for example, Shop1 is divided
into Shop1a, Shop1b, Shop1c, Shop1d, and Shop1e. There is one entrance spot for
each small shop spot and are two entrance spots for bigger one. We also make 4 main
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entrance spots and 8 stairs spots. For example, spot EntraceA means one of main
entrance and StairsA1 means one of four stairs which is located on the first floor.
StairsA2 and StairsA1 are same stairs but not located on the same floor. Spaces where
people can move are divided into several spots, and named such as Space1-2-4,
Space2-3-4, and so on. The number which followed by “Space” is used to indicate the
location of space spot. For example all spots’ name of the first floor is shown in Fig.2.
First line show the name of the spots and second line show the located place of the
spot.

Fig. 2. Name and location of all spots

Each spot has three properties implemented as keywords of the spot such as “fire”,
“firelevel”, and “point”. These keywords show the condition or location of spot. Ta-
ble1. shows the detail of these keywords.

3.3 The Definition of the Agent

There are some agents in this simulation model. These agents are in Station spot at
first and move into Main Entrance spot, then move some spot in the shopping mall.
Each agent has four properties, implemented as keywords such as “condition”, “es-
cape”, “shopping”, and “go”. The details of these keywords are shown as follows.

The keyword “condition” means the condition of the agent. The keyword “condi-
tion” takes “alive” or “dead” as value. An initial value is “alive”. When an agent is in
the spot whose keyword “fire” is “on+” or “on-”, agent’s keyword “condition” will
change from “alive” to “dead” at a certain probability.

The keyword “escape” means whether the agent has to escape from a fire or not.
The keyword “escape” can take “yes”, “no” or “end” as a value. An initial value is
“no”. When an agent finds a fire or knows information that a fire break out in the
shopping mall, keyword “escape” will change from “no” to “yes” and begins to es-
cape from a fire. If an agent finishes escaping from a fire, the keyword “escape” will
change to “end”.
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The keyword “shopping” takes “before” or “after” as value and it shows whether
an agent has to go into a shop or not. If an agent has been to a certain shop, the key-
word “shopping” will change to “after”. An initial value of this keyword is “before”
and an agent can go out the shopping mall when the keyword “shopping” becomes
“after”, this keyword “shopping” prohibits an agent to go out the shopping mall with-
out going into some shops.

The keyword “go” is referred when an agent is in the Stairs spot. This keyword can
take “up” or “down” as a value. If an agent is on the first floor, the keyword “go” is
set to “up” and if on the second floor, the keyword “go” is set to “down”.

3.4 The Normal Movement Rule of the Agent

In this subsection, we explain about the movement rule of an agent under the situation
of no fire. The rule is decided according to the spot where an agent is. If an agent is in
the Station spot, the agent moves to one Main Entrance spot of four at a probability of
25%. When the agent is in one Main Entrance spot, then he moves to the space spot
which is in neighborhood. For example, when an agent is in EntranceA spot, he will
move to Space1-1-5 spot in the next step. This rule is adjusted to all agents when they
enter the shopping mall.

The movements rules of the agent are in the shopping mall are shown as follows.
When an agent is in a certain Space spot, the agent will move to a certain spot such as
Shop’s entrance spot, another Space spot, Stairs spot or Main Entrance spot which are
in neighborhood of the spot where an agent is now in. If there are three spots in
neighborhood, the agent will move to one spot of three at a probability of 33%. If
there are four spots, the probability will become 25%.

We will explain the case which an agent is in the Shop’s Entrance spot. In this
case, the movement rules change according to the value of the agent’s keyword
“shopping”. If keyword “shopping” is “before”, the agent moves to the Shop spot and
changes the keyword “shopping” from “before” to “after”. If the keyword “shopping”
is “after”, the agent moves to the Space spot which is in neighborhood of the Entrance
spot (Fig.3). When an agent moves to the Shop spot, he can move to the Shop’s En-
trance spot at a probability of 33%.

We describe the movement rules when an agent is in the Stairs spot. In this case,
the movement rule changes according to the agent’s keyword “go”. There are two
spots for each stairs. If an agent is in the Stairs spot which is located on the first floor
and the keyword “go” is “up”, he moves to the Stairs spot which is located on the
second floor. After he reaches the second floor, he moves to Space spot which is in
neighborhood and changes the keyword “go” from “up” to “down”. If he is in the
Stairs spot of the first floor and the keyword “go” is “down”, he moves to Space spot
and changes the keyword “go” from “down” to “up”. The case on the second floor is
quite opposite to the case on the first floor (Fig. 4).

At last, we describe the case when an agent is in the Main Entrance spot. The key-
word “shopping” is also affected by the rule. In this case, if the keyword “shopping”
is “before”, which means that the agent has not been to any shops, he can not go out
the shopping mall and has to move to Space spot. If the keyword “shopping” is “af-
ter”, which means the agent has been to some shops, he can go out the shopping mall
and moves to the Station spot (Fig.5).
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Fig. 3. The flow chart of the agent’s movement rule of shopping

Fig. 4. The flow chart of the agent’s movement rule of go up and down

Fig. 5. The flow chart of the agent’s movement rule of go out the shopping mall or not
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3.5 The Escaping Rule from a Fire

In this subsection, we describe the movement rules of an agent escaping from a fire.
The escaping rule is very simple. If an agent’s keyword “escape” is “yes”, the agent
follows this rule. The agent moves by the shortest route to the nearest Main Entrance
spot (Fig.6). In escaping from a fire, there is a possibility of facing the situation where
a fire on a spot is large and an agent has a risk to go through. In this simulation model,
when an agent faces the spot of a high value of “firelevel”, the agent takes panic role
and moves to neighborhood at random.

Fig. 6. The shortest route to the nearest main entrance

3.6 The Model of a Fire

When a fire breaks out somewhere in the shopping mall, the keyword “fire” of the
spot where a fire happened change to “on+” and change the keyword “fire” of the spot
next to burning spot to “before”. This means that the spot gets information of a fire. If
the spot gets information of a fire, information of a fire is expanded to the spot one
after another in each step.

A fire also spreads on the spot. If the spot’s firelevel is 4, a fire spreads and the
keyword “fire” and “firelevel” of the neighborhood changes to “on+” and 1. A
firelevel increases from 1 to 9 during the keyword “fire” is “on+” and it decreases to 0
during the keyword “fire” is “on-”. When the keyword “firelevel” changes from 8 to
9, the keyword “fire” changes to “on-” and when the keyword “firelevel” reaches to 0,
the keyword “fire” changes to “after” that means a fire is extinguished.

3.7 The Death Algorithm

The definition of the agent’s death is very simple. The probability of the death de-
pends on the spot’s keyword “firelevel”. The probability is calculated from the fol-
lowing formula. When an agent dies, he never moves again.
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4 The Result of Simulation
We will show the result of breaking out a fire in a specific spot by using this simula-
tion model. We prepare 200 agents and they move in the shopping mall according to
the normal movement rule of agents for 72 steps. In the step from the simulation
beginning, a fire is happened in Shop2 spot and agents start escaping from a fire ac-
cording to the escaping rule of an agent. This simulation is ended by 144th steps. We
simulate this model ten times and introduce some results.

4.1 The Dispersion of Agents

We show the dispersion of agents in the step in Fig.7. The spot where a lot of
agents exist is chosen especially. In each spot, agents disperse here and there in the
shopping mall. The number of agents of each spot is an average of ten times of simu-
lation.

Fig. 7. The dispersion of agents

4.2 Agents’ Mortality Rate

The mortality rate of agents is estimated from the number of agents whose keyword
“condition” is “dead”. The mortality rate and the number of dead agents are shown in
Fig.8. The number and percentage are the result of each simulation of ten times.

4.3 The Dangerous Spots

The dangerous spot is specified from the rate of dead agent who stayed there when a
fire breaks out. We will show the dangerous spot in Fig.9. This show each spot’s
percentage of agents who are going to die.

5 Conclusion
In this simulation, we assumed a fire which breaks out in a specific spot and a very
simple shortest escaping route from a fire. This escaping route is often seen on the
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Fig. 8. The number and percentage of death agent

Fig. 9. The dangerous spots’ name and percentage of the agents who are going to die

room information of hotel etc. In this simulation, the given escaping route is not nec-
essarily safe. This route has a possibility of danger according to the place where a fire
breaks out. It is necessary to prepare the best escaping route according to the situa-
tion.
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As a further research, to reduce the number of dead agents, we are going to make
an agent to learn how to find an escaping route or to take a variety of disaster preven-
tion policies. For example, we are now developing a simulation model in which the
agent has the escaping route corresponding to the fire. If the agent has the best escap-
ing route according to the situation, the number of dead agents will be reduced. We
are also going to introduce agents who do the rescue operation or the extinction activ-
ity. After introducing these agents, it will be a disaster relief simulation model.
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Abstract. Mean Variance (MV) model has spread through institutional inves-
tors as one of the most typical diversified investment model. MV model defines
the investment risks with the variance of the rate of return. Therefore, if any
variances of two portfolios are equal, MV model will judge that the investment
risks are identical. However, even if variances are equal, two different risk
cases will occur. One is just depended on market volume. The other is fully de-
pended on speculators who raise stock prices when institutional investors are
purchasing stocks. Consequently, the latter makes institutional investors pay
excessive transaction costs. Development of ABM (Agent Based Modeling) in
recent years makes it possible to analyze this kind of problem by simulation. In
this paper, we formulate a financial market model where institutional investors
and speculators trade twenty stocks simultaneously. Results of simulation show
that even if variances are equal, investment risks are not identical.

1 Introduction
Nowadays, when an institutional investor construct the portfolio according to Mean
Variance (MV) model, they have to take care of not only market volume but also
speculators’ behavior, if they prefer to avoid paying excessive transaction costs. MV
model employ the variance of the rate of return as a measure of investment risk.
However, sometimes the variance is fully depended on speculators’ behavior.

In this paper, we apply agent based modeling framework SOARS (Spot Oriented
Agent Role Simulator) and formulate the financial market model where institutional
investors and speculators trade twenty stocks simultaneously and simulate the relation
between speculators’ behavior and the variance of the rate of return.

Results of simulation show that the variance of the rate of return is not enough as
the measure of investment risk in order to avoid the risk of paying excessive transac-
tion costs.

2 Mean Variance Model with Transaction Costs
In Mean Variance (MV) model, the rate of return is assumed as the random variables.
Let define R as the rate of return for the stocks. Let x be the vector of investment
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proportion. Then MV model minimizes the variance of portfolio V[R(x)] in condition
that fixes the expected return E[R(x)] as a parameter The standard MV model is
formulated as follows:

When we evaluate the performance of MV model by simulation, we calculate the
return of portfolio using historical data in a particular period. In concrete, when we
determine such period as 19yy/mm – 19y’y’/m’m’, we solve MV model using a few
years of historical date before 19yy/mm and decide the proportion of portfolio. Then
we assume that we can purchase the portfolio at the price of 19yy/mm and calculate
the return of the portfolio using the date from 19yy/mm to 19y’y’/m’m’.

In MV model with transaction cost, we have to subtract the transaction cost from
the return of portfolio. Therefore MV model with transaction costs is formulated as
follows:

Where c(x) represents the transaction costs of the portfolio. However, the unit
transaction cost increases beyond some point, due to the “illiquidity” Effect, which
means that large demand arises the price of asset [Konno, 2001]. It is simply lead by
the relation between demand and supply in the market. Therefore the expected return
may be less than due to increasing of transaction costs. This is very important prob-
lem for institutional investors who have to manage large amount of money.

3 Hidden Risks Under Identical Variance of the Rate of Returns

Recently information technology and deregulation enable many speculators to par-
ticipate in capital markets. Then speculator’s behavior affects transaction costs for
institutional investors.

Typical strategy of speculators is shown as follows. They, in advance, purchase the
stocks, which institutional investors are purchasing for portfolio construction. Then
they sell the stocks after the institutional investor has finished buying.

It is difficult for MV model to avoid this kind of risks. Because the investment risk
is defined as the variance of the rate of return, same variance is regarded as same
investment risk.

Following simple simulation show the impact of market volume and speculator’s
behavior. We assume two types of traders. Both of them order “buy” or “sell” in
stock market. One is “random trader” who sells or buys randomly. The other sells or
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buys following the market trend captured by difference between the latest price and
the moving average of the price chart. Latter trader’s behavior is a model of typical
speculator’s behavior who raises market price.

We simulate above model in four conditions as follows:
1.
2.
3.
4.

There are 50 random traders in the stock market (Fig. 1).
There are 500 random traders in the stock market (Fig. 2).
There are 47 random traders and 3 speculators in the stock market (Fig. 3).
There are 470 random traders and 30 speculators in the stock market (Fig. 4)1.

Results of simulation are shown in the following 4 figures. If there are only ran-
dom traders in the stock market, increase of market participants make the volatility
and the variance of the rate of return smaller because increase of market participants
increase market volume. However, if there are a few speculators with random traders
in the stock market, the impact of the increase of market volume are not remarkable.
Reduction of the volatility and the variance of the rate of return V[R(x)] are smaller
than the former case. Fig.4’s variance of the rate of return is almost equal to Fig.1’s.
This shows that risk evaluation based on the variance is unnatural if we regard the
transaction costs. In the next chapter, we will investigate the relation between specu-
lator’s behavior and institutional investor’s risks of paying excessive fee by more
large-scale simulation.

Fig. 1. 50 Random Traders Case

There are 50 random traders in the stock market. The variance of the rate of return
is bigger than Fig.2 because market volume is smaller than Fig.2.

There are 500 random traders in the stock market. The variance of the rate of re-
turn is smaller than Fig.1 because market volume is bigger than Fig.1.

There are 47 random traders and 3 speculators in the stock market. In spite of the
numbers of the market participants are same, the variance of the rate of return is big-
ger than Fig. 1 because of the impact of 3 speculator’s behavior.

There are 470 random traders and 30 speculators in the stock market. In the simu-
lation of Fig. 1 and Fig.2, reduction of the variance of the rate of return are remarkable

1 Because the past market prices before the simulations start are given randomly as initial
value, each case has different market data.
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Fig. 2. 500 Random Traders Case

Fig. 3. 47 Random Traders and 3 Speculators Case

Fig. 4. 470 Random Traders and 30 Speculators Case
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because market volume increase. However, in Fig.3 and Fig.4 only noises of prices
disappear. Moreover, if we compare the two variances of Fig.1 and Fig.4, they are
quite similar. That shows even if the two variances of the rate of return is equal, the
characteristics of market participants and volatilities are not indifferent.

4 Modeling Framework of Market Simulation

We formulate a financial market model where an institutional investor and specula-
tors trade twenty stocks simultaneously and compare the results of simulation in two
conditions to investigate whether the investment risks are truly identical or not.

We apply ‘Itayose’ algorithm2, a kind of sealed bid double auction protocol, to cal-
culate the contract prices of each stock [Ishinishi 2002].

We also apply SOARS (Spot Oriented Agent Role Simulator) that provides the
conceptual framework for agent-based modeling, seamless spot-oriented extension to
application object equipped by Java programming language and agent based dynami-
cal system (ADBS) [Deguchi, 2004]. We formulate a market model based on SOARS
framework as follows:

1. Spot Structure
The “Spot” is a place on which agents interact each other. Spot is not only a concrete
physical place but also an abstract place for interaction such as market. There are two
types of spots in this model.
1) Market Spot: There are 20 Market Spots in this model, and Itayose algorithm is

equipped to each Market Spot.
2) Strategy Spot: There is a Strategy Spot in this model, and algorithm of Mean

Variance model is equipped to the Strategy Spot.

2. Role Structure
In the stock market, agents buy or sell under their roles on social and organizational
structure like the institutional investor or speculators.
1) Random Trader: Random Trader is in the Market Spot and sells or buys a stock

randomly. The order price is limit price and set randomly around the latest stock
price.

2) Speculator: Speculator is in the Market Spot and sells or buys a stock following
the market trend captured by difference between the latest price and the moving
average of the price chart. The order price is limit price and set randomly around
the moving average. The reference term of the moving average is a week.

3) Institutional Investor: Institutional Investor is in the Strategy Spot and they “buy”
stocks according to Mean Variance model to construct the portfolio. Institutional
Investor dose not sell stocks because the purpose of Institutional Investor role is to
construct the portfolio. An institutional investor’s amount of orders is 1000 times
Random Trader’s or Speculator’s amount of orders.

2 The organizing committee of the U-Mart has developed a virtual market simulator of a fu-
tures market that include Itayose algorithm. We refer it to apply Itayose algorithm. The
U-Mart simulator is a system that traders access to the U-Mart servers using TCP/IP protocol
the Internet, and its salient feature is that the U-Mart system enables hybrid simulation in-
volving both human traders and the software trading agents.
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3. Stage Structure
We formulate the process of this market model as follows:

Simulation starts when random traders and speculators are selling or buying every
market. They sell or buy once a day, and the period of simulation is 80 days3. In the
last month, institutional investor starts to buy stocks according to MV model during a
month. Institutional Investor orders once a week so that they will order 4 times in this
simulation. Random traders and speculators also sell or buy during the month when
institutional investor buys stocks. Then the traders will make markets prices go up or
down according to traders’ characteristics.

The process of this market model is divided to three stages.
1)

2)

3)

Traders’ Order Stage: Random Trader and Speculator buy or sell a stock in Trad-
ers’ Order Stage.
Institutional Investor’s Order Stage: After 60 days passed, Institutional Investor
starts to buy stocks according to Mean Variance model during a month.
Contract Stage: Itayose algorithm calculates the contract price according to the
orders of Random Traders, Speculators and Institutional Investor.

4. Model Assumption
When the institutional investor buys stocks according to MV model to construct the
portfolio, they will give much demand for the stocks. We assume that prices charts
will move as follows:

To investigate the above situation, we formulate the following two cases of same
variance, which are extended models of above simple simulation of Fig. 1 and Fig.4.
1)

2)

Random Traders Model
We assume that there are 20 stocks. 50 Random Traders are buying or selling
every market spot, and the sum of the traders is 20×50 = 1000 in this model.
Speculators Model
We assume that there are 20 stocks. 470 Random Traders and 30 Speculators are
buying or selling every market spot, the sum of the traders is
20×(470 + 30) = 10000 in this model.

3 The markets are closing on Saturday and Sunday, and a month is 20 days in this simulation.
80 days represents quarter.
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5 Results of Simulation

The following figures show the results of the simulation (Fig.5 & 6). We investigate
the impact of speculators’ behavior for MV model.

In the case of Random Traders Model, the institutional investor buys 5 stocks ac-
cording to MV model4. Simultaneously, Random Traders also buy or sell the stocks,
and it causes the market prices go up or down randomly.

However, in the Speculators Model, speculator “buys” stocks and they make the
market prices only go up and never go down. Therefore, the institutional investor
pays excessive transaction costs when they buy the 3 stocks, which they choose.

Fig. 5. Random Traders Model

Above two figures are the price chart for a month when the institutional investor
constitute portfolio and institutional Investor’s proportion of the stocks they purchase
in a case of Random Traders Model.

Above two figures are in a case of Speculators Model.

4 The institutional investor buys only 5 stocks because the expected return of some of the 20
stocks are negative in this simulation.

Fig. 6. Speculators Model
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Conclusion6

We start to analyze hidden risks caused by speculators under identical variance of the
rate of returns by simple simulation, and then we investigate the impact of specula-
tors’ behavior by more large-scale simulation. The results of simulation show that
even if variances are equal, investment risks are not identical, and the institutional
investor pays excessive transaction costs due to speculators’ behavior.
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Abstract. This paper presents the Principal Component Analysis (PCA) which
is integrated in the proposed architectural model and the utilization of apriori
algorithm for association rule discovery. The scope of this study includes tech-
niques such as the use of devised data reduction technique and the deployment
of association rule algorithm in data mining to efficiently process and generate
association patterns. The evaluation shows that interesting association rules
were generated based on the approximated data which was the result of dimen-
sionality reduction, thus, implied rigorous and faster computation than the usual
approach. This is attributed to the PCA method which reduces the dimensional-
ity of the original data prior to the processing. Furthermore, the proposed model
had verified the premise that it could handle sparse information and suitable for
data of high dimensionality as compared to other technique such as the wavelet
transform.

1 Introduction

Given that data mining can be performed on heterogeneous databases, Knowledge
Discovery on Databases or KDD is one of the best tools for mining interesting infor-
mation in enormous and distributed databases. The discovery of such information
often yields important insights into business and its client may lead to unlocking hid-
den potentials by devising innovative strategies. The discoveries go beyond the online
analytical processing (OLAP) that mostly serves reporting purposes only.

One of the most important and successful methods for finding new patterns in data
mining is association rule generation. The present trends show that vendors of data
management software are becoming aware of the need for integration of data mining
capabilities into database engines, and some companies are already allowing for inte-
gration of database and data mining software.

Frequently, there are numbers of variables contained in the database, and it is pos-
sible that subsets of variables are highly associated with each other. The dimensional-
ity of a model is determined according to the number of input variables used. One of
the key steps in data mining is finding ways to reduce dimensionality without sacrific-
ing the correctness of data. One popular method in dimensionality reduction is inte-
gration and transformation to generate data cubes. As explained by Margaritis et. al.
[8], data cubes may be used in theory to answer query quickly, however, in practice
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they have proven exceedingly difficult to compute and store because of their inher-
ently exponential nature. To solve this problem, several approaches have been pro-
posed by other studies. Some suggest materializing only a subset of views and pro-
pose a principled way of selecting which ones to prefer. Many studies claimed that
data reduction will hasten processing tasks because mining on reduced data is more
efficient and faster while producing the same results. However, some predicament
that various researchers say about popular compression techniques is that a quantity
of information has to be thrown forever which imply considerably loss of data.

Some other constraints that most researchers observed in the data mining tasks
were computing speed, reliability of the approach for computation, heterogeneity of
database, and vast amount of data to compute. Often these are restraints that defeat
typical and popular mining approach. In this paper, we wish to investigate some tech-
niques and propose a model in data mining to process, analyze and generate associa-
tion patterns. This study will examine the data reduction technique as integrated com-
ponent of the proposed model to reconstruct the approximation of original data prior
to determination of the efficiency and interestingness of association rules which will
be generated through the use of a popular algorithm.

2 Related Works

Among the essential components of data mining is association rule discovery ren-
dered on from simple database repositories to complex database in a distributed sys-
tem. Association rule mining tasks are finding frequent patterns, associations, or
causal structures among sets of items or objects in transactional databases, relational
databases, and other information repositories. Data mining uses various data analysis
tools such as from simple to complex and advanced mathematical algorithms in order
to discover patterns and relationships in dataset that can be used to establish associa-
tion rules and make effective predictions.

2.1 The Data Reduction Method

The data reduction technique in data mining is used to reduce the data into smaller
volume and preserves the integrity of such data. This implies that mining on reduced
data is more efficient and faster while producing the same mining results. The lossy
technique is a compression method that reconstructs the approximation of the original
data. The known popular and efficient method among the lossy data compression
techniques are wavelet transform and principal component analysis. This study will
explore the use of the latter technique in data mining.

2.2 Data Mining

Numerous data mining algorithms have been introduced that can perform summariza-
tion, classification, deviation detection, and other forms of data characterization and
interpretation. There are varieties of data mining algorithms that have been recently
developed to facilitate the processing and interpretation of large databases. One ex-
ample is the association rule algorithm, which discovers correlations between items in
transactional databases. In Apriori algorithm, candidate patterns that receive sufficient
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support from the database are considered for transformation into a rule. This type of
algorithm works well for complete data with discrete values. One limitation of many
association rule algorithms, such as the Apriori is that only database entries that ex-
actly match the candidate patterns may contribute to the support of the candidate
pattern. Some research goals are to develop association rule algorithms that accept
partial support from data. In the past years, there were lots of studies on faster, scal-
able, efficient and cost-effective way of mining a huge database in a heterogeneous
environment. Most studies have shown modified approaches in data mining tasks
which eventually made significant contributions in this field.

3 Architecture of the Proposed Data Mining System

Based on the earlier premise, the researchers developed the proposed architecture of
the data mining system which will be presented in the subsequent models.

Fig. 1. Proposed Data Mining Model

Fig. 1 shows the proposed three phase implementation architecture for the data
mining process. The first phase is the data cleaning process that performs data extrac-
tion, transformation, loading and refreshing. This will result to an aggregated data
cubes as illustrated in the same figure. Phase two of the architecture shows the im-
plementation of the reduction algorithm using the Principal Component Analysis.

Fig. 2. Data Reduction Model Using Principal Component Analysis (PCA)
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The refined process is illustrated by Fig. 2. This explains that the reduction algo-
rithm will be rendered on the aggregated data and thus, the PCA algorithm and the
rule for dimensionality reduction which was set by the researcher during the experi-
ment shall be employed. This further means that phase 2 shall generate a reduced data
as a result of the reduction algorithm. This will be in accordance with the main prem-
ise of this study to generate meaningful association rules on reduced data in order to
perform faster computation.

Phase 3 is the final stage in which the Apriori algorithm will be employed to gen-
erate the association rules. Further refinements is illustrated by the model in Fig. 3,
which should calculate for the frequent itemsets then compute for the association
rules as given by the algorithms in section 4.4, these are in equations 2 and 3, respec-
tively. Finally, the discovered rules will be generated based on the assumptions on
support and confidence threshold set by the researcher in this study. The output is
given by the last rectangle showing the discovered rules. In this study, the discovered
rules are provided in the tables showing the support count and the strength of its con-
fidence.

Fig. 3. The Association Rule Discovery Model

As mentioned by Bronnimann et. al. [7], “the volume of electronically accessible
data in warehouses and on the Internet is growing faster than the speedup in process-
ing times which was predicted by Moore’s Law and classical data mining algorithms
that require one or more computationally intensive passes over the entire database are
becoming prohibitively slow, and this problem will only become worse in the future”.
With this premise, the researchers would carry-on the quest of innovating methods to
ascertain interesting approach for knowledge discovery.

The proposed architecture describes that integration of data is achieve by first per-
forming data cleaning on the distributed database. Next, the data cubes generation is
the result of the data aggregation by implementing extraction or transformation. Note
that the aggregated data in the form of data cubes is the result of mining process. The
purpose of such cubes is to reduce the size of database by extracting dimensions that
are relevant to the analysis. The process allows the data to be modeled and viewed in
multiple dimensions. PCA technique is exploited to produce compressed data. Then,
association rule discovery will be employed. The data cubes will reveal the frequent
dimensions, thus, could generate rules from it. The final stage is utilization of the
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result for decision-making or strategic planning. The proposed architecture will im-
plement the association rule algorithms on a compressed database and would expect
faster but efficient and interesting data mining results.

4 The PCA Technique and Apriori Algorithm
The Principal Component Analysis (PCA) will be utilized to execute the data reduc-
tion as part of data mining process. PCA is similar to Karhunen-Loeve transform
which is a method for dimensionality reduction by mapping the rows of data matrix
into 2 or 3 dimensional points and that can be plotted to reveal the structure of the
dataset such as in cluster analysis and linear correlations [9]. PCA searches for c k-
dimensional orthogonal vectors that can be used to represent the data, where
The original data are thus projected into smaller space, thus, results to data compres-
sion [4]. Consequently, this technique can be utilized for dimensionality reduction.
Now, let us define Principal Components Analysis as follows.

in which the columns represent the p variables and rows represent measurements of n
objects or individuals on those variables. The data can be represented by a cloud of n
points in a p-dimensional space, each axis corresponding to a measured variable. We
can then look for a line OY1 in this space such that the dispersion of n points when
projected onto this line is a maximum. This operation defines a derived variable:

with coefficients satisfying the condition:

After obtaining OY1, consider the (p-1)-dimensional subspace orthogonal to OY1 and
look for the line OY2 in this subspace such that the dispersion of points when pro-
jected onto this line is a maximum. This is equivalent to seeking a line OY2 perpen-
dicular to OY1 such that the dispersion of points when they are projected onto this
line is the maximum. Having obtained OY2, consider a line in the (p-2)-dimensional
subspace, which is orthogonal to both OY1 and OY2, such that the dispersion of
points when projected onto this line is as large as possible. The process can be contin-
ued, until p mutually orthogonal lines are determined. Each of these lines defines a
derived variable:

where the constants are determined by the requirement that the variance of Yi is a

maximum, subject to the constraint of orthogonality as well as: for each i.

The Yi thus obtained are called Principal Components of the system and the process
of obtaining them is called Principal Components Analysis. The principal components
are reduced form of complex multivariate data which choose the first q principal
component (q <p) that explains most of the variation in the original variables.
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Steps for the Computation of Principal Components
1.
2.

3.
4.

5.

Enter attributes to be computed.
Combine two or more correlated attributes into one factor. Extract principal com-
ponents based on the amount of variance maximizing (known as varimax) rotation
of the original variable (attribute) space.
Extract factors based on the criterion of Eigenvalues 1.
Include attributes with high and positive factor loadings (strong correlation). This
means to remove the variables that do not meet the threshold.
Generate and reconstruct the approximation of the original data

4.1 Rules to Determine the Strength of Principal Components

The determination of how many factors to extract are based on the assumption that
states that we can retain only factors with Eigenvalues 1. Attributes in the given
database shall only be retained if it will show a stronger principal component value. In
our assumption, attributes that show a positive value of 0.5 or better are strong com-
ponents, so other dimensions with less than the assumed threshold could be classified
as weaker components. Therefore those items which show weaker component value
will be eliminated and this will result to a reconstructed approximation of the original
data which include only components and its corresponding attributes with stronger
significance.

4.2 Implementation of the Desired Models

An example of an association rule algorithm is the Apriori algorithm designed by
Agrawal and Srikant [1]. The use of such algorithm is for discovering association
rules that can be divided into two steps: (1) find all itemsets (sets of items appearing
together in a transaction) whose support is greater than the specified threshold. Item-
sets with minimum support are called frequent itemsets, and (2) generate association
rules from the frequent itemsets. All rules that meet the confidence threshold are re-
ported as discoveries of the algorithm. Let T be the set of transactions where each
transaction is a subset of the itemset I. Let C be a subset of I, then the support count of
C is given by:

C is a set containing element t such that t belongs to T and C is the subset of t [16].
For example we have the transaction on electronic products given by Table 1. The
association rule is in the form of where and The support of the
rule is defined by:

In Table 1, the support count of each candidate is given by set L= [DigitalCam-
era:7, FlashMemory:5, VideoPlayer:6, VideoCamera:7, Flatmonitors:7, Elec-
tronicBook:6, AudioComponents: 6]. Support of the rule (DigitalCamera^ Flash-
Memory) FlatMonitors is (DigitalCamera, FlashMemory, FlatMonitors )/12 is
equal to 4/12 or 0.33. While its confidence is (DigitalCamera, FlashMemory, Flat-
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Monitors)/ (DigitalCamera, FlashMemory) is equal to 4/5 or 0.8 (80%). The algo-
rithms for the confidence and output rules are given in section 4.4 by equations 4
and 5, respectively.

Now, let us converse on the approach on the implementation of the desired models
on the given database. Apriori algorithm is a level-wise search strategy used in Boo-
lean association rule for mining frequent itemsets. This algorithm has an important
property called Apriori property which is used to improve the efficiency of the level-
wise generation of frequent itemsets. There are two steps in the implementation of
Apriori property, namely the join step which will find a set of candidate k-
itemsets by joining with itself. The next step is the prune step in which is
generated as a superset of that is, its members may or may not be frequent, but all
of the frequent k-itemsets are included in The Apriori property implies that any (k-
1)-itemset that is not frequent cannot be a subset of a frequent k-itemset; hence, the
candidate can be removed.

4.3 Generating Rules from Frequent Itemsets

From the frequent itemsets, the association rules could be generated based on the two
important criteria: (a) the rules satisfy the assumed minimum support threshold and
(b) the rule has greater confidence limit compared to the assumed minimum confi-
dence threshold. The conditional probability illustrated by the equation (4) was used
to calculate for the confidence based on itemset support count.

Where is the number of transactions containing the item-
set And the Support_count(X) is the number of transactions containing the
itemset X. The association rules were generated by means of the following proce-
dures: (a) generating all nonempty subsets of l, for every frequent itemset; and (b) for
every nonempty subsets of l, the output rule is given by:
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The above equation implies that it satisfies the minimum support threshold because
the rules are generated from frequent itemsets.

5 Experimental Evaluations

The experiment was performed on the database containing 30 attributes comprising
six (6) major dimensions and a total of 1,220 tuples of e-commerce and transactional
types of data. The evaluation platforms utilized in the study were IBM compatible PC,
Window OS, C++, Java, and applications like DBminer, Python, and SPSS.

For the purposes of illustrating the database used in the experiment, we present the
Database D showing partially the data as revealed in Table 2. The abbreviated nota-
tions for the attributes stand as follows: and its corresponding subcatego-
ries, and
Furthermore, Book attribute is consist of subcategories like

and
books. Other dimensions are written with notations similar to that of The discrete
values indicated by each record are corresponding to the presence or absence of the
attribute in the given tuples.

5.1 The PCA Technique and the Discovered Rules

It is remarkable to observe that the use of PCA generated a simpler and understand-
able association patterns as presented in Table 4. The result implies that there is a
considerable trouncing of rules due to the use of PCA technique. Unlike in the other
results where PCA was not used, this shows that more association rules were pro-
duced. However, the former shows only significant and interesting results.

Table 3 shows the component matrix of database D using principal component
analysis. The negative values indicate inverse correlation among the dimensions. The
dimensions included are those with positive correlation that met the strong component
constraints set by the researcher (factor load 0.5). The retention of factors (princi-
pal components) is based on the criterion proposed by Kaiser in 1960 which is the
most widely used. It states that we can retain only factors with Eigenvalues greater
than 1. In this study, a total of 12 principal components (factors) were extracted.
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An approximation of the original data showing only the components with stronger
value was produced. For instance, only attributes with significance higher that as-
sumed threshold were retained and became part of the approximated dataset. The
compressed data has a total of 20 attributes retained.

5.2 Discovered Association Rules Computed on Reduced and Original Data

Table 4 shows that there were a total of 104 rules that were generated when data re-
duction was used. This entails a more compact, efficient and faster computing results
than the other approach. The table only shows the first ten rules discovered.

The same table shows a total of 226 rules that were generated based on the original
data. This implies that there were many rules that were discovered than using the
other approach, however, some of these rules are uninteresting. The result in Table 4
used the same range of dataset for comparison purposes. Higher ranges of selected
data imply more rules that were generated.
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5.3 Computing Time

Comparison of computing time shows that the dimensionality reductions approach in
conjunction with the association rule discovery was faster than the typical approach.
Below shows two figures comparing time, range and the rules discovered.

Fig. 4. Comparison between proposed and typical approach

6 Conclusions

The results used the data mining algorithm and the proposed model for data dimen-
sionality reduction which generated the association patterns observed considering the
synthetic data illustrated here. We have provided examples and generated interesting
rules but more rigorous treatment maybe needed if dealing with more complex and
real world databases. The model using the PCA showed that it generated fewer but
improved association rules than the other method, and only shows significant and
interesting results. By principle, the computation to discover association rules is faster
because it exploits only the reduced and approximated dataset. However, there is a
matter of concern on the accuracy and reliability of predicting association rules. Be-
cause of the attempt to reduce the dimensionality of the dataset, thus, it leads sacrific-
ing and losing some of its components.

Moreover, the proposed model that transform the given data into approximate of
the original data prior to association mining had verified the premise that it could
handle sparse data as shown by the result in section 5 and is suitable for data of high
dimensionality as compared to other technique such as the wavelet transform. For
future studies, the researchers recommend a modified architecture and thorough
treatment of real world databases in distributed networks.
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Abstract. Due to the development of the modern information technol-
ogy, many companies share the real-time inventory information. Thus
the reorder decision using the shared information becomes a major is-
sue in the supply chain operation. However, traditional reorder decision
policies do not utilize the shared information effectively, resulting in the
poor performance in distribution supply chains. Moreover, typical as-
sumption in the traditional reorder decision systems that the demand
pattern follows a specific probabilistic distribution function limits prac-
tical application to real situations where such probabilistic distribution
function is not easily defined. Thus, we develop a reorder decision system
based on the concept of the order risk using neural networks. We train
the neural networks to learn the optimal reorder pattern that can be
found by analyzing the historical data based on the concept of the order
risk. Simulation results show that the proposed system gives superior
performance to the traditional reorder policies. Additionally, manage-
rial implication is provided regarding the environmental characteristics
where the performance of the proposed system is maximized.

1 Introduction

The improvement of modern information technologies allows many companies to
implement the information management system. The information management
system (e.g. POS) makes it possible for cooperating companies to track the
sales information and share inventory status information in real time. In this
environment, the use of a reorder policy based on the shared stock information
updated in real time becomes a major issue.

Traditional reorder policies can be classified into installation stock policies
and echelon stock policies. In echelon stock policies, the reorder time is deter-
mined based on the sum of the inventory at the subsystem consisting of the
considered facility itself as well as of all the downstream facilities whereas in
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the installation stock policies, the reorder time is determined based on the in-
ventory at the considered facility only. In serial and assembly systems, echelon
stock policies show better performance than installation stock policies [4]. On
the other hand, in distribution systems, the echelon stock policies do not always
outperform installation stock policies [3], and both policies may be far from op-
timal [1]. Nevertheless, both policies have been commonly used for distribution
systems [2]. Furthermore, the echelon stock policies have often been used in the
situations where the shared stock information is available [5]. The reason eche-
lon stock policies tend to fail in certain situations is related to the way in which
they utilize centralized stock information. In one-warehouse multi-retailer sys-
tems, the echelon stock of the warehouse is defined as the sum of the stocks at
the warehouse and all the retailers. Thus the method of the evaluating the stock
cannot capture inventory unbalance among retailers, since the details of the re-
tailers’ stock information are lost when calculating the sum of the individual
stocks. To use the shared information more effectively, a new reorder decision
policy called as the ‘order risk policy’ was introduced [7]. The order risk repre-
sents the relative cost increase due to immediate orders, as compared to that
due to delayed orders. The order risk policy determines the reorder time based
on the value of the order risk. The detailed descriptions of the concept of the
order risk will be presented in section 2.2.

Although the order risk policy has proven itself to be as an effective inventory
control policy, there are some limits to its application in real practice. First, the
time required to compute the order risk increases exponentially with the size
of the problem. Since the problem size in real practice tends to be large, the
practicability of the order risk policy is limited. Second, the order risk policy re-
quires the assumption to be made that the demand follows a specific distribution
function. However, it is undesirable to apply this assumption to real situations,
because the demand information in the supply chain tends to be too distorted
for it to be matched to a specific distribution. To overcome this weakness, we
propose a reorder decision system based on the concept of the order risk using
neural network.

The rest of the paper is organized as follows; In Section 2,we describe the
backgrounds to explain the proposed system. Section 3 introduces the proposed
reorder decision system using neural networks. The experimental result is pre-
sented in Section 4, and in Section 5 are our conclusions and some directions for
future research.

2 Backgrounds

2.1 Two-Echelon Distribution System Model

In this study, we focus on the development of the reorder decision method
in the two-echelon distribution system. The general two-echelon distribution
system model consists of one warehouse and retailers facing time variant
demand as shown in Figure 1. The retailers order in batches, and the lead
time (transportation times) is constant. Similarly, the warehouse replenishes its
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Fig. 1. Two-echelon distribution system model.

stock by ordering batches from an outside supplier with the constant lead time.
Unfilled demand at the retailers is backordered and a shortage cost is incurred
in proportion to the time remaining until delivery. Unfilled demand at the ware-
house is ultimately delivered to a retailer on a first come-first-serve basis and
a shortage cost is incurred in the same manner as for the retailers. There are
linear holding costs at all locations.

2.2 Optimal Reorder Decision Based on the Order Risk

In this section, we briefly explain the concept of the order risk. At each moment,
one should determine whether to order immediately or to delay ordering. In
order to make this decision, one needs to quantify the risk associated with an
immediate order. The order risk represents the relative cost increase due to an
immediate order, compared to that associated with a delayed order. If the value
of the order risk is positive, it is beneficial to delay ordering, whereas if the order
risk is negative, an order should be issued immediately.

The order risk is derived from marginal analysis. Since the cost increase due
to an immediate order is equivalent to the cost reduction obtained by delaying
the order, it is necessary to consider the marginal cost savings resulting from
delaying the order, denoted by which is a function of the current
warehouse inventory level, and the sum of the future orders from the retailers
within the warehouse lead time, denoted by Let us assume that and

are the holding cost, penalty cost and ordering quantity at the warehouse
respectively. The marginal cost savings can be calculated using equation 1.

To explain the concept of the order risk policy, let us define the reorder
decision support function (RDSF) as the function whose value is the basis for
the reorder decision. Any continuous-review batch ordering policy can be said
to be one in which an order is issued when the value of the RDSF is below
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Fig. 2. The reorder decision surface function of three policies.

a certain threshold value, i.e. the reorder point. Installation stock policies use
the installation stock level as their RDSF, while echelon stock policies use the
echelon stock level as the RDSF and the order risk policy use the value of order
risk as RDSF. In the case of a distribution system with one-warehouse and two
retailers in which the inventory levels of these three facilities are denoted as
and repectively, each RDSF of the three policies are shown in Figure 2

To apply the order risk policy to real practice, the estimation of the value
of in equation 1 is required, since is not known at the decision time.
Hence, then, the expected marginal savings is to be calculated,
based on the demand distribution assumption at each retailer. However, since
the computation time to calculate the exact value of the expected marginal
savings increases exponentially with the problem size, the real-
time calculation of the expected marginal savings is not practical for the large-
sized problems. On the other hand, the calculation of the value for
the historical data can be easily calculated, since the sum of the orders from
retailers is already a known value. By analyzing the relationship between the
inventory status and the corresponding values, we can find the pattern
of the marginal savings for a given inventory status without assuming a specific
probabilistic distribution for the customer demands occurring at retailers.

Based on this idea, we use a neural network in order to apply the concept
of the order risk to real practice. The proposed reorder decision method using
the neural network consists of three steps. First, we find the patterns of the

values for a given inventory status by analyzing the historical data.
Second, we train the neural network to learn the patterns and finally we use the
trained neural network for the reorder decision in real time.

3 Reorder Decision System Using Neural Networks

A straightforward architecture for the reorder decision system using the neural
network can be one having the system inventory status as the inputs and the
corresponding marginal savings as the output, as depicted in Figure 3.
However, through experiments with various numbers of the hidden layers and
neurons, we found that the learning speed is extremely slow, and furthermore,



Reorder Decision System Based on the Concept of the Order Risk 65

Fig. 3. Straightforward architecture for the reorder decision system.

the resulting performance of the system is very poor. This phenomenon can be
explained by the fact that the size of the training set should be large enough to
learn the patterns of the marginal savings for all the possible system inventory
status, especially when the system size is large. For example, if there is one
warehouse and 4 retailers whose batch ordering quantity is 50, then the resulting
number of the possible system inventory status to be learned will be where

represents the possible inventory status of the warehouse. Thus, the number of
the system inventory status increases exponentially with the number of retailers
in the considering system. However, since the amount of the historical data set
is finite, it seems not possible to train the network to learn the patterns for all
the possible system status, especially when the system size is large.

Thus, we adopt the modular concept. By analyzing the calculation proce-
dure of the marginal savings, we can discover that the decision structure can
be divided into 2 parts. One is to estimate the sum of the retailer orders, i.e.

The other is to estimate the marginal savings of the warehouse,
Therefore, based on the decision structure, we can consider the modular neural
network architecture, as described in the following section.

3.1 System Architecture

Based on the rationale mentioned above, we propose the reorder decision system
architecture which is composed of two submodule groups, called as the ROE
(Retailer Order likeliness Estimator) module and the MSE (Marginal Savings
Estimator) module as shown in Figure 4.

ROE Module. The ROE module investigates the inventory status of the re-
tailer, and estimates the retailer’s order likeliness. Thus each retailer has its own
ROE module. The input node of the ROE module is the inventory status of the
retailer, and the output node is the retailer’s order likeliness. Through experi-
ments with various network configurations, we found that the configuration of
one hidden layer with three hidden neurons shows the best performance.

MSE Module. The role of the MSE module is to estimate the marginal savings
for a given system inventory status. Thus the input nodes of the MSE module
are the warehouse’s inventory status and the all the retailers’ order likeliness
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Fig. 4. Modular architecture for the reorder decision system.

values transferred from the ROE modules, and the output node is the marginal
savings. The complexity of the neural network of the MSE module depends
on the number of the retailers in the system. Thus, in each case, the actual
configuration of the MSE module should be determined. To select the suitable
network configuration of the MSE module, the cross-validation technique is used.
We divide the data set into the training data set and the test data set, and then
a number of experiments with various network configurations are executed. In
each experiment, we train the neural network using training data and evaluate
it by test data. The network configuration which shows the best performance is
selected for the MSE module.

3.2 Training ROE and MSE Modules

ROE Module. To train the module whose role is to estimate the order
likeliness of the retailer the training data is obtained in following ways.
Let and mean the inventory status of the retailer at time and at
time respectively, in which represents the lead time from the outside
supplier to the warehouse. The training data consists of one input value and
output value as expressed in equation 2 where means the reorder point
at retailer

MSE Module. The input values are the inventory status at warehouse
and the retailers’ order likeliness values transferred from the ROE
modules. The output value is the marginal savings for the given
system inventory status. The testing data set can be expressed as in equation 3
where means the base order quantity of the retailer
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4 Computational Experiments

Our experimental model involves a two-level inventory system, in which a ware-
house supplies goods to three retailers. We assume the warehouse is a third-
party logistic company. The retailers and the warehouse participate in strategic
alliance that retailers provide the real-time inventory information and the ware-
house guarantees delivery within a fixed lead time. When an order is received
at the warehouse, a fixed ordering cost is incurred. The lead time from the
outside suppliers to the central warehouse is constant. Since the warehouse
guarantees delivery within a fixed lead time, the lead time from the warehouse
to retailer is also constant. There is a linear holding cost at the warehouse

and at retailer For experimental purpose, we generate the customer
demands based on a compound Poisson process, in which the number of the
customers of the retailer per time unit follows poisson distribution with
and the order quantity from each customer follows normal distribution with av-
erage and standard deviation Excessive customer demand at retailer is
fully backordered and incurs a linear penalty cost Excessive retailer orders
at the central warehouse are satisfied by an emergency operation that incurs a
linear penalty cost at the warehouse, and the additional goods required are
assumed to be subtracted from the future replenishment to the warehouse. Re-
tailer uses an ordinary policy based on the local inventory position. The
base order quantity is calculated through the EOQ process shown in equation 4,
where means the average demand.

In the experiment, we select the four experimental factors – 1) the lead
time at the warehouse, 2) the penalty cost at the warehouse, 3) the
customer demand variance at retailer and 4) the order quantity
at the retailer We choose three levels of each factor to configure the various
experimental environments. The detailed experimental settings are described in
Table 1.

The experimental model was developed using C++. We use Matlab neural
network tool box for the ROE and MSE module. In the simulation experiments,
each of the factor combinations are considered. At each case, the simulation is
run for 1000 time units. Following an initial warm-up period of 200 time units,
we calculate the average cost difference between the NN-based reorder system
and the systems based on the echelon stock policy and between the NN-based
order policy and based on the installation stock policy.
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Fig. 5. Cost reduction with varying Fig. 6. Cost reduction with varying

The simulation result shows that the average cost reduction obtained by
adopting the proposed NN based reorder system rather than the system based
on the echelon stock policy and the installation stock policy is 12.89 and 29.87%,
respectively.

Figure 5 shows the variation in the cost reduction when the lead time from
the outside supplier to the warehouse changes. As can be seen in this figure,
the NN-based inventory reorder system is superior to the systems based on the
traditional policies in all cases. The cost reduction gap between the reorder
systems based on the installation stock and the echelon stock grows as the the
warehouse lead time increases, as indicated in [3]. The cost difference between the
NN-based reorder system and the echelon stock based reorder system decreases
as the warehouse lead time increases. This result is reasonable since a longer
warehouse lead time causes a higher variance in the sum of the retailer orders,
during warehouse lead time and, consequently, the value of the shared stock
information decreases. Thus, the superiority of the NN-based reorder system is
more prominent for short warehouse lead times. Figure 6 shows the variation
in the cost reduction as a function of the penalty cost at the warehouse. It
shows that the cost difference between the NN-based reorder system and the
other systems grows as the penalty cost at warehouse increases. This result
is also reasonable, since the higher penalty cost at the warehouse reflects the
importance of the order decision at warehouse and the NN-based reorder system
uses the centralized information more effectively than the other systems. Thus,
the NN-based reorder system is better suited to the supply chain environment,
in which the penalty cost at the warehouse is high.

Figure 7 shows the variation in the cost reduction when the standard de-
viation of the customer demand changes. The echelon stock based system is
relatively superior to the installation stock based system regardless of the de-
mand rate. The cost difference between the NN-based reorder system and the
other systems decreases when the standard deviation of the customer demand
increases. Again, this result is intuitively reasonable, since higher variance of the
customer demand brings about a higher variance of the orders from the retailers
and, therefore, the value of the individual stock information decreases as the
demand rate increases. Thus, the superiority of the NN-based reorder system is
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Fig. 7. Cost reduction with varying Fig. 8. Cost reduction with varying

more prominent when the standard deviation of the customer demand at the
retailer is low. Figure 8 shows the variation in the cost reduction as a function
of the base order quantity of the retailer. This result shows that the cost dif-
ference between the NN-based reorder system and the other systems grows as
the base order quantity increases. It can be explained in the following ways. As
we mentioned above, the echelon stock based system does not use the shared
information effectively, because it cannot capture inventory unbalance among
retailers. When the base order quantity increases, the range of the inventory po-
sition at the retailers also broadens and the inventory unbalance becomes more
complex. Since our proposed NN-based reorder system is already trained to cap-
ture the inventory unbalance and make a decision based on this information, the
cost difference increases as the base order quantity increases.

5 Conclusion

In this study, we proposed the reorder decision system based on the concept of
the order risk using the neural network, which can be applied to real practice. We
developed the modular architecture for the reorder decision system, consisting
of the ROE module and the MSE module. The training procedure for each
module is provided. The experimental results show that the proposed reorder
decision system shows superior performance to the systems which make the
reorder decision based on the traditional policies such as the installation stock
policies or the echelon stock policies. Through sensitivity analysis, we found
that the benefits from adopting the proposed system can be maximized when
the warehouse lead time is long, the warehouse penalty cost is high, the variance
of the demand incurred at retailers is low, and the base order quantities of the
retailers are large. The reorder decision system using neural networks developed
in this research can be extended to the VMI environment that is recently one
of the popular strategic alliances in the supply chains. In this case, the system
architecture should be modified to enable the simultaneous reorder decision for
all of the retailers as well as the warehouse. Furthermore, it can be also extended
to more complex system models. For example, the extension to the systems
consisting of more than two-echelons or including the floor level scheduling is
worth to be studied.
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Abstract. There has been an increasing volume of research that combines arti-
ficial intelligence (AI) and simulation in the last decade to solve the problems
of various kinds, some of which are related to manufacturing systems. In mod-
ern manufacturing industries, automatic systems composed of computers are
common, and these systems are continuing to enhance the efficiency of the
manufacturing process by analyzing the overall production process – from de-
sign to manufacturing. This paper deals with the problem regarding how to im-
prove the productivity of a metal grating manufacturing system. To solve this
problem, we proposed and applied Hierarchical RG-DEVS formalism, which is
a modeling methodology for incorporating the hierarchical regression planning
of AI and simulation, for constructing an environment for sound modeling. This
research presents not only an improvement of the metal production design envi-
ronment that can predict efficiency in the manufacturing process, but also a co-
operation technique for AI planning and simulation.

1 Introduction

There has been an increasing volume of research that combines artificial intelligence
(AI) and simulation in the last decade [1,2]. The simulation formalisms are concerned
with the time related changes in entities’ states, while those of AI are concerned with
relationships that do not take time into account. The distinguishing feature of AI
schemes is their ability to represent knowledge in declarative, as opposed to proce-
dural form, in which states of an entity are presented in propositional form as facts,
amenable to general purpose logical manipulation. In other words, such knowledge is
explicitly isolated as data rather than intermingled with the code that uses it [3,4].
Simulation models are representations that also package knowledge about a particular
system domain to meet specific objectives. It is not surprising, therefore, that the
research that exploits both dynamic knowledge of simulation and the declarative
knowledge of AI are of great concern [1,3,5].

In modern manufacturing industries, automatic systems composed of computers
are common. These systems enhance the efficiency of the manufacturing process by
analyzing the overall production process – from design to manufacturing [6,7,8,9].
Most of the early CAD systems performed drafting-first functions to take the place of
a drawing board. However, as time passes, people are starting to recognize that CAD
systems could also be used to include specification data and thus further help to
automate the design process [7]. Moreover, many CAD systems focus on the program
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environment, which computes the quantity of materials by analyzing CAD data or
includes a FMS (Facility Management System) for other processes in addition to
design. Next-generation systems will enable the capture of a broader variety of prod-
uct information, and will support a wider range of product development activities
than do existing tools [10].

This paper deals with the problem of how to improve the productivity of a metal
grating manufacturing system. To solve this problem, we proposed and applied Hier-
archical RG-DEVS formalism, which is a modeling methodology for incorporating
the hierarchical regression planning of AI and simulation, for constructing an envi-
ronment for sound modeling. This research presents not only an improvement of the
designing system that can predict efficiency in the manufacturing process, but also a
cooperation technique for AI planning and simulation.

The paper is organized as follows. Section 2 reviews RG-DEVS formalism and in-
troduces Hierarchical RG-DEVS, and Section 3 describes problems in our target
system, a metal grating manufacturing system. To solve the problem, the planning
and simulation parts of Hierarchical RG-DEVS application are explained in Section 4
and Section 5 respectively. Finally, Section 6 gives the conclusions.

2 Hierarchical Planning and Simulation

2.1 AI Planning and DEVS

AI planning systems have wide application areas, such as motion planning of robot,
production planning in manufacturing, collaborative planning on multi-agent systems,
network control, object-oriented module development, etc. Simulation can play an
important role in designing, analyzing and testing such systems. Especially, a model
with intelligent planning capability is a valuable aid to simulation in the above listed
areas.

The DEVS (Discrete EVent system Specification) formalism is a theoretical, well-
grounded means of expressing hierarchical, modular discrete-event models [11]. In
DEVS, a system has a time base, inputs, states, outputs, and functions. The system
functions determine the next states and outputs based on the current states and input.
The formalism has two types of models: basic models and coupled models. The struc-
ture of the basic model is described in Figure 1.

The RG-DEVS (ReGression – Discrete EVent system Specification) gives plan-
ning capability to DEVS models [12]. RG-DEVS, an extension of classic DEVS,
expands the classes of system models that can be represented in DEVS. The regres-
sion mechanism of AI production systems is applied in selecting the rules or actions.
These selected rules are the desired sequence of actions that form action plans for
achieving goals. The sequential states of a model are defined during the regression
process by incorporating regressed subgoals of predicate formulas with other attrib-
utes predefined for describing the model’s states. So, the model’s sequential states are
dynamically generated according to the goal, which is just one of many possible goals
that the model can achieve. The mechanism for detecting miss execution of plans and
building amended, or new, plans for performing corrective actions are also given to
provide easy modeling of the miss execution of planned actions in the real system
counterpart.
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Fig. 1. Basic Model Structures of DEVS, RG-DEVS, and Hierarchical RG-DEVS

2.2 Hierarchical RG-DEVS

Ever since the conception of AI, hierarchical problem solving has been used as a
method to reduce the computational cost of planning. The idea of hierarchical prob-
lem-solving is to distinguish between goals and actions of different degrees of impor-
tance, and solve the most important problem first. Its main advantage derives from
the fact that by emphasizing certain activities while temporarily ignoring others, it is
possible to obtain a much smaller search space in which to find a plan. Today, a large
number of problem-solving systems have been implemented and studied based on the
concept of hierarchical planning [13,14].

In this paper, we expand RG-DEVS formalism in order to embed the hierarchical
planning concept in the DEVS formalism, and name it as Hierarchical RG-DEVS. In
Figure 1, the structure of describes the model in Hierarchical RG-DEVS. In

the set of operations for planning is the union of operation sets for each level
in the hierarchical planning process, and the set of states is the Cartesian product of
state sets that belong to each level. The hierarchy concept embedded in the simulation
model helps make it easy to analyze the target system according to each of its levels
or different points of view.

3 Problem in Metal Grating Manufacturing
In this section, we describe the problem in a metal grating manufacturing system, and
discuss the background of the use of Hierarchical RG-DEVS to solve the problem.

3.1 Domain and Problem: Grating Manufacturing System

A grating is a grid or net shaped product used to cover water drains along the sides of
roads. It is also used as a flooring material for various types of production plants and
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ships. Referring to Figure 2 (b), the grid of a grating is composed of Bearing-Bars
(BB) in the metal length direction) and Cross-Bars (CB) in the width direction. BB-
Pitch and CB-Pitch are regular gaps between BBs and CBs, respectively. Figure 2 (a)
and (b) show the usage and the construction of a grating.

Fig. 2. Grating Usage (a), Construction (b), Before (c) and After (d) CB-Line Matching

The grating production system that we face has been using computerized systems
(GDS and CPS) to improve efficiency of production process. GDS (Graphic auto-
matic Drawing System) is an automatic design and drawing system that was devel-
oped based on problems provided by the design workers of a factory located near the
city of Seoul, South Korea. Within GDS, a user (designer) initially draws frame lines
manually in a cyber drawing sheet, and then the grating items are automatically allo-
cated inside the designated area, bordered by the frames, with the input of additional
parameters. CPS (Cutting Planner System) is an automatic cutting planner system that
arranges grating items in a grating panel to be cut. CPS was developed for the pur-
pose of reduction of the material loss, but the cutting plan affects other parts of the
manufacturing process.

The standard requirement of a grating item (the product unit) has the constraint
that the width of a grating item must be an integral multiple of the BB-Pitch, while
the length of a grating item is not constrained by the CB-Pitch. So, CB-Line Matching
among grating items, as shown in (c) and (d) of Figure 2, is one of the important
issues in the design process of a grating production system. However, CB-Line
Matching is not just a problem of the design stage.

CB-Line Matching is closely related to the efficiency of the manufacturing proc-
ess: perfect matching of CB-Lines for all items may reduce the efficiency. For CB-
Line Matching, designers should estimate how to match the CB lines in a way that it
does not seriously reduce the efficiency. So, the CB-Line Matching function in GDS
has options for designers to try executing it in various ways. However, it is difficult
to find the appropriate rate of CB-Line Matching, because it is not easy to predict the
efficiency of the manufacturing process (especially if the manufacturing is being
processed dynamically). Until the application of our modeling methodology, the
workers at the factory had just followed their intuition based on their experience of
matching the CB lines.
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3.2 Approach: Hierarchical Planning and Simulation

To solve this problem, designers should be able to predict the efficiency of the CB-
Line Matching, and make higher quality drawings (considering the efficiency from
the point of view of suppliers) for grating design using the proper prediction.

Fig. 3. Grating Manufacturing System and CB-Line Matching

In order to predict the efficiency of the manufacturing process under the dynami-
cally changing environment, we use the AI planning technology to make a manufac-
turing plan from the design drawing, and then use the simulation technology to evalu-
ate the efficiency of the plan. Especially, hierarchical planning is used to reduce the
cost of planning, and to reflect the properties of the target system according to the
different points of views. So, we use our Hierarchical RG-DEVS formalism that em-
beds the hierarchical planning capability to the simulation model.

Figure 3 presents the overall structure of the grating manufacturing system and the
flow of CB-Line Matching with the simulation module. The parenthesized numbers
are the sequence of activities for the CB-Line Matching process.

4 Hierarchical Planning in the Application

Now, we present how a plan is generated in our domain. Figure 4 describes planning
factors and Figure 5 shows operations for planning.

We defined three levels for the hierarchical planning in this domain. The planning
units of Level 1, Level 2 and Level 3 are for the task, group and item, respectively.

A task is a set of one or more orders, which have the same use of grating. A group
is a set of one or more grating items, which have the same manufacturing-
specification that describes the types of materials (BB and CB), BB-Pitch and CB-
Pitch. So, a task consists of several groups. Grating items in the same group are
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manufactured in the same way; this depends on the method of welding types for the
generation of a grating panel: 1-weld, 2-weld, and 2-weld-comp. The type of welding
is determined by the composition of the manufacturing-specification and the manu-
facturing resources.

Fig. 4. Planning Factors: State Variables and States

The planning in Level 1 generates the sequence of actions for determining the type
of welding for each group within a task; the planning in Level 2 generates actions for
deciding which type of machines should be applied for the groups processed in
Level 1; and finally the planning in Level 3 generates the sequential actions indicat-
ing which item of a group should be processed by which commands of a machine.

The planning engine approximately calculates the efficiency based on the planned
operations. The values when calculating the efficiency are updated whenever an op-
eration is selected, and those are used to select another operation in the next step of
reasoning. In the planning process, conflict resolution follows the order of operation
rules and the order of groups of which numbers are assigned in a task. Figure 5 de-
scribes the operations for each level. The rules for operations are described by several
predicates.

As mentioned before, we used the hierarchical and regression planning technique
via Hierarchical RG-DEVS, and we used depth-first planning to perform the hierar-
chical planning because the lower level’s plan influences the higher level’s plan in the
next step. Figure 6 shows the planning procedure by the application using these plan-
ning techniques. The series of ellipses that are connected by arrows with solid lines is
the sequence of actions from the goal state to the start state The circled
numbers represent the procedure of the planning: depth-first regression planning. The
actions of upper levels become constraints for the actions of lower levels, and the
states of lower levels, which are updated by the actions, gives feedback to the states
of upper levels.
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Fig. 5. Planning Factors: Rules

Fig. 6. Hierarchical Planning

5 Simulation in the Application
The sequential actions of the hierarchical planning are sequential functions to trans-
late the state of models in simulation, and the sequential states corresponding to the
actions are sequential states to be translated in the simulation model. So, a simulation
model is dynamically generated by planning. Now, we examine the simulation proce-
dure of the model defined by planning.
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Fig. 7. State Transition Diagram Based on Hierarchical RG-DEVS

Figure 7 represents a part of the state transition diagram of the simulation model –
sequential actions and states – formed by planning. Each state is composed of several
predicates, and the thick-underlined predicates, thin-underlined predicates and non-
underlined predicates are generated by planning Levels 1, 2 and 3, respectively. In
Section 2.2, we already described these properties: a state is the Cartesian product of
states of each level in planning.

Now, we explain the results of simulations executed as per the above procedures.
Figure 8 shows the analysis of the three tasks for which manufacturing-specifications
are different.

The left graph of Figure 8 shows the analysis of the relation between CB-Line
Matching rate and efficiency. The efficiency value of 1 means that a task uses the
given resources without surplus or shortage, and a value lower than 1 means that
resources are wasted or insufficient. The graph shows that the three tasks use the
given resources most effectively when their CB-Line Matching rates are 60%, 80%
and 70%, respectively. The regions rising efficiency mean that resources are suffi-
cient, while the regions of falling efficiency mean that resources are deficient. The
right graph of Figure 8 shows the analysis of the relation between welding type and
efficiency; this graph illustrates the case when CB-Line matching rates of each task
are close to the efficiency value of 1. According to this graph, we can identify the
contribution of each welding type with respect to the efficiency.

The efficiency related to the CB-Line Matching rate is determined based on the
state values generated by planning Level 3, while the efficiency related to welding
type is based on planning Level 1. Therefore, this fact means that the Hierarchical
RG-DEVS environment makes it easy to analyze the target system from different
points of view.
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Fig. 8. CB-Line Matching, Welding Type, and Efficiency

6 Conclusion

In this paper we presented how the hierarchical AI planning algorithm and a simula-
tion system could be combined to improve the manufacturing efficiency with a real
industry example. The efficiency of the manufacturing process due to the design
process has been identified, and based on this result we are able to realize a design for
manufacturing that considers efficiency from the design stage to the final manufactur-
ing stage. In order to enhance the effectiveness of the manufacturing process at the
design process, we needed an environment that was capable of predicting how the
result of a design affects the overall manufacturing process. For construction of the
environment with predictability of the manufacturing process, Hierarchical RG-
DEVS modeling methodology was presented and applied. Hierarchical RG-DEVS
contributes to simulation modeling in the following three aspects. First, it reduces the
computational cost of planning, second, it shows how to apply the hierarchical opera-
tions of a target system within the simulation model, and finally it helps to analyze
the target system from different points of view as shown in Figure 8. Future work
includes the generalization of embedding various AI algorithms into simulation mod-
els and intensive applications to real industries.
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Abstract. To construct the ITS(Intrusion Tolerance System), we should con-
cern not only the FTS(Fault Tolerant System) requirements but also intrusion
and vulnerability factors. But, in the ITS, we can not take into account the intru-
sion and vulnerability as they are, because the characteristics and pattern of
them is unknown. So, we suggest vulnerability analysis method that enable ITS
to know the pattern of vulnerability exploitation more specifically. We make
use of the atomic vulnerability concept to analyze the vulnerability in DNS sys-
tem, and show how to make use of the analysis result as monitoring factors in
our DNS ITS system. Also, this analysis result is used in modeling and simula-
tion to see the dynamics of computer network for vulnerability and external ma-
licious attack. This paper shows simulation execution examples making use of
the vulnerability analysis result.

Keywords: Vulnerability Analysis, Intrusion Tolerance, DEVS formalism,
Atomic Vulnerability, DNS

1 Introduction

In the security research area, the survivability related work is urgently required to
preserve the continuity of essential services such as DNS, DHCP and so on. One of
those works is the ITS (Intrusion Tolerant System) which enables client users to ac-
cess the service though severe attack is appeared. Since ITS system’s functions are for
defending the attacks that cannot be handled by the IDS and Firewall’s defense
mechanism, it is almost impossible to apply the known vulnerability information to
the ITS system’s monitoring rules. In our work, we make use of the atomic-
vulnerability based vulnerability analysis and we utilize it to monitor the system and
network’s attack symptoms. Atomic-vulnerability is undividable unit that used to
compose the vulnerability usually named as CVE or CAN ID.

In this paper, we show vulnerability analysis of DNS system, and how to apply the
analysis result to our ITS construction. Especially, we use the analysis result to con-
struct the monitoring knowledge of ITS middleware. At the end of this work, we
show some modeling and simulation examples, which make use of our analysis result.

At the second section, the background works of this research are introduced. Third
section shows our main research contents consist of vulnerability analysis method,
DNS vulnerability analysis and deployment in our ITS system. In the fourth section,
we will show modeling and simulation using our analysis result. At fifth section, we
will make our conclusion and show some future works.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 81–89, 2005.
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2 Backgrounds

Matt Bishop[4] suggests primitive condition that is used to represent the system’s
vulnerability. When a system is represented by primitive condition, there are some
duplicated primitive conditions in different vulnerabilities. So, it is economic to repre-
sent and analyze vulnerability using this concept. In his work, when for each two
vulnerability and the primitive condition sets of two vulnerabilities are defined
as and if the two vulnerabilities have common primi-
tive conditions.

Among the ITS related work, MAFTIA[11] is representative research project
which is conducted by EU’s IST. MAFTIA’s principle about the intrusion is that all
intrusion cannot be protected and some of them are inserted into the system, and sys-
tem must prepare about those uncontrolled attacks. Based on this principle, middle-
ware type ITS framework which contains five main modules such as intrusion detec-
tion, group communication protocol, encryption module, data fragmentation/scatter-
ing, and user access control is suggested.

The OASIS[12] project that is carried out by DARPA proceeds 12 research pro-
jects which are categorized four research topics such as server architecture, applica-
tion program, middleware, network fundamental technology. Some main concepts of
the 12 project in OASIS are as follows. First, the diversity of application and OS
platform enhances the availability of the service and system because usually intru-
sions exploit vulnerabilities that exist in a specific system platform simultaneously.
Second, the system and service should be redundant and if there is intrusion or fault
that cause problem in system or service, the redundant system or service do the work
of main system and service during the recovery time. Third, there are some ITS spe-
cific mechanisms to guarantee the integrity and availability of services, and those
mechanisms cooperate with the conventional security mechanisms of intrusion pre-
vention and detection system. To enhance the availability, load-balancing facility is
applied and to enhance the integrity of service, voting mechanism, service member
isolation and restoration are used. Fourth, there are monitoring facility used to see the
abnormal status of services and systems. In ITS, as monitoring is done after the pre-
vention and detection mechanism is applied, the monitoring scheme should be spe-
cialized to detect the intrusions that are unknown to conventional security system.

In this work, we defined monitoring factors that are appropriate the DNS intrusion
tolerant system. For selection of them, we should define the vulnerability analysis
method using atomic vulnerability analysis method. Although the atomic vulnerability
concept is for the modeling and simulation, it is well applied to intrusion tolerance.

In the next section, we will show the atomic vulnerability concept and we applied
it to the DNS vulnerability. Also, we will show how to deploy the analysis result.

3 DNS Vulnerability Analysis for Intrusion Tolerance

In this section, vulnerability analysis method based on the atomic vulnerability con-
cept is introduced. The atomic vulnerability concept is for the vulnerability modeling
and simulation of network [7]. In this paper, we make use of it to define monitoring
factors in DNS intrusion tolerance system.
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Vulnerability Analysis Method for Intrusion Tolerance

In this research, to extract the monitoring factor in ITS system we defined two con-
cepts. The one is AV(Atomic Vulnerability) and the other is CV(Compound Vulner-
ability). AV is the vulnerability that cannot be divided any more and CV consists of
AV set. We can define our Node using the AV and CV concept. The definition is as
follows.

where
T: Time.

attacker’s action input.

reaction output of nodes.
(or ) is the output function

D is a set, set of CV’s reference.

The Nodes has component D that contains a set of CV’s reference. The component
D represents all vulnerabilities in the nodes and it determines dynamics of the Nodes.
In the Node definition, it has output function  and the Node generates its output at
the Consequence state. Especially, in our case, the component D of Nodes refers the
CVs that are represented by the AVs and operators used to define the relations among
AVs.

The definitions of CVs and AVs are as follows:

Compound Vulnerability:
where,

{Normal, Intermediate, Warning, Consequence}

WSX : warning state vulnerability expression
VX: vulnerability expression

In the definition of CV, is a set of attack input sequences and it means the exter-
nal inputs (X) in the Node. has four essential states that are meaningful in the its
dynamics. Normal state is a state in which a target system is waiting for input packets.
When the target system is under attack, system’s state is Intermediate. The Warning
state means that probability of exploitation occurrence is beyond a specific level, and
the system can transit to an abnormal state by a simple attack input. Consequence
state is a goal state, which means the target system is exploited by attacker. is state
transition function and each state transition is defined as shown in Fig.1.

A CV is represented by logical composition of AVs. VX holds the expression. An
expression is composed of AVs and four binary logical operators. If this expression is
evaluated as TRUE, it means that the vulnerability is exploited by attack action se-
quence and state transition to compromised state occurs in the model. WSX is warn-
ing state vulnerability expression. Syntax of WSX is the same as VX’s. If this expres-
sion is TRUE, state transition to Warning state occurs.
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Fig. 1. State and state transition of CV

Atomic Vulnerability :
where,

Type : {Fact, NonProb, Prob}
Category : {Generic, Application-Specific, System-Specific)

In the definition of AV, is a set of states. is a set of attack input sequences to
AV and it is also same as the is a state transition function. An AV is one of
three type; Fact, NonProb or Prob. A Fact AV has no input(NONE) and no
state(NONE). Therefore, a Fact AV’s is This type
explains the corresponding AV’s origin. NonProb and Prob type AVs explain whether
these AVs are exploited probably or deterministically. Category is Generic, Applica-
tion-Specific for application specific vulnerability, System-Specific for OS or H/W
specific vulnerability.

DNS system vulnerability analysis examples: Based on analysis method in this sec-
tion, we analyze the two popular DNS vulnerabilities. In our analysis, we defined
atomic vulnerabilities for each vulnerability unit CVE ID that is used usually in vul-
nerability definition. Since the atomic vulnerability means undividable one to express
the compound vulnerability, we can define monitoring factor more specifically.
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For example, if there is buffer overflow vulnerability exploitation, we can monitor
atomic vulnerabilities in vulnerability exploitation. Especially, since we consider the
undetected vulnerability exploitation in the system, if we consider the each step of
exploitation, it enhances the security and availability of our system.

DNS Vulnerability and Monitoring Factor Extraction

In this section, we analyze the DNS vulnerability for our aim to extract the monitoring
factor for the intrusion tolerant system. The analysis method that is shown in previous
section is applied in the analysis process. As DNS system is used to translate the do-
main name to ip address and vice versa, if it is crashed by an intrusion, there are big
problem in network usage of internet users. So, DNS system is categorized as essen-
tial ones of which availability and integrity should be guaranteed.

To guarantee the availability and integrity of DNS service, we analyze the vulner-
ability and extract the monitoring factor for the ITS system. Of course, there are some
other mechanism to enhance the availability and integrity such as load balancing,
group management and voting mechanism. But, in this work, we focus on extraction
of monitoring factors that are used by monitoring modules located behind the intru-
sion prevention and detection system. In this situation, we should see the phenomena
(or consequence) that is presented, when the vulnerabilities are exploited, as shown in
Fig. 2. Also, based on the monitored phenomena, the monitor should infer the causes
of phenomena such as vulnerability and attack. Since we define the countermeasure
for each phenomena and vulnerability, if the abnormal phenomena are monitored, the
defined countermeasure is conducted.
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Fig. 2. Relation among vulnerability, exploit, and phenomena

In our analysis, we categorized the vulnerabilities based on the several standards
such as attack target, aim, and vulnerability type for DNS and DHCP system. Our
analysis target vulnerabilities are from the ICAT meta-base which provides meta-data
based search engine. In the case of DNS system, we analyze the 81 vulnerabilities. As
shown in Table 3, we categorized the 10 types of vulnerabilities based on their moni-
toring target.

Deployment of Vulnerability Analysis Result

Fig. 3 shows our system deployment. SITIS is a kind of middleware to support the
ITS facility such as redundant member management using voting mechanism, reliable
multicast protocol and recovery scheme adequate to situation. The analysis method
suggested in this paper is for Member Monitor’s knowledge in SITIS. Our monitoring
module contains rules and facts based on the analysis in previous section. Analysis
result of vulnerabilities contains the monitoring factors based on its own atomic vul-
nerabilities. Since we make use of the atomic vulnerability in our monitoring module,
we can monitor more microscopic level than other detection schemes.

4 Simulation Modeling and Execution

Our analysis result is inserted into the VDBFS (Vulnerability DataBase For Simula-
tor) that is used to simulate the vulnerabilities assessment in the network. The simula-
tion system is constructed using MODSIM III and Oracle Database. The simulator has
host model that has dynamics based on the vulnerability information analyzed by our
approach. So, when we execute the simulation model we can see the status of the
systems, attack path, and exploited vulnerabilities in each path.
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Our simulation environment consists of experimental frame and network model.
Experimental frame is used to set testing environment and feed testing input to the
network model and get back response from the model. Fig. 4 shows execution exam-
ple of our simulation system. Our analysis results are in the VDBFS (Vulnerability
DataBase For Simulator) and it is extracted during simulation execution. If there is
the exploitation of vulnerability, attack path is created as shown in Fig. 4. The simula-
tor can show the vulnerability in a microscopic level named atomic vulnerability.
Fig. 5. shows atomic vulnerabilities that are displayed when we select a composed
vulnerability.

Actually our vulnerability analysis approach based on the atomic vulnerability
concept is for this simulation system. Since atomic vulnerability can be used to repre-
sent states of each system, it is well suited in our simulation system. This atomic vul-
nerability characteristic is well explained in [6] [7].
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Fig. 3. ITS Component Composition in Abnormal Status Monitoring

Fig. 4. Modeling and Simulation using MODSIM III – An execution result

5 Conclusion
In this work, we make use of atomic vulnerability concept to extract the monitoring
factor of DNS intrusion tolerant system. When we make use of the atomic vulnerabil-
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Fig. 5. Atomic Vulnerabilities of a Selected Compound Vulnerability

ity concept, we can get more microscopic monitoring factor for DNS intrusion toler-
ant system. We also categorized the DNS vulnerability types and shows some analysis
sample for DNS related vulnerability. At last, we show our modeling and simulation
environment to present the meaning of our analysis.

As a future work, we should construct DNS intrusion tolerant system based on our
analysis result. Also, our analysis result should be used for intrusion tolerant system’s
essential knowledge for monitoring of system’s abnormal status. Also, when we com-
pile more vulnerability analysis results that are represented based on atomic vulner-
abilities, we can get more specific and unduplicated monitoring scheme for DNS
intrusion tolerance system.
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Abstract. Reflector attack belongs to one of the most serious types
of Distributed Denial-of-Service (DDoS) attacks, which can hardly be
traced by traceback techniques, since the marked information written by
any routers between the attacker and the reflectors will be lost in the
replied packets from the reflectors. In response to such attacks, advanced
IP traceback technology must be suggested. This study proposed a NS-2
based traceback system for simulating iTrace, technique that identifies
DDoS traffics with multi-hop iTrace mechanism based on TTL informa-
tion at reflector for malicious reflector source trace. According to the
result of simulation, the proposed technique reduced network load and
improved filter/traceback performance on distributed reflector attacks1.

Keywords: NS-2, Reflector Attack, DDoS, IP Traceback, Simulation.

1 Introduction

In a distributed denial-of-service (DDOS) attack, the attacker compromises a
number of slaves and installs flooding servers on them, later contacting the set
of servers to combine their transmission power in an orchestrated flooding attack
[1,2]. The dilution of locality in the flooding stream makes it more difficult for the
victim to isolate the attack traffic in order to block it, and also undermines the
potential effectiveness of common traceback techniques for locating the source of
streams of packets with spoofed source addresses [3,4].

In reflector attack, one host (master) sends control messages to the previously
compromised slaves, instructing them to target a given victim. The slaves then
generate high volume streams of traffic toward the victim, but with fake or
randomized source addresses, so that the victim cannot locate the slaves [5,6].
The problem of tracing back such streams of spoofed packets has recently received
considerable attention.

With considerably higher probability the router marks the packets with
highly compressed information that the victim can decode in order to detect

1 This work is supported by University IT Research Center (ITRC) Project from
Korea.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 90–99, 2005.
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the edges (pairs of packet-marking routers) traversed by the packets, again en-
abling recovery of the path back to the slave. This scheme can trace back po-
tentially lower-volume flows than required for traceback using iTrace (ICMP
Traceback) [7].

The use of hundreds or thousands of slaves can both greatly complicate
traceback (due to the difficulty of disentangling partial traceback information
relating to different sources, and/or having to contact thousands of routers)
and greatly hinder taking action once traceback succeeds (because it requires
installing hundreds of filters and/or contacting hundreds of administrators) [4].

Attackers can do considerably better still by structuring their attack traffic to
use reflectors. A reflector is any IP host that will return a packet if sent a packet.
So, for example, all Web servers, DNS servers, and routers are reflectors, since
they will return SYN ACKs or RSTs in response to SYN or other TCP packets.
Thus currently available technologies do not provide active functions to cope
with reflector attack such as tracing and confirming the source of DoS hacking
attacks. Thus it is necessary to develop a technology to cope actively with such
DDoS reflector attacks. Even if the trace-route technique is applied to identify
the source address, the technique cannot identify and trace the actual address
because the address included in reflector based DDoS (Distributed Denial of
Service) is spoofed [5].

When a DDoS attack has happened, methods like ingress filtering filter and
drop malicious packets at routers on the network, so they are passive to DDoS
attacks. In traceback methods such as [9,10], routers generate information on
the traceback path while transmitting packets are sent by reflector attack on
slaves, and insert traceback information into the packets or deliver it to the IP
address of the target of the packets.

On existing Reverse iTrace [8], common routers send ICMP messages to the
source of the just-processed packet rather than its destination (unlike iTrace).
Routers on the path between slave and the reflector will send ICMP messages
to Victim to enable trace back to the slaves. But, in this study we propose
a new reflector traceback scheme which combine Pushback module on reflector
traceback. This study proposes a technique to simulate traceback the source IP of
spoofed DDoS packets using NS-2 [11] by combining the existing method, which
provide a control function against DDoS reflector attacks [12], with a traceback
function. Therefore, a router performs the functions of identifying/controlling
traffic, and when a DDoS attack happens it sends packet to its previous hop
router by marking router’s information on the header with advanced ICMP
traceback mechanism.

2 NS-2 for DDoS Simulation

2.1 Introduction to Network Simulation: NS-2

The NS-2 simulator [11] is a discrete event simulator widely used in the net-
working research community. It was developed at the University of California at
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Berkeley and extended at Carnegie Mellon University to simulate wireless net-
works. These extensions provide a detailed model of the physical and link layer
behavior of a wire/wireless network and allow arbitrary movement of nodes
within the network. NS-2 Simulator is usually a software package that simulates
a real system scenario. Through the simulation we can test how a device or a
system will perform in terms of timing and result. In addition to that it can be
used to explore new policies, operating procedure without interrupting the sys-
tem in real time. Network simulation allows us to check the system compressing
the time, or expanding it.

Network simulation is very important because the network designer can test
a complex network and make the right decisions about the designing in order
the network will not face any problems in the future. New network devices can
be added and testing without disturbing the existing network. Also during the
simulation the designer can test how he can improve the network bandwidth
or the current data speed. Finally network simulation can be used for tutorial
so a network engineer can solve problems with real devices. NS-2 has high per-
formance and it is very easy to use because of the combination of the above
languages. NS architecture follows the OSI model.

Node in a network is a point that connects other points, either a distribution
point or an end point for data transmissions. A node can sent or receive data. All
kind of nodes in ns-2 are separated in two types of nodes. A unicast node that
sends packets to only one node and a multicast node that sends packets to more
than one node. Attack traffic source node is a node that sends malicious data
(spoofed data) to other nodes. Traffic agents such as TCP or UDP are assigned
on those nodes.

The receiving node is called sink node. A sink node can be an end node of
the network. It can receive from different type of traffic source node. In case of
a sink receives data form a TCP traffic node is defined as Agent/TCP Sink and
as Agent/Null if it is received from a UDP traffic node. Two types of agent can
be assigned on the same node.

2.2 DDoS Simulation Modeling Architecture with NS-2

We motivate our discussion with an example of a DDoS network illustrated. The
main goal of our work is to recreate such network in a simulation environment
where the behavior of the network can be analyzed. In our simulation environ-
ment, a typical network scenario will consist of three types of nodes as Fig. 1.:
1) traceback nodes that monitor their immediate environment, 2) target nodes
that generate the various traceback stimuli that are received by multiple nodes
over different channels. 3) user nodes that represent clients and administrators
of the network.

Shown in Fig. 1, three type of node models make up the key building blocks
of our simulation environment. The traceback nodes are the key active elements,
and form our focus in this section. In our model, each traceback node is equipped
with one network protocol stack and one or more traceback stacks. The role of
the traceback protocol stacks is to detect and process traceback stimuli on the
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Fig. 1. Simulation Architecture on NS-2.

network channel and forward them to the application layer which will process
them and eventually transmit them to a user node in the form of DDoS reports.
In addition to the protocol and traceback stacks that constitute the algorithmic
components, each node is also equipped with a ICMP information corresponding
to the packet transmission path components.

We used gTraceBack module for simulate DDoS packet in NS-2. DDoS can
be implemented with an UDP flow through bottle-neck traffic. The default is
to use an UDP connecton woth a CBR traffic. By default the functions uses an
UDP Agent with a CBR traffic.

We use a class named offender which give some base for people who want to
develop their own offender classes. We derivate this class first in a class named
offender_proto which contain the protocol used by the offender (DDoS attacker).
And then an offender_app class which derivated from the offender_proto. It con-
tains the application source and destination of the offender.

There is one function remaining to create attackers against victims. We can
use one or more targer (victim) and one more attackers. The default is to use
an UDP connection with a CBR Traffic. In this case we have made a special
function to set the rate of the offender with some arguments.

$ns multi-create-agent-offender. targets < nodes – 1 >< pktClass_0 ><
array_srcsrc >< array_dstdst >: This function return an offender_app list
with all the needed parameters to work.

targets: is a list of target. A target is a node that we must created before
(a simple node is sufficient with the command set [ns node] for example).
node: if we give a lost of (or one) node, they will be used to attach the
attackers on it/them. If we give as nodes as targets then this will make a one
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against one topology. If we don’t give any nodes, then they are created for
convenience. But be careful, in this case we must link them with its topology.
pktClass: if we give a list (or one value), then the flow ID will be what we
give.
array_src and array_dst: these are the name of an array which contains a list
of argument as follow.

name of the protocol (UDP – default for the sender), Null (default for
the receiver), TCP/Sack1, TCPSink/Sack1,...).
name of the application (under the app hierarchy) (Traffic/CBR– default
for the sender), FTP,...).
a list of arguments to pass to the application constructor.
the name of an already initialized procedure to pass to the agent (Fig. 2).
a list with the arguments to pass when the function calls the initialized
procedure.

Fig. 2. Traceback Agent with TCP Connections.

Based on these simulation architecture, we can generate DDoS simulation net-
work and evaluate the overall traffics by randomly selected network node as
Fig. 1. This architecture can also be applied into reflector based DDoS attack
model for simulating proposed mechanism as Fig. 3.

Fig. 3. DDoS Attack Simulation on NS-2.
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3 Reflector Based DDoS Attacks

3.1 Reflector Attack Mechanism

Using these library in NS-2 simulator, we can construct a simulated reflector
based DDoS attack system. At first, we consider reflector based attack mecha-
nism.

Reflector Attack: The attacker first locates a very large number of reflectors.
They then orchestrate their slaves to send to the reflectors spoofed traffic
purportedly coming from the victim, V. The reflectors will in turn generate
traffic from themselves to V. The net result is that the flood at V arrives
not from a few hundred or thousand sources, but from a million sources, an
exceedingly diffuse flood likely clogging every single path to V from the rest
of the Internet.

The operator of a reflector cannot easily locate the slave that is pumping the
reflector, because the traffic sent to the reflector does not have the slave’s source
address, but rather the source address of the victim.

In principle the we can use traceback techniques such as those discussed
above in order to locate the slaves. However, note that the individual reflectors
send at a much lower rate than the slaves would if they were flooding V directly.
Each slave can scatter its reflector triggers across all or a large subset of the
reflectors, with the result being that if there are reflectors, slaves, and a
flooding rate F coming out of each slave, then each reflector generates a flooding
rate as follows.

So a local mechanism that attempts to automatically detect that a site has a
flooding source within it could fail if the mechanism is based on traffic volume.

In addition, common traceback techniques such as iTrace [7] and PPM (prob-
abilistic packet marking) [9] will fail to locate any particular slave sending to a
given reflector. If there are reflectors, then it will take times longer to
observe the same amount of traffic at the reflector from a particular slave as it
would if the slave sent to the victim directly. Against a low-volume traceback
mechanism like SPIE, the attacker should instead confine each slave to a small
set of reflectors, so that the use of traceback by the operator of a single reflector
does not reveal the location of multiple slaves.

3.2 Reflector Defense Methods

There are a number of possible defenses against reflector attacks. But, in prin-
ciple DDoS prevention could be possible to deploy traceback mechanisms that
incorporate the reflector end-host software itself in the traceback scheme, allow-
ing traceback through the reflector back to the slave.

Packet classification mechanism requires widespread deployment of filtering,
on a scale nearly comparable with that required for widespread deployment
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of anti-spoof filtering, and of a more complicated nature. Common traceback
mechanism has enormous deployment difficulties, requiring incorporation into
a large number of different applications developed and maintained by a large
number of different software vendors, and requiring upgrading of a very large
number of end systems, many of which lack any direct incentive to do so.

In addition, traceback may not help with traceback in practice if the trace-
back scheme cannot cope with a million separate Internet paths to trace back
to a smaller number of sources. So we need an advanced new mechanism against
reflector-based DDoS attack by using combined technique both packet classifica-
tion and advanced traceback mechanism.

4 Advanced Traceback Against Reflector Attacks

4.1 IP Traceback Against Reflector Attack

In this study, we propose a new iTrace mechanism against reflector attacks by
using modified pushback [13] module as follow Fig. 4, which shows overall struc-
ture of proposed scheme.

Let’s say is the IP address of is IP packet arrived at and
is 24 bits on the header of in which marking information can be stored.

In packet is composed of 8-bit TOS (type of service) field, and 16-bit
ID field. The use of TOS field does not affect the entire network. This study
defines the unused 2 bits out of TOS field as TM (traceback marking flag) and
CF (congestion flag). In TOS field, the first 3 bits are priority bits, and next
three bits are minimum delay, maximum performance and reliability fields but
not used currently.

TTL (time to live) in all packets is an 8-bit field, which is set at 255 in
ordinary packets. The value of TTL field is decreased by 1 at each router until
the packet reaches the target. Specifically because the maximum network hop

Fig. 4. Pushback based iTraceback Against Reflector Attack.
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count is 32 in general, the distance of packet transmission can be calculated
only with the lower 6 bits out of the 8 bits of TTL field in packet arrived at
router

Step 1: The router extracts information of the lower 6 bits from the TTL field
of packet names it and stores it in TOS 6-bit
field of the packet.

value indicates the distance of the packet from the attack system. When
informed of the occurrence of abnormal traffic, router performs marking for
packet corresponding to congestion signature classified by decision module.

Step 2: After the router received a packet, it resets TM field in TOS field as
1. Then it calculates for 8-bit TTL field of packet and stores it in the
6 bits of TOS field. Then the router calculates 8-bit hash value for the
address of router and calculated earlier using hash function H(·), and
marks the value on the first 8 bits of ID field. The marked packet is
delivered to the next router on the routing path to the target address.

Step 3: Now when router checks the value of TM field in the packet
and finds it is 1, the router applies the hash function to the value obtained
by subtracting 1 from which is corresponding to the 6 bits of TOS
field in the packet, and router IP address and marks the resulting value
on

After marking, the router set CF at 1 and sends the packet to the next router.
The next router, finding TM and CF are set at 1, does not perform marking
because the packet has been marked by the previous router.

4.2 Generate ICMP Traceback Message Against Reflector Attack

We generate the suspicious packet into ICMP packet and send it by iTrace
module to the victim host. In an IP header excluding the option and the padding,
the length of the unchanging part to the bit just prior to the option is 128 bits
excluding HLEN, TTL and checksum. The 128 bits in a packet can be used to
represent unique characteristics, so a router can use them in generating a ICMP
traceback message for the packet.

Step 4: The 128 bit information can be divided into four 32-bit blocks as
follows. 32-bit can be obtained from the four
32-bit sub-blocks.

Now the router is aware of IP address of its forward router and
the IP address of its backward router in relation to its own address
on the path through which a packet is transmitted. Then the router calculates

by generating 32-bit information of an arbitrary
random number

Step 5: The the router generates through the following process using
which is calculated for the IP addresses of the router, of the upper router to
which the packet has been sent, and of the next router to which the packet
is to be sent.
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is generated by XOR operation on information unique to the IP packet in ad-
dition to the 32-bit IP address of the router and information related to the path.
Specifically,  is bit-interleaved with and produces 64-bit information. It
is included in 64-bit information in an ICMP traceback packet and sent to the
target IP address. Of course, transmitted ICMP message is not delivered to
the source IP address but to the target IP address.

Step 6: From ICMP message and packet arrived at the target IP address,
the victim system identifies path information. First it obtains and
for 64-bit information included in the ICMP message.

Here, we can calculate is therefore,
we can get Now it is possible to obtain by generating

which is information corresponding to 128 bits in packet Finally the
victim system can obtain the 32-bit IP address of the router as well as the
addresses of the routers before and after that through operation.

4.3 Reflector DDoS Traceback Simulation on NS-2

In order to evaluate the functionality of the proposed method, we simulated
its traceback procedure using NS-2 in Linux as shown Fig. 5. In the method
proposed, a classification technique is adopted in classifying and control DDoS
traffic and as a result the number of marked packets has decreased. We can con-
trol the DDoS traffic by issuing traceback message to upper router and marking
router’s own address in IP packet. The method proposed in this study runs in
a way similar to existing iTrace/PPM mechanism, so its management load is
low. Furthermore, because it applies identification/control functions to packets
at routers it reduces load on the entire network when hacking such as DDoS
attacks occurs. The method proposed in this study uses an packet marking with
iTrace for providing reflector traceback and control/filter function and marks
path information using the value of TTL field, which reduces the number of
packets necessary for restructuring a traceback path to the victim system.

Fig. 5. Reflector based DDoS Traceback Simulation on NS-2.
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5 Conclusions

The dilution of locality in the DDoS flooding reflector stream makes it more
difficult for the victim to isolate the attack traffic in order to block it. When a
DDoS attack has happened, methods like ingress filtering filter and drop mali-
cious packets at routers on the network, so they are passive to DDoS attacks.
In traceback methods, routers generate information on the traceback path while
transmitting packets are sent by reflector attack on slaves, and insert traceback
information into the packets or deliver it to the IP address of the target of
the packets. Thus this study proposes a technique to trace back the source IP
of spoofed DDoS packets by combining the existing both pushback and iTrace
method, which provide a control function against DDoS reflector attacks, with
a traceback function.
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Abstract. Using human action, playing a computer game can be more
intuitive and interesting. In this paper, we present a game system that
can be operated using a human action. For recognizing the human ac-
tions, the proposed system uses a Hidden Markov Model (HMM). To
assess the validity of the proposed system we applied to a real game,
Quake II. The experimental results verify the feasibility and validity of
this game system.This system is currently capable of recognizing; 13 ges-
tures, corresponding to 20 keyboard and mouse commands for Quake II
game.

Keywords: Gesture Recognition, Game System, HMM (hidden Markov
model).

1 Introduction

Human actions can express emotion or information, either instead of speaking
or while human is speaking. The use of human actions for computer-human
interaction can help people to communicate with computer in more intuitive way.
Recently, almost of a popular computer game involves the human player directly
controlling a character. If the game players operate game through human actions,
they should be more intuitive and interesting during playing such computer
game [1–3].

This paper presents a new game system using human actions. Human actions
have many variations, such variations occur even if the same person performs the
same gesture twice. Thus we use a hidden Markov model (HMM) for recognizing
user gestures. A HMM has a rich mathematical structure and serves as the
theoretical basis for a wide range of applications. HMM based recognizer has
been proposed by many researchers and become quite common for game systems
(e.g. [4–6]).

The rest of the paper is organized as follows. We explain a proposed game
system in Section 2 and describe an each module of the system more detail in
subsection of Section 2: a feature extraction, a pose classification and recogni-
tion of human action. The experimental results and performance evaluation are
presented in Section 3. Finally, Section 4 summarizes the paper.
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2 The Proposed Game System Using Human Actions

The proposed game system is Quake II game controlled by human actions.
Quake II game is one of action game, which involve the human player controlling
a character in a virtual environment.

Our game system can be controlled Quake II game with 13 human actions.
The 13 actions are frequently used command in Quake II: walk forward, back
pedal, attack, turn left, turn right, look up, look down, step left, step right, center
view, up/jump, down/crouch and run. So we represent those commands using
gestures, which are described in Fig. 1.

Fig. 1. Thirteen types of gestures used in Quake II.

The proposed system consists of an input device, a processing unit, and an
output device, and the overall configuration is shown in Fig. 2. A video camera,
which is located above the user at an angle of sixty-two degrees, captures gestures
of a user in real-time. The input image sequences are sent to a processing unit
that is core of the proposed game system. The processing unit recognizes human
actions from the sequences. This processing unit is performed by four steps: a
feature extractor, a pose classifier, a gesture recognizer, and a game controller.
Firstly, a feature extractor extracts a feature that is represented by positions of
user head and hands. Subsequently, a pose classifier classifies a pose using symbol
table and a gesture recognizer recognizes human actions from the classified pose
symbol sequence. Finally, a game controller translates that sequence into the
game commands. The result of experiments shows that the proposed system is
suitable for application of real game. The game situations that are operated by
user gestures are appeared in a big screen again through a projector.
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Fig. 2. Computer game setup using the gesture recognition method.

2.1 Feature Extraction

To extract the positions of head and hands as features from image sequence,
feature extraction in the proposed method is performed by three steps: skin color
detection, noise filtering, and position detection. Skin color detection identifies
body parts using skin color model, where the color distribution of human skin
is clustered within a small area of chromatic color space and then it can be
approximated using a 2D-Gaussian distribution [7]. Therefore, the skin color
model can be approximated by a 2D-Gaussian model, where the
mean and variance are as follows:

Then, noise filtering eliminates noise and fills out any holes in the image.
Finally, position detection identifies the position of the head and hands by la-
beling a region, making a box based on the labeled region, and discriminating
body parts using heuristic rules. Fig. 3. shows an example of feature extraction.
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Fig. 3. Results of feature extraction step: (a) Original image. (b) Extracted head and
hands regions. (c) Result image of noise filtering and position detection.

2.2 Pose Classification

In this stage, a pose is classified the extracted body parts into a symbol in a
symbol table according to pose classification. Here, we assumed that each gesture
consists of start pose, intermediate poses between a start pose and a distinctive
pose, a distinctive pose and end pose.

Fig. 4 shows the symbol table used in our system that includes 23 poses
such as a start (end pose), distinctive poses, and intermediate poses. A symbol
is approximated for an input feature using the predefined symbols in the symbol
table. An input feature is classified to a symbol that has a smallest norm between
input feature and the predefined symbol table.

Fig. 5 shows an example of pose classification.

2.3 Gesture Recognition

Since gestures are presented in 3D spatio-temporal space in the real world, many
variations occur although the same person performs the same gesture twice.
Thus, the recognition model needs to be robust to such variations in time and
shape [8]. An HMM has a rich mathematical structure and serves as the the-
oretical basis for a wide range of applications. It can model spatio-temporal
information in a natural way, and includes elegant and efficient algorithms for
learning and recognition, such as the Baum- Welch algorithm and Viterbi search
algorithm [9].

Therefore, we use a HMM for recognize gestures. Every time a symbol is
given, a gesture recognizer determines whether the user is performing one of the
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Fig. 4. A symbol table: it includes 23 poses such as a start (end pose), distinctive and
intermediate poses.

Fig. 5. Results of pose classification step: (a) Original image. (b) Result of Feature
Extraction. (c) An approximated Symbol.

thirteen gestures predefined above, or not. If he or she is, the gesture recognizer
returns the gesture that the user is performing.

For many applications, especially in speech recognition, left-right model has
been widely used. So we create a discrete HMM for each gesture. Fig. 6 shows
an example of the structure used for the HMMs. For each of the 13 gestures, a
5-state HMM was trained separately using the Baum- Welch algorithm.

To determine the probability of an observed sequence given an HMM when
the parameters are known, a forward algorithm is used to calculate the
probability of a T long observation sequence,

where each belongs to the observable set. Intermediate probabilities are
calculated recursively by initial Then the initial for each state is calculated
using the following equation.
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Fig. 6. An HMM model: (a) the gesture for the command ATTACK, (b) a left-right
HMM.

Then, for each time step the partial probability is calcu-
lated as follows:

That is, the partial probability is obtained as the product of the appropri-
ate observation probability and the sum of all possible routes to that state, by
exploiting recursion based on knowledge of these values for the previous time
step.

Finally, the sum of all partial probabilities gives the probability of the obser-
vation, given the HMM,

Eventually the model with the highest probability is selected as the objec-
tive one.

3 Experimental Results

To show the impressive effect of our gesture based game system using HMM in
game entertainment, we combine it with an interactive game, Quake II. This
game system is developed in PC platform, the operating system is Windows XP,
CPU is Pentium IV-2.0GHz, and memory size is 512M. The gesture based game
system is demonstrated Fig. 7.
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Fig. 7. Environment of the proposed game system.

Table 1 shows the mean and covariance matrix of the skin color model ob-
tained from 200 sample images. Since the model only has six parameters, it is
easy to estimate and adapt to different people and lighting conditions.

Table 2 shows the performance of the proposed HMM in recognizing 13 com-
mands. The result shows recognition rate of about 90.87% for the thirteen ges-
tures.
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Fig. 8. HMM of each 13 gestures: the arrows represent circles are state, results
are represented symbol which is located under each circles and also is showed that
probability values under that.

Each gesture was recognized by the HMM. Fig. 8 shows the parameter results
for the HMM and HMM models. is the initial state distribution, is the state
transition probability matrix and is the output probability matrix.

Consequently, our experimentation shows that the proposed HMM have a
great potential to a variety of multimedia application as well as computer games.

4 Conclusions

We developed a game system using human action that can provide a more con-
venient and intuitive user interface. For recognition of human action, we use a
HMM. Experimental results show reliability of about 90.87% with false recog-
nition of 9.13% and the proposed system is applicable for real game system as
generalized user interface.
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Abstract. IPsec has now become a standard information security technology
throughout the Internet society. It provides a well-defined architecture that takes
into account confidentiality, authentication, integrity, secure key exchange and
protection mechanism against replay attack also. For the connectionless security
services on packet basis, IETF IPsec Working Group has standardized two ex-
tension headers (AH&ESP), key exchange and authentication protocols. It is
also working on lightweight key exchange protocol and MIB’s for security
management. IPsec technology has been implemented on various platforms in
IPv4 and IPv6, gradually replacing old application-specific security mecha-
nisms. In this paper, we propose the design and implementation of controlled
Internet security system, which is IPsec-based Internet information security sys-
tem in IPv4/IPv6 network and also we show the data of performance measure-
ment. The controlled Internet security system provides consistent security pol-
icy and integrated security management on IPsec-based Internet security
system.

1 Introduction
The popularity of Internet has given rise to the development of security solution to
protect IP datagrams. The traditional approaching methodology of offering informa-
tion security service in the network is finding the independent solution that do not
influence the application program on the upper layer of the protocol stack. To add to
this, from the view of the network protocol designers, it is also most effective to offer
the security service from the network layer.

So, in November 1992, the members of IETF started to design the IP layer security
protocol, which is suitable for the large scaled Internet environment. As a result of
this, swIPe was born and its design concept was proven that the security service from
the IP layer is possible [1]. After this, IETF IPsec WG has started to write the specifi-
cation of the IP layer security. During the IETF Meeting (December 1995), the
interoperability test of IPsec system was performed for the first time. The system,
which is based on only the IPsec documents, implemented by the Internet device
manufactures and researchers independently. After this, IPsec security architecture,
transform algorithms, AH (Authentication Header), ESP (Encapsulation Security
Payload), IKE (Internet Key Exchange) were confirmed as a RFC [2,3,4,5,6,7,8]. Up
to date, new RFCs and drafts related to IPsec are made. The IPv6 WG adopted IPsec,
and it becomes mandatory requirement of the next generation Internet and optional
requirement of IPv4.
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IPsec provides a transparent information security services to the Internet users be-
cause it is offered by the IP layer and is needless to modify the application programs
of the upper layer. And the consistent security service is possible in the system be-
cause IPsec provides the same information security service to the application layer
and the transport layer. Also, IPsec has an open architecture, therefore it does not
depend on the specific algorithm or authentication mechanism and it easily can adopt
the existing technology or a new technology.

IPsec is implemented on various OS platform (i.e., Linux, FreeBSD and Win-
dows2000). And it is researching in open projects FreeS/Wan on based Linux and
KAME on based FreeBSD, but not completed [9,10]. IPsec is used broadly all net-
work system, especially in VPN (Virtual Private Network) equipment. IPsec is under-
stood to be the only Internet security protocol to solve scalability and compatibility in
VPN when adopt to the large scaled network. So in this paper, we propose the design
and implementation of controlled Internet security system in IPv4/IPv6, which is
IPsec based Internet information security service system and provides consistent secu-
rity policy and integrated security management. Also we will show the data of
performance measurement.

2 The Controlled Internet Security System
2.1 The Architecture of Our System

Controlled Internet security system is composed of secure host/gateway system con-
taining IPsec engine, Internet key exchange system and key management system,
security management system, security policy system and security evaluation system.
Figure 1 shows the architecture of our system.

Fig. 1. The Architecture of Controlled Internet Security System

2.1.1 IPsec Engine
IPsec provides a standard, robust and extensible mechanism in which to provide secu-
rity to IP and upper layer protocols (i.e., UDP or TCP). The method of protecting IP
datagrams or upper layer protocols is by using on of the IPsec protocols, AH and ESP.
AH offers integrity of IP packet and authentication of packet origin. ESP is used to
encrypt the upper layer information of packet payload.
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Two protocols are implemented in the IPsec engine. IPsec engine is divided into
two different functions as secure host and gateway. The two functions are similar in
some ways but have much difference in the system role and position. Secure host
function is ported generally on the user terminal with single network interface, how-
ever secure gateway function is ported on the system with multiple network interfaces
such as router, firewall and VPN server. Figure 2 shows the IPsec processing proce-
dure of IP packet.

Fig. 2. IPsec Processing Procedure

2.1.2 Internet Key Exchange (IKE)
IKE offers automated key negotiation, and it is a mixed type of protocols ISAKMP,
Oakley and SKEME. ISAKMP protocol provides two phases of processing and the
functions are the authentication and key exchange. Oakley provides definition of key
exchange mode and SKEME provides key sharing and re-keying mechanism. IKE is
designed to defense DoS (Denial of Service) and man-in-the-middle attack, and also
satisfy the PFS (Perfect Forward Security).

Fig. 3. SA Negitiation Procedure

To negotiate and create key, IKE processing is divided into two phases. In phase 1,
ISAKMP SA negotiation and key material creation are performed for protection of
ISAKMP messages. In phase 2, IPsec SA negotiation and key material creation are
performed for security services of IP packet. IKE has 4 exchange modes, which are
main, aggressive, quick and new group. The ISAKMP SA created from phase 1 and
IPsec SA created from phase 2 are stored in ISAKMP SADB and IPsec SADB, re-
spectively. Figure 3 shows the interaction of CA and IKE and SA negotiation between
IKEs.
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2.1.3 Internet Key Management (IKM)
IKM is the key management system, which manages the negotiated SAs and keys
from IKE. IKM stores, deletes and updates SA using pf_key protocol [11].

Also, when the lifetime of SA is expired and key information is compromised,
IKM requests IKE to renegotiate SA. Another function is to store and manage the
certificate from CA and to provide API of crypto-library. Figure 4 shows the func-
tions of IKM.

Fig. 4. The Functions of IKM

2.1.4 Security Policy System (SPS)
Security policy system decides the appropriate security policy between two systems.
The security policy is the one of three mechanisms – apply IPsec, bypass IPsec and
discard.

Fig. 5. Policy Negotiation Procedure

If security policy is the apply IPsec, security policy system decides hash and en-
crypt algorithm, the size of the key, a term of validity and connection type of the do-
mains or the systems and also manages them [12]. The security policy is manually set
up by the security manager or set up automatically by the policy negotiation between
SPSs. Figure 5 shows the security policy negotiation procedure between policy serv-
ers in two different domains.

2.1.5 Security Management System (SMS)
SMS offers control mechanism to security manager. The functions of the SMS are
monitoring of security service status, collection of audit information and manual con-
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figuration of SA and SP. To monitor the system status, the definition of MIB (Man-
agement Information Base) is necessary. MIB is not standardized yet and IETF is
working on it. MIB at present are IPsec monitoring MIB, IKE monitoring MIB,
ISAKMP DOI-Independent MIB and IPsec DOI textural conventions MIB
[13,14,15,16]. Figure 6 shows security management mechanism of SMS.

Fig. 6. Security Management Mechanism

2.1.6 Security Evaluation System(SES)
SES (Security Evaluation System) estimates the system safety and finds the threat
factor before the threat occurs.

Fig. 7. Security Evaluation Mechanism

The functions of SES are collecting network information using sniffer, searching
evaluation rule database (ERD) to evaluate specific system, analyzing the result and
reporting the result to security manager. ERD has evaluation method and attack tech-
nique of how to evaluate and attack the security of the system. Figure 7 show security
evaluation mechanism of SES.

2.2 The Procedure of Our System

Secure host/gateway is containing IPsec Engine, SAD, SPD and IKEB. IPsec Engine,
SAD and SPD operate in the kernel layer and IKEB operates in the application layer.
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Fig. 8. The Connectivity of Controlled Internet Security System

And security control system is composed of SPCB, ISMB and ISEB. Figure 8 shows
the connectivity of blocks in controlled Internet security system.

When secure host/gateway establishes secure connection between systems - hosts,
gateways and host and gateways, IPsec engine requests the appropriate policy to SPS.
When the appropriate security policy and security association are already exist, IPsec
engine must reference SPD and SAD on the procedure of outbound packet process
and inbound. Otherwise, SPS and peer SPS negotiate security policy by using SPP to
make a new policy between two end-to-end systems [17]. Then SPS invokes IKE and
IKE and peer IKE negotiate SA. SA has the information of key, hash function, en-
cryption algorithm and lifetime and is stored in SADB. The negotiated SA and key
are managed by the IKM. After procedure of negotiating and storing SPD and SAD,
IPsec engine can encrypt/decrypt the IP datagrams.

In outbound process, IPsec engine decides whether to apply IPsec or how to apply
it from SPD. Then IPsec engine must observe SAD including SA and encrypts the
sending IP packets using SAD. In inbound process, IPsec engine decrypts the re-
ceived IP packets using SAD, which is obtained in IKM. Also IPsec engine verifies if
the security service is correctly adopted from SPD.

The SMS monitors the system status in each step and reports the collected security
information to the security manager. Figure 9 shows the procedure of our system.

3 Performance

IPsec performance parameters of our interest include latency and throughput. We
measured latency using ping test. The measurement configuration consists of two
machines running over C-ISCAP software. Two machines were 1GHz Pentium
equipped with 100Mbps Ethernet card. We did the test for different packet size (512,
1024, 2048 and 4096 bytes of payload) and different IPsec transform(HMAC-MD5,
3DES-MD5) between each other. The results can be seen in Figure 10. The graph
shows that the cost of authenticating packets does not downgrade response time, but
that encryption (especially 3-DES) is major bottleneck.

In the second test, we transferred 20MB of Image data from Pentium PC to SUN
Enterprise 450 with 100Mbps Ethernet card. We used ttcp to measure throughput,
with TCP as the transport protocol. Figure 11 shows the results.
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Fig. 9. The Procedure of Controlled Internet Security System

Fig. 10. Ping Performance of IPsec

Fig. 11. Throughput of TCP Transfer
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4 Conclusions and Future Works

In this paper, we have mentioned about the architecture and implementation of con-
trolled Internet security system, Internet information security system based on IPsec.
IPsec is considered as a successful Internet standard protocol with IKE. We can see it
from the fact that in spite of VPN equipment manufactures have their own security
protocol, such as PPTP and L2TP, they adopt IPsec as a VPN security standard. How-
ever, to deploy IPsec and IKE, the supply of PKI(Public Key Infrastructure) must be
advanced. Also for the performance enhancement of IPsec engine of massive packet
processing in large-scaled network, hardware-based encryption algorithm is neces-
sary.

The future works must be focused on IPsec and IKE adaptation in remote and Mo-
bile IP environment, which are already discussed in IETF. So our study would be in
the direction of defining SAD and SPD extension fields related mobility and simplify-
ing heavy IKE.
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Abstract. The High Level Architecture (HLA) is a standard for enabling the in-
teroperability of simulation systems in a distributed computer environment. The
HLA has been established by the US/DMSO and it is aimed to promote the
communication among complex simulators. In this paper, we present a formal
representation of the modeling aspects of the HLA using the Discrete Flow Sys-
tem Specification (DFSS), a modeling formalism aimed to represent dynamic
structure systems. The HLA has introduced concepts not typically used in the
modeling and simulation field. A formal representation of the HLA permits its
description using standard constructs, making the HLA more easily intelligible
by a larger community of users. A formal description also permits to highlight
the current limitations of the HLA when compared with a more complete for-
mal framework like the DFSS formalism that supports a wider range of dy-
namic structure systems.

1 Introduction

The High Level Architecture (HLA) is a standard created by the US Defense Model-
ing and Simulation Office (DMSO) to permit the interoperability of simulators com-
municating through a computer network [5]. HLA main advantaged is to allow the
interoperability of simulators to create complex scenarios. A typical situation can
involve the use of several aircraft simulators to study platoon behavior. For achieving
interoperability, the HLA requires that simulators collaborate in a common protocol
for message exchanging. Although the HLA is a complex architecture using some
features not currently found in simulation environments, its comparison with other
tools has not been reported. This paper intends to bridge the gap between HLA and
current modeling formalisms. For achieving this goal we present a formal representa-
tion of the HLA using the Discrete Flow System Specification (DFSS) [2]. This for-
malism is used due to its abilities to describe the dynamic structure characteristics of
the HLA. The formal description of the HLA permits to highlight its key characteris-
tics and limitations. In this study, we give particular attention to the communication
protocols existing among HLA components, to the kind of modeling constructs pro-
vided and to the support offered to structural changes. The description of the HLA is
made at its two levels, namely at the federate level and at federation level, corre-
sponding to the DFSS atomic and dynamic structure network levels. This comparison
is not always straightforward. One of the reasons is that separated concepts in the
DFSS formalism can be merged into one single notion in the HLA. In particular,
DFSS precludes a separation between models and simulators for both atomic and
network models. On the contrary, the HLA uses the Run Time Infrastructure (RTI) as
a blender for these different aspects. Another limitation of the HLA is the lack of
support to peer-to-peer communication (p2p). Although DFSS was designed to repre-
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sent p2p, we show that the broadcast protocol supported by the HLA can be described
by the formalism. Many features of the HLA like changing the broadcast topology are
described in the realm of dynamic structure models. By providing a broad perspective
of adaptive models, we highlight the HLA limitations. Not all HLA characteristics
will be considered and we left aside some aspects not considered fundamental. These
aspects include HLA class/subclass relationship, a concept that helps defining filter-
ing and broadcast topologies. Other features not directly related to simulation, like the
support for real time are not discussed being only considered time regulating and time
constrained policies. A major problem encountered in this work was the representa-
tion of the RTI. Although the major role of the RTI is to control the network model
(federation), the communication involving the RTI is non-modular. This kind of pro-
tocol is a source of non-determinism and limits modeling by imposing a fixed set of
messages that can exchanged between the RTI and federates. To overcome these
problems we have choose to represent the non-modular RTI/HLA protocol by the
DFSS modular protocol.

2 Discrete Flow Components

The Discrete Flow System Specification (DFSS) provides the extension of the DEVS
formalism [6] to support dynamic structure models. The DFSS formalism has intro-
duced a novel representation of model networks, while using the DEVS formalism to
represent basic models.

2.1 Basic Model

A basic model in the DFSS formalism is defined by

where

X is the set of input values
Y is the set of output values
S is the set of partial states (p-states)

is the time-to-output function
is the state set

is the initial state
is the transition function, with

is the partial discrete output function

The output function, is defined by

Basic models have modular characteristics and offer a good representation of HLA
federates as described in Section 3.1. When a basic component is in p-state s it
changes to a new p-state whenever a value arrives or the time elapsed in the p-state s
reaches the value Component new p-state s’ is given by Component
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output can be non-null when the elapsed time in the current p-state The out-
put value is given by DFSS components require non instantaneous propagation
[3], i.e., a component receiving an input at time t will only change its state at time
where and Non-instantaneous propagation makes possible
to support self-loops and, as a consequence, to ensure that the p-state of a component
is always well defined. This feature is also crucial to support structural changes [3].

2.2 Network Model

The DFSS formalism can represent models with a time-varying structure. Dynamic
structure network models offer a more intuitive representation of real systems for they
are able to mimic the dynamic creation and destruction of entities, and the dynamic
nature of the relationship among entities. Formally, a Discrete Flow System Specifi-
cation Network is a 4-tuple

where
N is the network name
X is the set of input values
Y is the set of output values

is the name of the dynamic structure network executive
is the model of the executive

The model of the executive is a modified DFSS model, defined by

where
is the set of network structures

is the structure function
The network structure corresponding to the p-state is given by the 4-
tuple

where
is the set of component names associated with the executive p-state

for all
is the model of component i

is the ordered set of components influencers of i
is the input function of component i

These variables are subject to the following constraints for every

is a basic DFSS model, for all with

for all

where
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The network output function is given by

Adaptations in the network structure include the ability to modify network composi-
tion and coupling and they are achieved by changing the executive state. The mapping
from executive state into network structure is made by function Network semantics
enable incremental operators to adapt dynamically the structure [4]. The key reason to
choose the DFSS formalism is its ability to represent adaptive structures making pos-
sible to describe the HLA dynamic topologies.

2.3 Determinism in Dynamic Structural Networks

As seen in the last section DFSS networks define their structure based on the state of
the executive. To achieve determinism it is crucial to define the executive state non
ambiguously. A possible source of ambiguous behavior can be the occurrence simul-
taneous events. The DFSS uses parallel transitions to impose determinism, i.e., all the
transitions scheduled for the same time are taken simultaneously. This procedure
avoids the use of a complex selection function involving not only the scheduled
events but also involving the order that messages are sent to the executive. We em-
phasize that the traditional selection function including only events is not enough to
guarantee determinism. Given that the order messages are delivered to the executive
plays a key role in structure, message selection is also crucial. The parallel behavior
of the DFSS formalism enables determinism without the complexity of specifying two
selection functions. The major problem of parallelism is to guarantee that the order
transitions are taken is not important. In static structure networks of modular compo-
nents, like in DEVS networks, this can be achieved easily. However, in dynamic
structure networks, components are not independent. In fact, a change in the network
executive can influence other components. Namely, components can be removed or
the connections can be changed when the executive changes its p-state. A practical
solution taken in the DFSS formalism is to guarantee that the executive is the last
component to be trigged [4].

3 The HLA

We describe the HLA at two levels. At the federate level, the HLA will be considered
equivalent to an atomic DEVS model. At the federation level, the HLA will be stud-
ied as a DFSS dynamic structure network. We consider here a modeling perspective,
and issues like real time or the choice of conservative/optimistic simulation strategies
will not be discussed.

3.1 HLA Federate

Although HLA federates are not strictly modular models, the choice of a modular
formalism like DEVS provides a good approximation. A federates exchange messages
with the other federates through a well defined set values and except for the commu-
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nication with the RTI it can be regarded as a DFSS basic model. A federate can be
described by the model

Sets X and Y can be computed based on the classes subscribed and published by a
federate. These classes play a key role on structure definition and they will be de-
scribed in the next Section. The other functions can easily be mapped to RTI opera-
tions, as we show next.

HLA federates can operate under two different policies: a parallel behavior policy
where values produced at the same time instant are sent to the federate, or in alterna-
tive, a federate can choose to obtain just one of the values at each transition. The latter
policy can lead to non-deterministic behavior and it will not be described here. The
parallel behavior involve that sets X and Y are usually bags and not simple objects.

Actually, the HLA Federate Ambassador can be considered to combine a model
with its simulator, making harder the modeling task. Federates need to be defined in
respect to the simulator, i.e., in a federate definition the modeler needs to make ex-
plicit calls to the RTI, that can be regarded as implementing the simulator in the
DEVS perspective. On the contrary, DEVS models are not aware of their simulators
making models easier to build.

To illustrate how DEVS models can be defined in the HLA/RTI framework we
consider how the interaction-based communication could be defined.

A HLA-DEVS simulator needs to keep a buffer to store all the input values and
handle simulation time. The simulator is responsible to issue a nextEventReguest()

call and to handle the callbacks timeAdvanceGrant() and receiveInteraction().

This last method can be defined in pseudo-code by

When an interaction is received, it is added to the buffer. We describe now how the
separation between models and simulators can be achieved. The RTI timeAdvance-

Grant() is sent to the federates when federation time advances. We consider that
Federate Ambassador has the role of simulator and a model can be built using the
DEVS protocol, supporting namely, transition, time-to-output, and output functions.
The timeAdvanceGrant() callback method can be defined in pseudo-code by
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In this definition, it is shown that models can be built without any reference to the
RTI, making them independent of the simulation environment. In this simplified ver-
sion using only interaction communication, the simulator, implemented here as a
Federate Ambassador, is the only responsible to interact with the RTI, requiring from
the modeler little knowledge about the HLA framework.

Given that the time advance is handled by the nextEventRequest() we guarantee
that all events with the same time stamp will be delivered simultaneously to the feder-
ate. The timeAdvanceGrant() callback determines if the model can send an output,
storing the component output, computed by the call model.output(), in variable out.
It then changes model state by invoking model transition() function. Finally, out-
puts are Sent using the call RTI.sendInteraction(out), and a nextEventRequest()
is issued. Thus, in principle we can separate models and simulators in the HLA envi-
ronment obtaining a DEVS like framework.

The HLA also uses objects for communication. To support this kind of communi-
cation the HLA requires non-modular communication between federates and the RTI,
making the separation between models and simulators virtually impossible. This kind
of communication will be treated in Section 3.3 since it requires a more detailed de-
scription of the RTI.

Another problem in representing a federate is motivated by federate ability to re-
quest for structural changes. The changes require access to the RTI that is achieved
through non-modular communication described in the next Section.

3.2 HLA Federation

A federation is a composition of HLA federates; and for description purposes we
represent a HLA federate as a DFSS network. This choice is mandatory since a fed-
eration has a dynamic structure nature that cannot be captured by a static DEVS net-
work.

A federation can be viewed as particular case of a dynamic structure network with
several limitations related to network composition and coupling. A HLA federation
have a fixed set of federates, i.e., the destruction and creation of federate are currently
supported as real time operations and do not increase HLA modeling capabilities
since no federate can add or remove other federates. Federations support mainly a
broadcast type of communication and peer-to-peer (p2p) communication is not sup-
ported in the HLA. Given that no access is granted to the RTI, except for a limited
configuration through the FED file, the RTI provide a limited set of (fixed) services.

The choice of a broadcast communication protocol (bdc) is well suited to scenarios
where all simulation entities can possibly interact, like in many military simulations.
Actually, the HLA permits to define multicast topologies using Data Distribution
Management (DDM) services [5].

We define a HLA federation by the autonomous DFSS network given by

The choice of an input/output free network reflects the non hierarchical nature of the
HLA that permits only one level of hierarchy. We consider that the DFSS network
executive can be used has a model of the HLA/RTI. The model of the executive is
defined by
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Several simplifications can be made when modeling the RTI. The structure function is
restricted to an invariant set of components D. The RTI can be regarded as a passive
model that only reacts to external stimuli by going into a transitory state of zero time
duration in order to send immediately an output. Then it goes again into the passive
state waiting for the next message.

Since the modeler has no access to the inside of the RTI, and because the RTI is
not a federate, the HLA provides a fixed set of messages that can be used by federates
to communicate with the RTI. Thus, the transition function is actuality structured by
the set of messages where m represents a message name. Some of these mes-
sages are related to structure management. For example, the message publishinter-

actionClass(RTI::InteractionClassHandle aClass) will link the publishing fe-
derate to all federates subscribing to aClass.

RTI output values correspond to the messages sent to federates. Given that the RTI
is not a federate, this set of messages is fixed and corresponds to callback messages.

To allow the description of the network structure we consider that the RTI defines
a set of interaction values V. Each value can be assigned to a single class of the set of
interaction classes These classes are actually defined in the HLA/FED that can be
regarded as the only access to the RTI definition.

To define network structure we recur to the publishing function and the subscrib-
ing function These functions map federates into a set of classes and they are given
by

where S is the partial state set of the network executive representing the RTI and D is
the set of federates.

With these functions, one can describe the behavior of the RTI messages. The sub-
scribing message, for example, issued by a federate d to subscribe to a class c can be
defined by

where the operator cond is a short notation for stating that all properties remain the
same except for condition cond that now holds. For example, if

then i.e., the subscribe operation does not change the published
classes.

Similarly, the unsubscribe function can be defined by

The influencers class c of a component i when the executive is in p-state can be
defined by

The condition is imposed by the HLA that does not consider self-loops.
From this set we can define the set of influencers of component i by

The input function of a component i returns a bag with the output values produced by
the influencers of i. To illustrate federation description we consider a network defined
by
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D = {F1,F2,F3}
where at the executive current p-state s the following conditions hold:

This network can be described by Figure 1, where the links highlight the broadcast
topology joining federates F1, F2 and F3. If F2 produces the values [A:a1,A:a2] and
simultaneously F3 produces the values [A:a1, A:a3] then F1 receives the bag
[A:a1,A:a1,A:a2,A:a3].

Fig. 1. Broadcast network linking federates

Support for structural changes is provided by the HLA by means of (un)publishing
and (un)subscribing calls, namely, publishlnteractionClass(), unpublishlnter-
actionClass(), subscribelnteractionClass() and unsubscribelnteraction-

Class(). Figure 2 depicts the new communication network after F1 stops publishing
class B using. All the links between F1 and federates F2 and F3 that involve class B
are removed. We note that given the broadcast protocol used it is not possible to re-
move the link form F1:B to F2:B without removing also the corresponding link from
F1 to F3. Would this be necessary and a different class should be used to allow this
discrimination.

Actually, the HLA supports the class/subclass relationship and the rules for interac-
tion broadcast are enlarged to handle this relationship. Thus, if a federate subscribes
class X it will receive also interactions of class Y derived from class X, being the
values of Y coerced to class X, loosing possibly some of its attributes. We note that
the term class has little connection with the concept of class used in the object para-
digm, where besides data, classes also define methods. On the contrary, classes in the
HLA serve as a construct to carry information and to define constraints in the broad-
cast topology.

3.3 HLA Objects

Objects are another mechanism to provide communication among federates. The main
difference between objects and interactions is that objects persist, while interactions
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Fig. 2. Changed topology in interaction communication

are destroyed after being received. Objects can be regarded as the HLA solution to the
inexistent support for creation and destruction of federates during a simulation. For
example, when an aircraft lunches a missile, the missile cannot be represented as a
federate responsible to update its position according to some guidance strategy. The
HLA requires the missile to be represented by an object that needs to be updated by
some federate. We consider that the use of an object as a surrogate to a federate is a
poor solution. A federate representation of the missile, i.e., representing the missile as
an autonomous entity, will greatly simplify modeling [1]. In order to account for ob-
ject communication we need to extend our current representation of the HLA.

In the last section, we have considered that the DFSS network executive provides a
representation of the HLA/RTI. In this section, we show how the executive can repre-
sent HLA/RTI object management.

One of the features of the RTI is the ability to create and destroy objects. These ob-
jects persist in memory and a set of messages is provided by the HLA to manage
them. Operations include the right to update objects and the choice of what federates
will be informed of the updates. To illustrate the behavior of object communication
we use the federation of Figure 3 with federates F1..3 and objects A:a and B:b that
have been previously created by the call registerobjectInstance(). Object owner-
ship is represented by a solid line and a dashed line represents object reflection. The
owner federate has the privilege to change object attributes using the call updateAt-
tributevalues(). When attributes are updated, the subscribing federates will be
informed of the updates by so-called reflections in the HLA terminology. In our ex-
ample, federate F1 owns object A:a and F3 owns B:b. When the attributes of B:b are
changed by federate F3, changes will be “reflected” using the callback reflectAt-

tributevalues() sent to federates F1 and F2 that have previously discovered object
B:b through the callback discoverobjectInstance() and have previously subscribe
to object class using the call subscribeobjectclassAttributes(). Similarly, when
object A:a is updated Federate F3 will be notified of the changes. In reality the picture
is more complex because federates can acquire the ownership of some object attrib-
utes and they can be interested in receiving updates of only a few attributes.

Ownership and reflectionship relations can be changed by a negotiation process,
making the network structure dynamic. If, for example, i) F1 divests the ownership of
A:a by invoking the call negotiatedAttributeOwnershipDivestiture(), ii) F3
divests the ownership of B:b using the call unconditionallyAttributeOwnership-
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Divesture() and unsubscribes to Class A using the call unsubscribeObjectClass(),

iii) F2 accepts the ownership of objects A:a and B:b by invoking the attributeown-
ershipAcquisition() call and after obtaining confirmation through the callback
attributeOwnershipAcquisitionNotification(), the new network topology can be
depicted by Figure 4.

Fig. 3. Object communication

Fig. 4. Changed topology in object communication

Object negotiation can cause non-deterministic behavior in the HLA. When a fed-
erate gives away the ownership of one object the other federates interested in the
object class will receive the callback message requestAttributeownership-

Assumption(). When two or more federates decide to acquire object ownership the
result of the operation cannot be anticipated because it will depend on the order mes-
sages are delivered to the HLA. Although a parallel behavior can be imposed to fed-
erates, as discussed in Section 3.1, parallelism cannot be forced into the RTI that is
not as a federate, and non-determinism arises. We note that adding HFSS capabilities
to the HLA, namely, the ability to create and destroy federates in run time would
virtually remove the need for object support, considerably simplifying the modeling
task.

4 Conclusions
We have described the modeling features of the HLA using the DFSS formalism. This
description has highlighted many of the key aspects of the HLA and has shown HLA
advantages and limitations. The HLA was mainly designed to represent scenarios
composed by spatially distributed entities where the use of broadcast or multicast
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communication protocols can be successfully applied, offering a rich set of primitives
that facilitates the management of structural changes in these types of simulations.
The DFSS has proven to be a sound framework to describe the HLA. All key aspects
of the HLA could be described and the comparison made possible to evidence some
of HLA weaknesses, namely, lack of determinism and limited support for structural
changes. The lack of support for the creation and destruction of federates in simula-
tion run-timer seems the main motivation to the introduction of objects. The unclear
separation of models and simulators makes the HLA a very difficult tool to utilize. In
particular, the merge of the federation management with the RTI has fixed the set of
operators that can be used to modify federation structure. Specifically, p2p protocols
can hardly be added given the current HLA design.

The DFSS is a sound formalism to describe dynamic structure systems. The HLA
can be regarded as providing a small subset of DFSS capabilities. A change in the
HLA definition making it grounded on the DFSS formalism will allow to remove its
main limitations while significantly increasing HLA representation skills.
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Abstract. The paper proposes three dimensional extension to High
Level ARchitecture (HLA) and Runtime Infrastructure (RTI) to solve
several issues such as security, information hiding problem and interop-
erability and performance of RTI software. The hierarchical and modular
design of RTI software provides natural way to form complex distributed
simulation systems and methods to tune performance of federates with
selective and replaceable modules. The extension of specification level
from application programming interface (API) to message-based pro-
tocols makes RTI software communicate each other and even with the
protocol-talking hardware. The extension includes new APIs to the Fed-
erate Interface Specification, improving reusability of federates.

1 Introduction

The High Level Architecture (HLA) [1–3] is the specification for interoperation
among heterogenous simulations. The HLA also focus on reusability of partici-
pating simulations.

Under the HLA, a combined simulation system is called a federation, and the
individual simulation components are called federates. The Runtime Infrastruc-
ture (RTI) is software that implements IEEE 1516.1 Federate Interface Specifi-
cation [2]. It provides a set of services available to the federates for coordinating
their operations and data interchange during an execution.

The HLA has been applied successfully to a military application, especially
for interoperation of distributed training simulators. The HLA is applied not
only to the field of distributed simulation but also to various applications in-
cluding virtual reality, voice over IP, and other generic network applications. A
lot of interoperability and performance related issues have been raised from the
experience of large-scale interoperation between different organizations.

The current HLA does not support multi- or hierarchical federations. The
HLA assumes that there is a single federation. All federates in a single federations
are able to access Federation Object Model (FOM) data. This single federation
does not suffice applications with multiple security levels. This is called Infor-
mation Hiding Problem [5–7].

Besides this problem, a single flat federation is not adequate to model com-
plex systems with hierarchical components [8, 9]. Hierarchical structure of models
or simulators are essential to simulate complex and large systems. To form a hi-
erarchical federation, many methods such as a federation gateway, proxy, bridge
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or brokers have been introduced [6–11]. However, these approaches requires ad-
ditional interfacing entities that are not part of RTI software. To improve the
whole performance of RTI, hierarchical federation scheme should be supported
by RTI itself. Discrete Event System Specification (DEVS) formalism [4] demon-
strates how to model and simulate complex systems with hierarchial structures.
From the concept of DEVS formalism, we define hierarchical architecture of RTI
and functionality of processors in the hierarchy.

Another big limitation is that HLA only specifies a standard services (appli-
cation programming interfaces). The implementation methods or architectural
design of RTI are not part of HLA standard. Although RTI developers are able
to apply their own technology to implement RTI software, lack of standard pro-
hibits interoperation between various RTI software from different vendors. This
is one big drawback because one major goal of HLA is to achieve interoperation
between heterogeneous simulations.

Open RTI protocol will make it possible for different RTIs to communicate
with each other. In addition, a hardware-in-the-loop simulation becomes more
efficient because this protocol enables direct communication between hardware
and RTI. Open RTI Protocol Study Group of SISO is now working on the pro-
posal of an open, message-based protocol. However, the target architecture of
RTI is flat and fully distributed. We propose different RTI protocol designed to
fit in hierarchical architecture.

The performance – speed or size – of RTI software is always a hot issue. RTI
is a kind of middleware so that the performance of RTI greatly affects that of
total system. To meet the requirement of target system, developers should have
methods tune the performance of RTI software.

Normally RTI software is too heavy because it is designed to accommodate
all kinds of services in one library. However, not all applications require all
kinds of management services. Some may not need data distribution management
services, and some only uses receive-order messages. Some applications require
light-weight software to fit into an embedded systems.

Modular architecture of a local RTI component (LRC) makes the federate
lighter and faster. If a federate does not need data distribution management
services, the federate will not load the data distribution management module
at run-time. In addition, the module is replaceable as long as the interface of
the module is the same. A third party is able to develop its own modules with
the open interface of the modules. Users will choose modules that meet the
performance requirements of target federates.

2 Three Dimensional Extension of HLA/RTI

The paper proposes a three dimensional extension of HLA/RTI. Figure 1 shows
the proposed extension. The first dimension is Runtime Infrastructure Software
Design. The original HLA standard does not include any specific descriptions
about implementation of RTI software. However, a detailed standard about ar-
chitecture or protocol is essential to overcome previously discussed issues.
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Fig. 1. Three Dimensional Extension to HLA/RTI.

The paper proposes the hierarchical and modular design of RTI software.
The hierarchical design of federations provides natural ways to simulate complex
systems. Each federation controls flows of information using an extended FOM
that defines object or interaction classes open to higher level federations.

The modular design of RTI software suggests that RTI software consists of
a set of interconnected modules and the modules are easily replaceable by any
developers. Building a RTI software as a combination of modules from differ-
ent venders of various performance makes it possible to meet the performance
requirements of the target application.

The second dimension is specification level. The existing HLA specifies only
APIs. The proposal extends this standard to message-based protocol level. Com-
bined with the fixed hierarchical architecture of RTI, this protocol defines mes-
sages between entities in the federation hierarchy. Each modules in LRC is re-
sponsible for handling delivered messages destined to the module.

The last dimension is federate functionality. The proposed extension includes
new APIs to give more functionality to federates. The SOM-based joining pro-
cess with the extended join federation execution service [5] is adopted to increase
reusability and modularity of a federate. This method is essential to the hier-
archical structure because a federation is able to change its data filter without
changing FOM of upper-level federation.

3 Hierarchical and Modular Runtime Infrastructure

3.1 Overall Architecture

Figure 2 shows the overall architecture of the proposed hierarchical and modular
RTI. The whole simulation system forms a tree structure and is composed of
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Fig. 2. Proposed Architecture of Hierarchical and Modular Runtime Infrastructure.

two types of simulation processes – Federation Execution (FedEx) processes and
federates. All leaf nodes are federates and others FedEx processes. Federates only
talk to its associated FedEx process, while the FedEx process exchange data
with its parent, child FedEx processes as well as federates. A FedEx process
coordinates and represents a federation. In addition to the traditional role of
FedEx processes in DMSO RTI, the FedEx process acts as a federate to the
FedEx of higher level.

Figure 2 (b) shows the modular structure of a local RTI component (LRC).
The key idea of this structure is that not all modules are mandatory. Although
HLA provides various kinds of services, most federates only need a partial set
of services. With unnecessary modules eliminated, a federate will have a lighter
code and better performance.

3.2 The Federation Execution Process

The main role of a federation execution process is scheduling and routing of
events.

A federation becomes a federate to the higher level federation. This means
that a FedEx process does not distinguish its child processes. A FedEx process
acts like a federate with minimum lower bound time stamp (LBTS) of the as-
sociated federation. The FedEx process exchanges timing information with its
parent FedEx process as well as its child federates.
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The hierarchical federation requires extended FOM. The FOM not only con-
tains the internal data inside the federation, but also includes the filtering in-
formation that which data to send to or receive from higher level federation.
According to extended FOM information, the FedEx process automatically con-
trol the flow of events. The FedEx process forwareds allowed object updates and
interactions to its parent FedEx process.

3.3 Modules of the Local RTI Components

Presentation Module. The presentation module maps HLA APIs to inside
modules. There are two types of APIs – IEEE1516 and DMSO 1.3. DMSO 1.3
version is preliminary to IEEE1516, however, currently more in common due to
free-distribution of RTI software. IEEE1516 and DMSO 1.3 are similar in func-
tionality but function names, data types and some semantics differ. Therefore,
the presentation module for each specification is necessary in order to accom-
modate two HLA specifications,

Network Module. HLA specification requires two types of network transporta-
tion – reliable and best effort service. TCP/IP is currently available for reliable
services and UDP/IP for best effort service. Third type of network transporta-
tion, i.e., multicast, is very useful to deliver data to specified sets of receivers. The
network module should provide APIs for reliable, best effort, multicast trans-
portation to its upper modules. The module is easily extensible to accommodate
new functionality such as quality of service (QoS) support.

Log Module. Logging of internal data or activity is the most valuable tool for
developers. The log module provides an API to produce text outputs to a file
and/or screen. Sometimes, a file output is not enough for a large-scale system.
The database is a good choice to manage large amount of log data. Detailed
implementation issues are up to module developers.

Federation Management Module. There are 13 RTI ambassador services
and 9 federate ambassador callback functions that support federation manage-
ment. Federation management module deals with federation-wide synchroniza-
tion services. Therefore, federation management module controls time and ob-
ject management modules for synchronization purpose. These two modules play
a main role in simulation and are responsible for time advancement and data
exchange. Other modules, however, are rather passive and contain information
for reference. When a synchronizing service begins, the federation management
module notifies it to the two modules. These modules then stop processing and
wait until the completion notification arrives. The federation management mod-
ule keeps the current status of the federation and this federate. It also keeps
statuses of other joined federates.

Declaration Management Module. A declaration management module
should keep the publication and subscription data of the current federate and
subscription data from other federates. Declaration management module cal-
culates the mapping between published data and its subscribers. We assume



Proposal of High Level Architecture Extension 133

the sender-side message filtering. Sender-side message filtering means that a
sender selects receivers before it sends. Therefore, sender-side filtering actually
reduces network usage while it requires more computational power. The declara-
tion management module provides subscriber information of published objects
and interactions to the object management module. The object management
module requires the information when it sends published data. If there is no
declaration module at run-time, the object management module will work as if
all joined federates subscribes all published object in the federate.

Object Management Module. An object management module includes SOM-
based joining process [5]. The module keeps object and interaction class hier-
archies and updates them when the federate joins to the federation. The con-
structed class structure is referenced by the declaration management module to
compare relative positions of classes in the hierarchy.

The object management module retrieves subscribers information from the
declaration management and stores it. It also stores registered and discovered
object instances. Management Object Model (MOM) Management services are
initiated by calling object management services with MOM handles. MOM ob-
jects and interactions are treated as same as other objects at the API level. When
the object management module receives service call from presentation manager,
it checks if the specified object instance or interactions belong to MOM. If it
is a MOM request, the object management module forwards the requested ser-
vice to the MOM management module. The object management module should
manage a receive-order queue and a time-stamped order queue. The object in-
stance updates and interactions with time stamp are delivered to time-stamped
order queue. The messages without time stamp are delivered to the receive-order
queue. According to the setting of time management module, it determines when
the messages in the queue are delivered to the federate via federate ambassador
callback services.

Time Management Module. Time management includes time regulation /
constrained option settings and various time update services. Time management
provides 4 combinations of regulation / constrained options and 3 different time
advancement services to the federate. Time management module updates its
logical time whenever the federate requests to advance its time. The time man-
agement module sends time update message to its FedEx process to notify its
logical time. Each federate calculates lower bound time stamp (LBTS) whenever
it receives time update from the FedEx process. The time management module is
responsible to deliver TSO messages. The time module makes the object manage-
ment deliver proper TSO messages in TSO queue. Receive order (RO) messages
are delivered when time management module is in time-advancing mode with
asynchronous delivery option disabled. If the asynchronous delivery option is
enabled or the time module is not in time-constrained mode, the RO messages
will be delivered whenever the federate invoke tick service. Also, if there is no
time management module, the object management module will work as if the
federate is in non-regulating and non-constrained mode.
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Ownership Management Module. The ownership management module han-
dles ownership information of all registered and discovered object instances. The
module also processes the algorithm for ownership transfer between joined fed-
erates. The ownership management module notifies the changes in ownership to
the object management so that the object management decides whether to allow
object modification or not. Without the ownership management module loaded,
the object management module allows all attempts to modify any objects known
to the federate.

Data Distribution Management Module. The data distribution manage-
ment module handles the routing space attached to published and subscribed
data classes. Every time the value in the routing space changes, the data dis-
tribution management module calculates the connection between published and
subscribed federates. The connection information is referenced by the object
management module. The object management module uses the connection data
as well as data from declaration management module to decide whether it deliv-
ers data or not. The messages and protocol about data distribution management
is not yet fully specified. Without the data distribution management module
loaded, the object management module decides data delivery only based on the
data from declaration management module.

Management Object Model (MOM) Management Module. The Man-
agement Object Model (MOM) consists of a number of object and interaction
classes through which federates monitor and tune the operation of active federa-
tion. MOM module collects status and activities of other management modules.
The MOM module periodically updates or sends MOM events if it is requested to
do so. All MOM events are delivered via object management module. Therefore,
the direct access to network manager is not required. If there is no active MOM
module, MOM services are not available to all federates in the federation and
MOM events from other federates are treated as ordinary objects or interactions.

4 Open RTI Protocol

This section introduces the proposed Open RTI Protocol that includes message
formats, sequences and their handling algorithms between federates and its as-
sociated FedEx, and between a parent and a child FedEx processes.

A fixed size and format message header, shown in Table 1, precedes each
message. A message content is followed by the header, and is depends on the
message type. The version field indicates the version of the protocol. Sending
federate handle and Receiving federate handle represent federate handle of sender
and receiver, respectively. A federation handle and a federate handle forms an
unique address for a specific federate.

Module field indicates which module should handle the message (see Table 2).
Message Type becomes unique only with Module field. Detailed message types
per modules are presented in the following sections. Message Length field means
total length of message contents not including the message header.
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Figure 3 depicts a sample message sequence for object management services.
For simplicity, a federate talks to only its associated FedEx process. The

FedEx process communicate with its parent FedEx process or its child federates
(or FedEx processes).

To register an object, a federate sends REGISTER_OBJECT_INSTANCE
message to its FedEx process. If the object class is published by the FedEx
process, the message is forwarded to its parent FedEx process. Topmost FedEx
process assigns appropriate object handle and replies the message. Also, Topmost
and middle FedEx processes generate DISCOVER_OBJECT_INSTANCE mes-
sages to subscribed federates. By this way, all subscribed federates will receive
DISCOVER_OBJECT_INSTANCEmessages.

A message sequence for update attribute value service is simple. FedEx pro-
cesses will forward the message according to publication and subscription status.

5 Extension of API

One way to extend HLA specification is to introduce new APIs to the Federate
Interface Specification. There has been many efforts to add new functionality to
HLA. We have already introduced new join federation execution service to in-
crease reusability of a federate and to eliminate information hiding problems [5].
Real-time extension to HLA includes new semantics on APIs as well as extension
of Framework and Rules and Object Model Template (OMT) [12]. However, care
must be taken because introducing new functionality to the federate may cause
complete re-design of internal structure of RTL
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Fig. 3. Message Sequence for Object Management Services between federates and
FedEx processes.

6 Conclusion

The paper proposes an extension of High Level Architecture (HLA). The three
dimensional extension is proposed to solve several issues. The hierarchical ar-
chitecture of federations controls flow of information (or events) so that each
federation in the hierarchy has different level of security. The modular structure
of RTI gives federate developers more flexible designs. Developers are free to
replace modules and even unload unnecessary ones for fine performance tuning.
The open RTI protocol, together with the fixed architecture, help RTI software
from different vendors collaborate each other. A RTI protocol-talking hardware
is able to participate a federation, and the hardware-in-the-loop simulation be-
comes more efficient. The modified join federation execution service is applied
to this proposal. We are planning to add other API extensions to give more
functionality to federates.

Not all RTI protocol and module interfaces are specified so far. We continue
to specify and implement a complete specification of RTI protocol with message
types, formats and their handling algorithms, and interface of modules. The full
implementation of RTI software with hierarchy and modularity leads us to the
base line of research about RTI performance enhancement issues.
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Abstract. This paper presents a modeling of a distributed simulation system
with a data management scheme. The scheme focuses on a distributed simula-
tion concept, which is load balancing, suggests distribution of a different func-
tionality to each distributed component, and assigns various degrees of com-
munication and computation loads in each component. In addition, this paper
introduces a design with an inter-federation communication on HLA-compliant
distributed simulation. The design focuses on integration among multiple fed-
erations and constructs the larger distributed simulation system by suggesting a
HLA bridge connection. The integration supports system simulation flexibility
and scalability. This paper discusses design issues of a practical system with a
HLA bridge for inter-federation communication. This paper analyzes and
evaluates performance and scalability of the data management scheme with
load balancing on distributed simulation, especially with inter-federation and
inside-federation communication configurations. The analytical and empirical
results on a heterogeneous OS distributed simulation show improvement of sys-
tem performance and scalability by using data management and inter-federation
communication.

1 Introduction

There is a rapidly growing demand of distributed simulation which includes a variety
of system simulations such as process control and manufacturing, military command
and control, transportation management, and so on. Most of distributed simulations
are complex and large in their size. In order to execute those complex and large-scale
distributed simulations within reasonable communication and computing resources, a
development of a large-scale distributed modeling and simulation environment has
drawn attention of many distributed simulation researchers. A large-scale distributed
simulation requires an achievement of real-time linkage among multiple and geo-
graphically distant simulation components, and thus has to execute a complex large-
scale execution and to share geographically dispersed data assets and simulation re-
sources collaboratively. This paper proposes a data management scheme with load
balancing that supports reduction of interactive messages among distributed simula-
tion components and communication flexibility for modeling and simulation of a
complex system. The proposed scheme focuses on a load balancing which indicates
communication load distribution to each distributed simulation component. The

* This work was supported (in part) by the Ministry of Information & Communications, Ko-
rea, under the Information Technology Research Center (ITRC) Support Program.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 138–146, 2005.
© Springer-Verlag Berlin Heidelberg 2005



High Performance Modeling for Distributed Simulation 139

scheme is extended from communication data management schemes [1], [2], [3], [4],
[5], [6] to model and simulate complex and large-scale distributed systems with rea-
sonable communication resources. This paper applies the data management scheme to
a satellite cluster management [7], [8]. The scheme improves simulation performance
and scalability of a satellite cluster management through communication data reduc-
tion and computation synchronization. In addition, this paper suggests a HLA [9],
[10]-compliant distributed simulation environment that allows HLA bridge-based
inter-federation communications [11], [12], [13], [14], [15] among multiple federa-
tions and improves flexibility in modeling and simulation. This paper provides a
design of HLA bridge federate to connect multiple federations. The design allows to
execute a complex and large-scale distributed simulation, gives a promise of simula-
tion flexibility and scalability, and creates useful simulation-based empirical data.
This paper is organized as follows: Section 2 introduces the data management scheme
with load balancing and presents how to apply the scheme to a satellite cluster man-
agement. Section 3 discusses a modeling of satellite cluster management with a HLA
bridge. Section 4 discusses performance analysis of the data management scheme
with load balancing. Section 5 illustrates a testbed for experiment and discusses per-
formance evaluation of the data management scheme with load balancing and the
inter-federation communication with a HLA bridge. The conclusion is in Section 6.

2 Data Management with Load Balancing

Data management improves simulation performance of a complex and large-scale
distributed simulation since data management reduces data transmission among dis-
tributed simulation components. This paper proposes a data management scheme with
load balancing which reduces transmission-required data by assigning different
communication and computation load to each transmission-related component. This
scheme reduces simulation cost by reducing communication resources among simula-
tion components with separated communication loads. In addition, it reduces local
computation load of each distributed simulation component. The scheme improves
simulation flexibility and performance through communication data reduction, com-
putation synchronization, and scalability for a large-scale distributed simulation. This
paper introduces a satellite cluster management [7, 8] as a case study and applies to
the data management scheme with load balancing to it.

Satellite Cluster Management
Construction and execution of autonomous constellations system follow distributed
system construction concepts: 1) functionality balancing in multiple distributed satel-
lites; 2) increasing system robustness and maintainability; 3) reduction of communi-
cation and computation resources. Distributed satellite functionality includes com-
mand and control, communications, and payload functions. For effective execution of
constellations system, a cluster paradigm with a central cluster manager is modeled
and simulated in this paper. A central manager controls functionality of each satellite
inside cluster and communication among satellites. Separated satellites in a cluster
occupy their distributed space assets in a constellations system. A cluster manage-
ment is essential to progress a satellite cluster mission with cluster functionalities
such as resource management, navigation, guidance, fault protection, and so on. Sat-
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ellite is also called spacecraft in constellations system. While a centralized manage-
ment approach is defined, a cluster manager provides the cluster functionalities. The
functionalities consist of four categories: spacecraft command and control, cluster
data management, flying formation and fault management. For a cluster management,
a cluster manager should keep information of each spacecraft including position,
velocity, attitude quaternion, system time, spacecraft mode, fuel level, sensor states,
and so on.

This paper introduces a ground system operation as a case study to discuss non-
data management and data management with load balancing and evaluate system
performance. A ground system commands and controls a cluster of spacecrafts. Basi-
cally, a ground system requires operations and manpower to monitor a cluster, makes
a decision, and sends proper command strings. For a small cluster, a centralized ap-
proach is cost effective and accepted to command and control spacecrafts individu-
ally. As Fig. 1 (a) illustrates, a ground system sends its command strings to each
spacecraft. The command strings include commands to “observe a specified region,
take a picture, and send image data of a picture.” The command should contain a
region location. Each spacecraft receives different region location from a ground
station.

To improve total system performance by reducing transmission- required data, a
data management scheme with a load balancing of ground operations is proposed in
this paper. The scheme indicates that it separates ground functions and distributes a
set of functions to spacecrafts. Fig. 1 (b) illustrates a data management with load
balancing. A ground station separates four regions to be observed, makes four differ-
ent command strings, and sends them to a cluster manager. The cluster manager
parses the command strings and forwards them to each proper spacecraft. The parsing
and forwarding assigns light loads in the cluster manager. The cluster manager gets
the lighter loads, while the heavier communication data are required between the
cluster manager and the ground station. Here, this paper classifies a degree of load
balancing: low and high. There is the higher load balancing with the cluster manager
over parsing and forwarding. The ground station does not separate four regions to be
observed and sends a total region to the cluster manager. The cluster manager should
include the load for division of region. The cluster manager with the division load
should understand technologies including region division, image capturing, image
visualization, image data transmission, and so on. The cluster manager includes the
heavier loads, while the lighter communication data are required between the cluster
manager and the ground station.

3 Modeling of Satellite Cluster Management with HLA Bridge

In this section, this paper discusses an inter-federation communication architecture on
a multi-federation platform and applies an inter-federation communication to a data
management of a satellite cluster system. With a viewpoint of an extension to more
practical satellite cluster system, this paper proposes an inter-federation communica-
tion architecture. Eventually, a satellite cluster management system can be separated
as two divisions: space cluster and ground station. The separation indicates a division
for geography, functionality, and different communication groups. Actually, a ground
station has various connections to organizations on the earth, thus it is a part of a
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Fig. 1. Comparison between Non-Data Management and Data Management

different communication group. This paper applies two divisions (e.g. space cluster
and ground station) to an advanced HLA architecture, which is an inter-federation
communication architecture. To execute an inter-federation communication, this
paper uses a bridge federate which is physically located in each federation and plays a
role of RTI message passing between federations. As Fig. 2 illustrates, this paper
develops two federations: cluster and ground. A cluster federation includes multiple
federates. Each federate is assign in each spacecraft. A ground federation includes
two federates: cluster manager and ground station. Both federations include a cluster
manager federate which is assigned in a bridge federate for an inter-federation com-
munication. Notice that cluster manager federates in both federations have different
functionalities, respectively. A cluster manager federate in a cluster federation works
cluster management and RTI message passing inside/outside federation. A cluster
manager federate in a ground federation only concentrates communication to a cluster
federation.

Fig. 2. Inter-Federation Communication
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4 Performance Analysis

To analyze performance of the data management with load balancing, this paper takes
an amount of transmission-required data, which are communicated between ground
station and spacecrafts. Notice that transmission-required data among spacecrafts
inside a cluster are ignored. In this analysis, this paper assumes five conditions: 1)
there exist multiple clusters; 2) a cluster includes a finite number of spacecrafts (N);
3) a region is square-shaped and has 4 points 4)
two of 32 double precision bits (e.g. 64 bits) are needed to represent a point
5) this analysis is based on one cycle transmission.

As Table 1 shows, the data management with load balancing significantly reduces
the number of messages passed and the number of bits passed. Basically, there occurs
overhead bits (H) needed for satellite communication when a ground station sends a
command. The centralized approach without data management causes an amount of
overhead messages and bits since it makes a ground station send each spacecraft
messages individually. Compared with a degree of load balancing, a high load bal-
ancing significantly reduces transmission-required data bits since it transmits a total
region information irrelevant to the number of spacecrafts (N) in a cluster. Specially,
as the number of spacecrafts (N) goes infinity, transmission-required data bits in a
low load balancing increases linearly. The increasing slope is However, a
high load balancing still requires the same lower transmission-required data bits. The
analysis in Table 1 reveals that, especially the large numbers of spacecrafts working
in a cluster, the greatest transmission-required data reduction is expected with a high
load balancing of data management.

5 Experiment and Performance Evaluation
5.1 Testbed

This paper defines a scenario of satellite cluster management and evaluates system
performance of the data management with load balancing. A cluster of 4 spacecrafts
flies on pre-scheduled orbits. One of spacecrafts acts as a cluster manager that com-
municates with a ground station. A cluster manager gathers states of each spacecraft
and sends telemetry information back to a ground station. At any given time, a
ground station can send an observation request to a cluster manager. In turns, a clus-
ter manager will coordinate with other spacecrafts in a cluster to perform the re-
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quested observation in synchronization. A cluster manager then aggregates data col-
lected from the other spacecrafts in a cluster and send them back to a ground station.
There are three assumptions: 1) A cluster manager always communicates with a
ground station without interruption; 2) A position representation of each spacecraft is
relative to a reference circular orbit; 3) A spacecraft flies with height of 600km on a
reference circular orbit. This yields a period of 5810 sec.

To execute the scenario, this paper develops a testbed with an inter-federation
communication. For an inter-federation communication with a HLA bridge, this pa-
per develops two federations: cluster and ground. As Fig. 3 illustrates, a cluster fed-
eration includes four spacecraft federates, including a cluster manager, and a ground
federation includes two federates: cluster manager and ground station. Both federa-
tions have a cluster manager federate which is called bridge federate. A HLA bridge
implementation supports a bridge federate functionality for an inter-federation RTI
message passing, thus it makes an inter-federation communication executable. In a
platform setting of the testbed, this paper develops a heterogeneous distributed simu-
lation system which includes various operating systems including SGI Unix, Linux,
Sun Unix, and Windows. Five federates are allocated to five machines, respectively,
and they are connected via a 10 Base T Ethernet network.

Fig. 3. Simulation Testbed of Inter-Federation Communication

5.2 Performance Evaluation

In order to evaluate system execution performance of the data management with load
balancing, this paper compares system execution time between non-data management
and data management with load balancing. A comparison is achieved with variation
of number of satellites. A system execution time considers communication and com-
putation reduction. A non-data management requires a large amount of communica-
tion data, however it does not need local computation. A system execution time for a
non-data management is mostly caused from an amount of communication data. The
data management with load balancing reduces an amount of communication data and
uses local operations for load balancing. A system execution time for load balancing
is caused by both of data communication time and load operation time. Especially, a
high load balancing requires the more load operation time than that for low load bal-
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ancing. Fig. 4 compares system execution time in two cases: non-data management
and data management with load balancing. A degree of load balancing is separated
with low and high. The system execution time of Fig. 4 is provided from an execution
on only one federation with inside-federation communication. The data management
with load balancing apparently reduces system execution time. The reduction indi-
cates that execution time reduction from transmission-required data reduction is
greater than time expense from load operation. In comparison between high and low
load balancing, there exists a tradeoff between transmission-required data reduction
and degree of load balancing. In inside-federation communication system of Fig. 4,
the low load balancing shows the lower execution time in the lower task load. The
smaller number of satellites presents the lower task load. As the task load increases,
the high load balancing shows the lower execution time.

Fig. 4. System Execution Time on Inside-Federation Communication (Non-Data Management
vs. Data Management with Load Balancing (Low and High))

Inter-federation vs. Inside-Federation Communication
To evaluate system execution performance of an inter-federation communication
system, this paper compares system execution time of an inter-federation communica-
tion with that of an inside-federation communication with only one federation. An
inter-federation communication system is operated with a bridge federate between
two federations: cluster and ground. Basically, we understand that an inter-federation
communication system reduces its local computation time. An inter-federation com-
munication system includes multiple federations, thus it separates its tasks and as-
signs sub-tasks in each federation. However, an inter-federation communication sys-
tem increases its communication time since an inter-federation message passing time
would be greater than an inside-federation message passing time in a federation.
Meanwhile, we can expect that an inside-federation communication system performs
the higher local computation time and the lower communication time. Fig. 5 com-
pares system execution time of two communications: inside-federation and inter-
federation. Fig. 5 measures system execution time in case of the data management of
high load balancing. The execution time of inter-federation communication system is
lower in all the tasks, but not much. As higher is task, the execution times of the two
communication systems are closed.
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Fig. 5. System Execution Time (Inter-Federation vs. Inside-Federation Communication)

6 Conclusion

This paper presents a design and development of the data management with load
balancing in a distributed simulation. For practical construction and execution of a
distributed simulation, this paper focuses on a distributed simulation concept which is
load balancing. The data management scheme suggests a different load balancing to
each distributed component and assigns various degrees of communication and com-
putation loads in each component. The data management scheme allows a complex
execution for a variety of distributed simulations and improves system performance
through reduction of communication data and local computation load. This paper
analyzes system performance and scalability of the data management with load bal-
ancing. The empirical results show favorable reduction of communication data and
overall execution time and prove usefulness in a distributed simulation.

This paper considers distributed simulation concepts, including data communica-
tion management, HLA-compliant inter-federation communication, functionality
balancing, simulation flexibility, and scalability and provides a high performance
modeling for a satellite cluster management paradigm with a cluster manager. Espe-
cially, a HLA bridge-based inter-federation communication for a satellite cluster
management in a HLA-compliant distributed simulation improves system modeling
flexibility and scalability by allowing multiple connections not only among satellites
inside a cluster federation but also among multiple cluster federations. The simulation
flexibility through a HLA bridge-based inter-federation communication allows to
represent and simulate topologies of a variety of autonomous constellations systems,
to analyze a complex large-scale space mission system, and to provide analytical and
empirical results. The results show inter-federation communication on a HLA-
compliant distributed simulation would be useful while flexibility and scalability of
system modeling and simulation are focused.
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Abstract. This paper presents the hierarchical federation architecture as it ap-
plies to the ROK-US combined exercises, such as Ulchi Focus Lens (UFL). We
have analyzed and extracted the necessary improvements through the review of
the simulation architecture currently used for ROK-US combined exercises and
from the current ROK Armed Forces modeling and simulation (M&S) utiliza-
tion. We have designed an advanced federation architecture based on a multi-
federation architecture. Moreover, we have validated the usability and technical
risks of our proposed architecture through development of a pilot system and its
testing. Finally, we expect that this architecture will provide an enhancement in
the ROK-US combined exercises while reducing costs. Furthermore, we be-
lieve that this architecture is an example to interoperate simulations with other
allies.

1 Introduction

The defense of Korea is the central mission of the ROK-US Combined Forces Com-
mand (CFC). This overriding mission requires the conduct of combined exercises that
train and maintain the combat readiness of ROK and US forces. This training increas-
ingly relies on the use of modeling and simulation (M&S) applications that provide
great realism to the highly digitized battlefields of today. Many of those exercises are
conducted in a joint and combined context at the ROK-US Combined Battle Simula-
tion Center (CBSC) in Seoul, Korea. Stemming from its premier position in develop-
ing military applications for M&S, the simulation support for ROK-US combined
exercises are currently led by the US and the costs are shared by the ROK [1].

US models such as the Corps Battle Simulation (CBS)(ground warfare), Research
Evaluation and Systems Analysis (RESA)(naval warfare), and Air Warfare Simula-
tion (AWSIM)(air warfare) were introduced to the ROK military services in the early
1990s. This introduction provided simulation support to each service. Further, in the
late 1990s, that introduction formed the basis for the ROK Army’s indigenous devel-
opment of its ChangJo-21 (CJ21), a ground forces model. The development of CJ21
as an original ROK Army model stimulated an earnest development of other models
germane to the other ROK military services. To achieve its missions with better fidel-
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ity, the CBSC is taking steps to ensure interoperability of ROK and US models in an
advanced simulation architecture for combined exercises.

Until recently, the interface protocol between each model of the Joint Training
Confederation (JTC), which has been applied to combined exercises, had been Ag-
gregate Level Simulation Protocol (ALSP). It has now been replaced with a new open
system called High Level Architecture / Run-Time Infrastructure (HLA/RTI). This
step was implemented first during a joint/combined exercise; Reception, Staging,
Onward movement and Integration/Foal Eagle 2004 (RSOI/FE 04). The indigenous
development of ROK military models as HLA compliant means the ROK models will
be able to confederate with the US models and execute a seamless interface for com-
bined exercises.

To execute this improvement, the ROK military established a master plan [2] that
incorporates the development of its models in accordance with HLA concepts. The
CBSC is also developing a model confederation system to expand the participation of
ROK models during combined exercises. Ultimately, these steps will lead to the de-
velopment of the Korean Simulation System (KSIMS), which will include each ser-
vice model applicable to the ROK-US combined exercises.

To develop and apply a new federation that interoperates ROK and US models,
there are many factors to be considered. Two such factors would be; a combined
development team based on a ROK and US mutual agreement, and the confederations
between similar models that would simulate the same battlefield medium. The design
of a confederation architecture for efficient ROK and US models interoperability is a
major issue.

This paper will present an advanced simulation architecture for ROK-US com-
bined exercises. Chapter 2 will review current simulation architecture for ROK-US
combined exercises. Chapter 3 will describe the existing research results of a multi-
federation. Chapter 4 will present the design of hierarchical federation that will be
applied for future combined exercise. Finally, chapter 5 will review the results of
prototyping.

2 Simulation Architecture for ROK-US Combined Exercises

ROK Armed Forces have been extending its application of M&S continuously, since
it started simulation support in the early 1990s by bringing US models to each ser-
vice’s training. But in the late 1990s, to apply the future battle field environment, the
new weapon systems and the tactics, techniques and procedures of ROK Armed
Forces, it was realized that the ROK required the development and application of its
own models. An improvement of the simulation architecture is also required to pro-
vide the necessary ROK and US models interoperability. Through interoperability,
we will be able to provide a suite of combined models which will further enhance
training for the defense of the peninsula.

Currently, the simulation architecture for ROK-US combined exercises, for which
the US is the leading provider, has a complex structure applied by various confedera-
tion protocols. As shown in Figure 1, the simulation components are sorted out as the
JTC main models, special models, interfaces, and C4ISR systems. The models and
C4ISR systems are linked to each other by interfaces such as Gamers (human inter-
face), Master Interface (MI), Tactical Simulation (TACSIM) ALSP Translator (TAT),
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Run Time Manager (RTM), and Virtual Downlink (VD) Network. These are defined
and developed according to the individual characteristic of each system. The confed-
eration between the JTC main models is supported by HLA based JTC Infrastructure
Software (JIS) with a single federation architecture [3].

Fig. 1. Simulation Architecture for `04 UFL Exercise

For the ROK Armed Forces war-game models to be participants in the combined
exercise simulation architecture, the single federation needs to be expanded to allow
for other federates to join. One method of expansion would be to create a single Fed-
eration Object Model (FOM) sharing both ROK and US federates. Although the sim-
plest way to approach, considering the currently used RTI functionality, this could
cause many issues such as degradation in system performance, security classification,
and workload to develop and operate such a large single federation.

The system performance impact could be created through an excessive amount of
system tuning as too many federates join only one federation. Aggravating this im-
pact is in the RTING version, where the stability is only guaranteed when all feder-
ates is organized in the same Local Area Network (LAN) [5]. Unfortunately, there is
no solution suggested and it’s difficult to find an alternative for solving this issue
when the combined exercises require extensive distribution.

Security could be considered compromised with all the data confederated in a sin-
gle FOM. Therefore, additional considerations on individual security mechanisms
have to be applied in order to protect the information that one country doesn’t want
exposed to other countries [12] [13].

The workload necessary in a combined ROK-US team would be herculean. In or-
der to define confederation data, both countries would have to understand a certain
amount of the other side’s design concepts as it relates to differences in each military
organization, weapon system characteristics, and operational doctrines. The personnel
who actually execute the combined development are separated by long distances and
by discrepancies in languages, systems, policies, regulations and even cultural envi-
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ronments. Greater effort will be required to develop one federation rather than each
country developing a separate federation.

A multi-federation architecture that can be interoperated between ROK and US
federations must be eventually considered in the future.

3 Multi-federation Architecture

The HLA concept is expressed as, a federation made up of a set of federates, RTI
services and a FOM. Original developers of HLA considered that a single federation
would be adequate for all models and therefore only expected to have a single FOM
and RTI.

There are many limitations, mentioned above, in using a single federation architec-
ture for integration of existing federations. It is insufficient to accomplish the interop-
erability and reusability, which are HLA’s main objectives, in the reorganization of
existing models and simulations to meet new requirements.

To overcome these limitations, we should consider an advanced federation archi-
tecture that is interoperable with multiple federations. By doing so, will enhance the
interoperability and reusability of existing federations.

3.1 HLA Based Multi-federation

According to general HLA definition, it seems that there are no interoperations
among federations during federation executions. But in the interpretation of basic
HLA rules, there is a factor that makes the interoperation among federations possible.
That is, the interoperation would be possible if a special federate which has a data
sharing mechanism, simultaneously joins in several federations. The level of mecha-
nism that supports the data sharing function among joined federations will determine
the capability of interoperability.

Two or more interoperating federations, with a special federate simultaneously
joined in them, would be defined as a multi-federation. The intra-federation commu-
nication uses a designated unique FOM for each federation. While the inter-
federation communication applies another mechanism such as a super FOM extracted
from each federation’s FOM, and it interoperates as one federation’s events effect the
other federations.

3.2 Multi-federation Types

Combinations of FOM and RTI types, based on integration schemes of existing fed-
erations, can be sorted into 4 kinds: homogeneous FOM and RTI, homogeneous FOM
and heterogeneous RTI, heterogeneous FOM and homogeneous RTI, heterogeneous
FOM and RTI [10]. Primary consideration will be given to the heterogeneous FOM
and RTI scheme that can apply in general application environments.

The gateway, proxy federate, RTI broker, and RTI protocol are the four kinds of
connections between federations that will also make it possible to construct a multi-
federation [8]. The details of each connection type follows.
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Gateway is an internal connection device that transmits information between fed-
erations through another communication channel, instead of a HLA connection. It
supports transmitting the information offered, within the range of the joined federate
transformation ability, to the other joined federates. This process provides an inter-
operation between two individual HLA based federates or a HLA based federate and
an external system which is not a HLA based federate.

A proxy federate is a translation device that interconnects two (or more) federa-
tions using the Federate Interface specification, unlike the gateway. The HLA rules
state a specific federation can only have a single FOM and permits information
transmission through a RTI. It neither allows nor forbids connecting 2 federations. A
proxy federate uses only the defined service within API articles supported by the RTI,
but it is more complex than a gateway because it has to apply numerous numbers of
federate ambassador’s and FOM’s.

The RTI broker is a translation device that uses the RTI-to-RTI API to pass not
only federate level data but to also communicate RTI internal state information be-
tween two (or more) RTIs. Potentially, it could provide a communication medium
from different vendors or conform to different communication architectures.

Lastly, RTI protocol is capable of transporting federate information and RTI inter-
nal state between RTI implementations. This could also be done between local RTI
components in a manner independent of a RTI vendor.

Gateway and proxy federate can be applied to an advanced simulation architecture
design for ROK-US combined exercises, so called KSIMS-JTC confederation which
would include a special purpose interface with C4ISR systems, and a Distributed
Observation Tool (DOT) that executes the remote monitoring of the whole system.

4 An Advanced Simulation Architecture Design

The architecture design requirements necessary to enhance ROK-US simulation in-
teroperability, to be supported in future ROK-US combined exercises, are as follows
[4]. First, the interoperability between ROK and US models, especially from an op-
erational perspective, should accomplish the combined exercise objectives. Secondly,
the system development and maintenance should be easy. Thirdly, the resource reus-
ability should be maximized through minimizing the modification of existing sys-
tems. Fourthly, each country should be able to apply their specific security regula-
tions. Fifthly, the impact of specific model’s constraints to the operation of the whole
system should be minimized.

Even though there are many issues to be considered in simulation architecture de-
sign to fulfill these requirements, this research is focused on the simulation interop-
erability and reusability which are the HLA objectives, and obeyed current HLA
concept and RTI functionality.

4.1 Integration of KSIMS and JTC

Considering the limitations of current RTI functionality, there are 4 possible methods
(Figure 2) that should be considered to interoperate the ROK federation, KSIMS and
US federation, JTC. To link multiple federations, a new component, Confederation
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Fig. 2. KSIMS-JTC Integration Schemes

Interface (CI) is introduced. The CI will function like a proxy federate, facilitating the
joining of multiple federations [11] [14].

Figure 2(a) is a Single Connection architecture, where all federates are joined to a
single federation, called a Combined Exercise Federation (CEF). Figure 2(b) is a
Binary Connection architecture directly connecting KSIMS and JTC through a CI.
Figure 2(c) is a Hierarchical Connection architecture indirectly connecting KSIMS
and JTC through a new Combined Federation and two CIs. Figure 2(d) is a Tree
Connection architecture that integrates the federations, after constructing each federa-
tion that consists of federates sharing the same battle field medium.

The peculiarity of each architecture is as follows. First, the Single Connection ar-
chitecture is based on the JTC currently used in simulation support for ROK-US
combined exercises. In this architecture, the JTC would be expanded with the inclu-
sion of the ROK models. However, this architecture will not allow autonomous de-
velopment and would also limit what specific KSIMS applications could be used.
ROK models would effectively have to be added in stages. Although this architecture
is simple in design, it does not satisfy the second, forth and fifth design requirements.
Secondly, the Binary Connection architecture applies an interface, like a gateway or
proxy federate that directly connects the two federations. There is merit in a simple
architecture to interoperate KSIMS and the JTC. However, a concentration phenome-
non will exist with a single CI enduring the extreme load from each federation.
Thirdly, the Hierarchical Connection architecture is an architecture that applies an
additional upper federation, a Combined Federation with a Combined FOM. Using
this upper federation, the architecture will be able to support the confederation re-
quirements through the maximum utilization of current HLA standard and the func-
tionality of the RTI. However, this architecture could induce internal delay with three
steps being required in each federation’s event transmission. For example, if KSIMS
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creates a certain event, then that event will be transmitted to the ROK CI then to the
Combined Federation, which will process the event and transmit it to the US CI and
finally to the JTC. A Combined FOM should be defined with only the common ob-
jects and interactions of KSIMS and the JTC FOM. Lastly, the Tree Connection ar-
chitecture has merit, it would provide federation performance by settling confedera-
tion requirements between federates sharing the same battle field medium. However,
the complexity of this architecture fails to satisfy the second and forth design re-
quirements.

4.2 Confederation Interface Design

To construct the 3 types of architectures as shown on Figure 2(b), (c) and (d), a CI is
required. As shown at Figure 3, the CI architecture includes configuration elements
such as Surrogate, Transformation Manager (TM), CI Initialization Data (CIID) and a
Mapping Table.

Fig. 3. Confederation Interface Structure

The CI conducts the role of connecting Federation F and G as a bridge federate.
Surrogate has surrogating functions to join federation F, collecting federation F’s
information, interfacing between federation F and the TM, and transferring federation
G’s information to federation F. The TM functions to transfer data between Surrogate

and and conducts data conversion. Surrogate functions are same with that
of Surrogate in reverse.

The CI also synchronizes the simulation time between two federations and may
also play a role as security guard to prevent unnecessary or classified information
transmission. CIID contains the initialized information of the CI operation. The Map-
ping Table saves and refers the object handle value, interaction handle value and data
conversion information necessary to inter-map between the two federations.

4.3 Hierarchical Federation Scheme

In order to develop a ROK Armed Forces federation that reflects the various future
operational requirements, and to ensure the best use of ROK simulation resources for
ROK-US combined exercises, consideration is given to the Hierarchical Connection
architecture as shown at Figure 2(c); development is currently in progress [4].
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A new federation using Hierarchical Connection architecture is defined as the Hi-
erarchical Federation. This scheme can support each countries use of its own federa-
tion with its FOM in combined exercises, which would minimize additional modifica-
tion of existing federations. CI would support each countries application of its own
security regulations, by not fully exposing its FOM to the other participants. The CI
would also be capable of relaying information even though each federation uses a
different kind of vendor and version of RTI. Compared with a single federation, the
whole federation’s execution efficiency would be maximized since the number of
federates to be controlled by one RTI decreases.

One consideration that must be taken into account is the concentration phenomena
at each of the CI’s. Each event transmission would have to pass through each CI and
the upper federation. There may also be some technical risk in the development of the
CI, especially for a heterogeneous environment.

5 Prototyping and Testing

The CBSC developed a pilot system of the hierarchical federation architecture using
CI as shown in Figure 4.

Fig. 4. System configuration of a pilot system

The pilot system consisted of three federations; the Joint Training Confederation
(JTC) for US Federation, the Korean Simulation System (KSIMS) for ROK Federa-
tion and the Combined Exercise Federation (CEF) for ROK-US Combined Federa-
tion.

The development environment was embodied with C++ and JAVA language on
Windows 2000 and Linux RH 7.3. RTI-1.3NG v6.4.3, currently used in ROK-US
combined exercises, was applied. CJ21 (Ground model), Chung-Hae (Naval model),
SAFE-Air (Aerial model), SimTest (events generator) and STAAR (System for Thea-
ter level After Action Review) participated in KSIMS as federates. CBS, RESA and
AWSIM participated in the JTC, and FMT (Federation Management Tool) and
KFMT (Korean Federation Management Tool) participated in the upper CEF, which
was confederated through CIs.
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The CI simultaneously joins two different federations and then executes the Trans-
formation Manager (TM) function, which undertakes the RTI service relays and nec-
essary data conversion. The Federation, Declaration, Object and Time Management
services [7] are relayed, while the relay functions of Ownership and Data Distribution
Management services are not.

The hierarchical federation successfully executed in several stages such as in ini-
tialization, federation joining, time control policy establishment, Mapping Table reg-
ister, and declaration management. It then transmitted events between KSIMS and
JTC through CEF until destroyed by the ending order.

The actual test was divided into an integration test, functional test, and perform-
ance test which was conducted at the ROK-US Confederation Test [5]. Several dif-
ferent size log files in various testing environments were used in the execution of
these tests. The maximum size of a log file was approximately 680,000 messages
with 12,000 object instances for 30 hours of simulation time.

In the integration test, KSIMS, JTC and CEF were successfully integrated into a
hierarchical federation using a ROK CI and US CI. In the functional test, the com-
bined operational functions such as interoperation among air, ground and sea, were
properly confederated in a whole federation. However, ground to ground confedera-
tion such as CJ21 to CBS was not fully supported due to the current limitations of
CBS. The game to real-time ratio objective, based on combined exercise requirements
(1.5:1), was met and exceeded at 3:1 during the performance test.

Based on the test result, we confirmed that the hierarchical federation architecture
could be positively considered as an actual exercise simulation architecture.

6 Conclusion and Further Research

This paper presents the hierarchical federation architecture that would apply to ROK-
US combined exercises, such as Ulchi Focus Lens (UFL). This architecture can en-
hance the reusability of the existing federations developed and operated by each
country, and achieve the interoperability of multiple federations with minimal effort.
Also, this architecture supports each countries security regulations in combined exer-
cises without modifying their federation. The impact of specific model’s constraints
to the whole system operation is also minimized.

This study’s goal is to provide an improved simulation architecture for ROK-US
combined exercises that would enhance the training for the defense of Korea. The
architecture would also provide a great level of enhancement in the exercises while
reducing costs. This same architecture would be applied to simulation interoperability
with other allies as a useful precedent.

For this architecture to apply to a real domain there are several issues to be re-
viewed, including enhancement of quality factors such as completeness, robustness,
availability, and maintainability. Further research must be conducted in the following
areas. First, pertaining to completeness, all RTI services based on HLA Interface
Specification should be covered in the CI relay functions. Secondly, pertaining to
robustness, solutions concerning the bottleneck phenomena of the CI should be con-
sidered in the design of the CI structure and upper federation’s FOM. Thirdly, focus-
ing on availability, disparate RTI execution should be guaranteed to support operating
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environments with a Wide Area Network (WAN) around the world. Lastly, focusing
on maintainability, the Federation Development and Execution Process (FEDEP)
should be advanced to respond to new requirements on multi federation environ-
ments.
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Abstract. At the initiation stage of project, a project pre-planning is an essen-
tial job for project success, especially for large-scale information system pro-
jects like ERP (Enterprise Resource Planning). Systematic estimation of re-
sources like time, cost and manpower is very important but difficult because of
the following reasons: 1) it involves lots of factors and their relationships, 2) it
is not easy to apply mathematical model to the estimation, and 3) every ERP
project is different from one another. In this article, we propose a system named
PPSS (Project Pre-planning Support System) that helps the project manager to
make a pre-plan of ERP project with case-based reasoning (CBR). He can make
a project pre-plan by adjusting the most similar case retrieved from the case
base. We adopt rule-based reasoning for the case adjustment which is one of
the most difficult jobs in CBR. We have collected ERP implementation cases
by interviewing with project managers, and organized them with XML (Exten-
sible Markup Language)

1 Introduction

In the late 1990’s, several articles have reported failures and budget run-over of ERP
projects, and some of them analyzed what have made the ERP implementations more
risky [8], [10], [13]. Ross asserts that characteristics of ERP projects are far different
from those of previous information system(IS) projects in a sense that an ERP project
is a kind of BPR(Business Process Reengineering) and it involves changes of indi-
vidual line of work, business process, and even company organization [13]. Krasner
stressed management problem of ERP project such as integrated project team plan-
ning, a formal decision-making, managed communication and top-management in-
volvement [10]. Especially, he suggested applying lessons learned from earlier im-
plementations to later implementations. Hawking proposed that an ERP project is a
large scale complex information system and requires careful planning of time and
budget to avoid project disaster [8]. Due to those potential risks, companies hesitate
to invest large money into ERP implementation project. In short, ERP project is com-
plex, project management is more critical than software development efforts, and its
impact into organization is usually huge, so more careful project planning is highly
recommended.

Relative to the other phases in information system (IS) project life cycle, the im-
portance of the initiation phase has been emphasized by many field practitioners and

* This work was supported by Research Program 2004 of Kookmin University.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 157–166, 2005.
© Springer-Verlag Berlin Heidelberg 2005



158 Suhn Beom Kwon and Kyung-shik Shin

academic researchers. It has been demonstrated that a poor planning takes more time
and workforce afterwards, and this phenomenon is usually getting worse as time goes
by. Poor project planning is revealed as one of the most common factors of IS project
failure [5], [9], [15], [17]. Dvir showed positive correlation between project planning
efforts and project success [5]. ERP projects, a kind of IS project, are no exception.

By the way, project manager cannot take much enough time for scoping and plan-
ning in the initiation phase, because management often presses him to start project
work instead of spending time to generate a project detail plan [16]. At the initiation
phase, management wants to know resource requirements for ERP implementation
approximately not with exact figures. One of the most effective ways for project
manager to persuade management is to show real figures of previous projects of simi-
lar size companies in the same industry. He could somewhat justify his project plan
(resource plan, time plan, man-month plan, project team plan, implementation meth-
odology) with those information. But he has got no systematic support for the plan-
ning, and has no choice but to depend upon his own experiences and knowledge. His
individual experiences and knowledge is, however, very confined and unorganized,
so it is hard to apply in systematic manner.

There have been two supporting tools for project manager’s planning job. One is a
project management tool like PERT and COCOMO model that help making activity
plan and estimation of project effort, respectively. However, both are not suitable for
the early stage of IS project, because they require quantified data to generate detailed
activity plans and exact estimations. The other is a knowledge management system
that stores previous project implementation experiences into knowledge base and
provides information from the knowledge base to project managers with search-based
manner. Though knowledge management systems can serve useful information, ap-
plying searched information to the planning job is another matter. In other words,
making a pre-plan is still done by project manager’s artwork.

Case-based reasoning (CBR) is a research paradigm in machine learning, which
has been well applied to problems with success and failure cases and hard to find
analytic solving heuristics. CBR is based upon the idea that previous solutions,
whether successful or not, can lead to useful solutions for new problem. CBR system
can provide a solution by adaptation of previous solutions.

We suggest that CBR can be well applied to ERP project pre-planning problems:
ERP project sizing and resource estimation. Project pre-planning is usually done at
the end of ‘Scope the project’ and before ‘Developing project plan’ which means full-
out undertaking of project (Fig. 1). At this time point, management wants to know
pre-planning results: rough estimation of resource requirement for project. Since
1990’s, a plethora of companies have implemented ERP, we could get some cases to
use in CBR for ERP project pre-planning.

We developed a prototype system PPSS (Project Pre-planning Support System) us-
ing CBR approach for ERP project manager’s pre-planning job. The case base of
PPSS is organized by XML(eXtensible Markup Language), and 4 R’s of CBR rea-
soning cycle: retrieve, reuse, revise, retain of cases are performed in PPSS with ASP
and Visual Basic program. The PPSS would be helpful for both project managers of
companies implementing ERP and contractors like EDS, IBM, etc. Theses consulting
firms can garner their ERP project experiences and knowledge.
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Fig. 1. Pre-planning in Project Development Life Cycle

The remainder of paper is organized as follows. The next section describes the re-
lated researches: CBR applications to IS or ERP planning. In section 3 and 4, we
explain how to organize cases of PPSS by using XML and reasoning process of PPSS
to generate a plan. Section 5 considers contributions and further researches.

2 Related Researches

CBR is a generic methodology and has been applied to many problems in diverse
areas such as medical diagnosis, engineering product sales, electromechanical device
design, robotic navigation, to mention but a few [2], [11], [14].

The use of analogies for IS project have also been suggested by many researchers
and applied successfully. Grupe explored CBR as a mechanism to improve software
development productivity and quality at each stage of software development process:
requirement definition, effort estimation, software design, troubleshooting, and main-
tenance process [7]. Among software development stages, effort estimation is one of
the most frequently mentioned issues since Boehm suggested at first [4], [9], [12].

When applying CBR, we should consider several decision parameters such as fea-
ture subset selection, analogy adaptation, and similarity measure selection. In this
paper, we describe how to configure these decision parameters for ERP pre-planning
problem in PPSS. Other contributions of PPSS at Table 1, XML-based case organiza-
tion and rule driven adaptation will be explained in section 3, and 4.

3 Case Base of PPSS

In this section, we explain the structure and building process of the PPSS case base.
A case is usually a collection of attribute value pairs. We derived case attributes from
literatures and we elaborated them with ERP project manager’s interviews. The se-
lected case attributes are categorized into two groups: company characteristics and
project determinants. Project managers want to examine previous ERP project experi-
ences of other similar companies, so company characteristics play a key role for
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Fig. 2. Company Characteristics Attributes

searching similar cases in reasoning process. Resource requirements for ERP project
are also dependent upon company characteristics like business type, information
system, ERP requirements, etc.

Company characteristics have three sub-categories of attributes: company general
facts, information system and ERP requirements. Fig. 2 shows the structure of com-
pany characteristic factors. Company general facts include business type, size, reve-
nue, number of employees, process complexity. Information system sub-category
includes legacy system information and company’s intimacy level of information
system. If a company has legacy systems and want to use some of them, project man-
ager should recognize them as systems to be linked or integrated with ERP. As legacy
system integration or linkage often become a technology-barrier and time-consuming
job, how many this kind of legacy systems exist and integration level are significant
for ERP implementation. ERP requirements include modules of ERP to be imple-
mented with number of users and transactions and distributed ERP implementation
according to geographic locations or business divisions.

Second group of attributes is ERP project determinants, which are of resource in-
vested to complete project such as project team, budget, time period, and project
management methodology. Project manager can guess resource requirements for his
own project from this information. Fig. 3 shows the structure of ERP project determi-
nant attributes.

Project manager’s one of the most pressing jobs in the early stage is building pro-
ject team [3]. Project team is usually organized with functional areas with various
skill level members. Labor cost usually depends on skill level of ERP consultants,
programmers, and other members. Project budget is a management’s top concern, and
project manager needs previous project’s budget items and their allotments. Project
time varies according to resources put in and project scope. Should a company ex-
pand the scope of ERP implementation, then it will increase the time or other re-
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Fig. 3. ERP Project Determinant Attributes

sources. And project time period decreases, as more man-month input. The informa-
tion of how much time spent at each stages of project life cycle is another concern
and helpful for project manager. Most ERP package vendors have their own ERP
implementation methodology, so determination of ERP package often means selec-
tion of ERP implementation methodology. Each methodology has 4 to 6 stages, and
the time period of each stage will be a good reference for project manager.

We use XML (eXtensible Markup Language) framework to represent and organize
a case base. Benefits that XML framework provides are flexibility to organize and re-
organize case structure, independence between content and representation, easiness to
search data from case base, reusability by modularizing case base. As data organiza-
tion of a case usually has a hierarchical tree structure, XML is one of the most suit-
able framework to both organize and represent a case. Abidi has shown how elec-
tronic medical records can be readily transformed into XML format and used as cases
in medical diagnostic system [1].

In order to organize a case, we use DTD (Document Type Definition) of XML.
DTD is a declaration of data structure, a kind of metadata. When a new case is cre-
ated, a XML parser checks whether the data structure is accord with DTD or not. For
representation of a case, we use XSL (eXtensible Style-sheet Language), a kind of
transformer XML contents into a well-formed format for Internet browser. Fig. 4 and
Fig. 5 show a part of DTD and XML content of a case respectively.
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Fig. 4. Part of DTD of Cases.xml

Fig. 5. Part of Case Representation with XML
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4 Reasoning Process of PPSS

Reasoning process of PPSS follows the general process of CBR: retrieve, reuse, re-
vise and retain. Fig. 6 shows the reasoning process of PPSS. In order to retrieve the
most similar case, a project manager should input facts about his problem, ERP pro-
ject pre-planning. Company characteristics in Fig. 2 are major information to be input
into PPSS.

Fig. 6. Reasoning Process of PPSS

Based upon input information, PPSS retrieves the similar case by using the nearest
neighbor algorithm. Among cases in case base, the case with the biggest similarity
index value is selected as the most similar case. Equation (1) is a formula for comput-
ing similarity index value in PPSS with the nearest neighbor algorithm.

Similarity

if attribute i has numeric or scale value

T: Target Case,
i: Attribute

Similarity Function for Attribute i,

S: Source case
N: Number of Attributes

Importance Weight of Attribute i
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For numeric and scale value attributes, we adopt comparative magnitude of two
values as similarity function. The function can give a normalization effect to numeric
value attributes with different scales. For descriptive value attributes, we adopt zero
or one dichotomy function: 1 if two values are equal and 0 otherwise. Weight is ap-
plied to reflect comparative importance of attributes. Most interviewee replied that
‘business type’, ‘decentralization’, ‘number of ERP modules introduced’, ‘transaction
volume’, and ‘ERP package’ are more important factors than the others. Therefore,
we put double weight to ‘decentralization’ and triple weight to ‘number of ERP mod-
ules introduced’, ‘transaction volume’, and quadruple weight to ‘business type’ and
‘ERP package’.

Then, we need to adjust the most similar case to the current problem. PPSS system
has a rule-base which contains knowledge for ERP pre-planning. For example, ‘If
ERP is implemented at the multiple places and to be integrated, cost for consulting
manpower usually rises by 10 ~ 20%.’ There exist some causal relationships among
attributes and we can get knowledge of this kind during interviews with project man-
agers who have experiences on ERP projects. PPSS displays the relevant rules to
project manager when he adjusts and determines attribute values by himself. We can
also make PPSS to adjust the similar case automatically, that means rule-based rea-
soning is started not by user but by PPSS. But for the most pre-planning job, human
judgment is crucial and rule-based knowledge just supports human judgment like
most rule-based systems. Fig. 7 shows the screen shot of case adjustment. At the
bottom, you can see the relevant rule associated with the attribute ‘Labor Cost’.

Marling surveyed CBR integrations with other methodologies such as rule-based
system, constraint satisfaction problem solving, genetic algorithm, information re-
trieval [11]. They gave several example hybrid systems of CBR and rule-based sys-
tem, but two systems were in equivalent position for problem solving. PPSS uses
rule-based system as a case adjustment tool, a part of CBR in order to help project
manager adjust the attribute value, one of the most difficult manual jobs.

Fig. 7. Sample Screen of Case Adjustment
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According to the general CBR process, the adjusted case is restored into case base
as a new case. However, PPSS stores the adjusted case as an ‘in-progress case’ which
means the case should be readjusted with the real figures at the end of ERP project.
So, cases in progress status are excluded in default, when PPSS retrieves similar case.
When a new case is stored in case base, the case representation follow XML format
defined by DTD.

5 Conclusion

ERP is one of the most important information systems for corporate, so whether ERP
project succeed or not is crucial for corporate. Project pre-planning is far more impor-
tant for ERP project, because ERP project is not a matter of software development but
a matter of project management such as business process reengineering, change man-
agement, project team making.

We proposed a framework and system that supports project manager to pre-plan
ERP project by using CBR method. We surveyed and organized attributes which are
factors project manager should consider. Two things are methodological improve-
ments from normal case-based reasoning. First, we adopt XML scheme as representa-
tion and organization tool for case content. Case structure can be easily re-organized
by DTD, and represented in the web environment without change of case contents by
XSL. Second thing is hybrid framework of case-based reasoning and rule-based rea-
soning. We adopt rule-based reasoning as an adjustment tool of the selected case. By
using rule-based reasoning, we can systematically help PPSS users to adjust case,
which is the most difficult job in case-based reasoning.

The more cases does PPSS store in case base, the more feasible solution PPSS
provide. Current PPSS is a prototype system with 8 cases in a way that shows the
proposed framework. So PPSS needs more cases stored in order to help ERP project
in the field. Another thing to be stored up to meaningful level is knowledge of ERP
project, which is in form of rule in PPSS. In order to give more expressiveness and
smooth adjustment, constraint representation and constraint-based reasoning would
be introduced in PPSS.
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Abstract. The analysis of the scheduling problem in FMS using the transitive
matrix has been studied. Since the control flows in the Petri nets are based on
the token flows, the basic unit of concurrency (short BUC) could be defined to
be a set of the executed control flows in the net. In addition, original system
could be divided into some subnets such as BUC of the machine’s operations
and analyzed the feasibility time in each schedule. The usefulness of transitive
matrix to slice off some subnets from the original net, and the explanation in an
example will be discussed.

1 Introduction

In FMS, one of the most important subjects is to formulate the general cyclic state-
scheduling problem. Especially, scheduling problems have been arisen when a set of
tasks has to be assigned to a set of resources in order to optimize a performance crite-
rion [15]. Since the state space explosion occurs during the analysis of the system
including concurrent modules, it is difficult to analyze and understand the large sys-
tem composing of several modules. Various scheduling methods to solve these prob-
lems have been proposed [1-11,15-17], and classic cyclic schedules represented by a
particular class of Petri nets (short PN)[5].

The transitive matrix could be explained on all relationships between places and
transitions in PN. In this paper, we focuses on developing a more simple and efficient
method for the analysis of cyclic scheduling problem in FMS. After slicing some sub-
nets (BUCs) with transitive matrix, a new simple method is developed.

Petri Nets and place transitive matrix in section 2 and basic unit of concurrency in
section 3 will be defined. In section 4, an extraction of optimal sequence after slicing
some BUC based on the transitive matrix in an example will be discussed, and in
section 5, the benchmarking resultants after the analysis with the performance evalua-
tion factors will be shown. Finally, a conclusion will be given in section 6.

2 Time Petri Nets and Transitive Matrix

In this section, certain terms, which are often used in the latter part of this paper, are
defined [9, 12-14].

Let a Time Petri Nets, where P is the set of places, T is the
set of transitions, and is the input function, is the output

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 167–178, 2005.
© Springer-Verlag Berlin Heidelberg 2005



168 Jong-Kun Lee

function. is an initial marking, N: N is the set of

positive integers. denotes the execution time (or the firing time)
taken by transition t.

The number of occurrences of an input place in a transition is also
the number of occurrences of an output place in a transition is

The matrix of PN structure, C is where P,T are a set of places
and transitions, respectively.  and are matrices of m rows by n columns defined
by

And an incidence matrix B,

(Def. 2.1): Invariant
A row vector is P-invariant if where A column-
vector is called a T-invariant, if where Y is an inte-
ger solution x of the homogeneous matrix equation and

(Def. 2.2): Place transitive and Transition matrix
Place transitive and transition matrix are as follows;

This time, we may extend a definition (Def. 2.2) to show the relation between transi-
tions and places, and call this new definition as “labeled place transitive matrix”:

(Def. 2.3): labeled place transitive matrix,

Let be the labeled place transitive matrix:

The elements of describe the direct transferring relation that is from one place to

another through one or more transitions.

(Def. 2.4): Let be the m×m place transitive matrix. If a transition appears s

times in the same column of then we replace in by in

3 BUC (Basic Unit of Concurrency)

3.1 BUC Choose Algorithm

Since the control flows is based on the token flows, the independent tokens status can
be explained by a control flow. If a token is divided into several tokens after firing a
transition, a control flow can be allocated to several flows by the same manner. Ac-
cordingly, we define that BUC is a set of the executed flow control based on the be-
havioral properties in the net. Herein we would like to propose an algorithm to slice a
Petri net model in resource shared, after defining P-invariants, which can be used in
constructing concurrent units [9,12] as follows:
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(Def. 3.1): BUC
A P-invariant, which is not contained in other P-invariants, is called BUC.

In the FMS model, there are several resource-shared situations in the machine so we
slice BUC based on the resource shared of machine. This means that the sliced BUC
is a P-invariant based on the machine.

We chose the BUC in the resource shared model after foaming the place transitive
matrix, which was defined in previews section. In this paragraph we show a choice
algorithm.

Algorithm: Choose BUC algorithm
Input: N = <P,T,I,O,M>
Output: BUC of N,
(1) Define in the Place transitive matrix.

(2)Find BUC based on the resource shared places(machines).

(3)Find the all-relational places in each column and make an element of own

BUC with this initial marking place (machine). Also, link the same place after
finding the place in row.

Example: BUC
In this concurrency model, to partition the independently concurrent sub-net is impor-
tant in the slice of the nets. The transitive matrix of place of this model is as fol-
lows (Table 1):

Fig. 1. A model of Petri net

In this table, we consider one place p1 as the initial token. In the first column, if we
choose p1, we can find p2 and p3 using transition t2. The two places p2 and p3 are
shown the concurrences. Now, if we select p2 with transition t2 and choose p2 in the
row, we can find p1 with t3 and p4 with t4. In the case of p4 in row, p1 can be se-
lected using t1 and t6. If these places and transitions are connected, it becomes a con-
currence as shown in Fig. 2.a. On the other way, if we choose p3 with t2 then we will
obtain another (b) in (Fig. 2).
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Fig. 2. BUC of model Petri net

3.2 BUC Properties

The system is divided into BUC by the method of the partitioning based on the behav-
ioral properties in the net. The Time Petri nets slice produced using the chosen algo-
rithm is defined as follows:

(Def.3.2): BUC slice
Let be a Time Petri net, where the places set P is divided by BUC
choose algorithm, where is the flow relations. BUC are de-
fined as and each satisfies the following
conditions.

a set of place sets which are obtained by the choose algorithm

and

In the Petri net model, the behavioral condition of transition t is all predecessors’
places which are connected with transition t, has a token. Petri net slices are
divided into subnets based on BUC by transition level. A behavioral condition is
defined as follows:

(Def. 3.3) Behavioral condition
Let be a set of BUC which is obtained by the chosen algo-
rithm.

transitions should be satisfied one of the following behavioral condi-
tions:
(l)if transition is not shared: satisfy the precondition of transition only.
(2)if transition is shared by several Slices: satisfy the preconditions in all BUC,

which have transition

(Def.3.4) Behavioral Equivalent:
Let P and Q are two Time Petri Nets, if two reachability graphs of P and Q are one-to-
one mapping, then P and Q can be defined as: since they are functionally
equivalent.
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(Theorem. 3.1) Let N be a Time Petri net and Ns be a set of BUC that is produced by
the chosen algorithm. If Ns satisfy the behavioral conditions, then N and Ns will be
functionally equivalent

(Proof) We prove this theorem by assuming that if the place p is an element of BUC,
p is an element of N, such that

Since the p is an element of such that And by the BUC defi-
nition, is a set of place which is obtained by the chosen algo-
rithm, such that So, it can be said that if will be true.

Consider if and then If such that
And in this case, it can be said that but by the defini-

tion of BUC, is a set of places which is obtained by the chosen algorithm, such that
So if and then is not true.

4 Extraction of Sub-net of Petri Nets Using Transitive Matrix
We consider a system with two machines such as M1, M2 and two jobs such as
and as shown in Fig. 3 [3]. Let us assume that the production ratio is 1:1, which
means that the goal is to manufacture 50% of and 50% of t1(5) t2(5)
t3(1), t4(3) t5(4) t6(2), and M1:  M2:

where () is an operation time.

Fig. 3. A model, which has two resources,
shared

We are ignored the places w1 and w2 and transition tw in this example for easy
work. Now, the transitive matrix of example net is described in Tab. 2. In this table,
the initial tokens exist in M1 and M2. The cycle time of  and is 11 and 9,
respectively.

Now, we select row and column of p1, p3, p5, and M1 in (Tab. 2), and make one
BUC of M1 based on the selected places and transitions. The selected BUCs of ma-
chines M1 and M2 are shown in Fig. 4 and Fig. 5.

Based on these BUC, the optimal solution of this example can be obtained as
shown in Fig. 6. Specially, the optimal schedule of two cycles is also obtained.
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Fig. 4. BUC of M1

Fig. 5. BUC of M2

Fig. 6. Optimal schedule

5 Bench Mark

5.1 Notations

In this section, one example taken from the literature is analyzed in order to apply
three cyclic scheduling analysis methods such as Hillion[4], Korbaa[6], and the previ-
ously presented approach. The definitions and the assumptions for this work have
been summarized [6].
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The formulations for our works, we can summarize as follows:

the sum of all transition timings of
the (constant) number of tokens in

the cycle time of

Where is a circuit.

for all circuits of the net,
CT the minimal cycle time associated to the maximal throughput of the system:

for all resource circuits =
Let CT be the optimal cycle time based on the machines work, then WIP is [6]:

Fig. 7. Illustrative example

We introduce an illustrative example in Camus[1], two part types and have
to be produced on three machines and contains three operations:

then and contains two operations: and
The production horizon is fixed and equalized to Hence five parts

with the production ratio 3/5 and 2/5 should be produced in each cycle. We suppose
that there are two kinds of pallets: each pallet will be dedicated to the part type P1 and
the part type P2. Each transport resource can carry only one part type. The operating
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sequences of each part type are indicated as OS1 and OS2. In this case, the cycle time
of OS12 and are all 7 and and all 3, also the machines working
time of U1 is 10, M1 is 11 and M2 is 6. So the cycle time CT is 10. The minimization
WIP is:

5.2 Benchmark

By the example, we can obtain some results like as the following figures (Fig. 8-10).
1) Optimization

The Hillion’s schedule[4] has 6 pallets and the Korbaa’s schedule[3] 3 ones and
the proposed schedule 4 ones. This solution showed that the good optimization of
Korbaa’s schedule could be obtained and the result of the proposed schedule
could be better than that of the Hillion’s.
Also, the solutions of the proposed approach are quite similar to (a) and (c) in
Fig. 10 without the different position.

2) Effect
It’s very difficult problem to solve a complexity value in the scheduling algorithm
for evaluation. In this works, an effect values was to be considered as the total
sum of the numbers of permutation and of calculation in the scheduling algorithm
to obtain a good solution. An effected value of the proposed method is 744, i.e.
including all permutation available in each BUC, and selecting optimal solution
for approach to next BUC. An effect value to obtain a good solution is 95 in the
Korbaa’s method; 9 times for partitions, 34 times for regrouping, and 52 times for
calculation cycle time. In the Hillion’s method, an effected value is 260; 20 times
for machine’s operation schedule and 240 times for the job’s operation schedule.

3) Time
Based on the three algorithms, we can get time results for obtaining the good solu-
tion. Since this example model is simple, they need very small calculation times;
1 sec for the Korbaa’s approach and 1.30sec for both of the Hillion’s and the pro-
posed approaches. The Korbaa’s approach has minimum 1 minute and maximum
23 hours in the 9 machines and 7 operations case in Camus[1], while the prposed
approach 3 minutes. Meanwhile the Hillion’s and the Korbaa’s approaches belong
to the number of the operation and the machines, the proposed method to the
number of resource shares machines. This means that the Hillion’s and the Kor-
baa’s approaches analyzing times are longer than the proposed one in the large
model. As the characteristic resultants of these approaches are shown in Fig. 11,
the Korbaa approach is found out to be good and the Hillion approach is to be ef-
fectiveness in the time. And on the effort point, the proposed approach is proved
to be good.
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Fig. 8. Hillion’s schedule

Fig. 9. Korbaa’s schedule

Fig. 10. Proposed schedule
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Fig. 10. (Continued)

6 Conclusion

The analysis of the schedule for the determination of the optimal cycle time after
slicing BUC using the transitive matrix has been studied. The scheduling problem in
the resource shared system was strong NP-hard. That meant that if the original net
were complex and large, then it could be difficult to analyze. To solve this problem,
an algorithm to analyze the scheduling problem after slicing off some BUCs used
transitive matrix based on resource share place has been proposed. After applying to a
system with two machines and two jobs some of the best solutions including another
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Fig. 11. Total relation graph

type with Camus[1] have been identified. The calculation of the feasibility time was
simple. These results indicated that our method could be an easily understandable tool
to find good schedule, compute feasibility time, and combine the operation schedules
also. Finally, a simple example has been shown guaranty to get the good solution.
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Abstract. Game designer generally fixes the distribution and charac-
teristics of game characters. These could not possibly be changed during
playing a game. The point of view at online game player, usually the
game playing time is getting longer. So online game is bored because of
fixed distribution and characteristics of game characters. In this study,
we propose and simulate the system about distribution and characteris-
tics of NPCs. NPCs’ special qualities can be evolved according to their
environments by applying gene algorithm. It also produces various spe-
cial quality NPCs from a few kinds of NPCs through evolution. Game
character group’s movement can be expressed more realistically by ap-
plied Flocking algorithm.

1 Introduction

Types of Computer games have been changing currently. Moreover people pre-
fer to enjoy games with others not alone. As results, people who interested in
same types of game build community. Commonly game planner design and place
specific characteristic NPC (Non Player Character) group on specific location in
the on-line game worlds. By using this kind of method, designer can compose
the map and regulate NPC’s level according to player’s level. Also, they can
create easily NPCs behavior pattern using Finite State Machine [1]. But, this
kind of game design tends to be monotonous and inform the players what the
NPCs range in specific region. Also, NPC attributes are stationary if they are
experienced once.

This paper proposes a system that NPCs’ special qualities can be evolved ac-
cording to their environments by using gene algorithm. This system can produce
various special quality NPCs from a few kinds of NPCs through evolution [2].
NPC group movement can be expressed more realistically by using Flocking
algorithm. If we create NPC groups that move and react against surrounding
groups’ actions. The players may have impressions that seem to receive new
game whenever they play the game.
* This work was supported by the 2000 Inje University Research Grant.
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2 Related Researches

In this chapter, we introduce about flocking algorithm that defines the movement
of groups. Gene algorithm is used on artificial creature’s special qualities. Flock-
ing is action rule algorithm that analyze and defines actions for real lives. We can
simulate movement for NPC groups by using this algorithm. Craig Reynolds in-
troduced flocking algorithm in 1987 and defined by four basis rules of flocking [3].
These four rules are as following.

Separation: Turn direction not to collide with surrounding Boid.
Alignment: Indicate direction same as surrounding Boid.
Cohesion: Turn direction to average position with surrounding Boid .
Avoidance: Avoid collision with surrounding enemy or stumbling blocks.

Genetic Algorithm is one of optimization techniques based on biologic evo-
lution principle by Darwin’s ‘Survival of the fittest’ [4]. Reproduction process
can create a next generation based upon selection, hybridization and mutation
processes.

Selection operator: This arithmetic process selects genes in hybridization.
Some genes that adapt well in their environments are alive. Others are
weeded out.
Hybridization operator: This process exchanges their chromosomes in se-
lected pair of gene codes. If there are genes A and B, certain part of chromo-
some will be taken from A and rest part will be taken from B. The specific
parts are decided by random value. This process creates new object. At
this time, characteristics of parents are inherited properly to their children.
Hybridization operator can be divided into more detailed types of hybridiza-
tion. Such as simplicity, one point, plural point and uniformity hybridization
operator.
Mutation operator: This process changes a bit in gene code. In binary bit
string, mutation means that toggles bit value. A mutation is just a necessary
process in order not to lose a useful latent ability. A mutation process is
accomplished based on mutation possibility. Generally mutation possibility
is below 0.05.

1.

2.

3.

3 Evolution Compensation Model
of an Artificial Creature

In this chapter, evolution compensation models for NPC will be discussed. The
NPCs move around in Game World. It competes with other NPCs near by, and
tries to be an upper grade one.

In compensation model 1, the predator and food NPC groups will be applied
same compensation model for evolution. Therefore, if certain NPC defeats op-
ponent NPC whether in the same group or not, it will receive same evolution
weight value such as +1. In the other way, defeated NPC’s weight value will be
decreased by –1. So it uses same compensation model and calculates evolution
weight in NPC’s own point of view.
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Compensation model 2 is divided into following conditions by attributes of
surrounding environments.

1.
2.
3.

Friendly Relation
Opposite Relation
None

These are applied equally to all NPCs that include competing NPCs as well
as their own. Therefore, if NPC has same attributes value as surrounding en-
vironment attribute, it will have bonus weight value by +1. The other hand,
if it has opposite relation with location of map, it receives bonus weight value
of –1. Finally, in condition that do not influence, it will have as same evolution
weight as in compensation model 1. Differences between compensation model 1
and model 2 is whether it takes effect from surrounding environment or not. In
compensation model 2, if predator NPC has opposite and opponent NPC has
friendly relation, there is possibility that predator NPC loses in competition with
food NPC.

4 System Design and Implementation

In this chapter, we are going to discuss how the system sets characteristic value
for NPCs. How it distributes NPCs on the map automatically. The same rules
are applied to distribution and characteristic grant for NPCs. The rules are as
follows: food chain hierarchy and using map properties. These two rules let NPC
have distinctive distribution and property. Also, distribution and properties will
be continuously changed.

4.1 Distribution Environment

In this paper, four rules of flocking algorithm are applied to our simulation
system. These rules are separation, align, cohesion, and avoidance. NPC group
movement is based on above four rules. Also it makes NPC groups keep inde-
pendent scope even though they are mixed together. However, there is no hierar-
chical relation between NPCs. Another words, NPC does not affect other NPCs
in same class. This kind of relation is unsuitable for applying various NPC’s
characteristics to game. Therefore, competition rule should be applied for same
class NPCs. Also we need chasing and evasion rule for relation between predator
and prey. It is our goal to express real creatures’ movement in our system.

We set elements in base level very simple in our simulation environment.
However, movements will be expressed in various ways according to their inter-
actions among group members and position in map.

Size of a NPC is 1x1 and size of map is 100x100 in simulation environment.
This grating environment has been used for simulation of a capture hover action
[5–8]. In our simulation environment, NPC groups are divided into three hier-
archical levels. There is only one NPC group exist at each class. A number of
groups at each class can be altered according to the experimental environment.
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But in our environment system, the number of NPC groups should not go over
three groups in total. The number of objects, striking power, energy, and moving
speed values for each class are shown in Table 1.

4.2 Distribution Rules

Each NPC group may move around in the given world (100x100 grating map)
freely. Each NPC do collision check in its 3x3 scope. Each NPC movement is
generated basically by four rules of flocking algorithm. Chase, evasion, and com-
petition rules are added. As a result, the movement will be expressed realistically
as in the natural world. Initially each NPC is distributed at random on the map.
It competes to secure group scope and to evolute. There is limitation and a rule
for competition. They are speed of NPC and its visual limit. When each NPC
moves around in a map, a speed and a visual limit are not fixed in our environ-
ment system. Because they are set up differently at each experiment. However,
if high class NPC recognizes low class NPC as food, it cannot run away from
the high class NPC. Because the low class NPC is always slower than a high
class NPC.

There are ways to run away from a high class NPC. First case is when high
class NPC blocked by barriers. So high class NPC is slowed down. Second case,
if the low class NPC defeats high class NPC, it can run away from a high class
NPC. Then how it defeats high class NPC. The energy of a high class NPC
becomes zero, results of attacked by low class objects. All NPCs have hunger
value. When the hunger value is getting higher than certain point, NPC starts
hunting to bring down hunger value. There is limit for hunting. The number of
NPC that may hunt is three at one hunting time. This prevents extermination
of low class NPC, because the total number of low class NPC is four times of the
total number of high class NPC. All NPCs will reproduce and transfer genetic
code to their children at the extinction. Also, the newly born NPC will have the
protection period that does not get attacked.

4.3 Characteristic Environment

Initially, designer decides characteristics for NPCs based on game character.
The basic characteristic will be developed by competition and influenced by
surrounding environment. Through this process, NPCs mutually evolve in game
space. This is another subject of this paper.

Simulation environment for characteristic of NPCs is not much different from
distribution environment. The main difference is setting on each NPC, not on
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NPC groups. Each NPC have value of {energy, striking power, level, attribute,
inclination} for its own character. These characteristic values are used to con-
struct genetic code by genetic algorithm. NPCs are awarded certain points when-
ever take victory in competition as shown in Table 2. NPCs will be leveled up
according to those weight value.

The energy and striking power value are influenced by NPC’s level. Hence
physical strength and striking power value goes up along with NPC’s level rise
as shown in Table 2.

Inclination value displays whether NPC’s inclination is offensive or defensive.
NPC’s inclination value could be positive or negative. Positive value expresses
degree of offensive inclination. Negative value expresses degree of defensive incli-
nation. If it beats surrounding NPC in competition, then 1 inclination weight is
given. On the other hand, if it is defeated, -1 inclination weight is given. NPC’s
inclination value is inherited via generation. This NPC’s inclination influences
its group’s inclination.

4.4 Characteristic Rules

In this paper, genetic algorithm transfers attribute of NPC to next generation.
At this point, characteristic of NPC is distinguished by index such as Table 3.
The degree of inclination is presented as numerical value.

The NPC group, which wins in competition continuously, is going to have
offensive inclination. The defeated group is going to have defensive inclination.
To inherit NPC inclination to next generation, NPC’s inclination classified into
attack-first or not-attack-first. They are distinguished by index. The degree of
inclination is expressed as numerical value such as Table 3.

4.5 Genetic Composition

Our simulation system uses genetic algorithm to deliver changes of NPC to
next generation. Genetic code is composed with value of factors. The factors
are energy, striking power, attribute, and inclination. The value of each factor is
composed in 5 digits. Detailed code example is shown in Table 4.
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The genetic code is used to deliver parents’ characteristic to its child. It also
uses average value from its group characteristic value too. NPC will reproduce
when it disappears. In hybridization, it uses 3 points hybridization operator,
because hybridization point is 3.

5 Experiment and the Analysis Results

5.1 Simulation

In this simulation, the number of NPCs in each group is 100, 25, and 6. The
mutation rate is fixed on 5% for experiment. The experimental model A is com-
parative model that is not applied any compensation model. Each compensation
model contains weight value for character evolution. Compensation model 1
is not concerning any surrounding environment. This model only cares about
special qualities of character. Compensation model 2 concerns surrounding en-
vironment as well as special qualities of character. This difference will show how
NPCs evolve by themselves at what kind of environment.

The distribution rate between groups and characteristic data of NPCs are
being recorded at every frame. Distribution rate is used to calculate how far each
other. It also is used to find out common distributed regions for groups. The
movement of largest group in each class is recorded. Each NPC’s characteristic
is recorded also. The character of each NPC group is presumed upon these data.

As a result of comparing and analyzing special quality data and the distri-
bution rate which recorded in each experiment model. We can evaluate how the
experiment model has evolved spontaneously.

5.2 Graph Analysis

In the graph, you can see the sharp differences in each experiment model. These
differences are detected more clearly between experiment model A and experi-
ment model C. In experiment model A, it ignores all special qualities of NPCs,
but simply uses food chain relation. So it shows that all NPC groups are mixed
and exist all over the map.

On the contrary, in experiment model C, there are many NPCs are gathering
at the particular region which is friendly environment in the map. Also the
primary consumer class NPCs are mainly distributed at the place with friendly
relation. Also we can see that the secondary consumers hesitate to move into the
location where relation is opposite. Even though there exist primary consumers
as food.



Simulation of Artificial Life Model in Game Space 185

Fig. 1. Experimental Results of Model A, B, C.

A difference between experiment model A and experiment model B shows
not much. In experiment model B, each NPC group has been distributed just
by flocking algorithm, because they are designed to use only characteristic of
NPC to compete with. This phenomenon breaks out in experiment model A as
well. But, in experiment model B, overlapped territories does not appear much
as in experiment model A. In experiment model B and experiment model C, the
difference of distribution is similar to the difference in experiment model A and
experiment model C. However, because of the map property, overlapped territo-
ries for groups has been showing as same as in comparison between experiment
model A and experiment model C. Fig. 1 is graphs that show each NPC group’s
distribution and overlap according to their experiment model.

The graph of upper left corner in Fig. 2 is showing how actively each NPC
group moves in the map. The size of 100x100 map is divided into the size of
10x10 gratings. Every grating has its own numbers. The area code in this graph
is the grating number that has the largest quantity of NPC in the same class.
Each NPC group actively moves around according to the movement change of
surroundings. Meanwhile it maintains the movement of every NPC in the group.
Data for the graph of upper left corner in Fig. 2 was taken after twenty gen-
eration. It shows how each group chase opponent group. It follows well enough
as designed. This proves that each generation’s special quality has been trans-
mitted to next generation as special quality by gene algorithm. But, we could
analogize that the attacking power will be changed. Because last graph in Fig. 2
shows that the physical strength change for individuals by generation.

6 Conclusion and Future Research

Game types have been changing to on-line game environment which massive
number of players do enjoying together at same time. Also it is difficult to
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Fig. 2. Group Movement, Attack Value, and Energy Value Change.

apply ordinary non-network game element to on-line games to keep up with
development of spreading fast Internet. These problems become an issue more
and more Increasing maintenance expenses could not be ignored. Therefore, it
is not right to decide how to distribute artificial creature and special quality of
game at game designing step. The system better include that distribution and
special quality must be kept on changing by surrounding environment during
the game.

Key points for this system are flocking and gene algorithm that describes
action of living things and how living things evolve in ecosystem according to
their environment. The proposed experiment model in this paper is as following.

Model A: Experiment model that NPC does not evolve through competition
Model B: Experiment model that NPC evolves without effect of surrounding
environment
Model C: Experiment model that is NPC evolves with effect of surrounding
environment

In experiment model A, NPC is distributed by flocking algorithm. There is
no fact about evolution by competition with other living things. But, the model
B and C are competing to evolve. In this model, NPCs have new form of special
quality other than initial special quality. It also shows different group distribution
than the model A. This means that distribution and special quality of NPC
has been altered according to surrounding environment. In this paper, NPC
simulation system has limitation. The number of special qualities and individuals
were minimized to simulate distribution and special quality. But, in actual game
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environment, special qualities of NPCs are complicated and very various. It
is different from simulation environment. In real game world, it makes game
server loaded that processing NPC which is influenced by such various special
qualities and complicated surroundings. Therefore, It needs separated artificial
intelligence game server that controls distribution and evolution for NPC. As a
result, players can have impression that seems to play new game always.
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Abstract. This paper describes a new framework for Grid-enabled ad-
vanced DVE (Distributed Virtual Environment) which provides a dy-
namic execution environment by supporting discovery and configura-
tion of resources, mechanism of security, efficient data management and
distribution. While the previous DVEs have provided static execution
environment only considering communication functions and efficient ap-
plication performance, the proposed framework adds resource, security
management, extended data management to static execution environ-
ment using Grid services, and then brings dynamic execution environ-
ment which result in QoS (Quality of Service) enhanced environment
better performance.The framework consists of two components: Grid-
dependent component and Communication-dependent component. Grid-
dependent component includes RM (Resource Manager), SDM (Static
Data Manager), DDM (Dynamic Data Manager), SYM (Security Man-
ager). Communication-dependent component is composed of SNM (Ses-
sion Manager) and OM (Object Manager). The components enhance
performance and scalability through the DVEs reconfiguration consid-
ering resources, and provides mutual authentication mechanism of both
servers and clients for protection of resources, application and user data.
Moreover, effective data management reduces overhead and network la-
tency by data transmission and replication.

1 Introduction

Research and development in DVEs have mainly progressed in two complemen-
tary directions, one addressing the application performance, the other address-
ing communication. While application and communication aspect have been well
recognized and studied by traditional network traffic analysis and performance
evaluation methods, DVE society didn’t consider that the utilization and avail-
ability of resources may change computers and network topology when old com-
ponents are retired, new systems are added, and software and hardware on ex-
isting systems are updated and modified. In large-scale DVE, a large number of
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participants interact with each other, and many entities are simulated simulta-
neously. Therefore, the continuing decentralization and distribution of software,
hardware, and human resources make it essential to achieve the desired quali-
ties of service (QoS). The effects make DVE society require new abstractions and
concepts that allow applications to access and share resources and services across
distributed networks. It is rarely feasible for programmers to rely on standard or
default configurations when building applications. Rather, applications need to
discover characteristics of their execution environment dynamically, and then ei-
ther configure aspects of system and application behavior for efficient and robust
execution or adapt behavior during program execution. Therefore, an applica-
tion requirement for discovery, configuration, and adaptation is fundamental to
the rapidly changing dynamic environment. We define an execution environment
only considering DVE aspects as static execution environment, and the one con-
sidering both DVE and Grid [1] aspects as dynamic execution environment. The
dynamic execution environment must support the following attributes:

Heterogeneity: Optimizing the architecture for performance requires that the
most appropriate implementation techniques be used.
Reconfiguration: The execution environment must allow hardware and soft-
ware resources to be reallocated dynamically. During reconfiguration, the
application data must remain consistent and real-time constraints must be
satisfied.
Extended data management: Reducing the volume of the traffic of data ex-
changed during communication of the object. For the management of a dy-
namic data, the movement and replication of data will be included probably.
Security: Both resources and data are often distributed in a wide-area net-
work with elements administered locally and independently, which needs the
intra or inter execution environment security.

This paper is organized as follows. Section 2 outlines CAVERNsoft G2 [4] and
Globus (Grid middleware) [5]. Section 3 presents the architecture of proposed
framework including four managers. Section 4 measures the performance on DVE
for tank simulation as simple application, and compare it with previous DVE.
Section 5 gives a conclusion.

2 Related Works

CAVERNsoft G2 (now called Quanta) was developed with consideration of Grid
which supports the sharing and coordinated use of diverse resources and secu-
rity in dynamic, distributed virtual organizations (VOs) [2]. CAVERNsoft G2 is
an Open Source C++ toolkit for building Distributed networked applications,
whose main strength is in providing networking capabilities for supporting high
throughput Distributed applications.

Regardless of DVE society, Globus toolkit [5] was designed and implemented
to support the development of applications for high-performance distributed
computing environments. The Globus toolkit is an implementation of a bag of
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Grid services architecture, which provides application and tool developers not
with a monolithic system but rather with a set of standalone services. Each
Globus component provides a basic service, such as authentication, resource al-
location, information, communication, fault detection, and remote data access.
Information services are a vital part of Grid infrastructure, providing fundamen-
tal mechanisms for discovery and monitoring using Globus Resource Allocation
Manager (GRAM), and hence for planning and adapting application behavior [2].
Grid also provides Grid Security Infrastructure (GSI) which offers secure single
sign-on and preserves site control over access policies and local security [3]. GSI
provides its own versions of common applications, such as FTP and remote login,
and a programming interface for creating secure applications.

3 Architecture of the Proposed Framework

The architecture of our proposed framework is shown in figure 1. It has been
developed to provide a common framework for high-performance distributed
applications. It supports managements for inter-application interactions, and
provides services to applications in a way that is analogous to how a middle-
ware provides services to applications. These management are arranged into six
basic managers. The six managers describe the interface between the applica-
tions and CAVERNsoft G2 or Globus or both, which provides a framework for
dynamic execution environment. Managers are divided into two categories as
shown in figure 1: Communication-dependent component (CavernSoft G2) and
Grid-dependent component. The former includes Session Manager (SNM), Ob-
ject Manager (OM) and the latter Resource Manager (RM), Static Data Manager
(SDM), Dynamic Data Manager (DDM), Security Manager (SYM). The man-
agers are implemented based on the architecture of stub and skeleton in proxy
design pattern. Clients create objects in server through object stub/skeleton and
communicate with the objects in server, which is useful wherever there is a need
for a more sophisticated reference to an object than a simple pointer or simple
reference.

Fig. 1. The framework architecture.
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Fig. 2. Scenario.

Figure 2 shows scenario using the proposed framework. We divide the phases
into two phases: Configuration Phase (CP), Data Communication Phase (DCP).
The scenario is started as follows: First, ClientA requests the connection to SNM,
and then SNM forwards the request to RM. RM requests resource information
to MDS, and receives the response from MDS. RM can lock, unlock, allocate,
co-allocate, and synchronize resources. Moreover, RM may specify Quality of
Service (QoS) requirements with clients (applications) may declare the desired
bandwidth using Globus Network Library in CAVERNsoft G2. After RM re-
ceives the security level from SYM, RM responses to the request to SNM. Finally,
ClientA receives the best server information from SNM. When ClientB requests
the connection, the process is repeated identical. After the configuration phase is
ended, the next step is data communication phase. ClientA makes the instance
of object owning any data by using OM, and then ClientB subscribes the data
by using DM. If ClientA publishes the data, ClientB will receive the data. The
relationship between CP and DCP is 1:N because DCP can happen N times
when CP happened one time.

3.1 SDM (Static Data Manager)

For the large-scale distributed simulation on Grid, we divides the data model
into static and dynamic data models. Static data model deals with data for a
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Fig. 3. client-server hierarchical model.

simulated environment such like terrain data, entity data and generally statically
handled data. Dynamic data model uses data for the presentation of object state
and behavior which are exchanged by the clients. For the management of the
static data, static data model uses shared distributed model using client-server
database. The overall structure composes of client-server hierarchies based on
geographical location, and provides a scalable infrastructure for the management
of storage resources across Grid environments. Figure 3 shows the hierarchical
structure. SDM is connected to one or more clients, which in turn is connected to
Master SDM called Data server which runs on grid environment. SDM provides
the service about static data with clients by transmitting and storing them
among clients. Master SDM sends distributed static data and shows information
about them through a data catalog to clients. The data catalog does not store real
distributed and replicated data but stores metadata for the data. Master SDM
updates new information stored in data catalog, and manages it in transparent
way. Data catalog contains the information of the replicated data. In large-scaled
Grid environment, many clients are scattered geographically, and there arises the
need for the replication of data due to the network bandwidth or long response
time. Replica manager in SDM creates or deletes replicas at a storage site only
to harness certain performance benefits of policies like communication efficiency.

3.2 DDM (Dynamic Data Manager)

DVE provides a software system through which geographically dispersed people
all over the world may interact with each other by sharing in terms of space,
presence, time [8]. The key aspect is scalability for interactive performance, be-
cause a large numbers of objects likely impose a heavy burden especially on
the network and computational resources. Dynamic data occurs continuously
for maintenance and consistency of the virtual world, and largely occupy the
bandwidth of the network. Therefore, the dynamic data greatly determines the
scalability of DVE and the number of participants. So, we proposes a multiple-
server structure for a dynamic data model based on the virtual world. Each
server is responsible for handling a segmented region of the virtual world for
a characteristic of activity or event that happen in the virtual world. Figure 4
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Fig. 4. Region segmentation and allocated multicast address.

shows the features how to divide a network virtual environment. Statically a
virtual world is divided based on the visibility of each objects, each region is al-
located one multicast address. Each server has a DDM which manages dynamic
objects generated by clients connected to it, and share the information of with
the clients connected to other DDMs. DDM operated in a server A, is managing
four objects (1,2,3,4). Object 1 and 2 are active in region A, and object 3 in
region D. Each of those object is managed by the same DDM regardless of its
location until becomes extinct. Four objects (1,2,3,4) send their own dynamic
data to their corresponding DDM which in turn distributes the data into other
regions where the objects resides by sending the multicast address of each re-
gion. In case of DDM in Server A, data on 1 and 2 are sent to the multicast
address of region A, while object of 3 and 4 are sent to the multicast address
of region D and C respectively. DDM must join all the multicast groups which
exist on the network virtual environment, and receives dynamic data from other
DDMs. DDM filters the information, and only receives those from the regions
where its managing objects resides, delivery them to the corresponding object.
Therefore, each object receives dynamic information from other objects in the
same region as it resides. Such region-based connection reduces network latency
and bottleneck phenomenon which might be concentrated to the server.

3.3 SYM (Security Manager)

We are interested in DVE applications based on the proposed framework that in-
tegrates geographically distributed computing, network, information, and other
systems to form a virtually networked computational resources. Computations
span heterogeneous collections of resources, often located in multiple administra-
tive domains. They may involve hundreds or even thousands of processes having
security mechanism provided by GSI modules in Globus. Communication costs
are frequently critical to performance, and programs often use complex com-
putation structures to reduce these costs. The development of a comprehensive
solution to the problem of ensuring security in such applications is clearly a
complex problem.
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4 Experiments

The experiment evaluates DVE based on the proposed framework, and compare
it with the existing DVE using only CavernSoft G2. Figure 5 shows the spec-
ification of six Linux servers which are used in the experiment and other test
conditions. First experiment is that a tank moves the same path on each server,
and measure the execution time. Second experiment is that dynamic interactions
of objects using proposed framework happen, and we measure data number.

Fig. 5. Specification of Servers and Test Condition.

4.1 Evaluation of Configuration Phase (CP) and Data
Communication Phase (DCP) Between a Server and a Client

Our scenario is divided into two parts: CP and DCP. The purpose of CP is to
find a server which has the best performance. Performance difference according
to the proper server assignment server has been examined by measuring the
response time before the measurement of the time required in CP. The scenario
is that the clients connect to each server on Grid environments and execute a
tank simulation game. In DVEs, tank moves the fixed path on same map and
we measure the time at fixed location (L1, L2, L3 and L4) on each path. Screen
shot is shown in Figure 6. Figure 7 shows the result of execution that measures
the time in fixed four locations on moving path. For security, authentication

Fig. 6. Experiment 1.
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Fig. 7. The result of Experiment 1.

time is spent in L1. Figure 7 shows the difference of 1.9 second according to
server performance. As a result, authentication and information service spend a
little time. It is much smaller than the total time consumed in DVEs, and the
authentication and server assignment at that time interval plays an important
role to enhance the overall performance.

4.2 Evaluation of SDM and DDM on Many Servers

SDM and DDM are related to the data communication of objects. We measure
the number of packets from group A to group D shown in Figure 8. The shorter
object distance is, the more data communication happens. The more it takes
time, the more dynamic data happen. The experiment scenario is as follows:
800 tanks are located at fixed places. Each tank does not interact with another
tank because the distance between two tanks is longer than interaction distance
like shown figure 8(a). As time goes on, tanks move. First, the group with two

Fig. 8. Scenario of Tank Simulation.
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interacting tanks is shown in figure 8(b). As interactions increase, processing
time is increased, which decreases the data packet transfer rate. After group B,
six tanks are grouped into one interaction group. Group C makes the data traffic
more, but the processing time is needed more. Finally, 12 tanks are gathered into
one group, which makes the data traffic busy with maximum processing time.
As a result, more processing time reduces the data transfer rate. The testbed is
composed of six servers and four clients. In testbed with only CavernSoft G2,
four clients connects to fixed four servers (Server-2, 3, 5, 6). In testbed with
proposed framework, four clients connect to session manager. After connection,
each client connects to best servers.

Fig. 9. The result of DVEs and DVEs on Grid.

Figure 9 shows the number of packets measured in DVEs using CAVERNsoft
for both cases without and with our proposed framework. The number of packets
with proposed framework is identical as time goes on, but that without proposed
framework goes down as time goes on. The main reason of performance difference
is that the proposed framework selects and allocates the best server among many
servers, and it provides management of separately dynamic data.

5 Conclusion

This paper has described a new framework for Grid-enabled Distributed Vir-
tual Environment which supports both the discovery, configuration of resources
and the mechanism of security. The proposed framework has provided dynamic
execution environment which consists of two components: Grid-dependent com-
ponent and Communication-dependent component. Grid-dependent component
includes RM (Resource Manager), SYM (Security Manager), SDM (Static Data
Manager) and DDM (Dynamic Data Manager). Communication-dependent com-
ponent composed of SNM (Session Manager) and OM (Object Manager). En-
abling dynamic execution environment for large-scaled DVE with components:
RM has knowledge of all hosts in the same VO (Virtual Organization) which will
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be allocated to the clients with rather better policies. SYM provides for enabling
secure authentication and communication over the DVE, including mutual au-
thentication and single sign-on. According to the classification of data model,
SDM and DDM provide efficient data management about the static data and dy-
namic data. To support that the proposed framework increases performance, we
did two experiments. First, we measured the execution time between a server and
a client. The result showed that the server with better specification provides the
better performance. In second experiment, we investigated the number of packets
by increasing the interactions among objects. It showed that the method with
proposed framework in this paper has an advanced performance than method
which uses only communication (CavernSoft G2) component. In future, we are
going to improve the proposed framework with Data Grid for widely distributed
data management.
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Abstract. The present research examines, by using agent-based simulation,
how word-of-mouth about a new product spreads over an informal network
among consumers. In particular, we focus on clarifying relationship between
diffusion of word-of-mouth and network structure of the society. Whether or
not there is any essential difference of diffusion process between in a mosaic
and in an oligopolistic society is one of our main questions. The findings ob-
tained not only are insightful and interesting in academic sense, but also pro-
vide useful suggestions to marketing practice.

1 Introduction

The present research examines, by using agent-based simulation, how word-of-mouth
about a new product spreads over an informal network among consumers, with par-
ticular emphasis on the relationship between social structure and the diffusion power
of the information. Agent-based simulation is a remarkable approach to observe an
entire event that emerges out of local interactions between agents and comprehend
the mechanism of emergence [1]. Some authors have applied it to investigation of
diffusion process: Axelrod [1] proposes a disseminating culture model, in which
agents in a population are culturally integrated or segmented through interactions
with neighbors. The model successfully shows the diffusion of cultural attributes.
Midgley et al [7] investigate the relation between the diffusion of innovations and the
network structure to find that the communication links have a significant impact on
the diffusion process.

We are interested particularly in diffusion process of word-of-mouth about such a
product that has not been advertised over the major mass media yet, like a new
movie. Since “authorized” or “official” information is not available, potential con-
sumers have to decide according to evaluations, or word-of-mouth, from their friends,
neighbors and so on. If they purchase the product, the consumers may transmit their
evaluation about the product to others. We will argue relationship between diffusion
of word-of-mouth and the network structure of society by investigating whether or
not there is any essential difference of diffusion process between in a mosaic and
oligopolistic society.

We believe that the findings obtained not only are insightful in academic sense, but
also provide useful suggestions to marketing practice.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 198–206, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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2 WOM Model and Its Assumptions
2.1 Structural Assumptions

Social Structure
Our word-of-mouth (WOM) model assumes the society is segmented into several
groups. We assign group ID, say, 1, 2,..., to each group. We specify structure of
society by using the idea of bipartite network model, instead of the traditional model
(See Fig. 1).

Fig. 1. Traditional and Bipartite Network Model

Each agent belongs to at least one group, which we call his/her primal group. The
characteristics of the primal group determine his/her attributes to some extent. Each
agent can contact other members beyond his/her primal group with the maximum of
five. Hence each agent is associated with a link code composed of five-digit numbers,
such as ‘11213’, where each digit represents group ID. The order of five numbers is
not important, but how many times the group ID appears in the code is crucial. For
example, if the five-digit link code of an agent is “11213”, then it implies that the
agent contacts the members whose primal group is 1 with probability of 3/5 since “1”
appears three times in it. Similarly, the agent interacts the members of group 2 with
probability of 1/5.

The link code of each agent is determined by the interaction rate between groups,
which is a characteristic of the society (See Fig. 2). If the society is composed of
cohesive and mutually exclusive groups, then the rate is small. On the other hand, if
the society shows animated interactions between groups, then the rate is high. For
example, if the group interaction rate of the society is 0.40, in the link code of an
agent the digit of his/her primal group ID appears with probability of 0.60, while
other digits come with probability of 0.40. It implies that an agent is likely to transmit
information to the members of the same primal group with probability of 0.60.

Diffusion of Information
An agent is assumed to transmit word-of-mouth to another agent based on the SIR
model [6], where agents are classified into three types: I-, S- and R-type (Refer to
Fig. 3). I-agent (infected agent) is an agent who knows the information and is willing
to let others know it because the agent is excited by the information. S-agent (suscep-
tible agent) has not been infected yet but can be so through interaction with I-agent. I-
agent shifts to R- agent (removed agent) after a certain period passes. R-agent stops
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diffusing information and can never be infected again because the agent has lost in-
terest in the information. On the contrary, I-agent can be infected again before the
agent changes to be removed. Each I-agent tries to transmit information to other sus-
ceptible or infected agents who share at least one group ID in their link codes, so that
possible targets for infection are limited by the link codes.

Fig. 2. Scheme for assigning link codes based on the group interaction rate

Fig. 3. Three states of SIR model

2.2 Assumptions on Decision Activity of Agents

Agent i calculates his or her enthusiasm about the product caused by word-of-mouth
from j by

and makes a decision on purchase of the product based on it. In the simulation algo-
rithm, the value is adjusted between 0.0 and 1.0, so as to be used as probability of the
purchase. The value is determined by the feature of the product (the former term) as
well as by the agent’s attitude towards risk and reliability of the information transmit-
ter (the latter term).
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Utility Due to the Product

The former term, represents utility due to the product itself for agent i ,

where the product is characterized by k attributes and is the value of the product

with respect to attribute k. On the other hand, is a weight that agent i assigns to the
attribute of the product. It implies that each agent evaluates the product in terms of

the same attributes but his/her emphasis on the attributes may differ.

Risk Attitude and Reliability of Information

In the latter term, is defined in such a way that the more risk averse the

agent is, and the less reliable the information is, the larger it becomes, where indi-
cates a coefficient of absolute risk aversion of agent i and shows his/her attitude to-
ward risk. indicates unreliability involved in the word-of-mouth when it comes
from an agent j . It should depend on the features of the person (information transmit-
ter) who provides it.

3 Simulation Implementation
Step 1: Preparation of the Environment
1)

2)

First of all, the attribute values of the product are generated randomly in
such a way that the sum of them is adjusted to be a certain fixed value. They are
unchanged until the end of simulation.
The parameters such as and are assigned to each agent depending on

his/her primal group as follows: the product value with respect to attribute k

for group m, is randomly generated such that Then, to agent i

whose primal group is m, we assign such that according to

the normal distribution with the mean of
3)

4)

for group m is derived by using the uniform distribution. Then, to agent i
whose primal group is m, we assign according to the normal distribution
such that the mean is equal to
The coefficient of risk attitude for group m is derived from the normal distri-
bution with the mean of -1.0 and the standard deviation is 0.5. It means negative
coefficients are assigned to groups with probability of 0.25. (Such groups consist
of risk-prone agents, who prefer uncertainty of information.) The value 0.25 cor-
responds to what Rogers [9] mentions as the probability of innovators. To agent i
whose primal group is m, is assigned by the normal distribution in such a way
that the mean is equal to
The link code is also generated for each agent in accordance with the group inter-
action rate.

5)
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Step 2: Running of Simulation (See Fig. 4)
The simulation begins with choosing a seeding way. Seeding is an activity to start to
incubate word-of-mouth among particular agents. Roughly, seeding can be divided
into two types; dense seeding and sparse seeding. The former is seeding a specific
group densely, while the latter is seeding over multiple groups in a scatter way.
1)

2)

3)

4)

5)

6)

Initial infected agents, or seeded agents, are selected. Only infected agents are
motivated to contact with another and to transmit information.
Each of them randomly picks up one agent as a target and chooses a digit of the
target’s link code. The activated agent also chooses one digit from its own link
code. If both the digits are the same, the agent contacts with the target, while, if
not, the agent looks for another agent.
The agent repeats picking up a target over and over again until the agent finds a
valid one. According to this process, the agent contacts only with those who be-
long to the same group with positive probability. If the group interaction rate is
very low, they interact almost only within their primal group.
After the agent selects a valid target, the SIR status of the target is checked. If the
target is R, the activated agent cannot make the target infected. Otherwise, the
agent makes the target infected in accordance with the value calculated by (1).
If the target gets infected, the agent transmits information about the product to the
target. At the same time, the infection period of the target is reset even if another
agent has already infected the target.
At the end of each period, for all infected agents it is checked whether their infec-
tion periods are expired or not. If so, their status change to R and they stop trans-
mitting information to others. The information never infects them again.

Step 3: The End of Simulation
Simulation finishes when all the agents become either S or R. Since all infected
agents must be changed to R sometime, the transmission stops within finite repeti-
tions.

4 Evaluations and Analysis of Simulation Results

4.1 Evaluation Criteria

We will evaluate word-of-mouth effect by two criteria, i.e., Maximum Instantaneous I
Population Rate (MIIPR) and IR Experienced Population Rate (IREPR). They are
measured by and respectively, where N de-
notes the number of population in the society. shows the number of infected agents
at period t while denotes that of removed agents at period where is the end
of the simulation where all infected agents have changed to R.

Since the MIIPR indicates the maximum momentary rate of infected population
over all periods, it shows how big enthusiasm occurs through word-of-mouth com-
munication. If a product is associated with high MIIPR, it is worth considering possi-
bility of broadcasting it, say, by mass media as publicity in the society. On the other
hand, the IREPR indicates effect of word-of-mouth itself, since it is a rate of all R
agents against the whole population at the end. If it is high, we may say that informa-
tion prevails in the society through word-of-mouth communication.
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Fig. 4. Flow chart of the WOM model

4.2 Discussions on Simulation Results

1) Our first observation from the simulation is that “The effect of the group interac-
tion rate is limited; too much interaction between groups does not necessarily con-
tribute to the further spread of word-of-mouth” (See Figs. 5 (a) and (b)).

Each figure compares the MIIPR of both oligopolistic and mosaic societies, where
the MIIPR is measured at every 0.05 group interaction rate. The parameters of the
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Fig. 5a. MIIPR of oligopolistic and mosaic society with short infection period

Fig. 5b. MIIPR of oligopolistic and mosaic society with long infection period

seeded group are randomly assigned, and dense seeding is adopted in both societies.
Fig. 5(a) shows the case where the infection period is short, namely 5, while Fig. 5(b)
does that where it is long, i.e., 6.

When groups in society are collective (the group interaction rate is between 0.00
and about 0.30), the MIIPR is positively correlated to the group interaction rate.
Namely, the more groups communicate with one another, the easier it is for the soci-
ety to enthuse over word-of-mouth. As far as oligopolistic society is concerned, the
best MIIPR is 4.1% in the case of Fig. 5(a) and it is 12.1% in the case of Fig. 5(b).
Similarly, for a mosaic society the best MIIPR is 3.3% in the case of Fig. 5(a), and it
is 10.8% in the case of Fig. 5(b).

On the other hand, if groups in the society are sufficiently open (the group interac-
tion rate is over 0.30), effect of the group interaction rate is almost indifferent. If
anything, the MIIPR slightly has negative correlation with the group interaction rate
especially when society is oligopolistic.
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2) Figs. 6 (a) and (b) show the IREP rates and similar implications can be observed.
While the IREP rate is positively correlated to the group interaction rate in society
composed of cohesive groups, it has slightly negative correlation with the group in-
teraction rate in society composed of open groups. While in Fig. 5(a), the best IREPR
of oligopolistic society is 24.1% (the group interaction rate is 0.15), and that of mo-
saic society is 20.8% (0.35), in Fig. 5(b) the best rate in oligopolistic society is 52.5%
(0.25), and that in mosaic society is 52.6% (0.5). These observations imply that each
society is associated with its own “optimal” point as to the group interaction rate in
order to achieve the best spread of word-of-mouth. Especially, if society is composed
of the small number of large groups, too much interaction between groups decreases
the diffusion of word-of-mouth because of the wrapping effect.

If society is composed of cohesive groups, agents are limited to interact almost
within its own group so that infected agents in the same group can easily contact with
each other and enable the group to prolong the period of enthusiasm. On the contrary,
an extremely open group cannot mature enthusiasm within it, and infection quickly
spreads over all groups but disappears immediately.

To sum up, in society consisting of extremely open groups it is rather difficult to
diffuse word-of-mouth effectively.

3) We also find that “when the group interaction rate is low, word-of-mouth spreads
more widely in oligopolistic society than in mosaic society.” As Figs. 5 (a) and (b)
show, oligopolistic society achieves higher MIIP rate than mosaic society when the
groups are cohesive, that is, the group interaction rate is between 0.00 and 0.30. The
IREP rates shown in Figs. 6 (a) and (b) also imply the same conclusion that word-of-
mouth prevails more successfully in oligopolistic society.

If groups are extremely cohesive in mosaic society, it is difficult to spread word-
of-mouth all over society, since each group rarely contacts with another. On the other
hand, the difference between both societies becomes small if the group interaction
rate is sufficiently high (the group interaction rate is over 0.30). In such cases, be-
cause agents can contact with anyone outside their own primal group, mosaic society
can also achieves the spread of word-of-mouth as well as oligopolistic society.

Fig. 6a. IREPR of oligopolistic and mosaic society with short infection period
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Fig. 6b. IREPR of oligopolistic and mosaic society with long infection period

5 Conclusions and Future Studies
This study examined diffusion process of word-of-mouth in a group-segmented soci-
ety by agent-based simulation. Some of unique and interesting insights obtained are
as follows: First, cohesiveness of each group gives big influence on the process.
When the interaction rate is relatively low, i.e., when society is segmented into cohe-
sive groups, interaction rate between groups is positively correlated to spread of
word-of-mouth. However, the correlation changes to be slightly negative if the group
interaction rate is over the optimal point. These suggest that there is the optimal cohe-
siveness for spread of word-of-mouth in a market. Secondly, in oligopolistic society it
is easier to prevail word-of-mouth than in mosaic society, especially when the groups
arc cohesive. It implies that if a market is segmented into large groups, the marketers
have rooms for playing an active role.

These implications can be useful for marketers who try to spread word-of-mouth
about a product. What is the most important for them is to know what kinds of groups
are in the market and to know the best seeding strategy.
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Abstract. With e-mail use continuing to explode, the e-mail users are demand-
ing a method that can classify e-mails more and more efficiently. The previous
works on the e-mail classification problem have been focused on mainly a bi-
nary classification that filters out spam-mails. Other approaches used clustering
techniques for the purpose of solving multi-category classification problem.
But these approaches are only methods of grouping e-mail messages by simi-
larities using distance measure. In this paper, we propose of e-mail classifica-
tion agent combining category generation method based on the vector model
and dynamic category hierarchy reconstruction method. The proposed agent
classifies e-mail automatically whenever it is needed, so that a large volume of
e-mails can be managed efficiently

1 Introduction

The e-mail user spends most of their time on organizing e-mails. Many tools have
been developed, with the aim of rendering help in the task of users to classify their e-
mail, for example defining filters, i.e., rules that allow the classification of a message.
Such tools, however, are mainly human-centered, in the sense that users are required
to manually describe rules and keyword list that can be used to recognize the relevant
features of messages. Such approaches have the following disadvantages: 1) the effi-
ciency of classifying e-mails declines when a large number of e-mails contain too
many overlapping concepts.; 2) it is necessary for users to reorganize their e-mails or
filters[5].

The previous work on classifying e-mails focused on detecting spam messages.
Cohen[2] described rule-based systems using text mining techniques that classify e-
mails. Androutsopoulos[1] and Sakkis[8] described Bayesian classifier that filters out
anti-spams. Drucker[4] used support vector machines(SVM’s) for classifying e-mail
as spams or non-spams. But, these approaches make users directly construct message
folders that can contain received messages. The learning and testing of classifications
is also called for before classifying e-mails practically.

Manco and Masciari[5] used clustering for managing and maintaining the received
e-mails efficiently. This method has the complexity of computation, requiring pre-
processing over several steps and using the similarity between various extracted in-
formation.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 207–214, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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In this paper, we propose the novel e-mail classification agent for the purpose of
solving these problems. The proposed method combines the generation method of
category label based on the vector model and the dynamic category hierarchy recon-
struction method. The proposed method in this paper has the following advantages:
First, they don’t require user intervention because the subject-based category labels is
automatically generated; second, Categories are reclassified whenever users want to
reconstructed e-mails using a dynamic category hierarchy reconstruction method;
third, a large number of e-mails can be managed efficiently; and fourth, our proposed
method doesn’t require learning, thus it is adequate for an environment that it has to
classify e-mails quickly.

The rest of this paper is organized as follows. In Section 2, we review the vector
model. In Section 3, the dynamic reconstruction of category hierarchy is described.
Section 4, we propose the e-mail classification agent using a category label genera-
tion method and dynamic category hierarchy reconstruction method. Section 5, some
experimental results are presented to show efficiency of the proposed method. Fi-
nally, conclusions are made in Section 6.

2 Vector Model

In this section, we give a brief introduction to the vector model [7] that is used in this
paper. The vector model is defined as follows.

Definition 1. For the vector model, the weight associated with a is
positive and non-binary. Further, the index terms in the query are also weighted. Let

be the weight associated with the pair where Then, the query
vector is defined as where t is the total number of index

terms in the system. As before, the vector for a document is represented by

The vector model proposes to evaluate the degree of similarity of the document

with regard to the query q as the correlation between the vectors and This

correlation can be quantified, for instance, by the cosine of the angle between these
two vectors. That is,

Definition 2. Let N be the total number of documents in the system and be the
number of document in which the index term appears. Let be the raw fre-
quency of term in a document (ie., the number of times the term is mentioned
in the text of a document Then, the normalized frequency of term in a docu-
ment is give in by
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where the maximum is computed over all terms which are mentioned in the text of a
document If the term does not appear in a document then Further, let

inverse document frequency for be given by

The best known term-weighting scheme uses weights which are given by

Or by a variation of this formula. Such a term-weighting strategy is called the tf-idf
scheme.

3 Dynamic Restructuring of Category Hierarchy

We define dynamic restructuring of category hierarchy[3]. In this section, we give a
brief introduction to the Fuzzy Relational Products that is used in Dynamic restructur-
ing of Category Hierarchy. The fuzzy set is defined as follows.

Definition 3. of a fuzzy set A , denoted by is a set that contains all elements
whose membership degrees are equal to or greater than

A fuzzy implication operator is an extended crisp implication operator to be ap-
plied in the fuzzy theory. A crisp implication operator is defined as

while a fuzzy implication operator is defined as to be ex-
tended in multi-valued logic. We use the implication operator defined as follows [6].

In set theory, is equal to and it is also equal to
Here is the power set of B. Thus, in the fuzzy set, the degree of

is the degree of so it is denoted by and defined as follows:

Definition 4. Given the fuzzy implication operator a fuzzy set B of a crisp uni-
verse set U, the membership function of the power set of B, is

Definition 5. Let be finite sets, R be a fuzzy relation from to S be a
fuzzy relation from to That is, R is a fuzzy subset of and S is a fuzzy
subset of Fuzzy relational products are fuzzy operators that represent the
degree of fuzzy relation from a to c for The fuzzy triangle product as
a fuzzy relation from to is defined as follows

This is called Fuzzy Relational Products.

Definition 6. The fuzzy implication operators vary in the environments of given
problems. The afterset aR for is a fuzzy subset of such that y is related to a,
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for Its membership function is denoted by The foreset Sc for
is a fuzzy subset of such that y is related to c, for Its membership

function is denoted by for The mean degree that aR is a subset
of Sc is meant by the mean degree such that the membership degree of implies
the membership degree of so it is defined as follows:

Here, is a function to calculate the mean degree
The above mean degree denoted by can be regarded as the mean degree of

relation from a to c [9].

By applying the fuzzy implication operator of the formula (5) to the fuzzy rela-
tional products of the formula (6), we can get the average degree of fuzzy sets inclu-
sion for categories, We interpret this degree as the similarity relationship
degree of to it is the degree to which is similar to or we interpret it as
the fuzzy hierarchical degree of to it is the degree to which can be a sub-
category of An attention is required from the fact that the hierarchical ordering is
reverse to the concept of set inclusion in that is the superset of but is the
hierarchical subcategory of Intuitively, it is conjectured that the category compris-
ing many indices likely inherits the properties from super-class categories. However,

have some problems representing the fuzzy hierarchical degree of to
That is, if had many element x’s of which membership degrees, are

small, we could have a problem in which the fuzzy relational products tend to be
converged to 1 regardless of the real degree of fuzzy sets inclusion of Thus,
we define Restricted Fuzzy Relation Products as follows to calculate the real degree
of fuzzy sets inclusion of two categories,

Here, is the k’th category, and are the i’th and the j’th category respectively,
is that is, is the number of elements in

R is m×n matrix such that is ,that is, the membership degree of

is the transposed matrix of R such that

4 E-mail Classification Agent

The e-mail classification agent consists of a preprocessing, automatic category gen-
eration and dynamic category hierarchy reconstruction steps. The Preprocessing step
performs the task of extracting the index terms, such as representative subjects and
contents from e-mails. The automatic category label generation generates category
label according to a similarities between index terms using category generation
method. Then an e-mail is classified to a category. The dynamic category hierarchy
reconstruction reconstructs the category hierarchy of e-mails using a dynamic cate-



E-mail Classification Agent Using Category Generation 211

Fig. 1. E-mail classification agent system

gory reconstruction method whenever it is needed. Figure. 1 represents the diagram of
e-mail classification agent system.

4.1 Category Generation Method

In this section, we propose a category generation method. Using formula (1), this
method generates the topic index terms that means the index terms having the highest
degree of representativeness. The next step generates a category label automatically.
The message is then classified according to the categories.

But, in the case of topic index terms not containing the meaningful information,
the method cannot represent the actual meaning, therefore formula (1) is unnecessary
or classify e-mails incorrectly. In order of to resolve this problem, we use the dy-
namic category hierarchy reconstruction method to reorganize the category hierarchy
made by classification through category generation method.

4.2 Reorganization of E-mails Using the Dynamic Restructuring
of Category Hierarchy

In this paper, the relationship between indices and categories can be decided by nor-
malized term frequency values between 0 and 1 (meaning a fuzzy degree of member-
ship). That is, a category can be regarded as a fuzzy set comprising the indices ap-
pearing in the e-mails pertaining to the corresponding category. To check the
similarity of two categories, we may have to use a more sophisticated method rather
than the similarity check method based on the vector models. Actually, in the domain
of categories, we must consider the hierarchical inclusion between categories as well
as the similarity between categories. That is why we rely on the fuzzy relational
products, which is able to describe the inclusive relation of two objects. The relation-
ship of two categories can be decided by calculating the average degree of inclusion
of a fuzzy set to another one using the fuzzy implication operator. An average degree
of fuzzy set inclusion can be used for making a similarity relationship between two
categories. By using this, similarity relations of categories can be obtained dynami-
cally. The following example is derived from formula (7).

Example 1. When denoted by and

denoted by Fuzzy hierarchical relations of any two catego-

ries are implemented by Restricted Fuzzy Relational Products (7) as shown in the
tables (a) and (b).
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We transform values of to crisp values using (a) of table 2 is the

final output of using That is, the ones lower than 0.94 are dis-

carded as 0, the ones greater than or equal to 0.94 are regarded as 1. (b) of table 2 is
the final output using

Fig. 2. Fuzzy hierarchy as final results

Figure 2 shows the relation diagram of categories as the final results obtained from
table 2. Figure 2 (a) shows the diagram regarding the fuzzy hierarchical relations of
categories in the case of the category is a subcategory of all categories
presented except and are subcategories of Figure 2 (b) shows the dia-
gram in the case of is located at the highest of the hierarchy, while

and are at the lowest. It can be indicated that the case in (b) has a broader dia-
gram than the case of (a), including all relations in the case of (a).
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5 Experimental Results

In this paper, we implemented the prototype using Visual C++. We performed two
experiments on the prototype. Experiment 1 evaluated the accuracy of e-mail classifi-
cation using category generation method. Experiment 2 evaluated the accuracy of re-
organizing category of e-mails using the dynamic reconstruction of category hierar-
chy.

Experiment 1. Our test data was 267 messages files received over a 2 month period.
The Experiment evaluated the accuracy of e-mail classification with category label
constructed automatically according to classification proposed method. The accuracy
of the classification was evaluated by classification expert whether messages or not
belong to the correct category. Figure 3 shows the results of this experiment. Here,
we can see that by increasing the number of category labels, the accuracy improves
and the classification boundary value becomes lower.

Experiment 2. We evaluated the accuracy of reorganizing according to the value.
The test data was the results from Experiment 1. Table 3 shows the results of this
experiment. Here, we can see that increasing a number of category labels improves
accuracy as the value becomes higher.

We can therefore conclude that accuracies are improved to 82% ~ 93% using reor-
ganizing e-mail categories.

Fig. 3. The average accuracy of classification according to boundary value of proposed method
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6 Conclusions

In this paper we proposed an e-mail classification agent that will generate category
labels for classifying e-mails automatically and reconstruct the category hierarchy
when necessary. The proposed method uses the similarity on vector model to gener-
ate category labels of e-mails. It reconstructs the category hierarchy when it is
needed.

The proposed method can always be adjusted to reclassify e-mails according to the
user demands. Thus, the proposed method has the following advantages: The user can
manage e-mails efficiently; it improves the accuracy of classification of e-mails; and
finally, it does not require the learning for classification.
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Abstract. In this paper, we investigate the investment strategy in the artificial
market called U-Mart, which is designed to provide a common test bed for re-
searchers in the fields of economics and information sciences. UMIE is the in-
ternational experiment of U-Mart as a contests of trading agents. We attended
UMIE 2003 and 2004, and our agent won the championship in both experi-
ments. We examin why this agent is strong in UMIE environment. The strategy
of this agent is called “on-line learning” or “real-time learning”. Concretely, the
agent exploits and forecasts futures price fluctuations by means of identifying
the environment in reinforcement learning.
We examined an efficiency of price forecasting in the classified environment.
To examine the efficacy of it, we executed experiments 1000 times with UMIE
open-type simulation standard toolkits, and we verified that forecasting futures
price fluctuation in our strategy is useful for better trading.

Keywords: U-Mart, Artificial Market, Reinforcement Learning

1 Introduction

The U-Mart project is a research program which aims at establishing a methodology
for artificial market studies. The U-Mart project has provided an artificial market
simulation system as a common test bed, which are used by researchers in the fields
of economics and information science, which is called U-Mart System [1].

International experiments of U-Mart as contests of trading agents, called UMIE
have been held since 2002 [2]. The contests called for participation of trading soft-
ware agents. Participants trade for a futures to gain from the futures market. Agents
are evaluated and ranked by some criterions. These are average of final profit, maxi-
mum profit, etc. We challenged to this contest, we modeled AI-type agent which
exploits futures price fluctuations by means of identifying the environment in rein-
forcement learning [3]. This agent won the championship in the UMIE2003 and
UMIE2004 experiments; however, we have not been understood the efficacy of pre-
dicting futures prices, and why the agent won. And so we decide to analyze them.

2 U-Mart Details

2.1 Rules of U-Mart Standard Toolkit Experiment

We use U-Mart Standard Toolkit to examine the agent behavior. U-Mart Standard
Toolkit is a simulation toolkit provided to UMIE participants. This toolkit has 20
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sample agents which are called standard agent set. These agents are also participate in
the experiments. All participants trade 4 times a day. Trades are continued for 60
days. Prices list is selected from the sequence of J30, an index of Japanese stock Mar-
ket, published by Mainichi Newspapers. All agents are given one billion virtual Japa-
nese yen for the initial cash. Deposit for one unit of futures is uniformly 300,000 yen.
No charge has to pay for contract and settlement.

2.2 U-Mart System from an Agent’s View

We show an overview form an agent. (Fig.1)

Fig. 1. An agent’s overview of U-Mart System

An agent receives input information shown at Fig.1. Latest Spot Prices
contains latest spot prices from time t-119 to time t. Latest

Futures Prices contains latest futures prices at time t. Position is

latest position of the agent. Money is latest money of the agent. Rest day is remaining
time to final settlement.

3 Agent Trade Strategy

Our agent exploits input information, learns it, and forecasts futures price. Then, the
agent makes an order decision according to the forecasted price.

3.1 Agent Learning Model

In this section, we show how our agent exploits information from the market and
predict futures price.

We explain the learning model of the agent that participated in U-Mart. The agent
applies four rules to classify current environments into 128 conditions. An environ-
ment means latest input information (Fig.1). Each condition is expressed by bits of
sequence. Each rule encodes information from environment, and creates bits of se-
quence. Each condition is a bit sequence connected from these encoded bit sequences.
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A condition has price fluctuation rate. The agent incrementally changes expected next
futures price fluctuation at a certain condition. The learning algorithm is as follows.
Fig. 2 shows the overview.

Learning Algorithm
This algorithm prepares futures price fluctuations map whose key is a condition and
value is a futures price flucuation. And then, it updates the map according to the input
information.
0. Initialize: Initialize futures price fluctuation map for all con-

dition.

Each condition C is 7 binary bits of sequence defined as following equation:

1. Get condition: Get recent condition at time t by applying rules

to input information. The input information is both spot price list and futures

price list This condition is saved to use next time t+1.

2. Learn fluctuation: Update fuluctuation map The key is

previous condition and the value is the right part of the following equation.

Let  be the updated map. Learn futures price fluctuation into previous condi-

tion from latest futures price fluctuation is a learning pa-

rameter.

3. Return 1.

Forecast Price
Forecast next futures price from futures price fluctuations map . The key is the

latest condition at time t. is obtained from equation (3).

And also we show 4 rules.

This rule compares last spot price and last futures price, and calculates spread be-
tween last spot price and last futures price by following equation.

Rule 1 Spot- Futures Spread

After that, it creates 3 bits of sequence according to an area which

contains the value of SpotFuturesSpread.
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Fig. 2. Agent inside overview

Areas are divided by thresholds {-0.05,-0.02,-0.01, 0, 0.01, 0.02, 0.05}. (Fig.3)
For Example, if SpotFuturesSpread = 0.012 and then, Rule1 creates a bits of se-

quence “101”.

Fig. 3. Rule1

Rule 2 Short-Long Moving Average
Rule2 compares short moving average and long moving average that are calculated
following equation.

Short moving average S = 3 step moving average of futures price
Long moving average L = 7 step moving average of futures price
Comparison Value SL = S / L

And Rules2 creates 2 bits of sequence according to an area which

contains the value of SL. Areas are divided by
thresholds {0.95, 1.00, 1.05} (Fig.4).

Fig. 4. Rule2

Rule 3 Futures Price Trend

This rule compares last futures price and previous

futures price and creates 1 bit sequence by

following equation.

Rule 4 Spot Price Trend

This rule compares last spot price and previous spot price and creates 1 bit

sequence by following equation.



The Investigation of the Agent in the Artificial Market 219

And then, a condition is created from above 4 conditions .This condition is 7 bits of
sequence.

Fig.5 is an example of data structure which contains encoded Condition and learned
price fluctuation rate.

Fig. 5. An example of encoding environment

3.2 How to Decide Order

The agent decides Order (Price, Quantity, BuySell) by following equations.

4 Experiment

4.1 Supposition

To evaluate the efficiency of learning, we put forward following hypothesis.

Forecasted Price Fluctuations by Learning Algorithm Are Better Predictions Than
Previous Price Fluctuations
We defined distance between actual price fluctuations and forecasted price fluctua-
tions to investigate this hypothesis by following equation.
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is an actual futures prices list. T=240 is trading period of

itayose. is a forecasted prices fluctuations list.

Let be a forecasted prices fluctuations list obtained form Learning and

Forecast Algorithm. is a forecasted prices fluctuations list calculated

following equation:

And, we suppose

That is, is better performance than

4.2 Simulation Settings

1000 times of simulations are executed with UMIE2003 Standard Toolkit. We remain
simulation settings default values. Prices lists are selected from J30. Trading start day
is randomly selected.

Then we set the agent parameters as follows.

5 Simulation Results
The simulation results are shown as Table 2. Averages of two distance and histogram
of two distance show that our hypothesis is correct. Thus, we can find forecasted price
fluctuations by learning algorithm are better predictions than previous price fluctua-
tions.

The histogram of the profit is shown in Fig.7. The agent can gain profit from vari-
ous kind of environment with Standard Toolkit.
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Fig. 6. Histogram of two distances

And also, we show a simulation result of relation between forecasted price fluctua-
tions and actual price fluctuations in Fig.8. This is a simulation result. Other results
are similar result. This result shows some good performance of forecast algorithm.

Fig. 7. Histogram of profit ratio form simulation results

And then, we show relation between the distance and profit from simulation results
in additional experiments. (Fig.9.) In additional experiments, We modify equation (4)
in our leaning algorithm to reveal when accuracy of predicting future prices are bad.
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U(–w, w) means uniform distribution whose range is [–w, w] .

is randomly selected in each simulation. means regular distribution whose

average is 0 and variance is We can see their correlation on the whole. The accu-
racy of predicting future price movement is important in our investment strategy.

Fig. 8. A simulation result: Comparison of forecasted and real price fluctuations

Fig. 9. Additional 1000 times of simulation results: relation between distance and profit

6 Conclusion

The goodness of the learning algorithm is verified by the above experiment. And also,
we showed the relation between the accuracy of predicting future price movement and
profit by the additional simulation. However, it is revealed that our agent may suffer a
loss when future price movement is so hard. To improve agent more robustly, we
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think that the agent’s invest strategy should count on risk avoidance according to the
volatility of learned price movement list. As a next research program, we will think
robust investment strategy.
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Abstract. In this paper, we describe the design and implementation of a multi-
agent system that supports prediction of three dimensional structure of an un-
known protein from its sequence of amino acids. Some of the problems in-
volved are such as how many agents should be coordinated to support predic-
tion of protein’s structures as well as how we devise agents from multiple
resources. To address these problems, we propose a plan-based coordination
mechanism for our multi-agent system. In our proposed system, MAPS, The
control agent coordinates other agents based on a specific multi-agent plan,
which specifies possible sequences of interactions among agents. This plan-
based coordination mechanism has greatly increased both coherence and flexi-
bility of our system.

1 Introduction

Management Information Systems are often intended to achieve high performance by
modeling the business processes within an enterprise. Even though there are so many
processes different from each other depending on human experiences, in most cases,
those models that are implemented can be defined as the best computerized processes.
And while the operators can be human or automated programs at the operating level,
most of these processes are stereotypes, or similar to each other. It is not the case for
biology, however, in which research processes are more dependent upon specialists’
experience and knowledge and for the more, the processes taken can not be regarded
as the best methods, as each steps in the course of research requires judgement based
on expertise. And in case of predicting protein structure, the operations at each step
are not uniform in their nature even though they appear to be all similar. This is
caused by the fact that each databases and software tools are developed in different
places with different goals and within different time frame as different nations and
organizations are involved in the development. Taken all these characteristics into
consideration, the solution requires systemic approaches. First of all, it needs to ana-
lyze whether the processes can be computerized, and then can be executed within the
constraining time and other conditions. Following that, we should decide what meth-
ods to be used to achieve the goal of predicting structures. In this case, processes are
composed of message querying and answering operations in most of processes. Of
course, these message executions practically require considerations of so many fac-
tors. From the perspective of actions, the goal is a sequence of actions, in other
words, composed of succeeding results of message actions. Therefore, there is a need
for special types of multi-agent system that are capable of supporting the strong
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modulation, reliability, and extensibility on the basis of messaging processes. In this
paper, we describe the design architecture and implementation of MAPS(Multi-Agent
system for Protein Structure prediction). MAPS is a multi-agent system which is
suitable for operating in the prediction of protein’s three dimensional structures. Us-
ing intelligent techniques, it can change its course of actions in reaction to stimulus
imposed from the environment while performing various actions. MAPS also meets a
variety of needs by connecting to Agentcities network, accommodating a great deal of
changes in biological databases both on quantitative and qualitative aspects, while
sharing the data at the same time being operated as an integrated unit[9].

2 Backgrounds

Currently there is a great emergence of resources (which are databases and software
tools) that deals with biological information at numbers and volumes on the Internet.
Particularly, starting from the latest period of the genome project, protein-related
resources have been growing up at surprising rates [1]. Among them there exist the
databases that are directly related to protein structure prediction, utilized by biologists
for computational prediction processes. These include PDB, 3D-pssm, SwissProt,
Psipred, Scop, PredictProtein, HMMSTR, and others [2]. In addition, there are many
different types of software tools which facilitates such tasks as creating structure,
searching similar sequences, aligning multiple sequences, or analyzing sequences,
etc., which are related with protein sequence analysis. These tools include NCBI-
Blast which searches similar sequences, Clustalw that is used for multiple sequences
alignment, SWISS-MODEL that creates three dimensional structures with querying
sequences and templates.

The research on agent and multi agent system has reached the phase that some of
the research results are conducive to the development of agent-based system, and
agent-based system is being regarded as the method of development for the next gen-
eration. BioMAS uses DECAF for genome annotation, which is a toolkit that pro-
vides multi-agent environment based on RETSINA, and is a prototype system con-
taining repository databases to store automated annotation and sequences [4,6]. The
ECAF is a system suitable for biological domain in that it includes a planner, which
carries out the roles of plan writer, plan coordinator, plan executer, and scheduler and
executor. MeLiSA is a system that uses ontology-based agent techniques in medical
science [5]. It is an agent system, which uses a simple agent that searches medline
database based on the MESH system. BioAgent is a multi and mobile agent system
developed for genome analysis and annotation process by biologists [3]. It was de-
veloped to support researchers by completely decentralizing the tasks needed for
research, and reducing network overloads, providing conveniences to researchers.
Gene Weaver is a system designed for genome analysis and protein structure predic-
tion [1]. Its special features indicate that it was developed for analysis of biological
data resulting from combined use of heterogeneous databases and software tools. It is
noted that GeneWeaver employed the concept of multi-agents to solve the problems
occurring in distributed and dynamically changing environment.

The most important problem related to a multi-agent system comprised of multiple
agents, is the coordination which deals with how to guarantee the autonomy of each
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Fig. 1. A taxonomy of coordination mechanisms

component agent and how to maintain the global coherence of system [8]. Until now,
various methods to handle the coordination of multi agents have been developed in
many application areas. These are summarized in figure 1. Firstly, coordination
mechanism is divided into cooperation and competition. Employing cooperation
mechanism, all component agents try to cooperate for one global goal, and in compe-
tition mechanism, conflict or competition among the agents take place to secure bene-
fits. For cooperation, it can be applied the method of coordinating the component
agents according to the plan meticulously devised ahead. On the other hand, to con-
flict or competition, coordination through the self-controlled negotiation between the
components can be applied. Especially in plan-based coordination, either distributed
planning method in which all the component agents together participate in making
plans, or the centralized planning method in which a system administrator or an agent
is fully responsible for can be chosen.

3 System Design

We have developed a system to facilitate diverse researches about proteins through
transforming the protein resources into agents and administrating these agents regard-
less of platforms or locations. This paper describes the design of the system that per-
forms protein structure prediction. MAPS utilizes an agent, named CODY, as media-
tor and coordinator, then, which is capable of operating the steps of protein structure
prediction comparatively easily and changing the prediction process autonomously.
To materialize it, we used the techniques of plan-based intelligent agent. The data
produced in the middle of processing stage need to be processed or changed so that
the data can be approached easily, or in some cases the data should be processed
through some specified software. The agents in MAPS decide whether or not to per-
form these jobs through interactions among agents.

3.1 The Process of Protein Structure Prediction

There are three types of methods in predicting protein structures which are defined by
CASP(Critical Assessment of techniques for protein Structure Prediction). Homology
modeling method predicts three dimensional structures by comparing the three di-
mensional structure of similar sequence with that of query sequence, when sequence
similarity is higher than roughly 25%. On the other hand, fold recognition is used
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when the similarity is lower than 25%. It is the method, which finds fold structure on
the basis of secondary structures predicted through comparison and alignment with
the other secondary ones, that predicts three dimensional structures. If similar se-
quences can not be found because similarities are too low, ab-initio method is used.
This method predicts three dimensional structures by measuring and analyzing physi-
cal and chemical properties computationally, based on simple sequence informa-
tion [7].

Fig. 2 A typical process of protein structure
prediction

Fig. 3. The architecture of MAPS

3.2 System Architecture

In MAPS, there are four types of agent that can be categorized according to their
roles and functions.

Interface agents: UI, PE
Brokering agents: AMS, DF, CODY
Task agents: NBLAST, PBLAST, CLUSTALW, MODELLER, SVIEWER
Resource agents: PDB, 3DPSSM, SPROT, PPRED, SCOP, PDPROTEIN,
HMMSTR

Interface agents play roles as the interface in the system to assist users in using an
entire system. Brokering agents control and coordinate the operations between agents,
and save those information as needed. Task agents compute the information produced
about by resource agents, analyze the processed results. Resource agents practically
connect to the protein structure databases which should be used for protein structure
prediction, query, and find the information, replacing human browsing and searching.



228 Hoon Jin and In-Cheol Kim

Actually, the operating agents, which take the role of connecting to databases and
responding to user’s queries, find and provide the information requested by users. In
the case of PDB agent, it fetches the files of protein structures and the related addi-
tional information at the request of users, and 3DPSSM and SPROT agents bring
various types of information that are secondary, tertiary, annotation information or
structure files. Task agents filter the essential information needed for analyzing in-
formation based on what users query and predicting of protein structure. NBLAST
and PBLAST agents search similar sequences and analyze results of the search.
CLUSTALW agent analyzes information produced through multiple sequence align-
ment with a queried sequence and found sequences, acquire from that process the
information of evolutionary relationship needed for family analysis, origination
analysis, and domain analysis. MODELLER agent connects to SWISS-MODEL
server with user’s query data and derivates a structure. Queried data can be only a
sequence or sequence and template file, and the result is a predicted structure file
along with related information. SVIEWER agent utilizes a Swiss-PdbViewer program
in producing the datum for MODELLER agent. PE (Plan Editor) is an agent that will
be developed so as to support user by himself in designing and describing the process
of protein structure prediction. The users of system are mostly the researchers in
biology or in related fields even though they are not specialists on agent systems. It is
not possible for them to write plans themselves, and therefore we intend to develop a
plan editor which is devoted to writing plans, and through which users can write
plans easily without having knowledge on detailed processes and related syntaxes.
CODY agent carries out the most important role in all of the process which is plan-
ning, coordinating, communicating, mediating. AMS and DF agents perform admini-
stration and directory services that are essential in operating a multi-agent system.

3.3 Plan-Based Coordination

In MAPS system using multiple agents, the role of CODY agent is very important.
CODY agent processes users’ requests from UI agent, or mediates the results and
data. The most important task is which coordinates agents based on plans, and it must
be processed separately in aspect of plan and coordination. First of all, in the aspect
of plan, in case that there is no single comprehensive path that is standardized and
precisely defined to achieve a global goal, it can be a solution that the whole process
is divided into primitive plan units, and achieve the goal by carrying out these primi-
tive plans consecutively. But because these primitive plan units are not performed
repeatedly in the same sequence, it is necessary to specify the preconditions for plan
execution and selectively choose the plans to execute in accordance with these condi-
tions. That is, it requires the description of conditions upon which the plans are
judged whether to be executed or not.

Table 1 describes some part of the process executed by the CODY agent for pro-
tein structure prediction. The process reveals that most of the forms of interactions
are a request- and a response-based message communications. The problems arise
from the multiplicity of agents. Generally, agents in multi-agent systems have plans
for the individual goal and its operation, pursuing the ‘selfish’ objectives. But the
agents comprising MAPS should be cooperative considering domain characteristics
and most of the processes of agents operation are performed in a serial manner rather
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than the parallelized one. Therefore, it is desirable to pursue a goal through coopera-
tion in the form of request and response between the leading and the other following
agents in accordance with the plans, rather than to compete among selfish agents.
Consequently, CODY agent comes to have more complex architecture than other
agents.

Fig. 4. The structure of the CODY agent

The structure of CODY agent is given in figure 4. CODY agent has five modules
on the whole. Communication module mainly handles the control process among
agents based on messaging. Action module communicates with other agents based on
messaging as well, and it is to transfer data which are produced overwhelmingly large
in quantity due to the characteristics of biological domain. The data that are processed
and collected at the directions of Communication are transferred to CODY agent and
saved through Storage module. Knowledge Management is a module for mainly ana-
lyzing the meaning of data utilizing ontology, and is planned to be implemented in
the next phase of our research. Control module manages and mediates the processes
among all the internal modules. Aside from these, in a multi-agent system, there is a
need for supporting agents that assist and manage the control of calling and commu-
nication. MAPS has AMS (Agent Management System) to manage agents and
DF(Directory Facilitator) agent which provides the directory service for the names of
agents and the service lists.
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4 Implementation and Execution
MAPS is a system that is operated to predict protein structure based on multiple
agents. Accordingly it needs to support various types of agents that are distributed in
many different platforms. And the system can not operate based on a complete, single
plan that is predefined. In this paper, we make a connection to Agentcities network to
support openness and decentralization of agent system utilizing JADE (Java Agent
Development Framework) for the purpose of openness, and JAM architecture for the
purpose of decentralization.

JADE is a platform developed strictly following specifications proposed by FIPA,
and is a middle ware system supporting the development of multi-agent application
system based on peer-to-peer network architecture. Using JADE, one can devise the
agents capable of negotiating, coordinating among agents, while being distributed,
which are equipped with such traits as pro-activity, multi-party, interaction, openness,
versatility, usability, and mobility. Agentcities network provides connection services
among various and heterogeneous agents following the FIPA standard, and is an
open-based network system supporting the worldwide online cooperation of agents.
The reason for adopting Agent cities network environment is that it can increase the
flexibility in integrating services of heterogeneous agent platforms by providing the
agent mechanism that is highly adaptable and intelligent owing to its capability of
interchanging and sharing through ACL messages. Until now, 97 platforms have been
registered and we can use their various services through a platform directory, an
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Fig. 5. A screenshot of an examplary execution processed by MAPS

agent directory, and a service directory. The representative agent platforms that are
accessible to Agentcities, include April, Comtec, FIPA-OS, JADE, ZEUS, and others.

JAM is an intelligent agent architecture, equipped with a function of supporting
plan-based reasoning. Especially, it has a merit in that it achieves a goal by perform-
ing a hierarchy of small plan units, leading to the fulfillment of one global plan unlike
rule-based systems. JAM is composed of the plan library which is a collection of
plans that an agent can use to achieve its goals, the interpreter which is the agent’s
“brains” that reason about what the agent should do and when it should do it, the
intention structure which is an internal model of the goals and activities the agent
currently has and keeps track of progress the agent has made toward accomplishing
those goals, and the observer which is a lightweight plan that the agent executes be-
tween plan steps in order to perform functionality outside of the scope of its normal
goal or plan-based reasoning. Table 2 gives an example plan written in JAM script
language.

An example of the protein structure prediction process using a prototype is de-
scribed below. We try to find three dimensional structure of a protein about an amino
acids sequence with a locus id named ‘ADRB1’. This sequence is a material that
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resides in human chromosome 10. To begin with the process, a query is sent to
SPROT agent to find its protein id and sequence with ‘ADRB1’. The result is shown
in table 3. But the information returned from a PDB agent when queried with a PID is
not what has been searched for. When queried with the sequence again, we obtain 14
structures in total as the result of the search. And all the structures are downloaded,
templates are constructed from each of them using SVEIWER agent, and then trans-
ferred to MODELLER agent to retrieve predicted structure file. An example of pre-
dicted structures is depicted in figure 5.

5 Conclusion

In this paper, we have described our research on the prediction of protein’s three
dimensional structures using a multi-agent system. Being an implemented system,
MAPS has the capability of operating the steps of protein structure prediction by
coordinating CODY agents on the basis of plans, unlike the conventional agent-based
systems. Our proposal has two aspects: One is cooperation, which is suitable as coor-
dinating type in biological domain. The other is the method which is the plan-based
approach for archiving the global goal composed of a succession of small plans, not
as a monolithic and complete single plan. Also as MAPS is capable of joining and
operating on heterogeneous platforms whenever the system requires, or wherever it is
located, by connecting to agent cities network, it can immensely increase its open-
ness, decentralization, and extensibility.
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Abstract. Cell-DEVS is an extension to the DEVS formalism that allows the
definition of cellular models. CD++ is a modeling and simulation tool that im-
plements DEVS and Cell-DEVS formalisms. Here, we show the use of these
techniques through different application examples. Complex applications can
be implemented in a simple fashion, and they can be executed effectively. We
present example models of wave propagation, a predator following prey while
avoiding natural obstacles, an evacuation process, and a flock of birds.

Introduction

In recent years, many simulation models of real systems have been represented as cell
spaces [1, 2]. Cellular Automata [3] is a well-known formalism to describe these
systems, defined as infinite n-dimensional lattices of cells whose values are updated
according to a local rule. Cell-DEVS [4] was defined as a combination of cellular
automata and DEVS (Discrete Events Systems specifications) [5]. The goal is to
improve execution speed building discrete-event cell spaces, and to improve their
definition by making the timing specification more expressive.

DEVS is a formalism proposed to model discrete events systems, in which a model
is built as a composite of basic (behavioral) models called atomic that are combined
to form coupled models. A DEVS atomic model is defined as:

where X represents a set of input events, S a set of states, and Y is the output events
set. Four functions manage the model behavior: the internal transitions, the
external transitions, the outputs, and D duration of a state. When external
events are received, the external transition function is activated. The internal events
produce state changes when the lifetime of a state is consumed. At that point, the
model can generate outputs, and results are communicated to its influencees using the
output ports.

Once an atomic model is defined, it can be incorporated into a coupled model:

Each coupled model consists of a set of D basic models Mi. The list of influences
Ii of a given model is used to determine the models to which outputs (Y) must be
sent, and to build the translation function Zij, in charge of converting outputs of a
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model into inputs (X) for the others. An index of influences is created for each model
(Ii). For every j in Ii, outputs of model Mi are connected to inputs in model Mj.

In Cell-DEVS, each cell of a cellular model is defined as an atomic DEVS. Cell-
DEVS atomic models are specified as:

Each cell will use the N inputs to compute the future state S using the function
The new value of the cell is transmitted to the neighbors after the consumption of the
delay function. Delay defines the kind of delay for the cell, and d its duration. The
outputs of a cell are transmitted after the consumption of the delay.

Once the cell atomic model is defined, they can be put together to form a coupled
model. A Cell-DEVS coupled model is defined by:

The cell space C defined by this specification is a coupled model composed by an
array of atomic cells with size Each cell in the space is connected to the
cells defined by the neighborhood N, and the border (B) can have different behavior.
The Z function allows one to define the internal and external coupling of cells in the
model. This function translates the outputs of output port m in cell into values for
the m input port of cell The input/output coupling lists (Xlist, Ylist) can be used
to interchange data with other models.

The CD++ tool [6] was developed following the definitions of the Cell-DEVS
formalism. CD++ is a tool to simulate both DEVS and Cell-DEVS models. Cell-
DEVS are described using a built-in specification language, which provides a set of
primitives to define the size of the cell-space, the type of borders, a cell’s interface
with other DEVS models and a cell’s behavior. The behavior of a cell (the function
of the formal specification) is defined using a set of rules of the form: VALUE
DELAY CONDITION. When an external event is received, the rule evaluation proc-
ess is triggered to calculate the new cell value. Starting with the first rule, the
CONDITION is evaluated. If it is satisfied, the new cell state is obtained by evaluat-
ing the VALUE expression. The cell will transmit these changes after a DELAY. If
the condition is not valid, the next rule is evaluated repeating this process until a rule
is satisfied.The specification language has a large collection of functions and opera-
tors. The most common operators are included: boolean, comparison, and arithmetic.
In addition, different types of functions are available: trigonometric, roots, power,
rounding and truncation, module, logarithm, absolute value, minimum, maximum,
G.C.D. and L.C.M. Other available functions allow checking if a number is integer,
even, odd or prime. In addition, some common constants are defined.

We will show how to apply Cell-DEVS to simulate different systems. We describe
different models that are implemented and executed using the CD++ tool, focusing on
particular characteristics of each system. We will show how complex applications can
be implemented in a simple fashion.

A Model of Wave Propagation

The state of a wave on water is characterized by its phase, intensity, direction and
frequency. We built a model of wave propagation, which is based on sine waves [7].
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If two waves with the same frequency are combined, there is a constant interference
pattern caused by their superposition. Interference can be either constructive (mean-
ing that the strength increases), or destructive (strength is reduced). In destructive
interference, after superposition, the resultant wave will correspond to the sum of
both waves. As phases are different, the wave will be canceled in those zones where
there is overlap. The amount of interference depends of the phase difference in a
point. When a wave encounters a change in the medium, some or all the changes can
propagate into the new medium (or it can be reflected from it). The part that enters
the new medium is called the transmitted portion, and the other the reflected portion.
The reflected portion depends on the characteristic of the incident medium: if this has
a lower index of refraction, the reflected wave has an 180° phase shift upon reflec-
tion. Conversely, if the incident medium has a larger index of refraction, the reflected
wave has no phase shift. In order to simulate the interference between waves and the
propagation in CD++, we defined a multidimensional model, in which each plane was
defined by every direction of wave spread (four directions for this example). We
defined an integration plane, which is a composition of the direction planes, and con-
tains the value or intensity of the wave corresponding to this position. Every cell in
the cell space represents the minimal possible portion of the medium in which the
wave propagates. Each cell has two values, phase and intensity. An integer value
between zero and eight represent phase and a fractional value between zero and one
(intensity).

Fig. 1. Rules for wave propagation

Figure 1 shows the rules used in CD ++ to specify the spread behavior. The first
rule governs the attenuation of the wave. If the wave intensity is below of 0.0001 the
wave propagation stops. The second rule contemplates the spread of the wave to-
wards its neighbors, which preserve the phase of the wave but attenuate the intensity.
The third rule contemplates the spread of the wave in the current cell. In this case, the
cell intensity value does not change (only the phase).

Fig. 2. Integration Rule

Figure 2 shows the rule describing the values of the direction planes used in order
to obtain the wave value in the medium in which is traveling (the value corresponds
to the discretization in eight phases of sine wave). Figure 3 shows the simulation
results of the wave model. Only the integration plane is showed (direction and inten-
sity). It is possible to appreciate that the wave propagating produce attenuation.
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Fig. 3. Result of wave propagation. (a) A wave traveling from left to right. (b) The wave re-
flects with the right border. (c) The wave before reflecting with the left border

Predator-Prey Model

In this model, a predator seeks a prey, which tries to escape [8]. With predators al-
ways searching, prey must constantly avoid being eaten. A predator detects prey by
smelling, as prey leave their odor when moving. The predator moves faster than the
prey, and when there is a prey nearby, it senses the smell, and moves silently towards
the prey. Each cell in the space represents an area of land (with vegetation, trees,
etc.). Dense vegetation does not allow animals to advance, and thick vegetation form
a labyrinth. When a prey is in a cell, it leaves a track of smell, which can be detected
for a specific period (depending on weather conditions).

The cell’s states are summarized in the following table. For example, the cell value
214 represents a prey following vegetation to find the exit in E direction.

Figure 4 shows the specification of the model using CD++.
In Table 1, cell’s value equals to 400 represents forest where the prey and predator

can’t move (labyrinth). To specify this cell behavior we use a special rule (first rule in
Figure 4), which is evaluated if only if the cell’s value is equal to 400. The second
and third rules govern the predator movement towards N. In this model the cell’s
value from 200, 210, 300 and 310 finished in 1 represents toward N, finished in 2
represents toward East, finished in 3 represents toward S and finally cell’s value
finished in 4 represents toward W. So, as you can see in the second rule, a cell’s
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Fig. 4. Specification of prey-predator’s model

Fig. 5. Execution result of prey-predator’s model [8]

value equals to 301 o 311 represents a predator following the labyrinth toward N. In
this model, the movements rules are in pairs, because one rule is used to move the
prey o predator to the new position and the other is used to actualize the cell where
the animals was. In the movement rules we use a 800 msec delay, which represents
the speed of the predator moving in the forest. The last 2 rules represent the smell
path for a prey. As weather conditions disperse the smells, so we use four different
values to represent different dispersion phases. The first line in the smell rules govern
the smell attenuation by subtracting 1 to the actual cell’s value every second. The last
rule change the actual cell’s value to zero (no smell in the cell).

Figure 5 shows the execution results of the model. A prey is trying to escape from
the predator. Finally, the predator eats the prey.

Evacuation Processes Model

The simulation of evacuation processes has originally been applied to buildings or the
aviation industry. Recently, however, the models have been transferred to ship
evacuation taking into account special circumstances [9,10,11]. Our model represents
people moving through a room or group of rooms, trying to gather their belongings or
related persons and to get out through an exit door. The goal is to understand where
the bottlenecks can occur, and which solutions are effective to prevent congestion
[12].
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The basic idea was to simulate the behavior and movement of every single person
involved in the evacuation process. A Cell-DEVS model was chosen with a minimum
set of rules to characterize a person’s behavior:

A normal person goes to the closest exit.
A person in panic goes in opposite direction to the exit.
People move at different speeds.
If the way is blocked, people can decide to move away and look for another way.

Fig. 6. Specification of evacuation model

Figure 6 shows the main rules of evacuation model. We have to different planes to
separate the rules that govern the people moving among walls or isles from the orien-
tation guide to an exit. The following table describes the encoding of the cell state, in
which each position of the state is represented by natural number, in which each digit
represent:

Digit
6
5
4
3

2
1

Meaning
Next movement direction. 1:W; 2:SW; 3:S; 4:SE; 5:E; 6:NE; 7:N; 8:NW
Speed (cells per second: 1 to 5)
Last movement direction, it can vary from 1 to 8 (as digit #6)
Emotional state: the higher this value is the lower the probability that a person gets
in panic and find a wrong path.
Number of Movement that increase the potential of a cell
Panic Level, represent the number of cells that a person will move increasing the
cell potential.
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We used two planes: one for the floor plan of the structure and the people moving,
and the other for orientation to an exit. Each cell in the grid represents 0.4 m2 (one
person per cell). The orientation layer contains information that serves to guide per-
sons towards emergency exits. We assigned a potential distance to an exit to every
cell of this layer. The persons will move for the room trying to minimize the potential
of the cell in which they are (see Figure 6).

The first set of rules in Figure 6 serves to define what path a person should follow
using the orientation plane. The basic idea is to take the direction that decrease the
potential of a cell, building a path following the lower value of the neighbors. We
used the remainder and trunc functions to split the different parts of a cell’s value.
Also, we use the CD++ function randint to generate integer random values. We have
8 rules to control the people’s movement, one for each direction. In all cases the rule
analyze the 8 near neighbors to understand what direction the person should take. We
use randint for the case that all the 8 near neighbors has the same value.

Fig. 7. Orientation layer: potential value (people try to use a path decreasing the potential)

The second set of rules governs the panic behavior: a person will take a wrong
path or will not follow the orientation path. In that case, the direction will be calcu-
lated taking the path where the cell’s potential is increased. In this case also we ana-
lyze the 8 near neghibors. This model doesn’t allow people collitions, so every time
that a person move, the destination cell must be empty.

Figure 8 shows the simulation results. The gray cells represent people who want to
escape using the exit doors. The black cells represent walls. Note that the leftmost
part in the figure shows people waiting in the exit door.

Flock of Birds

The motion of a flock of birds seems fluid, because of the interaction between the
behaviors of individual birds. To simulate a flock we simulate the behavior of an
individual bird (or at lE that portion of the bird’s behavior that allows it to participate
in a flock), based on the following behavior rules [13]:
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Fig. 8. (a) People seeking an exit, (b) after 15 seconds, people found the exit

Collision Avoidance: avoid collisions with nearby flock mates.
Velocity Matching: attempt to match velocity with nearby flock mates.
Flock Centering: attempt to stay close to nearby flock mates.

Characteristics of the birds:

The birds fly in certain direction at a certain speed.
The field of vision of the birds is 300 grades, but only they have good sight for-
ward (in a zone from 10 to 15 grades).

Based on those rules we built a Cell-DEVS model to simulate the birds’ fly [14].
Each cell of the model represents a space of 4 m2, which can fit a medium size bird
(~18-23 cm.). A second of simulation’s time represents a second of real time. There-
fore, a bird that moves in the simulation with a speed of 7 cells per second, repre-
sents to a bird that flies to 14 m/s. The cell state codification represents with a natural
number the direction of the bird (1:NW; 2:N; 3:NE; 4:W; 6:E; 7:SW; 8:S; 9:SE) and
the speed. For example, the cell value 10004 represents a bird flying to W (unit value
equal to 4) at 1 second per cell.

To avoid the collision of birds, when two or more birds want to move to the same
place, they change their direction using a random speed variable. Figure 9 describes
the model specification in CD++.

Figure 9 shows the execution of the model using CD++. Basically the rules repre-
sents the fly behavior. Birds fly in a freedom way, instinctively when a bird detect
others birds, try to follow them. The bird change the direction and the velocity to
avoid collitions or lost the flock. In this model, we using different time conditions to
simulate the change of bird’s velocity.

We show the birds flying, and when one bird sees the other, they start flying to-
gether.



Using Cell-DEVS for Modeling Complex Cell Spaces 241

Fig. 9. Specification of the Flock of birds model

Fig. 10. Joining behavior (a) four birds flying isolated; (b) birds flying together

Conclusion

Cell–DEVS allows describing physical and natural systems using an n-dimensional
cell-based formalism. Input/output port definitions allow defining multiple intercon-
nections between Cell-DEVS and DEVS models. Complex timing behavior for the
cells in the space can be defined using very simple constructions. The CD++ tool,
based on the formalism entitles the definition of complex cell-shaped models. We
also can develop multidimensional models, making the tool a general framework to
define and simulate complex generic models.

The tool and the examples are the public domain and they can be obtained in:
http://www.sce.carleton.ca/faculty/wainer/
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Abstract. If there exists a minimization method of DEVS in terms of
behavioral equivalence, it will be very useful for analysis of huge and
complex DEVS models. This paper shows a polynomial-time state min-
imization method for a class of DEVS, called schedule-preserved DEVS
(SP-DEVS) whose states are finite. We define the behavioral equivalence
of SP-DEVS and propose two algorithms of compression and clustering
operation which are used in the minimization method.

1 Introduction

From the discrete event system specification (DEVS) [1] schedule-preserved
DEVS (SP-DEVS) has been modified so that the behavior of coupled SP-DEVS
can be described as atomic SP-DEVS whose states space is finite [2]. Even though
there exists an atomic SP-DEVS whose behavior is equivalent to that of SP-
DEVS networks, if we can minimize the state space of atomic SP-DEVS, it will
be practically useful to identifying its qualitative and quantitative properties [2]
of huge and complex systems.

When trying to show decidability of behavioral equivalence between regular
languages, testifying their structural equivalence of two finite state automata
(FSA) generating the regular languages is more practical than comparing two
languages themselves, because the languages may have the infinite number of
words [3], [4]. This approach seems to be applicable to state-minimization of
DEVS (SP-DEVS) whose states are finite.

But there is one big difference between FSA and SP-DEVS. Every single state
transition of FSA is invoked by an external event so a state transition is observ-
able. In SP-DEVS [2] however, there is an internal state transition which occurs
according to the time schedule. Moreover, when an internal state transition hap-
pens there may be no output generated so the transition is unobservable outside.
Since the behavior of SP-DEVS is defined as a set of observed event sequences
with its happening time, such an unobservable internal event is obstructive when
applying direct comparison of states as in FAS.

Thus we propose a two-step procedure for state minimization as shown in
Fig. 11. The first step in the proposed procedure is compression in which SP-
DEVS is modified so that unobservable internal state transitions are eliminated
1 The proposed procedure assumes that its input is an atomic SP-DEVS. If the tar-

get we want to minimize is a coupled SP-DEVS model, then we can apply time-
translating equivalent (TTE) minimization introduced in [2].

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 243–252, 2005.
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Fig. 1. Two Steps Procedure of State Minimization.

as much as the behavior is preserved (Section 3). The compressed SP-DEVS is
used as the input to a clustering step in which behaviorally equivalent states are
clustered as one, then the minimized SP-DEVS whose states are clusters can be
constructed (Seciont 4). Finally, this article shows that we will always achieve
the state-minimized SP-DEVS in polynomial time (Section 5).

2 Behavioral Equivalence of SP-DEVS

2.1 Timed Language

Given an arbitrary event set A, we can then consider a situation that an event
string occurs when time is (non negative real numbers
with infinity) where is the Kleene closure of A [3]. A timed trajectory is

and a timed word is a timed trajectory restricted to an observation
interval. We write it as or in which s.t.
For representing the boundary condition, we use ‘[’ or ‘] for a closed boundary
while ‘(’ or ‘)’ for the open. In this paper, the timed empty word within
denoted by is that for where is the nonevent or the
empty string.

A pair of segments and are said to be contiguous
if For contiguous segments and we define the concatenation
operation such that for

for for where is the concatenation of
the event string. If there is no confusion, we will omit ‘·’so is the same as

For each we define a unary operator on the segment, translation
operator such that if there is then

For concatenation
of two discontiguous segments such as where we can
apply the translation operator to for making them contiguous and then apply
the contiguous concatenation.

A timed language over A in is a set of timed words over A in
The universal language over A in is the set of all possible timed words
over A in denoted by We will omit the time range of a timed
word such as when the time range is the same as
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2.2 Formal Definition of SP-DEVS

Definition 1 (SP-DEVS). A model of SP-DEVS is a 9-tuple,

where,

X(Y) is a finite set of input (output) events.
S is a non-empty and finite states set. S can be partitioned into two sets:
rescheduling states set and continued scheduling states set such that

and
ta : is the maximum sojourning time to the next scheduled state
where denotes a set of non-negative rational numbers with infinity.

is the partial external transition function.
is the partial internal transition function.

is the partial internal output function where means
is a set of initial states.
is a set of acceptable states.

2.3 Timed Languages of SP-DEVS

Given the total states set
considers the remaining time at Based on the total

state set, the state transition function is represented by two
state transition functions: for if

2 if otherwise.
Then the active state trajectory function is a partial function

such that for where and if
if is undefined otherwise. Now suppose that

and Then for

Finally, the event trajectory over is described by a IO trajectory
function such that for and

if if if
if is

undefined otherwise, where then
Now we are ready to define the two languages associated with SP-DEVS.

The language generated from of M, denoted by is that

For example, for shown in Fig. 2, s.t.
Then the generated language of M, denoted by

is that

2 indicates that the associated function is defined. For example, means
that is defined.
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Fig. 2. SP-DEVS Models.

The language marked from of M, denoted by is that

where For example, for shown in Fig. 2,
s.t. Then the marked language

of M, denoted by is that
Before discussing minimization based-on observational equivalence, we would

like to focus our interest on a class of SP-DEVS as follows. Our interesting SP-
DEVS here is proper (1) if for then and (2) using

instead of an internal self-looped state such that
is undefined. For example, and shown in Fig. 2

are proper, but is not because it violates (2) condition. We are recommended
to use rather than From now on, all SP-DEVS is supposed to be proper
in this paper.

2.4 Behavioral and Observational Equivalence

From the definitions of languages associated with SP-DEVS, we define the be-
havioral equivalence another equivalence, called observational equivalence.

Definition 2. Let and Then
is said to be behavioral equivalent to denoted by if

and

For example, for of Fig. 2, and
so

Another way to show the behavioral equivalence is showing observational
equivalence. For symbolic representation of an active state trajectory with an
associated word, we use denoting that and

where and while
denotes that neither nor is defined.

For example, of Fig. 2, but By symbolic representation
of active state trajectories, we define the observational equivalence as follows.
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Definition 3. Let For is
said to be observationally equivalent to denoted by if

and

Lemma 1. Let and The
if and only if

Proof of Lemma 1. (If Case:) Suppose then
That is, Moreover, if then

Thus
(Only If Case:) Let Suppose

but then Similarly, if but
then Thus for

Suppose that but
This means and it contradicts. Thus

So sometimes we will use the observational equivalence instead of the behav-
ioral equivalence.

3 Compression

An internal state transition without generating any output can not be observed
outside so it should be eliminated as far as the behavior of SP-DEVS can be
preserved. This section addresses compression operation, the condition of com-
pression for preserving behavior, completeness, and complexity of a compression
algorithm.

3.1 Identifying Compressible States

Compression is merging two states connected with an internal transition. Given
a function is used for the

internal source states to such that For
example, in Fig. 3(a), and

Definition 4 (Compression). Given
and is that s.t.
(1) (2) (3)
(4) remove from S (and if

From this operation, we introduce a condition in which even after applying
the compression operation, the behavior is preserved.

Definition 5 (Compressibility). Let
Then is said to be compressible, if s.t. for
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Fig. 3. Compressible or Not.

where is a untimed projection such that for and
if if For

example, given and then
The state and shown in Fig. 3 (a) are compressible while and in

Fig. 3 (b), (c) are not because they don’t satisfy conditions 1 and Fig. 3 (d), (e)
either because of violation of condition 2 and 3 of Definition 5, respectively.

Now we define a function is the transited states from such
that for initially and it grows recursively if

s.t. For example, in Fig. 3 (a).

Theorem 1. If is compressible and is achieved by
Then and

Proof of Theorem 1. See Appendix B.

3.2 Completeness and Complexity of a Compression Algorithm

Now we consider algorithms for implementing compression operation. Prior to
proposing an algorithm of testing compressible states, we first define an ac-
tive input events of a state defined by such that for

Using this function, an algorithm for identify-
ing compressible states is as follows.

Compression(M) is terminated because the compressible states are elimi-
nated one by one until no more compressible states exist. So we call the re-
sult of Compression of SP-DEVS compressed SP-DEVS or non-compressible
SP-DEVS. And for each state and testing of

satisfies all conditions of com-
pressibility. And the pessimistic complexity ofCompression(M) is

1.
2.
3.

and
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4 Clustering

In this section, the input model is supposed to be the non-compressible SP-
DEVS and we are ready to compare two states and in terms of associated
active events, time delay, and acceptance state categorization to test whether

and or not. A bunch of states
whose behaviors are equivalent to each other is said to be a cluster. Thus states
in a cluster will be merged into one state in the clustering step.

4.1 Identifying Equivalent States

Before introducing an identifying algorithm of equivalent states, we first define
two functions. One is an active events set of a state defined by
such that for The other
is a set of input states pairs such that for

To find those states that are equivalent, we make our best effort to find pairs
of states that are distinguishable and then cluster indistinguished state pairs as
one state. Following is the algorithm.

Completeness and Complexity of Finding_Cluster Algorithm. In or-
der to show the completeness ofFinding_Cluster(M) algorithm, we use the
following theorem.

Theorem 2. Let and be a compressed
SP-DEVS model. Then and if

of Finding_Cluster(M).

Proof of Theorem 2. Initially all pairs of all states are treated as indistinguished
(line 1). As we can see in lines 2 and 3, for each pair in IP (indistinguished
pairs), if (1) they have identical maximal sojourning times, (2) have identical
active events set and (3) if is an acceptance state then so is and vice versa then
IP can remain in IP. That is, if one of conditions (1),(2), (3) is violated,
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moves to DP (distinguished pairs). So after testing lines 2-3, for
and where

As we can see lines 4-5, for and
such that then is moved from IP to DP. Thus, after testing
4-5 lines, satisfies and where

thus By Lemma 1,
and

For finding the cluster, initially NCL (non-clustered states) is assigned as
all states S (line 6). For each state in NCL, a cluster CL is initialized as
(line 7). For each state if then move from NCL to the cluster
(lines 8 and 9). After that, the new cluster CL is added to the clusters set CLS
(line 10). According to lines 6-10, each state can be a member of only one cluster
in which all states are behavioral equivalent to each other.

The complexity of Finding_Cluster(M) is       . because the testing is based
on state pairs.

4.2 Merging States in Cluster

Since we can find the clusters from a SP-DEVS M by Finding_Cluster, the
procedure for clustering based on Definition 6 is so straight-forward, that is
omitted here and it will be easily designed in

Definition 6 (Clustered SP-DEVS).

Suppose SP-DEVS is a compressed SP-
DEVS. Then is clustered from M if

5 Two-Step Minimization Procedure

Figure 4 illustrates what happens in each step of the proposed whole procedure.
In this example, 6-state compression is performed after the first step and two
clusters consisting of 4 states remain after the second step so the number of states
in the minimized model is two. The following theorem addresses the completeness
and complexity of the proposed procedure.

Theorem 3. The two-step minimization method minimizes the states of SP-
DEVS in polynomial time.

Proof of Theorem 3. The compression eliminates unobservable internal state
transitions which can be compressed, without changing its behavior. In other
words, only unobservable internal state transitions which should be preserved for
identical behavior can remain in the process (See Appendix Lemma 2). There-
fore, if two states are determined as indistinguished inFinding_Cluster of Section
4.1, they can be merged into one state by Theorem 2. Since each computational
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Fig. 4. State Minimization Example.

complexity of compression (Section 3.2) and clustering (which consists of finding
clusters (Section 4.1) and merging states in a cluster (Section 4.2)) are polyno-
mial, the whole procedure has also polynomial-time complexity.

6 Conclusion and Further Directions

This paper proposed a state-minimization method of proper SP-DEVS and
showed the polynomial-time decidability of behavioral equivalence in SP-DEVS
models are guaranteed. We first defined the behavioral equivalence of SP-DEVS,
and proposed two algorithms for compression and clustering, which are used in
the proposed minimization method.

Tough minimization experiments for real systems such as manufacturing sys-
tems, embedded software systems etc, should be tested in the future. And one
possible improvement will be easily achieved in the clustering step by employing
the algorithm used in finite state automata [4].
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Appendix: Proof of Theorem 1

Lemma 2. Suppose that Then is
compressible if and only  if  and

where denotes of and
is the SP-DEVS in which is compressed by

Proof of Lemma 2. (If Case) Assume that for is compressible. Let
such that Then and

s.t. and By condition 2 of Definition 5,
where Since is a timed nonevent so

Let’s check the preservation of in the compressed model Since
so By condition 1 of Definition 5, s.t. so we
can say that By the third condition of Definition 5, it is true
that Moreover, in the there is no
change of from the viewpoint of so we can say that

Therefore, and

(Only If Case) Assume that for
and but is not compressible. Let’s consider

s.t.
First, suppose but and Since so

however because This contradicts to the
assumption of By contrast, assume that
but and In this case, but so it
also contradicts to

Now check the second condition. Suppose that
but Let then but so it
contradicts to In addition, let then if

then but so it contradicts to the
assumption.

Finally, assume that but and
but In this case, for

but so it contradicts to the assumption.

Then and

Proof of Theorem 1. By Lemma 1 and Lemma 2.

Theorem 1. If is compressible and is achieved by
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Abstract. System reproduction model to the growing system structure can be
provided to design modeling formalisms for variable system architectures hav-
ing historical characteristics. We introduce a DEVS (Discrete Event System
Specifications)-based extended formalism that system structure gradually grows
through self-reproduction of system components. As extended-atomic model of
a system component makes virtual-child atomic DEVS models, a coupled
model can be derived from coupling the parent atomic model and virtual-child
atomic models. When a system component model reproduces its system com-
ponent, a child component model can receive its parent model characteristics
including determined role or behavior, and include different structure model
characteristics. A virtual-child model that has its parent characteristics can also
reproduce its virtual-child model, which may show similar attributes of the
grand-parent model. By self-reproducible DEVS (SR-DEVS) modeling, we
provide modeling specifications for variable network architecture systems.

1 Introduction

Modeling formalism methodologies describing system specifications are being devel-
oped for more complex system structures. System modeling formalisms are used to
analyze dynamic complex systems which have their system structure and proper be-
havior. Klir [1] introduced a system framework, which hierarchically constructs levels
of system knowledge to a real source system. The level of system knowledge is di-
vided into four levels: source level, data level, behavior level, and structure level. The
lowest level to the system knowledge is the source level that identifies variables and
determines the observation means to a source system. At the above level, the data
level collects data from a source system. The next level is the behavior level that re-
produces data by using formulas or means. As the highest level, the structure level
represents the knowledge that is about subsystems coupled to a source system. For the
modeling formalism and the simulation, Zeigler [2] represents a methodology which
specifies discrete event models for simulation implementations. To establish a frame-
work for modeling and simulation, entities such as source system, model, and simula-
tor are defined. Mapping from a source system to a model can be constructed by ob-
serving system and behavior database gathered by system experiments. After the
modeling formalism, the model may need a simulator to generate behavior of the
source system. Note that the simulator established by the model must represent valid
behavior to the model and the source system. That is, actually the validity to relation-
ships among entities is important to analyze a source system correctly.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 253–261, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Zeigler [2] presents three basic systems modeling formalisms: differential equation
system, discrete time system, and discrete event system. The differential equation
system and the discrete time system have been traditionally used to analyze source
systems in numerous research areas. The discrete event system, named the DEVS, is a
new modeling paradigm that formalizes the discrete event modeling, and models
specified by other formalism methods newly. By coupling the atomic DEVS, coupled
DEVS models can be expressed to specify components that are linked in a system.
After the classic DEVS, various extended DEVS methodologies have been developed
to formalize and simulate more complex dynamic source systems [3]-[6]. As an ex-
ample, parallel DEVS that component DEVS models are interconnected for the speci-
fication of a parallel system is able to implement multi-component executions concur-
rently. A component model in a parallel DEVS model may receive and output events
from more than one other component. In particular, a parallel DEVS model can be
constructed in hierarchical or distributed DEVS pattern to represent dispersed cou-
pling systems [8]. The dynamic structure DEVS model [6] [7] represents another
extended DEVS model that can dynamically change its system structure through the
input segment. In the dynamic structure DEVS, the system change includes the dele-
tion of a system component as well as the addition of a system component.

In this paper, we propose a new extended DEVS model, called Self-Reproducible
DEVS (SR DEVS) model, that a component model can reproduce its child DEVS
model to grow a system structure. A child DEVS model may receive the structural
characteristic or the structural inheritance from its parent DEVS model so that the
behavior of child DEVS model can be similar to the behavior of parent models. We
expect that the SR DEVS model is applied to develop simulators for social, technical
and biological growing systems.

This paper is organized as follows. In Section 2, we summarize the classic DEVS
model. We describe the SR DEVS model in Section 3. In Section 4, we conclude this
paper with some remarks.

2 DEVS Formalism

A classic DEVS model is represented in the basic formalism specifying the behavior
of an atomic system. The classic DEVS model for discrete event systems is given by

where IP is the set of input values, OP is the set of output values, S is the set of
states, is the internal transition function, is the

external transition function, where is the total
state set and e is the time elapsed since last transition, is the output
function, and is the time advance function.

If a basic system stay in a state and no external events occurs, it will
stay in the same state s for time ta(s) . If the elapsed time e = ta(s), the system
operates the output function to obtain the output value, and changes to a state

If an external event occurs when the system is in a state (s, e) with

it changes to a state Note that the time base is the nonnega-
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tive real numbers including subsets such as integers, and the output function of a
dynamic system is given by

where is the time segment.

3 Self-reproducible DEVS Model

A component in growing system structure can produce a child component which may
show same or similar behavior fashion and component structure since it receives sys-
tem characteristics from a parent component. As examples, the social, industrial and
population growth, and the cell multiplication in the biology are all about the growing
or evolving systems. On the computer simulation, same or similar component models
by the model reproduction can be used to increase the simulation efficiency and de-
scribe the relations with other component models elaborately. Hence, in this paper, we
propose an extended DEVS model, SR DEVS model that makes its child DEVS model
by using reproduction mechanism. We define the reproduction of a DEVS model that
includes a partial reproduction as well as an entire reproduction. The SR DEVS model
can reproduce a child DEVS component model from a parent DEVS component
model virtually. In particular, a child DEVS model receives the structural/functional
inheritance (e.g., values/functions) from one parent DEVS model or from multiple
parent DEVS model, and reproduce a grand child DEVS model. Hence, if a DEVS
family model is constructed by reproducing child DEVS models, it is called a DEVS
cluster that may have one more parent DEVS models. Note that a self-reproducible
DEVS model concept can be applied to a coupled DEVS model as well as an atomic
DEVS model. Therefore, in this paper, we introduce three SR DEVS types: Atomic SR
DEVS, multiple parent SR DEVS, and coupled SR DEVS model.

3.1 Atomic SR DEVS Model

A SR DEVS model has a structure as follows

where is the cluster name of the SR DEVS model, is the input set of the
DEVS cluster including SR trigger, is the output set of the DEVS cluster,
is the set of states of the DEVS cluster,

where is the connector of is the parent DEVS

model, is the set of child DEVS models, the symbol means the relation that
the child component inherits characteristics from the parent component, is the
inheritance function set from the parent DEVS model to the child DEVS model,
SELECT is the select function of the DEVS cluster, and
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means the connection set of and is the transition func-
tion of the DEVS cluster, and is the output function of the DEVS cluster.

If the parent DEVS model receives an input event which triggers a child DEVS
model reproduction, it reproduces its child DEVS model within the time segment t .
While the parent DEVS model reproduces a child DEVS model, the child model re-
ceives the structural inheritance from its parent model by the inheritance function.
The set to inheritance functions for the child DEVS model is given by

where is a child DEVS model reproduced from the parent DEVS model, is

the element inheritance function to is the element inheri-
tance function to is the element inheritance function to

is the element inheritance function to
and is the element inheritance function to Note that inter-
relationships among element inheritance functions should be considered to implement
proper behaviors of the parent DEVS model.

Therefore, we obtain the child DEVS model as follows

where is the input set of the child

DEVS model is the output

set of is the state set of

is the connector of is the transition function of and
is the output function of the

If a SR DEVS model does not reproduce a child DEVS model the SR
DEVS model can be a classic atomic DEVS model. Otherwise, if a SR DEVS model
has a child DEVS model, the child DEVS model receives inheritance values/functions
from the parent SR DEVS model. Hence, when a child DEVS model is reproduced,
and it has relations with its parent DEVS model, we call such a relationship as the
inheritance type or the cluster morphism. We define the following cluster morphism
types from a parent DEVS model to a child DEVS model. Fig. 1 shows two cluster
morphism properties.
1)

2)

Integrity: If a SR DEVS model produce a child DEVS model
in integrity type, its child DEVS model has same DEVS model

as shown in Fig. 1-(a). All of structural/functional elements
in a child DEVS select all of values/functions to related elements in a parent
DEVS model so that the child DEVS model shows same behavior to the parent
DEVS model.
Fragment: If a SR DEVS model produces a child DEVS model by
the fragment type, the child DEVS model is a sub model of its parent
model as shown in Fig. 1-(b). In the fragment type, a child
DEVS model shows sub operations to its parent DEVS model because it selects
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Fig. 1. Reproduction property. (a) Integrity. (b) Fragment

subsets of values/functions as a sub-model of parent DEVS model. The fragment
type is divided into two sub-types: regular and irregular cluster morphisms. In the
regular cluster morphism, the child DEVS model selects values/functions of its
parent DEVS model regularly. In the irregular cluster morphism, values/functions
of a parent DEVS model are irregularly selected by selection functions of a child
DEVS model.

Since each element in a child DEVS model has same or similar values/functions to
those of elements of a parent DEVS model its behavior shows

the similarity to the parent DEVS model. Also, if a child DEVS model is reproduced
and connected to a parent DEVS model, a coupled DEVS model can be constructed
from the cluster structure. Furthermore, a coupled DEVS model by the reproduction
of DEVS model can be constructed for distributed or parallel simulation. However,
note that all of DEVS clusters does not have the coupled structure because child
DEVS models can independently operate without connecting their parent DEVS
models. Fig. 2 shows a DEVS cluster that a parent DEVS model has three generation
models showing various cluster morphism types. In the Fig. 3, after three reproduc-
tions, the root parent DEVS model has nine child DEVS models which connect their
parent DVES models or other child DEVS models of same level. We assume that the
interconnection between two DEVS models is bidirectional connection. In the first
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Fig. 2. Structured DEVS cluster

generated reproduction level, the child DEVS model showing integrity type has same
behaviors such like the parent DEVS model and connects neighbor child DEVS
model without connecting its parent DEVS model.

In the second reproduction level, the child DEVS model of integrity type can show
all of behaviors of its parent DEVS model (the first reproduction level). Hence, repro-
ducing child DEVS model by integrity type can pass all of inheritance properties to
descendant models. A child DEVS model of fragment type may show entirely differ-
ent behaviors compared with other child DEVS models of fragment type in same
reproduction level. Also, child DEVS models of fragment type in lower level may
have entirely different behaviors to child DEVS models of fragment type in higher
level with the exception of parent DEVS models.

3.2 Multiple Parent SR DEVS Model

Multiple Parent DEVS models can produce a child DEVS model which receives
composite structural inheritance from its parent DEVS models. The connector to child
DEVS models is given by

where is the inheritance function set from parent DEVS models, the inheri-
tance function set is given by and

the connection set is given by

Hence, the child DEVS model is given by
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where the input set of is

where the output set of is

where the state set is

where is

the connector of is the state transition function of and is the out-
put function of

Note that the reproduction of multiple parent DEVS models needs the inheritance
co-relationship among parent DEVS models. Hence, for creating child DEVS models,
the inheritance co-relationship should be provided to construct structural/function
association or composition. In the reproduction of multiple parent DEVS models, the
cluster morphism type has also two types: integrity and fragment types.
1)

2)

Integrity type is divided into two subtypes: local and global cluster morphism.
Local cluster morphism is that a child DEVS model receives all of val-
ues/functions to specific parent DEVS models in the set of parent DEVS models.
Hence, a child DEVS model shows behaviors only to specific parent DEVS mod-
els. Global cluster morphism is that a child DEVS model selects all of val-
ues/functions to all of parent DEVS models.
Fragment type is divided into regular and irregular types as above mentioned. In
regular cluster morphism, a child DEVS model regularly selects values/functions
at each parent DEVS model. In the irregular cluster morphism, each parent DEVS
model irregularly passes values/functions to a child DEVS model.

Hence, from the inheritance of multiple parent DEVS models, a child DEVS model
can show integrity or fragment type as its inheritance property. Furthermore, a child
DEVS model may be constructed based on the multi-type composition which local
cluster morphism is associated with fragment type. That is, a child DEVS model re-
ceives all of values/functions of a parent DEVS model (integrity type), and selectively
chooses values/functions to another parent DEVS model (fragment type).

If there are parent DEVS models such as and
and reproduce a child DEVS model receives structure inheri-

tance from them The

connector is represented as

and the inheritance function set is

represented as

Here, we assume that all of parent DEVS models have connected to so that the
connection is given by

Hence, the structure of is given by

where
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Fig. 3 shows the DVES cluster that three parent DEVS models hierarchically re-
produce child DEVS models which have proper inheritance types. After three repro-
ductions, the parent DEVS model has nine child DEVS models. In the first reproduc-
tion level, the child DEVS model representing global cluster morphism receives all of
structural/functional inheritances from three parent DEVS modes. Hence, the child
DEVS model shows all of behaviors of three parent DEVS models. Also, in the first
level, a child DEVS model of local cluster morphism that receives the inheritance
from one or two parent DEVS models will show specific behaviors only to the subset
of parent DEVS models. In the second reproduction level, a child DEVS model shows
the multi-type composition of local-irregular cluster morphism. If the child DEVS
model showing the multi-type composition selects the upper child DEVS model of
global cluster mophism in the first level as local cluster morphism, it can show all of
behaviors of root parent DEVS models. Note that the fragment type is irregular clus-
ter morphism if a child DVES model receives values/functions from one parent
DEVS model regularly and another parent DEVS model irregularly. In the third re-
production level, the child DEVS model of irregular cluster morphism connects to
another child DEVS model in same level as well as upper child DEVS models in the
second level. Note that the connection between two child DEVS models in same level
is not related to the structural inheritance, but it is only provided for communications
of inter DEVS models. In this paper, we don’t consider the structural inheritance of
inter DVES models in same level.

Fig. 3. Multiple parent DEVS models

4 Conclusions
For the modeling formalism and the simulation, the DEVS formalism provides a
methodology which specifies discrete event models for simulation implementations.
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In this paper, we propose SR DEVS formalism that can be used to reproduce a compo-
nent or a coupled structure describing elaborate inheritances to a parent component or
a parent coupled component. SR DEVS modeling provide two representative inheri-
tance types: Integrity and Fragment. When a child component is reproduced, its in-
heritance type will be determined. Hence, a child component to its parent component
can represent same or similar behaviors. Therefore, based on SR DEVS modeling, a
network structure having inter-relationship between components can be built for the
system modeling and simulation. We expect that the SR DEVS model can be applied
to develop computer simulators about social, technical and biological growing sys-
tems.
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Abstract. The purpose of this paper is two-fold: The first is to propose
a dynamic model for describing rough reasoning decision making. The
second is to show that involvement of some irrational decision makers in
society may lead to high social welfare by analyzing the centipede game
in the framework of the model. In perfect information games, though it is
theoretically able to calculate reasonable equilibria precisely by backward
induction, it is practically difficult to realize them. In order to capture
such features, we first develop a dynamic model assuming explicitly that
the players may make mistakes due to rough reasoning. Next, we will
apply it to the centipede game. Our findings include there is a case
that neither random nor completely rational, moderate rational society
maximize the frequency of cooperative behaviors. This result suggests
that society involving some rough reasoning decision-makers may lead to
socially more desirable welfare, compared to completely rational society.

1 Introduction

This paper investigates influences of rough reasoning by developing a dynamic
decision making models. We then apply it to the centipede game. For illustrating
discrepancy between equilibrium obtained by backward induction and actual
experimental results. Finally, we examine possibility that society involving some
rough reasoning decision-makers may lead to socially more desirable welfare,
compared to completely rational society where all players reason completely.

In the traditional game theory, it is usually assumed that players completely
recognize the game situation so as to compare all the results without error and
to choose rational strategies. However, as Selten pointed out by using chain store
paradox, even subgame perfect Nash equilibrium may lead to strange outcomes.
In perfect information games, though it is theoretically able to calculate reason-
able equilibria by backward induction, it is practically difficult to realize them
due to various complexity and the limitation of abilities.

For the static decision situations, Myerson proposed a concept of trembling
hand equilibrium. He assumed that players try to take best response, while
errors are inevitable. He also argued that according to the difference of payoff,
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the player takes worse strategies with positive probability. Mckelvey and Palfrey
proposed substitute quantal response for best response in the sense that the
players are more likely to choose better strategies than worse strategies but do
not play a best response with probability 1. He developed the quantal response
functions by using logit functions.

On the other hand, as far as dynamic decision situations are concerned,
Mckelvey and Palfrey transformed extensive form games into normal form games,
and examined quantal response equilibria.

We characterize player’s rough reasoning by following two elements. One is
the payoff, while the other is the depth of situations. First, along with Mckelvey
and Palfrey, we assume reasoning accuracy depends on the difference of the
payoffs in such a way that error rate is a decreasing function of the difference
of payoffs. Second, as the depth of decision tree is increased, reasoning accuracy
tends to decrease. This property describes that it is difficult to compare actions
in the far future.

Centipede game is known for the discrepancy between equilibrium obtained
by backward induction and that by actual experimental results. Due to Mckelvey
and Palfrey, the subgame perfect Nash equilibrium strategies are observed only
less than 30%. They tried to rationalize the result by mathematical model in
which some of the players have altruistic preferences. Aumann insisted that
incompleteness of common knowledge causes cooperative behaviors. Although
these factors may work for the centipede game, we claim rough reasoning is also
an essential factor leading to cooperative behaviors.

In order to reveal properties of rough reasoning, we propose two specific
models; rough reasoning model based on logit function and rough reasoning
model based on exponential error. Then we derive common properties from the
two by numerical simulations.

This article is organized as follows. Section 2 presents a general rough reason-
ing model. In Section 3, we propose two specific reasoning models and apply them
to the centipede game. We examine influences of irrationality on the centipede
game by numerical simulations in Section 4. Finally conclusions and remarks are
given in Section 5.

2 General Rough Reasoning Model

In the traditional game theory, it is usually assumed that all players perceive
situation precisely, and essentially compare all the strategies without error. How-
ever, perfect reasoning is quite difficult in most actual decision situations due to
the players’ reasoning abilities. We first define true game.

Definition 1. True game is a finite perfect information extensive form game
given by

where I is the set of players, while N is the set of nodes. and are
partitions of N, where is the set of terminal nodes and is the set of



264 Naoki Konno and Kyoichi Kijima

Fig. 1. General reasoning rule.

decision nodes. A is the set of actions is the function from
nodes except initial node to the prior nodes. is the player function
that determines the player who chooses an action at the node. is
the payoff function that determines the payoffs of each agent.

Since G is a perfect information game, subgame perfect equilibria are obtained
by backward induction. However, since the players can not compare all the result
without error in the actual situations, we assume that players choose actions by
the following heuristics. To implement it, we need some notations:

The set of attainable nodes from i.e.

The set of the last decision nodes of G. i.e.
s.t. and s.t.

A Best node at for i.e.

Denote by a payoff vector that the player
reasons to achieve if the optimal choices are taken at every stage after

Then the heuristics are as follows. (Refer to Fig.1).

1.

2.

3.

4.

Let be the player that chooses an action at the initial node tries to
reason the estimated payoff vector at by backward induction.
Indeed, tries to reason estimated payoff vector at node Let be
the depth form the initial node to Let be the difference between

and i.e. where

assigns to estimated payoff vector while it may occurs an
error with a certain probability. We assume that the error probability is an
increasing function of and a decreasing function of If there are some best
responses, each best action is taken with same probabilitiy.
When the above operations have been finished for every iden-
tifies every with terminal nodes. Then generates as a set of
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5.

6.

7.

last decision nodes of a new truncated game. Start to reason next reasoning
process. This process is iterated until By this process, generates a
payoff vector at
Finally, compares the payoff vector of and chooses a best action.
(This heuristics is an kind of backward induction with errors.)
Let be a next player after Then reasons independently of reasoning
of and chooses a best action for
The players implement these processes until they reach a terminal node.

This process produces probability distribution over If an player chooses
actions more than once in the decision tree, reasoning at the subsequent nodes
may contradict to that at the prior node. Our model can describe such situations.

3 Two Specific Models
and Their Applications to the Centipede Game

To examine systematic deviation from Nash equilibrium, we focus on the Rosen-
thal’s centipede game by using more specific models. Centipede game is well
known as an example illustrating differences between results by backward in-
duction and those by actual experiments.

The centipede game is two person finite perfect information game. We call
player 1 is “she”, and player 2 is “he”. Each player alternately chooses Pass(P)
or Take(T) in each decision node. If she chooses action P, her payoff decreases
while his payoff increases by more than his decrease. If she chooses action T,
the game is over and they receive payoffs at that node. Symmetrically if he
chooses action P, his payoff decreases while her payoff increases by more than
his decreases. If the game has decision nodes, we call the  –  move centipede
game.

The pair of strategies that both the players choose T at every decision node
is only subgame perfect equilibrium because the centipede game is finite. This
equilibrium leads to the result that the game is over at the first period.

The centipede game has many variants about payoff structures. However we
adopt the original Rosenthal’s structure, where if she chooses P, her payoff is
reduced by 1 and his payoff is increased by 3.

Now, we propose two specific models, rough reasoning model based on logit
function and rough reasoning model based on exponential error model.

3.1 Rough Reasoning Model Based on Logit Function

Suppose that player at node reasons about the decision node First, we
need the following notations:

The decision player at node
A set of attainable nodes from i.e.
A reasoning ability parameter.
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Fig. 2. three – move centipede game.

We should notice that works as a fitting parameter with respect to the unit.
For example, if description about payoffs change from dollar to cent, will be

Furthermore, if unit is fixed, as the rationality of agent is increased, will
be increased.

Suppose that the rough reasoning model based on logit function
with parameter as follows:

Definition 2. Rough reasoning model based on logit function is a reasoning
model that assigns to with probability

The probability essentially depends on the ratio of payoff against in such a
way that if is sufficiently large, then the choice can be identical with random
choice. If is sufficiently small and is sufficiently large, the choice can be seem
as by the best response.

3.2 Rough Reasoning Model Based on Exponential Error

Suppose that player at node reasons about the decision node We need
the following notations.

The set of i.e.
for and

a reasoning ability parameter.

We should notice that works as a fitting parameter with respect to the unit.
Furthermore, if the unit is fixed, as the rationality of agent is increased, will
be decreased.

We propose rough reasoning model based on exponential error with param-
eter as follows:
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Fig. 3. Two specific reasoning rules.

Definition 3. Rough reasoning model based on exponential error is a reasoning
model that assigns to with probability

The definition explicitly represents probability with which non-optimal node
is mis-estimate as optimal by backward induction.

It should be notice that in the both models the probability that non-optimal
node is mis-estimated as optimal is an increases function of and decreasing
function of

4 Simulation Results and Their Implications

In order to examine frequency of noncooperative behavior T with relation with
FCTF, we calculated several simulations, where FCTF denotes frequencies of
choice T at first period. We focus on the choice at the first period, because if
P is chosen at the first period, the remained subgame can be considered as the
              –  move centipede game. Figures 4 and 5 show the simulation results of
FCTF on the both models respectively.

Note that in the Figure 4, larger means more rationality, while in Figure 5,
smaller implies more rationality.

First, we investigate relation between FCTF and the reasoning ability. For
every in the both models, it is observed that there is a turning point. Until
the turning point, as the rationality is increased, noncooperative behavior T
tends to decrease. However if reasoning ability exceeds the turning point, as the
rationality is increased, noncooperative behavior T tends to increase.

Figures 4 and 5 give the following two implications about the relation be-
tween FCTF and the reasoning ability: Moderate rationality tends to bring more
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Fig. 4. FCTF logit function model.

Fig. 5. FCTF exponential error function model.

irrational behaviors than random choice since P is interpreted as an irrational
action. On the other hand, even if players are not completely rational, their
rough reasoning may leads to socially more desirable outcomes than those of
completely rational reasoning, since low frequency of FCTF implies high social
welfare.

We next examine the relation between FCTF and the value of As in-
creases, FCTF tends to decrease. Furthermore, the turning point shifts to the
direction of higher rationality.

Centipede game can be considered as a kind of situation that cooperation is
desired. Since cooperative behavior is not always increase their payoffs, Pareto
efficiency is not guaranteed. To implement Pareto optimal results with certainly,
we need to introduce a certain penalty system. However, since introduction of
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such a penalty system inevitably requires social cost, it does not always increase
social welfare in the real world. In addition, repetition of cooperative actions may
generate a kind of moral so that the players may perceives the centipede game
as if it were a game which the cooperative actions are equilibrium strategies.

These arguments indicates severe penalty system may not required to imple-
ment cooperative strategies in the real stituations.

5 Conclusions and Further Remarks

The main contributions of this paper are as follows: First, we proposed a dynamic
mathematical models expressing rough reasoning. Reasoning ability is defined
as dependent not only on the payoff but also on the depth of decision tree.
Second, new interpretation of our intuition in centipede game was proposed.
Third, we pointed out the effects of rough reasoning on social welfare from two
sides, reasoning ability and scale of the problem.

In this paper, we only discussed cases where each of players is equally ra-
tional. It was shown that the increase of agent’s rationality is not necessarily
connected with the rise of social welfare. It is future task to analyze what strat-
egy is stabilized from an evolutional viewpoint by assuming a social situation is
repeated.
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Abstract. The need for a revolutionary new approach to software hardware co-
design stems from the unique demands that will be imposed by the complex
systems in the coming age of networked computational systems (NCS). In a
radical departure from tradition, tomorrow’s systems will include analog hard-
ware, synchronous and asynchronous discrete hardware, software, and inher-
ently asynchronous networks, all governed by asynchronous control and coor-
dination algorithms. There are three key issues that will guide the development
of this approach. First, conceptually, it is difficult to distinguish hardware fro m
software. Although intuitively, semiconductor ICs refer to hardware while
software is synonymous to programs, clearly, any piece of hardware may be re-
placed by a program while any software code may be realized in hardware. The
truth is that hardware and software are symbiotic, i.e., one without the other is
useless, and the difference between them is that hardware is faster but inflexible
while software is flexible and slow. Second, a primary cause underlying system
unreliability lies at the boundary of hardware and software. Traditionally, soft-
ware engineers focus on programming while hardware engineers design and
develop the hardware. Both types of engineers work off a set of assumptions
that presumably define the interface between hardware and software. In reality,
these assumptions are generally ad hoc and rarely understood in depth by either
types of engineers. As a result, during the life of a system, when the original
hardware units are upgraded or replaced for any reason or additional software
functions are incorporated to provide new functions, systems often exhibit seri-
ous behavior problems that are difficult to understand and repair. For example,
in the telecommunications community, there is serious concern over the occur-
rence of inconsistencies and failures in the context of “feature interactions” and
the current inability to understand and reason about these events. While private
telephone numbers are successfully blocked from appearing on destination
caller Id screens under normal operation, as they should be, these private num-
bers are often unwittingly revealed during toll-free calls. It is hypothesized that
many of these problems stem from the continuing use of legacy code from pre-
vious decades where timer values were determined corresponding to older tech-
nologies and have never been updated for today’s much faster electronics. In
TCP/IP networking technology, the values of many of the timer settings and
buffer sizes are handed down from the past and the lack of a scientific method-
ology makes it difficult to determine their precise values corresponding to the
current technology. The mismatch at the hardware software interface represent
vulnerabilities that tempt perpetrators to launch system attacks. Third, while
most traditional systems employ synchronous hardware and centralized soft-
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ware, complex systems in the NCS age must exploit asynchronous hardware
and distributed software executing asynchronous on geographically dispersed
hardware to meet performance, security, safety, reliability, and other require-
ments. In addition, while many complex systems in the future including those in
automobiles and space satellites will incorporate both analog and discrete
hardware subsystems, others will deploy networks in which interconnections
may be dynamic and a select set of entities mobile.

The NCSDL Approach
This research aims to develop a new approach, networked computational systems
design language and execution environment (NCSDL), that will consist of a language
in which complex systems may be described accurately and an execution environment
that will permit the realistic execution of the executable description on a testbed to
assess the system correctness, reliability, safety, security, and other performance pa-
rameters. To obtain results quickly for large systems and use them in iterating system
designs, the testbed will consist of a network of workstations configured as a loosely-
coupled parallel processor. The research is on-going and is organized into two major
phases. Under the first phase, the most important features of VHDL (Waxman and
Saunders, 1987), including the ability to describe asynchronous behavior, will be
integrated with a recent research finding to develop nVHDL which will permit the
description and simulation of analog and discrete subsystems of a hybrid system
within a single framework. Key language constructs of VHDL will also be modified
to enable fast, distributed execution of the executable models on the testbed. Under
the second phase, the intermediate nVHDL will be modified to incorporate dynamic
interconnection links between entities which stem from the need for some entities to
migrate from one geographical region to another and an evolving interconnection topol-
ogy.

Characteristics of nVHDL

Current mixed signal tools are restricted to maintaining two distinct and incompatible
simulation environments, each with its unique mechanism for debugging, analyzing
results, and controlling the progress of the simulation execution. As a result, the de-
signer frequently finds it difficult to accurately assess in subsystem A the impact of a
design change in subsystem B, and vice versa. While this impacts on the quality of the
resulting overall design, it does not lend support to the idea of a system on a chip
(Clark, 2000). For the spacecraft design example, stated earlier, integration of the
antenna and analog amplifier subsystem with the microprocessor subsystem, is likely
to be complex effort, given that they are designed separately. Clark (Clark, 2000)
notes the incompatibility of the digital and analog development process and stresses
the need to develop a new design methodology and tools for mixed signal designs. A
key reason underlying the current difficulty lies in the absence of sound mathematical
theory to represent the digital and analog components in a unified framework and to
provide a scientific technique for accurate hybrid simulation. Logically, a break-
through in mixed signal simulation would require the discovery of a new scientific
principle that would permit the resolution of times of the analog and discrete subsys-
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tems, of any given system, to be unified into a common notion of time. This would
then constitute the foundation of a new simulator in which both analog and discrete
subsystems of any given system would be uniformly represented and simultaneously
executed.

Key characteristics of nVHDL include a fundamentally new approach to the mod-
eling and simulation of analog and discrete subsystems and an error-controlled,
provably correct, concurrent simulation of digital and analog subsystems. This will
also enable extending the scope of nVHDL into complex, future NCS system designs
consisting of digital and analog components such as Mixed-Signal chips, miniaturized
control systems, intelligent transportation, banking, and biomedical systems, and
other network-enabled devices. Conceptually, this breakthrough approach may be
organized into three steps. In step I, each of the analog and digital subsystem, at any
given level of abstraction, is analyzed individually to yield the corresponding resolu-
tion of time (Ghosh, 1999). This unit of time or timestep, T, guarantees the complete
absence of any activity occurring faster than T. Assume that TA and TD represent the
resolution of times for the analog and discrete subsystems, respectively. Although TA

and TD should strictly be specified in the form of a range, the upper extreme is of
greater interest. For today’s discrete electronics technology, TD has already ap-
proached 0.1 ns, and new technologies promise to push TD down even lower. Clock
frequencies in today’s analog electronics domain range from 44.1 Khz for audio sys-
tems and 2.4 Mhz for DSL systems to 4 ~10 Ghz for satellite systems.

The use of visible light, UV, gamma rays, and hard X rays in the near future may
push analog subsystem design beyond and up to The goal under step II
is to determine the “universal time” (Ghosh, 1999) as the common denominator be-
tween TA and TD, which is essential to achieving uniform simulation of both analog
and discrete subsystems. The universal time will constitute the basic timestep (Ghosh
and Lee, 2000) in the unified nVHDL simulator. A total of three scenarios are con-
ceivable. Either (i) TA « TD, (ii) TA » TD, or (iii) TA and TD are comparable but not
identical. For case (i), where TA » TD, TA may adequately serve as the universal time
for the total system design and, thus, the timestep of the corresponding nVHDL simu-
lation. Every timing in the discrete subsystem may be expressed, subject to a small
and measurable error margin, as an integral multiple of TA , resulting in a simulation
with acceptable accuracy. Of course, the simulation speed, relative to wall clock time,
will be governed by the choice of the timestep, available computational resources, and
the nature of the simulation algorithm, i.e. whether centralized or distributed. The
nVHDL simulation speed for the complete system is likely to be much slower than
that of the individual discrete simulator executing the discrete subsystem. The sce-
nario is similar for case (ii) where TA » TD, except that TD is utilized as the universal
time for the complete system design. Also, the execution speed of the nVHDL simula-
tor is likely to be much slower than that of the individual analog simulator executing
the analog subsystem. Cases (i) and (ii) warrant research into new, distributed algo-
rithms to enhance the execution speed of nVHDL, along the lines of the recent devel-
opment (Ghosh, 2001). The scenario where TA and TD are comparable but not identi-
cal, is the most interesting case for two reasons. First, the speed of the unified
simulator, where successfully developed, is likely to be comparable to those of the
individual analog and discrete simulators executing the analog and discrete subsys-
tems, respectively. This would imply a practical benefit to the mixed signal designer.
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Second, in the past, the field of electronics had witnessed concurrent improvements to
the underlying digital and analog technologies and this trend is likely to continue into
the future.

Recently, GDEVS, a Generalized Discrete Event Specification (Escude et al, 2000)
has been introduced in the literature to enable the synthesis of accurate discrete event
models of highly dynamic continuous processes. As validation of the principles un-
derlying GDEVS, a laboratory prototype simulator, DiamSim, has been developed,
executed for two representative systems, and the results compared against those from
utilizing the industrial grade MATLAB/Simulink software package. GDEVS builds
on DEVS (Zeigler, 1976) (Zeigler et al, 2000) in that it utilizes arbitrarily higher order
polynomial functions for segments instead of the classic piecewise constant segments.
A logical consequence of GDEVS is that, for a given analog subsystem and a speci-
fied desired accuracy, an arbitrary value for the time step may be determined, subject
to specific limits, by utilizing piecewise polynomial segments and controlling the order
of the polynomials. Thus, for case (iii) described earlier, unification may be achieved by
controlling the order of the polynomial, thereby modifying the value of the timestep, TA,
until it matches TD. Then, TD will constitute the resolution of time in the nVHDL simula-
tion, permitting both the analog and digital models to be uniformly executed by the under-
lying nVHDL scheduler. The conversion of the continuous and discrete signal values
between the analog and digital models, will be dictated by the order of the polynomial.
Although the use of polynomial coefficients in themselves is not new, the combination of
the core GDEVS principle and its use in Mixed-Signal system design represents a funda-
mentally new thinking.

In step III, the analog and digital models of the analog and digital subsystems, re-
spectively, plus the timing and signal exchange between the two subsystems, are
represented in nVHDL. The representation is simulated uniformly using a single
framework with the goal of validating the correctness of the overall Mixed-Signal
system design.

Characteristics of NCSDL

The mobility of a subset of entities in NCSDL, the dynamic interconnection topology,
and the need to accommodate distributed asynchronous software, will require the
complete reorganization of the internal VHDL database from a centralized, static
representation to distributed localized representations, with some local databases
continuing to represent static information, while in others the continuously changing
interconnections between the entities require them to dynamically update the database
through techniques such as flooding. Furthermore, VHDL’s centralized scheduler
must be replaced by a distributed event driven mechanism to permit fast and accurate
execution of a geographically dispersed complex system.

Since complex systems will comprise of computational engines, networking infra-
structure, and control and coordination algorithms, NCSDL’s role transcends that of
VHDL in that it must not only represent the constituent hardware and software sub-
systems individually but capture the intelligence inherent in networking and, most
important, the underlying control algorithm. The presently available network model-
ing tools including Opnet are imprecise, erroneous, and execute slowly on a uniproc-
essor, implying significant challenge for the design of NSCDL. A significant charac-
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teristic of NCSDL will consist in enabling the design and evaluation of new measures
of performance to reflect the behavior of complex systems. NCSDL’s greatest advan-
tages may be described as follows. Given that it employs an asynchronous approach
and utilizes an asynchronous testbed, complex systems are exposed, during simulation
in NCSDL, to timing races and other errors similar to those in the real world. Conse-
quently, simulation results are realistic. Also, hypothetical failures may be injected
into NCSDL descriptions and their impact on system behavior assessed, yielding a
new approach to testing system vulnerabilities. Most important, however, is that sig-
nificant portions of the NCSDL description may be directly transferred into opera-
tional systems.
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Abstract. Model verification examines the correctness of a model im-
plementation with respect to a model specification. While being de-
scribed from model specification, implementation prepares to execute
or evaluate a simulation model by a computer program. Viewing model
verification as a program test this paper proposes a method for gener-
ation of test sequences that completely covers all possible behavior in
specification at an I/O level. Timed State Reachability Graph (TSRG)
is proposed as a means of model specification. Graph theoretical analysis
of TSRG has generated a test set of timed I/O event sequences, which
guarantees 100% test coverage of an implementation under test.

1 Introduction

Model verification examines the correctness of a model implementation with
respect to a model specification. As discrete event simulation models are getting
more and more complicated verification of such models is extremely complex.
Thus, automatic verification of such a simulation model is highly desirable [1].

Since a model specification is implemented in a simulation program model
verification can be viewed as a program test. Thus, model verification starts
from generation of input/output sequences for an implementation, which covers
all possible behaviors of a specified model. Untimed discrete event model can be
specified by finite state machine (FSM). FSM can be verified by conformance
test [5]. Test sequences of conformance test can be built by the UIO method
[3, 4], and others. Test sequences generation of timed discrete event models can
be obtained by timed Wp-method [6], which is based on timed automata and
region automata.

This paper proposes a new approach to select test cases for a module-based
testing of a discrete event simulation program at an I/O level. We assume that
specification of each module is known and an implementation is unknown as a
black box. Time State Rechability Graph (TSRG) is proposed to specify mod-
ules of a discrete event model. TSRG represents a discrete event model in terms
of nodes and edges. Each node represents a state of discrete event model asso-
ciated with which is a time interval. On the other hand, each edge represents
transition between nodes with input, output or null event in the specified time
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interval. Graph theoretical analysis of TSRG generates all possible timed I/O
sequences from which a test set of timed I/O sequences with 100 % coverage can
be constructed.

An obstacle of the test method lies in different numbers of states between
specification and implementation. This is because we assume that an exact num-
ber of states in implementation is unknown. However, an assumption on a max-
imum number of states used in an implementation can overcome the obstacle.
Note that the number does not need to be exact. Instead, it may be any num-
ber that is greater than or equal to one used in implementation, which only
determines complexity of testing. This paper is organized as follows. Section 2
proposes TSRG. Section 3 introduces TSRG related definitions and theorems,
and proposes the generation method of test input/output sequences. Finally,
conclusions are made in section 5.

2 Timed State Reachability Graph

Timed State Reachability Graph (TSRG) is a modeling means which speci-
fies a discrete event system in timed input/output behavior. Nodes represent
time constraints states; edges represent conditions for transitions between nodes.
The graph starts from an initial state of a discrete event model and generates
edges/nodes which are reachable from the state. The formal semantics of TSRG
is given below:

TSRG has two types of an edge: input transition edge and output transi-
tion edge. While one or none output transition edge can be attached at a node,
one or more input transition edges can be attached at the same node. An at-
tribute associated with a node is interpreted as a waiting time for the state to
be transit. An edge attribute include a Boolean of CONTINUE. Meaning of
CONTINUE is that (1) an input transition occurs at a state before a deadline
of a maximum elapsed time defined at the state, and (2) a new state continues
keeping the deadline defined at the previous state.
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Fig. 1. Event time diagram of continue example.

Let us explain CONTINUE in more detail using an example shown in Fig
1. In the Fig, there are two paths from state A to state C. The first path is

and the second one is A waiting time
of state A is the same value 5 for both paths, but a waiting time of state C is
different for each path, because of continue in the first path. If is an elapsed
time for an arrival event ?a of state A, a waiting time of state C for the first
path is and a waiting time of state C for the second path is
4. Briefly, CONTINUE means that the waiting timer is continued from the
previous state, without resetting for the next state. Due to such timer semantics
of CONTINUE, a pair of nodes connected by an edge with CONTINUE
should have a finite waiting time and an output edge.

3 Theorem and Definition: TSRG

The following equivalent node’s definition in TSRG is prerequisite to define the
minimization of TSRG.

Definition 1 (Equivalent node). Let be nodes. Node and
are equivalent, i.e., when the following condition is satisfied:

Definition 2 (Minimization of TSRG). TSRG is minimized if and only if
there is no equivalent relation for any two nodes in the node set.

Figure 2 shows an example of equivalent nodes. Timed input/output (TIO)
event trace of model (a) is repetitive sequences of

which is extracted from a state trace with a TIO event

The TIO event trace of model (b) is repetitive sequences of

extracted from

Thus, model (a) and (b) in figure 2 have the same TIO event trace.
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Fig. 2. Equivalent states.

While model (a) is minimized, model (b) has equivalent nodes, In addi-
tion, the number of nodes of each model is different.

Test sequences for TSRG visit all edges in a TSRG model through a path
from a start node to an end node. Such a path is defined as:

Definition 3 (Path). Let be integers with be a node,
be an edge with and be a node attribute function.

A path P from to expressed as
which is the sequence of all pairs of a visited edge and its waiting time from
the start node to the end node.

Each small paths can concatenate to the big one. Path concatenation operator
is defined formally to describe such concatenation behavior.

Definition 4 (Path concatenation operator). Let be nodes
and be paths. Path concatenation operator is defined as

with the following properties.

For full coverage of states and transitions in model verification all states
and edges in TSRG should be reachable, or strongly connected, defined in the
following.

Definition 5 (Reachable). TSRG is reachable if and only if there exists one
or more path between any two nodes in TSRG.

If TSRG is reachable, it is possible to visit all edges and nodes to verify
TSRG. Otherwise, TSRG is not verifiable. The visit of all nodes can be covered
through the visit of all edges in reachable TSRG. Thus, a loop is introduced for
the visit of all edge in reachable TSRG. If TSRG is a strongly connected graph,
there exist one or more loop paths which can visit any edge and node in the
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graph. There exists a set of loop paths which can visit all edges and nodes in
the graph. If there exists an intersection between two loops an adjacency set to
be defined contains the intersection relation between loops. A traversal from an
initial state to any other state can be contained by some interconnected loops.
Interconnected loops can be bound by an adjacent loop chain.

Theorem 1 (Loop). Let TSRG be reachable. Any node in TSRG can be tra-
versed by one or more loop paths.

Proof. and s.t.

Definition 6 (Loop set). In a reachable TSRG, a loop set is a collections of
loops which cover all edges in TSRG.

All edges of TSRG is covered from the definition of a loop set. If a test target
has an equivalent node, visiting routes of all possible edges are made from the
loop set of TSRG by the following loop joining concatenation.

Definition 7 (Adjacency set). Any two loops in a loop set L has adjacent
relation if and only if these loops visit the same node. An adjacent relation set,
called an adjacency set, has the condition:

Definition 8 (Loop joining concatenation operator). Let L be a loop set,
be an adjacency set, be paths in TSRG, be in N, be the

first met adjacent node, and be loop paths. Then, the following operators
are hold.

Definition 9 (Loop set joining concatenation operator). Let be
loop sets.

Definition 10 (All possible I/O sequences). Let TSRG be reachable and
L be all possible loop sets of TSRG. All possible input/output sequences,
is

The function of all possible I/O sequences is to explore all possible state
trajectories from an initial state through a loop set under adjacency relation,
in represents a depth of adjacency tree exploration. Figure 3 shows an
example of adjacency tree exploration. In figure 3, since loops ‘A’ and ‘B’ have



280 Ki Jung Hong and Tag Gon Kim

Fig. 3. Adjacency tree exploration.

an initial state at their paths, they only can be selected at the first time when the
tree is just explored. After selection of all such loops, next loops may be selected
only by the adjacency relation until finding synchronized event sequences.

In the view of test sequences, all possible sequences can cover all nodes
and edges with time intervals. However, has very high complexity both in
time and in space. This is because the size of all possible loop set of TSRG is in-
creased at an exponential rate by the number of edges. To reduce the complexity
of a basic loop set is introduced as the following definition.

Definition 11 (Path inclusion). Let A, B be paths in TSRG. The path A
includes the path B, i.e. if and only if the path A visits all edges in the
path B.

Definition 12 (Loop independency). Let L be a loop set and The
loop set L is independent if only if there is no such that

Definition 13 (Basic loop set). Let L be a loop set. L is a basic loop set if
and only if a loop set has an independent path for other loop paths in the
loop set, i.e., the remaining loop paths without any selected loop path can not
cover all nodes and edges in TSRG.

A basic loop set passes through all edges in TSRG. However, since a basic loop
set is a subset of a loop set its size is less than that of a loop set. It implies that
redundancy of visiting edges is reduced by using loops in a basic loop set. Since
a previous edge with CONTINUE affects time scheduling of a current edge, a
minimal independent loop set to visit all edge can not verify time scheduling of
all nodes. To solve this, a TSRG model with CONTINUE is modified by the
following rules. If TSRG has one or more edges with CONTINUE, all edges
with CONTINUE are merged into a newly inserted equivalent node, and they
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Fig. 4. Node separation by CONTINUE.

are removed from an original node; that is, if there is a node D, followed by
CONTINUE edge (figure 4), adjacent input directed edges at the node D are
classified into two groups, and by the CONTINUE property.

Since verification time depends on the size of a basic loop set, a maximum
size of a basic loop set should be shown to be bounded as the following theorem.

Theorem 2 (Maximum number of basic loop set). Let L be a basic loop
set and E be a edge set. The size of the basic loop set L is less then or equal to
the size of the edge set E, i.e.

Proof. A basic loop set visits all edges in TSRG, and some loops can share the
same edges. But, each loop can not share the remaining edges by the loop in-
dependency condition. Thus, the number of the remaining edges is less than or
equal to the number of edges. Consequently,

Definition 14 (Test I/O event sequences). Let TSRG be reachable and
L be a basic loop set of TSRG. Test input/output event sequences, is

The variable in test set generation function has the effect on the size
of test sequence. Thus, is bounded to verify a test target in finite time. The
variable is determined by the following equation.

Note that test I/O event sequences is a subset of all possible I/O event
sequences, i.e., The coverage of depends on a basic loop set.
If of any TSRG should be guaranteed to cover all nodes and edges for each
time interval, the basic loop set of TSRG should cover a mergeable node. The
definitions of mergeable nodes is as follows.
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Definition 15 (Mergeable node). Assume that a node with waiting time
connected to edges with transition rules. Then, the node is merge-

able if and only if there exists a node in TSRG with the following condi-
tions :

To cover mergeable nodes, the following defines the concept of a unique timed
I/O (UTIO) which is similar to UIO and UIOv [3].

Definition 16 (UTIO). An UTIO sequence which discriminates a node
from the other one is an input or time-out sequence, The output sequence
produced in response to from any node other than is different from that
responded from That is, for

And, an ending point of the UTIO se-
quence at node is which means UTIO sequence at node is a loop path.

4 Simple Example: Verification of Buffer

The UTIO sequence of a mergeable node should be a loop path, which can be
easily attached to basic loop paths. Consider an example of a buffer model of
length 2 in figure 5. As shwon in the figure state space of the buffer is two di-
mensional: processing status and queue length. Processing status, either in Busy
or Free, is a status of a processor cascaded to the buffer. Queue length is a
maximum size of the buffer. Let us find mergeable nodes and UTIO sequences.
Mergeable nodes UTIO sequences of nodes and are shown in ta-
ble 1. Two UTIO sequences are attached into the basic loop set of figure 5. The
attached basic loop set is shown in table 1. The four basic loop paths can visit
all nodes and edges of the buffer model shown in figure 5. Let us further consider
another example of a buffer model of length 2 with equivalent nodes. Figure 6
shows two such models: (a) one with three equivalent states and (b) the other

Fig. 5. TSRG of buffer model of length 2.
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with three equivalent nodes and one transition fault in The variable
of is assigned to 1. Test sequences set, generated from of figure 5, is

The test sequence detects the difference between (a) and
(b) of figure 6. The test sequence visits the nodes in figure 6(a) through
the following order: However, for figure
6(b), the order of node visits of is
Consequently, the UTIO sequence of detects transition fault of figure 6(b).

Fig. 6. Buffer model of length 2 with equivalent states.

5 Conclusion

This paper introduced a method for verification of a discrete event model using
a test set of timed I/O event sequences. TSRG was employed as a means of mod-
eling of discrete event systems; an implementation of TSRG was assumed to be a
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black box with a maximum number of states known. A graph-theoretical analysis
of TSRG showed all possible timed I/O sequences which covers all edges
and nodes of TSRG. However, due to some redundancy in visiting nodes/edges,
of TSRG complexity of is too high to apply practical verification prob-
lems. To solve the problem a basic loop set of TSRG was introduced based on
which a minimal test set of timed I/O event sequences was extracted. Intro-
duction of predefined UTIOs attached to basic loop paths for mergeable nodes
guaranteed that a test coverage of discrete event models using was 100 %.
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Abstract. Multi-Resolution Modeling (MRM) is a relatively new research area.
With the development of distributed interactive simulation, especially as the
emergence of HLA, multi-resolution modeling becomes one of the key tech-
nologies for advanced modeling and simulation. There is little research in the
area of the theory of multi-resolution modeling, especially the formal descrip-
tion of MRM. In this paper, we present a new concept for the description of
multi-resolution modeling, named multi-resolution model family (MF). A
multi-resolution model family is defined as the set of different resolution mod-
els of the same entity. The description of MF includes two parts: models of dif-
ferent resolution and their relations. Based on this new concept and DEVS for-
malism, we present a new multi-resolution model system specification, named
MRMS (Multi-Resolution Model system Specification). And we present and
prove some important properties of MRMS, especially the closure of MRMS
under coupling operation. MRMS provides a foundation and a powerful de-
scription tool for the research of MRM. Using this description, we can further
study the theory and implementation of MRM.

1 Introduction

Multi-Resolution Modeling (MRM) is a relatively new research area. With the devel-
opment of distributed interactive simulation, especially as the emergence of HLA,
multi-resolution modeling becomes one of the key technologies for advanced model-
ing and simulation [1,2]. MRM has deep influence on the development of modeling
and simulation. However the research on MRM is now on its very initial stage.

By far, there is no formal method to describe multi-resolution model and multi-
resolution modeling. Without this, it is difficult to establish a common langue among
different researchers and model developers, and it is impossible to develop multi-
resolution modeling framework and tools. In this paper, we proposed a new multi-
resolution model specification based on the concept of multi-resolution family which
we proposed in this paper first and the DEVS which is developed by Zeigler. We
hope our work can be helpful to the development of multi-resolution modeling.

This paper is organized into five sections. In section 2, we summarize the general
modeling formalism DEVS developed by B. P. Zeigler and a specific model specifi-
cation for dynamic structure discrete event system developed by F. J. Barros. In sec-
tion 3, we give the definition and the specification of multi-resolution model family -
and prove the related theorems. In section 4, we proposed our specification for multi-
resolution model system and summarize some of its key properties, especially its
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closure under coupling. We also give an example of describing multi-resolution
model system using our proposed specification. In the last section, we sum up the
whole paper and introduce our future work.

2 Foundations

In this section, we will introduce DEVS and Dynamic Structure DEVS briefly. Our
MRM specification is based on these two specifications.

2.1 DEVS Specification

DEVS is a system theory based model description specification. Here we only give
basic concept of DEVS for the convenience of our specification on multi-resolution
model. A detailed description can be found in [3]. A basic discrete event system
specification is a structure

Where:

X : is the set of inputs; Y : is the set of outputs;

is the initial state; S : the set of sequential states;

is the internal state transition function;

is the external state transition function,

where

is the output function;

is the time advance function;

The coupled DEVS model can be described as:

Where:
X: the set of input events; Y: the set of output events;
D: a set of component references;
For is a DEVS model;

For is the influencer set of d, i.e.

and for is a function, the i-to-d output translation with:
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2.2 Dynamic DEVS Specification

Dynamic Structure DEVS (DSDEVS) specification strengthens DEVS with the ability
to describe the dynamic structure change of a model. In DSDEVS, introduced by
Barros [4, 5], basic models are the same as classic DEVS basic models, but the struc-
ture of coupled models can change over time.

A DSDEVS coupled model is defined as

Where: N: the DSDEVS network name;

the input events set of the DSDEVS network;

the output events set of the DSDEVS network;

the network executive name;

the model of

The can be defined with the following 9-tuple:

Where:

is the set of the network executive states;

is the set of network structure;

is call structure function;

Assume and we get:

The meaning of it element is similar as coupled DEVS model. A complete descrip-
tion of DSDEVS semantics can be found in [4, 5].

3 Multi-resolution Model Families

3.1 The Concept of Multi-resolution Model Families

In multi-resolution modeling, different resolution models of the same entity are not
isolated. They are related each other. During the running of multi-resolution models,
different resolution models should be coordinated to maintain consistent description
of different resolution models. So we call the set of different resolution models of the
same entity Multi-resolution model Family (MF).

The description of MF includes two parts: models of different resolutions and their
relations. The interface specification of MF is shown below:
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Where:
is the set of model resolutions, which can be regard as the index of models.

For example, for means the models with the resolution of r.

represents the model with resolution r, means the set of all models of

some entity. can be specified by DEVS:

is used to describe the relationship between different resolution models.

where are multi-resolution re-

lated inputs and outputs.
For modularization simulation design, the modules in MF should not access the in-

ner information of each other and models of different resolution can only coordinate
through input and output interface.

3.2 Key Properties of MF

Now, let’s introduce some important properties of MF.

Theorem 3.1. When MF degenerates into normal DEVS specification.

Proof: when there is only one model M, so Obviously, MF can be

described by normal DEVS specification.

Theorem 3.2. MF can be described as DEVS coupled model.

Proof: Though theorem 3.1, we know when the conclusion is obvious. Now,

let we prove this theorem from two respects:
(1) When models in MF are described by basic DEVS coupled model:

Accordingly, let the coupled model be

We can divide the input and output of each model into two parts, i.e. MRM-

related part and MRM-unrelated part. For input, we have

which the former means the MRM-unrelated input of the later means the

MRM-related input of Similarly for output, we have

Obviously, we have

In order to rewrite MF using coupled DEVS specification, the key is to construct
the relations between different resolution models. Models of different resolution
models are inter-effective in MF.
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The design of select function can be divided into two steps: first, select the resolu-
tion of the model to be running; second, use the select function of the model to be
running to decide which module to be running, i.e.

(2) When models in MF are described by parallel DEVS coupled model:

Accordingly, let the parallel DEVS coupled model be

All components are same with above except for the select function.
From the above all, we can see that MF can be described as DEVS coupled model.

Theorem 3.3. Each MF specification can be described as DEVS atomic specification.

Proof: From theorem3.2, each MF model can be described as DEVS coupled model.
And we already know that the classic DEVS specification is closed under coupling.
So we get that each MF specification can be described as DEVS atomic specification.

Corollary 3.1. the subset of Multi-resolution family is a multi-resolution family.
The above theorems show that: (1) when what we concerned is not the resolution

of the models, we can regard MF as a normal DEVS model; (2) the MF also has a
structure of hierarchy. In principle, multi-resolution model family can be described by
normal DEVS, but this description is very complex and can’t show the relations be-
tween different resolution models clearly.

4 Multi-resolution Model System Specification

4.1 Introduction to Multi-resolution Model System Specification

In this section, we will give a new multi-resolution model system specification,
named MRMS (Multi-Resolution Model system Specification). This specification is
based on MF which we introduced in section 3 and DSDEVS. We will also prove its
closure under coupling.
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The atomic model of MRMS is the same as normal DEVS specification. The cou-
pled specification is shown as following:

Where:

is system inputs; : is system outputs; is the set of entities;

the subset of multi-resolution model family of entity

means the multi-resolution model family of entity k;

is model resolution controller;

is the model of

Where:

is the input of is the initial state of

is the set of states; is the output of

is called the collection of resolution mode of the model.

represents running model of

the system when the resolution mode of the model is where:

the set of modules of the system;

the set of fluencers of module d;

the set of modules which should maintain consistency with module d;

the internal relations in module d;

the relations between different resolution models including d;

the state transfer functions of

the output functions of

the time advance function of

The resolution mode of a system at time t is marked as

There are two categories of MRM problems: model abstraction problem
and aggregation/dissaggregation problem. The first one can be described

by atomic DEVS specification, i.e. the second

one can be described by coupled DEVS specification, i.e.
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Unless explanation, we usually do not distinguish

this two kinds of specifications.
This specification shows the idea of separating the model from model control. In

our specification, we use a special module named resolution controller to support
multi-resolution modeling. The resolution related information and resolution control
information are viewed as the state of All resolution switches are transferred to
state transition of states in

4.2 The Key Properties of MRMS

To use a specification for representing large simulation models, one must guarantee
that models can be constructed in a hierarchical and modular manner. In order to
describe complex systems such as multiple federations HLA simulation systems using
MRMS, MRMS specification should be closed under coupling. If a system specifica-
tion is closed under coupling, we can describe a system with a hierarchical manner.
For a multi-resolution model system, its coupled model specification should be
equivalent to basic DEVS formalism, and then a MRMS model can be viewed as an
atom basic model to construct more complex MRMS models. Since MRMS basic
formalism is DEVS, closure under coupling can be accomplished by demonstrating
that the resultant of a MRMS coupled model is equivalent to a basic DEVS specifica-
tion.

Theorem 4.1. When each entity has only one model in MRMS, MRMS degenerates
into normal DEVS specification.

Proof: we need prove that when the model of each entity only has one resolution,
MRMS can be simply described by normal DEVS. We suppose the corresponding
DEVS is

Obviously, when each entity only has one resolution, i.e. we have

We can rewrite, to

Because of the closure of DEVS models under coupling, the above specification
can be written as:

Let the resolution of each model is then are constant, is also

a constant. So Because replacing

with these constant, we have

So we have
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From this Theorem, we can see that MRMS is the extension of normal DEVS. The
normal DEVS can be regarded as a special case when all entities are simulated in only
one resolution.

Theorem 4.2. MRMS is closed under the operation of coupling.

Theorem 4.3. A MRMS coupled model is equivalent to a DSDEVS coupled model.
The proof of theorem 4.2 and Theorem 4.3 are omitted because of the space limita-

tion.
Actually, a DSDEVS coupled model is equivalent to a DEVS basic model, and

MRMS coupled model is equivalent to a DSDEVS coupled model, so a MRMS cou-
pled model is equivalent to a DEVS basic model. This is what theorem 4.2 mean. So
from theorem 4.3, theorem 4.2 can be derived.

Though, MRMS model can be described as a DSDEVS model, even a DEVS
model, DSDEVS and DEVS can’t exhibit the characters of multi-resolution models.

4.3 An Example

In this section, we will give an example to illustrate how to describe a multi-
resolution model system using MRMS. Considering the following example: we want
to model a system composed of an aircraft formation on the blue side, and an antiair-
craft gun company and an air surveillance radar station on the red side. The aircraft
formation is modeled with two different granularities: formation and single aircrafts.
When the distance between radar and aircraft is less than some certain value, the air-
craft should be modeled at the resolution of single aircraft, otherwise, the aircraft
should be modeled at the resolution of formation. When the distance between the
aircraft and the antiaircraft gun company is less than some distance, the antiaircraft
gun can attack the aircraft and the aircraft can retaliate upon it. Because the antiair-
craft company is model at low resolution, the aircraft should also be modeled at low
resolution when interacting with the antiaircraft gun company.

According to MRMS formalism, we get:

where: here, A represent aircraft.

and represent the single resolution DEVS model of radar and antiair-

craft gun company respectively, whose resolution is and respectively.

where and are classic DEVS

model.
is the resolution control module, is the model of

For this simple example, we can enumerate all of its resolution modes:
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Fig. 1. MRMS-based multi-resolution model description (before resolution change)

At the initialize state the aircraft is model with the resolution of formation, as

showed in Fig.1. According to MRMS, we have:

At some point, the distance between the aircraft and radar is less than some value,
the radar need the high resolution model of the aircraft and the antiaircraft gun need
the low resolution model of aircraft. As showed in Fig.2, So:

Accordingly,

and

and
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Fig. 2. MRMS-based multi-resolution model description (after resolution change)

5 Conclusion and Future Work

In this paper we represent a new concept called multi-resolution model family and
established a new multi-resolution model description formalism called multi-
resolution model system specification. Our MRMR specification has the following
characters: it clearly describes the fact that there are different resolution models of an
entity in system; it describes the relations between different resolution models; it has
the ability to describe the dynamic change of model resolutions; it can be used to
describe different modeling method; it has the property of closure under coupling.

Our future work include: designing multi-resolution modeling support system
based on MRMS, exploring new methods for multi-resolution modeling and design-
ing simulation model base support multi-resolution model storing and querying using
MRMS.
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Abstract. Smart homes integrated with sensors, actuators, wireless networks
and context-aware middleware will soon become part of our daily life. This pa-
per describes a context-aware middleware providing an automatic home service
based on a user’s preference inside a smart home. The context-aware middle-
ware utilizes 6 basic data for learning and predicting the user’s preference on
the home appliances: the pulse, the body temperature, the facial expression, the
room temperature, the time, and the location. The six data sets construct the
context model and are used by the context manager module. The user profile
manager maintains history information for home appliances chosen by the user.
The user-pattern learning and predicting module based on a neural network
predicts the proper home service for the user. The testing results show that the
pattern of an individual’s preferences can be effectively evaluated and pre-
dicted by adopting the proposed context model.

1 Introduction
Since the computing devices are getting cheaper and smaller, we are dealing with
ubiquitous computing as Mark Weiser stated in [1]. The original concept of home
intelligence was mostly focused on network connections. Researchers claim that
smart homes will bring intelligence to a wide range of functions from energy man-
agement, access monitoring, alarms, medical emergency response systems, appliance
controlling, and even interactive games [2].

Appliances installed in a smart home should be able to deliver enhanced or intelli-
gent services within the home. A fundamental role for “Artificial Intelligence” in
smart homes is to perform the underlying monitoring, management, and allocation of
services and resources that bring together users and information [3].

Moreover a context-aware middleware is needed to offer an unobtrusive and ap-
pealing environment embedded with pervasive devices that help its users to achieve
their tasks at hand; technology that interacts closely with its occupants in the most
natural ways to the point where such interaction becomes implicit [4].

We propose a context-aware middleware that utilizes 6 basic data for learning and
predicting the user’s preference of the content: the pulse, the body temperature, the
facial expression, the room temperature, the time, the location. This middleware of-
fers a automated and personalized services to the users.

Section 2 gives related research works on context-awareness. Section 3 addresses
how the context is constructed in the middleware. In Section 4 we introduce the de-
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tailed architecture of the middleware. Section 5 we introduce the context visualization
appliance. Section 6 presents implementation and experimental results. We conclude
in section 7.

2 Related Works
In order to enable natural and meaningful interactions between the context-aware
smart home and its occupants, the home has to be aware of its occupants’ context,
their desires, whereabouts, activities, needs, emotions and situations. Such context
will help the home to adopt or customize the interaction with its occupants. By con-
text, we refer to the circumstances or situations in which a computing task takes
place. Context of a user is any measurable and relevant information that can affect the
behavior of the user.

Meaningful context information has to be derived from raw data acquired by sen-
sors. This context processing aims at building concepts from environmental and hu-
man data sensed by sensors. This intelligence processing is also know as context
interpretation and should contain two sub-steps: modeling and evaluation [5,6]. Raw
data is modeled to reflect physical entities which could be manipulated and inter-
preted. Propositions from the modeling module need to be evaluated against a
particular context. Evaluation mechanisms often use artificial intelligence techniques.

A context-aware system can be constructed with several basic components. Most
of all the middleware gathers context information, processes it and derives meaning-
ful (re)actions from it [7]. Ranganathan and Campbell argued that ubiquitous comput-
ing environments must provide middleware support for context-awareness. They also
proposed a middleware that facilitates the development of context-aware agents. The
middleware allows agents to acquire contextual information easily, reason about it
using different logics and then adapt themselves to changing contexts.

Licia Capra proposed the marriage of reflection and metadata as a means for mid-
dleware to give applications dynamic access to information about their execution
context [8].

Stephen S. Yau developed a reconfigurable context-sensitive middleware for per-
vasive computing. Reconfigurable context-sensitive middleware facilitates the devel-
opment and runtime operations of context-sensitive pervasive computing software
[9].

3 Context Definitions
Context’s definition is important in context aware middleware. Researcher of context
aware proposed a model in which a user’s context is described by a set of roles and
relations [10]. To attain a user’s goal the system must process the user related data
along with the environmental data. We proposed a user context of 6 basic data: the
pulse, the body temperature, the facial expression, the room temperature, the time,
and the location. The pulse and the body temperature are detected by sensors attached
on a PDA(Personal Digital Assistant). The user’s facial image is also attained by a
small camera from the PDA and transmitted wirelessly. Room temperature is meas-
ured by a wall-mounted sensor. We installed 4 cameras to detect the user’s location
inside a room.
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Fig. 1. Context Information

Figure 1 shows the six data sets for the context and they are normalized between
0.1 and 0.9. The pulse below 40 and over 180 were eliminated since they represent
abnormal human status. The body temperature below 34 and over 40 were eliminated
by the same reason. Facial expressions are normalized and categorized as described
in [11]. The room temperature is normalized based on the most comfortable tempera-
ture which is between 23 and 24 Celsius. The time is normalized based on 24 hours.
The location is a user’s position in out experimental room.

4 Context-Aware Middleware Framework
Figure 2 shows the overall architecture of the context-aware middleware. The mid-
dleware obtains the context data through the context manager. Collected data is fed
into the user preference learning module. The user preferable service is automatically
provided by the user preference prediction module.

4.1 Context Normalization

As showed in Figure 3, the context manager collects six sets of the contextual data,
detects garbage data, normalizes the data, and sends the data to the user preference
learning and prediction module. If out of range data is detected, the context manager
automatically recollects the same kind of data.
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Fig. 2. Overall design of the context-aware middleware

Fig. 3. Context Manager Process

Context data is delivered in machine learning algorithm after pass through nor-
malization process in context manager.

4.2 Learning and Prediction Module

The User preference learning module uses the context data along with the history of
past home appliances chosen by the user.
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Fig. 4. User Preference Learning and Prediction Modules

Since back-propagation neural networks (NNs) have the capability to learn arbi-
trary non-linearity, we chose momentum back-propagation NNs for the user prefer-
ence learning module [12]. Figure 4 shows the flow chart for the algorithm. For train-
ing and testing of the learning module, the difference between the trained result
(content choice) and the user’s actual choice is used to control the connection
weights. If the difference value is smaller than the predetermined threshold, the learn-
ing process is finished.

4.3 User Profile Manager

User profile manager maintains all history data about the user’s home appliance
choices. The user profile manager keeps the user profiles of the content choice and
the corresponding context data. Figure 5 shows the XML schema structure of the user
profile and an actual example of the XML data.

All context data are managed in database. Table 1 shows user’s security informa-
tion. User Security table includes user’s grade and password.

Table 2 shows user service definition. Context aware middleware provides ser-
vices for 5 appliance. Each appliance is classified by 3 state values (power/chan-
nel/sound).
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Fig. 5. User Profile Structure and an XML example

Table 3 is database table that store 6 context data by user action.

In case of machine learning module loss weight value, user profile manager offers
machine learning module all state values that is stored on data base.

5 Visualization of Context Aware Middleware
Figure 6 shows context aware client for context optical representation. Context aware
client offers third dimension simulation environment. Context aware client’s primary
function acquires 6 context data and takes charge of role that transmits data by con-
text aware server. Context aware server transmits sequence to context aware client
through learning and prediction module.
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Fig. 6. Context Aware Client for Context Visualization

6 Implementation and Experimental Results

The key modules of the context-aware middleware are the user preference learning
and prediction modules. We experimented and evaluated different topologies of NNs.
Variation of the topologies of the input layer, the hidden layer and the output layer
followed by measuring error signal values by the hidden layer, error signal values by
the output layer and the success rates (error signal values means the summation of all
error values at a specific layer) (in Table 4). Variation of the number of trainings
followed by measuring error signal values by the hidden layer, error signal value by
the output layer and the success rates (in Table 5). Variation of the number of neurons
at the hidden layer followed by measuring error signal value by hidden layer, error
signal value by output layer and the success rate

As shown in Figure 4, the algorithm continues until error signal value by the out-
put layer is small than the predetermined threshold value. In each training experi-
ment, one of the data groups was used to train the NNs, a second group was used for
cross-validation [13] during training and the remaining group was used to test the
trained NNs. Table 5 shows the definition of the output values produced by NNs.

The experiments show that 6-3-3 topology (6 input units, 3 hidden units, 3 output
units) has the best overall results (Table 4). The best number of units for the hidden
layer is also three as shown in Table 4.
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Table 6 presents output value in learning and prediction module. Output value is
separated into 5 state values.

7 Conclusions

This paper described the context-aware middleware providing an automatic home
service based on a user’s preference at a smart home. The context-aware middleware
utilizes 6 basic data for learning and predicting the user’s preference of the content:
the pulse, the body temperature, the facial expression, the room temperature, the time,
the location. The six data sets construct the context model and are used by the context
manager module. User profile manager maintains history information for multimedia
content chosen by the user. The user-pattern learning and predicting module based on
neural network predicts the proper multimedia content for the user.
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The testing results show that the pattern of an individual’s preference can be effec-
tively evaluated by adopting the proposed context model. Further research will be
needed for adopting a different machine learning algorithm such as SVM(support
vector machine)[14] and comparing the prediction ratio.
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Abstract. For real-time applications, the underlying operating system (OS)
should support timely management of real-time tasks. However, most of cur-
rent operating systems do not provide timely management facilities in an effi-
cient way. There could be two approaches to support timely management facili-
ties for real-time applications: (1) by modifying OS kernel and (2) by providing
a middleware without modifying OS. In our approach, we adopted the middle-
ware approach based on the TMO (Time-trigger Message-triggered Object)
model which is a well-known real-time object model. The middleware, named
TMSOM (TMO Support Middleware) has been implemented on various OSes
such as Linux and Windows XP/NT/98. In this paper, we mainly consider
TMOSM implemented on Linux (TMOSM/Linux). Although the real-time
scheduling algorithm used in current TMOSM/Linux can produce an efficient
real-time schedule, it can be improved for periodic real-time tasks by consider-
ing several factors. In this paper, we discuss those factors and propose an im-
proved real-time scheduling algorithm for periodic real-time tasks. The pro-
posed algorithm can improve system performance by making the structure of
real-time middleware simpler.

1 Introduction

For real-time applications, the underlying operating system should support timely
management of real-time tasks. However, most of current operating systems do not
provide timely management facilities in an efficient way. There could be two ap-
proaches to support timely management facilities for real-time applications: (1) by
modifying OS kernel and (2) by providing a middleware without modifying OS. The
former approach is to modify OS kernel into a preemptive version. However, it may
cause some of OS standard services inoperable. Therefore, we adopted the middle-
ware approach without modifying OS to support timely management of real-time
tasks although the middleware approach can support less accurately than the kernel
modification approach [1].

Our middleware approach is based on the TMO (Time-trigger Message-triggered
Object) model which is a well-known real-time object model. The middleware,
named TMOSM (TMO Support Middleware), has been implemented on various OSes
such as Linux and Windows XP/NT/98 [2-4]. TMOSM basically provides capabilities
for executing TMOs on Linux and Windows XP/NT/98 such as periodic execution of
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real-time tasks, input/output message handling, management of deadline violations,
etc. To effectively support these functions, TMOSM contains a real-time middleware
scheduler and message handler. The real-time middleware scheduler is activated
every time-slice which is defined by the hardware timer interrupt handler. In case a
value of time-slice becomes less or a period of a periodic real-time task becomes
smaller, the real-time middleware scheduler will be more frequently activated every
time-slice. This scheduling algorithm may cause CPU resource to waste and the over-
head of a system to increase. Therefore, we propose a new real-time middleware
scheduling algorithm which can efficiently handle periodic real-time tasks.

In this paper, we first discuss design issues in TMOSM, mainly TMOSM/Linux,
and propose an improved real-time middleware scheduling algorithm for periodic
real-time tasks. Additionally, based on our proposed algorithm, we present our ex-
perimental results.

The rest of this paper is organized as follows. Section 2 briefly describes the TMO
model and TMOSM/Linux. Section 3 discusses some design issues in real-time mid-
dleware. Section 4 describes newly proposed real-time middleware structure and
scheduling algorithm. Section 5 presents our experimental results. Finally, Section 6
summarizes the paper.

2 Related Works

2.1 TMO Model

TMO is a natural, syntactically minor, and semantically powerful extension of the
conventional object(s) [5, 6]. Particularly, TMO is a high-level real-time computing
object. Member functions (i.e., methods) are executed within specified time. Timing
requirements are specified in natural intuitive forms with no esoteric styles imposed.
As depicted in Fig. 1, the basic TMO structure consists of four parts:

Fig. 1. The Basic structure of TMO (Adapted from [5])
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Spontaneous Methods (SpM): a new type of method, also known as the time-
triggered (TT) method. The SpM executions are triggered when the real-time
clock reaches specific values determined at design time. An SpM has an AAC
(Autonomous Activation Condition), which is a specification of time-windows for
execution of the SpM. . An example of an AAC is “for t = from 11am to 11:40am
every 20min start-during (t, t+5min) finish-by t+10min” which has the same effect
as { “start-during (11am, 11:05am) finish-by 11:10am” and “start-during
(11:20am, 11:25am) finish-by 11:30am” }
Service Method (SvM): conventional service methods. The SvM executions are
triggered by service request messages from clients.
Object Data Store (ODS): the basic unit of storage which can be exclusively ac-
cessed by a certain TMO method execution at any given time or shared among
concurrent executions of TMO methods (SpMs or SvMs).
Environment Access Capability (EAC): the list of entry points to remote object
methods, logical communication channels, and I/O device interfaces.

There are potential conflictions when SpM’s and SvM’s access the same data in
ODS simultaneously. To avoid such conflictions, a rule named Basic concurrency
constraint (BCC) is set up. Under this rule, SvM’s cannot disturb the executions of
SpM’s and the designer’s efforts in guaranteeing timely service capabilities of TMO’s
are greatly simplified. Basically, activation of an SvM triggered by a message from
an external client is allowed only when potentially conflicting SpM executions are
not in place. An SvM is allowed to execute only if no SpM that accesses the same
portion of the Object Data Store (ODS) to be accessed by this SvM has an execution
time window that will overlap with the execution time window of this SvM. How-
ever, the BCC does not affect either concurrent SpM executions or concurrent SvM
executions.

2.2 TMO Support Middleware (TMOSM/Linux)

Figure 2 shows the internal thread structure of TMOSM/Linux. There are two types
of threads in TMOSM/Linux, the application thread and the middleware thread (also
called system thread). An application thread executes a method (SpM or SvM) of an
application TMO as assigned by TMOSM/Linux. Middleware threads are periodic
threads (periodically activated by high-precision timer interrupts), each responsible
for a major part of the functions of TMOSM/Linux. The middleware threads of
TMOSM/Linux are classified by WTMT (Watchdog Timer Management Task), ICT
(Incoming Communication Task), and OCT (Outgoing Communication Task). Roles
of each middleware thread are as follows:

WTMT : This thread is periodically activated by the timer offered by the underly-
ing OS. The thread schedules other middleware threads and application threads
that are assigned to each SpM or SvM of an application. That is, all threads
should be controlled by WTMT. WTMT manages updating of system timer, in-
vocation of application threads and deadline. Therefore, WTMT is a core thread.
ICT : This thread manages the distribution of messages coming through the com-
munication network to the destination threads. The computational capacity of ICT
is one factor determining the maximum incoming bandwidth that the host node
can handle.

(1)

(2)
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Fig. 2. The Basic Internal Thread Structures of TMOSM/Linux

OCT : This thread manages message transfer from one to another node by the pair
of ICT of one node. In TMOSM/Linux, OCT uses UDP socket.

(3)

Each middleware thread has its priority and is repeatedly executed in the following
order: WTMT, ICT and LIIT. Also these middleware threads are periodically acti-
vated to run for a time-slice. Figure 3 shows execution order of tasks in the real-time
middleware with 10msec as a time-slice.

Fig. 3. Execution Order of Tasks

Although both SpM and SvM are registered in similar fashions, TMOSM/Linux
handles the two types of methods differently during run-time. In this section, SpM
executed by WTMT is described. Figure 4 shows the internal structure of SpM exe-
cuted by WTMT. WTMT periodically examines the registered SpM’s in MCB and
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Fig. 4. Internal Structure of SpM Executing by WTMT

identifies the SpM’s to be executed in the near future. The identified methods are
placed in the SpM-Reservation-Queue for further analysis. Each SpM in SpM-
Reservation-Queue is moved into Ready-Application-Thread-Queue later as the time-
window for starting the SpM execution arrives. WTMT selects a thread in Ready-
Application-Thread-Queue according to the scheduling policy each time a new time-
slice opens up.

3 Real-Time Middleware Scheduling Algorithm in TMOSM/Linux

We discuss several design issues in scheduling algorithm of WTMT for the SpM
invocation. Those issues are as follows:
(1)From a queue point of view, Figure 5 shows the internal structure of OS and

TMOSM/Linux for executing tasks [8]. The Execution-Queue is handled by the
OS such as Linux and Windows. Actual activation of a “runnable” task in the
Execution-Queue is done by the scheduler of the OS for every time-slice. In gen-
eral, it is necessary to support queues in the real-time middleware for developing
a real-time middleware running on DOS which schedules only single task [9].
However, because the current most popular OS such as Linux and Windows
XP/NT/98 can schedule multiple tasks, it is not necessary to support queues in the
real-time middleware. Therefore, for TMOSM/Linux to handle the SpM-
Reservation-Queue and Ready-Application-Thread-Queue causes CPU resource
to waste and the overhead of a system to increase.
Based on time-slice, the timeliness for a real-time system is determined. The rea-
son is that WTMT determines the invocation of each SpM for every time-slice.
That is, WTMT is activated every time-slice which is defined by the hardware
timer interrupt handler. For example, in case the periodic time of a SpM is 1 sec
and the time-slice is 1msec, WTMT should be executed 1,000 times for 1 sec to
determine the invocation of SpM. In this case, unnecessary activation of WTMT
has happened 999 times whenever SpM is invocated. Therefore, like mentioned
above, this scheduling algorithm causes CPU resource to waste and the overhead
of a system to increase.

(2)
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Fig. 5. Internal Structure of OS and TMOSM/Linux for Executing Tasks

(3)Moreover, there is a consideration of a queue structure in the real-time middle-
ware. The basic queue structure is array. The array structure is not an important
problem when the number of SpM’s on a system is a few. While the overhead of
a system or the number of SpM’s has been increased, it takes much time to search
SpM in a queue [9].

4 Proposed Real-Time Middleware Scheduling Algorithm

4.1 Proposed Structure

As mentioned before, to solve the issues of the real-time middleware scheduling algo-
rithm in TMOSM/Linux, an improved real-time middleware scheduling algorithm for
periodic real-time tasks is proposed. Figure 6 shows the proposed internal structure of
SpM’s invocated by WTMT. WTMT periodically examines the registered SpM’s in
MCB with our proposed scheduling algorithm. The selected methods are moved into
the Execution-Queue and the scheduler of the OS selects a thread in Execution-Queue
according to the scheduling policy each time a new time-slice opens up. Without
using SpM-Reservation-Queue and Ready-Application-Thread-Queue in this struc-
ture, it is not necessary for WTMT to search SpM’s in these queues.

Fig. 6. Proposed Internal Structure of SpM’s Invocated by WTMT

4.2 Proposed Scheduling Algorithm

In order to solve the problem of determining the invocation of registered SpM’s in
MCB each time-slice, the greatest common divisor (G.C.D.) is used in this paper. The
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following equations show how to calculate G.C.D. based on period of SpM’s. With
every computed G.C.D. value, WTMT is activated to determine the invocation of
SpM’s in MCB. That is, the computed G.C.D. value is a periodic time which is used
to invocate SpM’s in MCB. For example, in case time-slice is 1msec and period of
each SpM is 3 sec and 5 sec, 3 sec of SpM corresponds to 3,000 time-slices and 5 sec
of SpM corresponds to 5, 000 time-slices. In this paper, 3, 000 and 5, 000 are called
conversion period. Therefore, the G.C.D. of 3,000 and 5,000 is 1,000. The 1,000 of
G.C.D. is equal to 1,000 times of time-slice. WTMT determines the invocation of
SpM’s in MCB not each 1 time-slice but each 1,000 time-slice. Therefore, the over-
head of a system can be reduced by using the scheme. should be newly

calculated whenever new SpM is created or the period of SpM is updated. This
scheme is applied in a new proposed real-time middleware scheduling algorithm in
this paper.

In the improved real-time middleware scheduling algorithm, is in-

creased by the real-time middleware scheduler whenever each time-slice occurs (line
1~2). The real-time middleware scheduler calculates periodic scheduling time of
MCB with and computed (line 3). It also calculates the

desirable invocation time of SpM, (line 4). If is larger

= a period of / time-slice

= a period of / time-slice

= a period of / time-slice

In case of first execution,

In case of creating new SpM or updating period of SpM,

= a period of / time-slice

As mentioned above, Figure 7 shows an improved real-time middleware schedul-
ing algorithm for invocating SpM’s. The following notations are used:

: a value of increasing when each time-slice occurs

: a periodic time for determining the invocation of SpM’s in MCB with

using G.C.D.
: a periodic time of SpM

: a initial time of SpM

: times of a SpM invocation
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than SpM is invocated (line 5~6). For SpM to be invocated when next

period of SpM is occurred, is increased (line 7). Without using SpM-

Reservation-Queue and Ready-Application-Thread-Queue in our proposed structure,
SpM’s are invocated and directly moved into Execution-Queue on the OS by the real-
time middleware scheduler. Our proposed scheduling algorithm provides a simple
structure of real-time middleware structure and can also reduce the number for SpM’s
search in MCB. Therefore, CPU resource can be more efficiently used and the over-
head of a system can be more reduced. Thus the timeliness for periodic real-time
tasks can be more guaranteed.

Fig. 7. Proposed Real-time Middleware Scheduling Algorithm for Periodic Real-time Tasks

Fig. 8. Simulation Results

5 Experimental Results

In order to test the performance of the proposed scheduling algorithm, the simulation
environment is followed. The simulation is performed on a PC with Pentium4 1.5G
on X86 LINUX system and a PDA with CPU 206MHz on StrongArm Embedded
system. The number of SpM is increased by 10 times from 10 to 100. The periodic
time of each SpM’s is randomly given from 1 sec to 5 sec. Figure 8 shows simulated
result on a PC and a PDA. Whenever SpM is invocated by the real-time middleware
scheduler, the difference between and is calculated in the
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proposed algorithm and the existing algorithm. As can be seen in the Figure 8, our
proposed algorithm is better performance than the scheduling algorithm in TMOSM.
Without the overload of the system, the difference will be 0 or 1. However, with
increasing the number of SpM’s, the difference becomes significantly high. In case
the number of SpM’s is 90 or 100, the difference is very high or is not able to be
calculated. The reason is that the performance of PC or PDA is not able to support a
lot of SpM’s. It is difficult to guarantee timeliness of SpM’s as the difference has
increased.

6 Conclusions

In this paper, we have examined design issues in real-time middleware scheduling
algorithm and proposed a new real-time middleware scheduling algorithm which can
determine the invocation time of SpM by G.C.D. method without using queues in the
real-time middleware. Furthermore, we showed that our proposed scheduling algo-
rithm is more efficient than the existing scheduling algorithm. The more the number
of periodic real-time tasks increase, the more our proposed scheduler is efficient.
Moreover, since Linux v2.6 supposes to support preemption in the kernel level, we
expect our mechanism to be more suitable for Linux v2.6.
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Abstract. The Computational Grid, distributed and heterogeneous col-
lections of computers in the Internet, has been considered a promising
platform for the deployment of various high-performance computing ap-
plications. One of the crucial issues in the Grid is how to discover, select
and map possible Grid resources in the Internet for meeting given appli-
cations. The general problem of statically mapping tasks to nodes has
been shown to be NP-complete. In this paper, we propose a mapping
algorithm for cooperating Grid applications by the affinity for the re-
sources, named as MACA. The proposed algorithm utilizes the general
affinity of Grid applications for certain resource characteristics such as
CPU speeds, network bandwidth, and input/output handling capabil-
ity. To show the effectiveness of the proposed mapping algorithm, we
compare the performance of the algorithm with some previous mapping
algorithms by simulation. The simulation results show that the algorithm
could effectively utilize the affinity of Grid applications and shows good
performance.

1 Introduction

Advances in high-speed network technology have made it increasingly feasible to
execute even communication-intensive applications on distributed computation
and storage resources. Especially the emergence of computational GRID envi-
ronments [1, 2] has caused much excitement in the high performance computing
(HPC) community. Many Grid software systems have been developed and it has
become possible to deploy real applications on these systems [3, 4].

A crucial issue for the efficient deployment of HPC applications on the Grid
is the resource selection and mapping. There has been much research on this
issue [5–9]. Globus [10, 11] and Legion [12] present resource management ar-
chitectures that support resource discovery, dynamical resource status monitor,
resource allocation, and job control. These architectures make it easy to create
a high-level scheduler. Legion also provides a simple, generic default scheduler
which can easily be outperformed by a scheduler with special knowledge of the
application [5, 13].
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MARS [9] and AppLeS [14] provide application-specific scheduling which
determines and actuates a schedule customized for the individual application
and the target computational Grid at execution time.

As an approach of a general resource selection and mapping framework in-
stead of relying on application specific scheduling, a resource selection framework
(RSF) which selects Grid resources by the application’s characteristics was pro-
posed [5]. RSF consists of three phases: selection of possible resources which form
a distributed virtual machine, configuration, and mapping of application sub-
tasks into the selected virtual machines. These three phases can be interrelated.
For the selection of possible resources, RSF defined a set-extended ClassAds
Language that allows users to specify aggregate resource properties (e.g., total
memory, minimum bandwidth). RSF also proposed an extended set matching
matchmaking algorithm that supports one-to-many matching of set-extended
ClassAds with resources. The resource selector locates sets of resources that
meet user requirements, evaluates them based on specified performance model
and mapping strategies, and returns a suitable collection of resources. It also
presented a mapping algorithm for the Cactus application [15].

The matching of tasks to machines and scheduling the execution order of
these tasks has been referred to as a mapping. The general problem of opti-
mally mapping tasks to machines in heterogeneous computing machines has been
shown to be NP-complete [7, 9]. Heuristics developed to perform this mapping
function are often difficult to compare because of different underlying assump-
tions in the original study of each heuristic [9].

This paper proposes a mapping algorithm for GRID applications, named
as MACA (Mapping Algorithm for Cooperating GRID applications based on
the Affinity for GRID resource characteristics) which can be used in RSF. The
proposed algorithm utilizes the general affinity of Grid applications for cer-
tain resource characteristics such as CPU speeds, network bandwidth, and in-
put/output handling capability. To show the effectiveness of the proposed map-
ping algorithm, we compare the performance of the algorithm with some previous
mapping algorithms by simulation. The simulation results show that the algo-
rithm could effectively utilize the affinity of Grid applications and shows good
performance.

The rest of this paper is organized as follows. In Section 2, we briefly describe
the resource selection framework which is the basis of our proposed mapping
algorithm. In Section 3, we propose MACA. Section 4 presents the performance
results of MACA. Finally, we summarize our work in Section 5.

2 Preliminaries

This section describes the preliminary backgrounds of the proposed algorithm.
We at first describe the architecture of RSF and a simple mapping algorithm
for Cactus application presented in RSF. Then, we show the Max-min map-
ping heuristic which is used for the performance comparison with our proposed
algorithm.
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Fig. 1. The architecture of RSF.

2.1 Resource Selection Framework (RSF)

The architecture of the resource selection framework is shown in Fig. 1. Grid
information service functionality is provided by the Monitoring and Discovery
Service (MDS-2) component [16, 17] of the Globus Toolkit [11]. MDS provides a
uniform framework for discovering and accessing the system configuration and
status information that may be of interest to the schedulers such as server config-
uration and CPU load. The Network Weather Service (NWS) [18] is a distributed
monitoring system designed to track periodically and forecast dynamically re-
source conditions, such as the fraction of CPU available to a newly started
process, the amount of memory that is currently unused, and the bandwidth
with which data can be sent to a remote host. Grid Index Information Service
(GIIS) and Grid Resource Information Service (GRIS) [17] components of MDS
provide resource availability and configuration information.

The Resource Selector Service (RSS) comprises three modules. The resource
monitor acts as a Grid Index Service (GRIS) [17]; it is responsible for querying
MDS and NWS to obtain resource information and for caching this informa-
tion in local memory, refreshing only when associated time-to-live values expire.
The set matcher uses the set-matching algorithm to match incoming application
requests with the best set of available resources. The mapper is responsible for
deciding the topology of the resources and allocating the workload of application
to resources.

For the selection of possible resources, RSF defined a set-extended ClassAds
Language that allows users to specify aggregate resource properties (e.g., total
memory, minimum bandwidth) [5]. RSF also proposed an extended set matching
matchmaking algorithm that supports one-to-many matching of set-extended
ClassAds with resources. Both application resource requirements and application
performance models are specified declaratively, in the ClassAds language, while
mapping strategies, the topic of this paper, can be determined by user-supplied
code. The resource selector locates sets of resources that meet user requirements,
evaluates them based on specified performance model and mapping strategies,
and returns a suitable collection of resources, if any are available.

After selecting the possible resources for a Grid application, the next step
is mapping some selected resources for the application. RSF proposed a simple
mapping algorithm for Cactus application and showed good performance result
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with the algorithm. We name it as the simple mapping algorithm of RSF in
this paper because the algorithm considers only the bandwidth between nodes
while mapping even though the algorithm show good performance for Cactus
application. The general step of the algorithm is as follows:

1.
2.

3.

Pick the node with the highest CPU speed as the first machine of the line.
Find the node that has the highest communication speed with the last node
in the line, and add it to the end of the line.
Continue Step 2 to extend the line until all nodes are in the line.

2.2 Max-Min Heuristic Mapping Algorithm for Independent Tasks

There has been much research on the mapping issues in heterogeneous comput-
ing environments (HCE) [9]. The general problem of optimally mapping tasks
to machines in HCE has been shown to be NP-complete [7, 9]. The goal of the
heuristic mapping algorithms is to minimize the total execution time, also called
as the makespan, of the metatask. Heuristics developed to perform this mapping
function are often difficult to compare because of different underlying assump-
tions in the original study of each heuristic [9]. Among them, the Max-min
heuristic, one of the most typical heuristic mapping algorithms for independent
tasks on HCE has shown good performance result.

The Max-min heuristic begins with the set U of all unmapped tasks and the
set V of all unmapped nodes in HCE. Then, the set of minimum completion
times, for each and is found, where

is the completion time of task on node Next, the task with the overall
maximum completion time from M is selected and assigned to the corresponding
machine (hence the name Max-min). Lastly, the newly mapped task is removed
from U, and the process repeats until all tasks are mapped. Intuitively, Max-min
attempts to minimize the penalties incurred from performing tasks with longer
execution times.

3 MACA

This section proposes MACA, a mapping algorithm for cooperating Grid ap-
plications. The intuition of MACA is to utilize the general affinity of Grid ap-
plications for certain resource characteristics such as CPU speeds and network
bandwidth. That is, if an application is a group of independent tasks (that is,
there is no communication between tasks), MACA considers only the processing
power (CPU speed) of nodes during mapping. Conversely, if an application is
a group of highly dependent tasks (that is, they communicate frequently with
one another), MACA considers the network bandwidth of a node with the first
priority during mapping. For this affinity, MACA employs of a task as a
measure of the tendency of the computation over the total completion time. It
ranges from 0 (tasks communicate with one another all the time with no local
computation) to 1 (independent tasks).
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Fig. 2 shows the pseudo code of MACA. The algorithm takes the sets of
tasks (U) and nodes (V) as input, where The output is the mapping
between all the given tasks in U and some selected nodes out of the given set of
nodes (V).

The first step of the algorithm is to order the tasks in the decreasing order
of the computation time (line 7 in the algorithm). The algorithm finds the best
matching node for each task in this order. The intuition of this ordering of tasks
comes from the Max-min algorithm. Intuitively, Max-min attempts to minimize
the penalties incurred from performing tasks with longer execution times. As-
sume, for example, that the Grid application being mapped has many tasks with
very short execution times and one task with a very long execution time. Map-
ping the task with the longer execution time to its best machine first allows this
task to be executed concurrently with the remaining tasks with shorter execution
times.

The algorithm has an iterative loop until all tasks in U find their own mapped
nodes from V. In each step of the iteration, the algorithm finds two candidate
nodes for mapping: fc and sc. fc, the first candidate node, is the best matching
node from the set of still unmapped nodes while sc, the second candidate node,
is for the sake of the next iteration loop of the comparison.

At the first iteration step, the algorithm tries to find fc as the node with the
highest CPU speed among the nodes for mapping with the task with the highest
computation time (that is, the first one in the ordered task list) (lines 9-11 in
the algorithm). The algorithm then moves the mapped task and node from U
and V, the sets of input tasks and nodes, to W, the set of mapping candidates.

From the second iteration step, fc becomes a node with the largest value of
a criteria of the matching from the already mapped node(s). is defined as

follows (line 14 of the algorithm):

where is an already mapped node in W, is the next candidate node of
mapping, is the relative portion of the computation time over the total
completion time of task is the CPU speed of node and
is the network latency between node and If is 1, becomes
which has no relationship with the previously selected node.

The algorithm compares the obtained first candidate node fc with the second
candidate node (sc) from the previous step of the iteration and chooses a node
with the greater value for mapping.

For the sake of the next iteration step, the algorithm also finds the node
(sc) with the second largest value of sc will be compared with the first
candidate of the next iteration for selecting the next best matching node in the
next iteration step.

As an example of the algorithm, we show a typical mapping process for a
given tasks and nodes. Fig. 3 and Fig. 4 show an example task and node graphs
respectively. Fig. 5 shows the mapping process of the example tasks and nodes.
The first step is the calculation of from the task graph in Fig. 4. Also we
order the tasks in the decreasing order of CPU speed for the Max-min fashion
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Fig. 2. Pseudo codes of MACA.
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Fig. 3. An example resource graph.

Fig. 4. An example task graph.

Fig. 5. Mapping process for the example.

mapping: 3, 4, 1, and 2. In the first loop of the iteration, C becomes fc because
it has the highest CPU speed among the nodes. In all the other iteration loops,
we get two candidate nodes and choose the node with the highest value of
among them.
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Fig. 6. Comparison of Mapping results.

Fig. 7. Simulation parameters.

Fig. 6 compares the proposed algorithm with the other two previous algo-
rithms. Max-min considers only the computation time during mapping because
it is naturally a mapping algorithm for independent tasks. Simple mapping algo-
rithm of RSF considers only the network latency between nodes during mapping.

4 Performance Evaluation

For evaluating the proposed mapping algorithm, we compared the proposed al-
gorithm with Max-min and the simple mapping algorithm of RSF by simulation.
The simulation models of the algorithms are developed by C/C++. The neces-
sary parameters for simulation include the information of a Grid application
consisting of several tasks and the node information as shown in Fig. 7. Com-
putation times of tasks are generated randomly. Each application consists of
10 tasks, and each task’s computation time is generated by a random number
generator. We assume that the computation time of a task depends mainly on
the CPU speed even though there are some other aspects such as memory size
and the speed of IO. We also assume that the pre-selection procedure screens
out unmatched nodes such as nodes with lower memory size than the required
minimum memory size. For each value of we have performed 10 simulations
with different random numbers.

Fig. 8 shows the simulation results for 10 tasks and 15 nodes. The proposed
algorithm shows better performance when the value of becomes greater (that
is, the computation time portion of the total completion time becomes greater).
When the variation of the CPU speeds of nodes is large, the proposed algorithm
also shows better results than the small range. This is because the proposed
algorithm considers both the CPU speed and the network latency of resources.



Mapping Cooperating GRID Applications 321

Fig. 8. Performance comparison (10 tasks and 15 nodes).

5 Conclusion

The Grid technology enables the aggregation of computational resources con-
nected by high speed networks for high performance computing. A crucial issue
for the efficient deployment of GRID applications on the Grid networks is the
resource selection and mapping. RSF was proposed as a generic framework for
resource selection and mapping. This paper proposes a mapping algorithm for
cooperating Grid applications which utilizes the application’s affinity for the
Grid resource characteristics. Depending upon the communication tendency of
the Grid application, the proposed algorithm maps the resources with the affin-
ity. For the performance evaluation of the algorithm, Max-min and the simple
algorithm of RSF are compared with the algorithm by simulation. The simula-
tion results show the proposed algorithm shows good performance by utilizing
the application’s characteristics.
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Abstract. There are many security vulnerabilities in computer systems. They
can be easily attacked by outsiders or abused by insiders who misuse their
rights or who attack the security mechanisms in order to disguise as other users
or to detour the security controls. Today’s network consists of a large number of
routers and servers running a variety of applications. Policy-based network
provides a means by which the management process can be simplified and
largely automated. This article describes the modeling and simulation of a secu-
rity system based on a policy-based network that has some merits. We present
how the policy rules from vulnerabilities stored in SVDB (Simulation based
Vulnerability Data Base) are inducted, and how the policy rules are trans-
formed into PCIM (Policy Core Information Model). In the network security
environment, each simulation model is hierarchically designed by DEVS (Dis-
crete EVent system Specification) formalism.

Keywords: Security Policy, PBNM (Policy-based Network Management),
network security, DEVS formalism, simulation, Data Mining.

1 Introduction

Present-day networks are large complex systems consisting of a variety of elements,
which can come from a variety of vendors. But it is more difficult than before for
human administrators to manage more and more new network devices. The chal-
lenges facing the enterprise managers include network congestion, network complex-
ity and security. A new wave of multimedia applications now begins to enter into
corporate intranets – voice and video can hardly wait to join the bandwidth fray [1].
Every network is made up of a variety of elements, but they must still work together.
Because of this heterogeneity and the lack of complete standardization, managing a
network with more than a handful of elements can require a significant amount of
expertise. The network manger is faced with the difficult task of meeting internal and
external security requirements while still providing easy and timely access to network
resources to authorized user. The solution to these issues lies in policy-based man-
agement. A network manager creates policies to define how resource or services in
the network can (or cannot) be used. The policy-based management system trans-
forms these policies into configuration changes and applies those changes to the net-
work. The simplification and automation of the network management process is one
of the key applications of the policy framework [2].

Since evaluating the performance of a security system directly in real world re-
quires heavy costs and efforts, an effective alternative solution is using the simulation
model [3]. The simulation models that are security model and network component are
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constructed based on the DEVS formalism. We construct the SVDB for analyzing the
vulnerabilities. SVDB has vulnerabilities of systems and policy information that can
be used by security systems. We have simulated to verify the performance of the rule
induction using SVDB for DOS (Denial of Service) attack and probing attack.

2 Related Works
2.1 Policy-Based Framework

The general policy-based framework can be considered an adaptation of the IETF
policy framework to apply to the area of network provisioning and configuration [4-
6]. The policy architecture as defined in the IETF consists of four basic elements as
shown in Fig. 1.

Fig. 1. The IETF policy framework

PMT (Policy Management Tool) is used by an administrator to input the different
policies that are active in the network. The PMT takes as input the high-level policies
that a user or administrator enters in the network and converts them to a much more
detailed and precise low-level policy description that can apply to the various devices
in the network. PDP (Policy Decision Point) makes decisions based on policy rules
and it is responsible for policy rule interpretation and initiating deployment. Its re-
sponsibilities may include trigger detection and handling, rule location and applicabil-
ity analysis, network and resource-specific rule validation and device adaptation func-
tions. PEP (Policy Enforcement Point) is the network device that actually implements
the decisions that the PDP pass to them. The PEP is also responsible for monitoring
any statstics or other information relevant to its operation and for reporting it to the
appropriate places. Policy Repository is used to store the policies generated by the
management tool. Either a directory or a database can store the rules and policies
required by the system. In order to ensure interoperability across products from dif-
ferent vendors, information stored in the repository must correspond to an informa-
tion model specified by the policy framework working group [7].

2.2 DEVS Formalism

The DEVS formalism, developed by Zeigler is a theoretical, well grounded means of
expressing hierarchical, modular discrete-event models [8]. In DEVS, a system has a
time base, inputs, states, outputs and functions. The system function determines next



Modeling of Policy-Based Network with SVDB 325

states and outputs based on the current states and input. In the formalism, a basic
model is defined by the structure:

where X is an external input set, S is a sequential state set, Y is an external output set,
is an internal transition function, is an external transition function, is an

output function and ta is a time advance function. A coupled model is defined by the
structure:

where D is a set of component name, Mi is a component basic model, is a set of
influences of I, is an output translation, select is a tie-breaking function. Such a
coupled model can itself be employed in a larger coupled model. Several basic mod-
els can be coupled to build a more complex model, called a coupled model. A cou-
pled model tells how to couple several models together to form a new model.

2.3 Policy Representation

The high-level and low-level policies required for network management can be speci-
fied in many different ways. From a human input standpoint, the best way to specify
a high-level policy would be in terms of a natural-language input. Although these
policies are very easy to specify, the current state of natural-language processing
needs to improve significantly before such policies can be expressed in this manner.
The next approach is to specify policies in a special language that can be processed
and interpreted by a computer. When policies are specified as a computer interpret-
able program, it is possible to execute them. A simpler approach is to interpret the
policy as a sequence of rules, in which each rule is in the form of a simple condition-
action pair (in an if-then-else format). The IETF has chosen a rule-based policy repre-
sentation. IETF Policy Framework WG works especially on the “condition action”
part to define Policy Core Information Model [9] for the representation of policy
information. The PCIM is the object-oriented information model for representing
policy information. This model defines representing policy information and control of
policies, and association classes that indicate how instances of the structural classes
are related to each other. Policies can either be used in a stand-alone fashion or ag-
gregated into policy groups to perform more elaborate functions. Fig. 2 illustrates the
inheritance hierarchy for PCIME (PCIM extensions) [9,10].

2.4 Vulnerability Database

A vulnerability is a condition or weakness in (or absence of) security procedures,
technical controls, physical controls, or other controls that could be exploited by a
threat [11]. The theme of vulnerabilities analysis is to devise a classification, or set of
classifications, that enable the analyst to abstract the information desired from a set of
vulnerabilities. This information may be a set of signatures, for intrusion detection; a
set of environment conditions necessary for an attacker to exploit the vulnerability; a
set of coding characteristics to aid in the scanning of code; or other data.

Government and academic philanthropists, and some companies, offer several
widely used and highly valued announcement, alert, and advisory services for free.
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Fig. 2. Class Inheritance Hierarchy for PCIME

Each of those organizations referred to the same vulnerability by a different name.
Such confusion made it hard to understand what vulnerabilities you faced and which
ones each tool was looking for- or not looking for. The MITRE Corporation began
designing a method to sort through the confusion. It involved creating a reference list
of unique vulnerability and exposure names and mapping them to appropriate items
in each tool and database. We use CVE (Common Vulnerabilities and Exposures)
names in a way that lets a security system crosslink its information with other secu-
rity systems [12].

3 The Structure of Target Network and Simulation Model
The target network has five subnets; subnet_1, subnet_2, subnet_3, subnet4 and sub-
net_5. The types of component models in the network are Policy Server, IDS, Fire-
wall, Router, Gateway, Vulnerability Scanner model. Each subnet has unix server,
linux server, windows NT server and etc. These models are constructed based on the
DEVS formalism.

3.1 Network Architecture

The System Entity Structure (SES) [8] is a knowledge representation scheme that
combines the decomposition, taxonomic, and coupling relationships. The entities of
the SES refer to conceptual components of reality for which models may reside in the
model base. Fig. 4 is a system entity structure for the overall target network model.

Network Simulation model is decomposed into Network and EF model. EF Model
is again decomposed into Generator model and Transducer model. Generator model
generates network input packets. Transducer model measures a performance indexe
of interest for the target system. Network model is decomposed into Gateway, Subnet
and PolicyCompnent model. PolicyComponent model is decomposed again into Poli-
cyFramework and InterfaceForSVDB model.
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Fig. 3. SES of the target network

3.2 SVDB

SVDB has the specific information that can be used by security agents as well as the
common information of vulnerability of system. SVDB has four componets; vulner-
ability information, packet information, system information and references informa-
tion. SVDB also has particular parts for accuracy and efficiency of security agents.
The payload size is used to test the packet payload size. The offset modifies the start-
ing search position for the pattern match function from the beginning of the packet
payload. The payload size and offset have the added advantage of being a much faster
way to test for a buffer overflow than a payload content check. URL contents allow
search to be matched against only the URL portion of a request. Table 1 shows the
table of SVDB for the simulation [13].
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3.3 System Modeling

Fig. 4 shows the structure of PolicyFramework model. PolicyFramework model is
divided into PMT model and PDP model. PMT model is composed of Resource Dis-
covery model and Validity Check model. Resource Discovery model determines the
topology of the network, the users, and applications operational in the network. In
order to generate the configuration for the various devices in the network, the capa-
bilities and topology of the network must be known. Validity Check model consists
of various types of checks: Bounds checks, Consistency checks, Feasibility checks.

PDP model is composed of Supervision model, Policy Transformation model and
Policy Distributor model. Supervision model receives events from network devices
and monitors network usage. The PDP can use this information about the network to
invoke new policy-based decisions. Policy Transformation model translates the busi-
ness-level policies into technology-level policies that can be distributed to the differ-
ent devices in the network. Policy Distributor model is responsible for ensuring that
the technology-level policies are distributed to the various devices in the network.

Fig. 4. Structure of Policy Framework Model

Fig. 5 shows the structure of IDS. IDS model is divided into Detector model, Re-
sponse Generator model and Logger model. Detector model is further decomposed
into Pattern Matcher model and Analyzer model. Pattern Matcher model is a rule-
based expert system that detects intrusions through pattern matching procedure with
packet data and rules. Analyzer model is a statistical detection engine that detects
intrusions by analyzing system log and audit. Response Generator model determines
a response according to the detection result of Detector model and sends a message.
Logger model records all information of detection procedure in the log file.

Fig. 5. Structure of IDS Model
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4 The Collaboration Between SVDB and Policy-Based Framework

The policy management tool in the common policy-based framework is used by the
administrator but we have appended the some module interface for the better automa-
tion control. The policy-based framework in the proposed system is accessed by the
administrator, SVBD and intrusion detection system. Fig. 6 shows the structure and
function of SVDB interface. The main function of each component is as follows:

Basic Transformer: Basic Transformer provides a connection of DB, data type
converting and basic type checking.
Rule Induction: Rule Induction builds a decision tree from DB using tree induc-
tion algorithm. Rule induction serves as a postprocessing of tree induction. A rule
is constructed by a particular path from root to a leaf in the decision tree.
Rule Transformer: Rule transformer provides a transformation between a policy
rule and a class of PCIMe.

Fig. 6. Structure and function of SVDB interface

4.1 Policy Rule Induction from SVDB

A well-known tree induction algorithm adopted from machine learning ID3, which
employs a process of constructing a decision tree in a top-down fashion. A decision
tree is a hierarchical representation that can be used to determine the classification of
an object by testing its values for certain properties. The main algorithm is a recursive
process. At each stage of this process, we select a property based on information gain
calculated from the training set. Fig. 7 presents the skeleton of the ID3 algorithm. The
decision tree can be constructed as shown in Fig. 8 for the simulation.

In the decision tree, a leaf node denotes the attack name while a non-leaf node de-
notes a property used for decision. Rule induction can be used in conjunction with
tree induction. A rule can be constructed by following a particular path from root to a
leaf in the decision tree, with variables and their values involved in all the nonleaf
nodes as the condition, and the classification variable as the consequence [10].
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Fig. 7. ID3 algorithm Fig. 8. Construction of decision tree

4.2 Converting a Policy Rule into PCIMe

The policy rule is transformed into PCIMe. Policy conditions, policy actions, a vari-
able and a value are converted into the type of each class in PCIMe. To illustrate the
basic idea of converting a policy rule into PCIMe, here we use a simple example.

Fig. 9. Policy rule of the jolt attack
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Jolt attack is a type of DoS attacks. It slices a IP datagram into small pieces and
then transmits the packets of these pieces to the target system. As a result, the utiliza-
tion of the CPU reaches close to 100 percents and can’t handle any other processes.
We obtain the following rule of jolt2 attack through rule induction: “IF (FlowDirec-
tion = IN) ? (IPFlagbit = MF) ? (IPPayloadSize <= 20) ? (NumOfPacketPerSecond >
100) THEN Filtering(CurrentSrcIP, IN)”.

Fig. 9 shows an object model to represent the security policy for jolt attack. The
classes comprising the PCIMe are intended to serve as an extensible class hierarchy
(through specialization) for defining policy objects that enable network administrators
and policy administrators to represent policies of different types. The Policy IPPay-
loadsizeVariable class, PolicyMonitorCondition and PolicyFilterAction are inserted
into the inheritance hierarchy the original PCIMe classes. This object model is dis-
tributed to network devices to be enforced, and is used to map into proper security
configurations.

5 Simulation Result

Two main categories of attacks have been simulated, these are DOS (jolt, mailbomb)
and Probing (address-scan, port-scan) attack. Blocking ratio (BR) is measured for the
performance indexes in the simulation.

Fig. 10. BR of port-scan Fig. 11. BR of address-scan

Fig. 12. BR of mailbomb Fig. 13. BR of Jolt attack

Fig. 10,11 are the case of probing attack and Fig. 12,13 are the case of DoS attack.
The result shows that the blocking ratio of the system with SVDB is higher than the
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blocking ratio of system without SVDB. The proposed system detects effectively the
attacks through the additional system information in SVDB. Fig. 10 shows that the
blocking ratio is increased by strengthening of the security level. Probing attacks have
relatively limited variance because they involve making connections to a large num-
ber of hosts or ports in a given time. On the other hand, DoS has a wide variety of
behavior because they exploit the weaknesses of a large number of different network
or system services. As a result, the proposed system provides the added accuracy and
efficiency of security systems.

6 Conclusion

We presented a policy-based network simulation environment for the security system.
The security system makes a various network situations-the policies should be ap-
plied to change the network states. These situations include the response of intrusion
detection system and policy change by the firewall, etc. We also proposed the struc-
ture for policy rule induction form vulnerabilities stored in SVDB. The security pol-
icy rule provides the added accuracy and efficiency in safe guarding the network. The
simulation environment can be a good tool to analyze or test a policy, it can help a
manager to know that if the applied policies work as expected, and further, it can
optimize use of the current network infrastructure.
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Abstract. Broadcast disks are suited for disseminating information to a
large number of clients in mobile computing environments. In this paper,
we propose a timestamp based concurrency control (TCC) to preserve the
consistency of read-only client transactions, when the values of broadcast
data items are updated at the server. The TCC algorithm is novel in the
sense that it can reduce the abort ratio of client transactions with mini-
mal control information to be broadcast from the server. This is achieved
by allocating the timestamp of a broadcast data item adaptively so that
the client can allow more serializable executions with the timestamp. Us-
ing a simulation model of mobile computing environment, we show that
the TCC algorithm exhibits substantial performance improvement over
the previous algorithms.

Keywords: Mobile computing, broadcast disk, concurrency control,
transaction processing, performance evaluation

1 Introduction

Broadcast disks are suited for disseminating information to a large number of
clients in mobile computing environments [1,5]. In broadcast disks, the server
continuously and repeatedly broadcasts all the data items in the database to
clients without specific requests. The clients monitor the broadcast channel and
read data items as they arrive on the broadcast channel. The broadcast channel
then becomes a disk from which clients can read data items. Due to its capability
of involving unlimited number of clients, broadcast disks can support large-
scale database applications in a mobile environment like stock trading, auction,
electronic tendering, and traffic control information systems [2].

While data items are broadcast, applications at the server may update their
values. Then the updated data items are broadcast at the next cycle. This means
that the execution results of client applications would be inconsistent if the
applications span multiple broadcast cycles. As a result, the broadcast disks
require a concurrency control algorithm to preserve the consistency and currency
of client applications [2,9,11]. Note that the traditional concurrency control
algorithms such as 2-phase locking and optimistic concurrency control cannot
be applied in these environments. This is because they require extensive message
passing between the mobile clients to the server [4].

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 333–341, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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In this paper, we propose a timestamp based concurrency control (TCC)
algorithm for read-only client transactions in broadcast disks. While a few con-
currency control algorithms have been proposed recently in broadcast disks [8,
9,12,11], their primary concern is to reduce unnecessary transaction aborts by
using considerable amount of downlink communication from the server to clients
for transferring control information. On the other hand, the TCC algorithm re-
quires minimal control information to be broadcast. This comes from the adap-
tive timestamp allocation strategy for broadcast data items so that each client
can allow more serializable executions with the timestamp.

The rest of this paper is organized as follows. Sect. 2 reviews the previous
concurrency control algorithms. Sect. 3 presents the proposed algorithm in detail.
We have evaluated the performance of the algorithm using a simulation model.
Sect. 4 describes the simulation model and analyzes the experiment results.
Concluding remarks appear in Sect. 5.

2 Related Work

Note that access to a broadcast data item is strictly sequential, since a client
transaction needs to wait for the data item to appear on the channel. Further-
more, in most cases, it is not possible to determine the set of data items read by
the client transaction before its execution. This means that the client transac-
tion may read data items from different broadcast cycles, which broadcast values
from different database states. As a result, the execution of the client transaction
can be interleaved with several server update transactions, which might result
in inconsistent transaction executions.

Fig. 1 illustrates the inconsistent transaction executions. We will use a term
“bcycle” to refer a broadcast cycle. A server transaction updates a data
item after a client transaction reads at bcycle. This implies that
the effective execution order of should precede that of i.e.

Then another server transaction updates a data item using the value
of that was updated by As a result, holds. Since and

commit at bcycle, their results are broadcast at bcycle. Now
reads that was updated by hence, holds. Then the total

execution order becomes a cycle, and should
be aborted and restarted.

A problem that makes a concurrency control in broadcast disks be difficult
is that clients cannot distinguish the scenario of Fig. 1 from the consistent exe-
cutions. Suppose that does not read and thus does not hold.
So the resulting transaction execution is consistent. However, should also
be aborted, since cannot inform the difference without expensive uplink
communication to the server and must assume the worst-case scenario.

To resolve this problem, a few concurrency control algorithms were proposed
in broadcast disks [7–9,12,11]. In [8], the server broadcasts a transaction depen-
dency graph and data items augmented with the identifier of the last transaction
that updated it. In [9], and [12], old versions of data items are broadcast along
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Fig. 1. A scenario of inconsistent transaction execution.

with current values. In [11], the server broadcasts data items along with a control
matrix. Note that to reduce the transaction abort ratio and uplink communi-
cation, these algorithms require considerable amount of downlink communica-
tion for transferring concurrency control information. The control information
will use up a substantial percentage of downlink bandwidth especially at large
database application, since its size is proportional to the database size or the
number of ever executing transactions. As a result, client transactions might
suffer from long delay due to waiting the broadcast data items, and thus their
response time could be much longer.

The BCC-TI algorithm [6] is closely related to our study in the sense that
it requires minimal control information. The BCC-TI dynamically adjusts the
position of a client transaction in the current serialization order by recording
the timestamp interval associated with the transaction. The server broadcasts
a control information table (CIT) at the beginning of each bcycle. The CIT
includes the timestamps of server transactions committed during the previous
bcycle and their write set. When a client transaction reads a data item or CIT,
its timestamp interval is adjusted to reflect dependencies between the client
transaction and committed server transactions. If the interval becomes invalid
(lower bound upper bound), an inconsistent execution is detected and the
transaction is aborted. However, the BCC-TI cannot distinguish the scenario of
Fig. 1 from the consistent execution and thus it may reject a consistent one [4].

3 Timestamp Based Concurrency Control

In this section, we propose a timestamp based concurrency control (TCC) al-
gorithm. To reduce the number of unnecessary transaction aborts, the TCC
algorithm allocates timestamp of a broadcast data item adaptively so that each
client can allow more serializable executions.

3.1 Server Algorithm

When a server transaction commits, the transaction and all the data items in its
write set are assigned timestamps. Fig. 2 summarizes the procedure of timestamp
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Fig. 2. Server algorithm of TCC.

allocation. For an update transaction U, WS(U) is a write set of U, RS(U) is its
read set. TS(U) is a timestamp of U. is a timestamp of a data item, The
control information table (CIT) includes the timestamp of server transactions
committed during the previous bcycle and their write set. The CIT allows each
client to determine whether its transaction has introduced a non-serializable
execution with respect to the committed server transactions.

The basic idea of Fig. 2 is to distinguish the serialization order of server
transactions from their commit order. Note that the timestamp is monoton-
ically increasing and each server transaction has its own timestamp when it
commits. This means that the timestamps represent the commit order of server
transactions. If we assign the timestamp of each data item to the timestamp
of its updating transaction as the BCC-TI does, we could not exploit potential
serialization orders those are different from the commit order. To distinguish
between two orders, the TCC remembers another timestamp, FIRST. FIRST is
the timestamp of a transaction committed first at the current bcycle. After that,
when a transaction U commits and it does not depend on other committed trans-
actions of the current bcycle, the timestamps of data items in WS(U) are set to
FIRST not TS(U). Then the client may allow more serialization executions when
it compares the timestamp of data items as the next section describes.

3.2 Client Algorithm

Similar to the BCC-TI [6], a client transaction is assigned a timestamp interval
to detect non-serializable executions. For a client transaction Q, let LB(Q) and
UB(Q) denote the lower bound and the upper bound of the timestamp interval
of Q, respectively. If the timestamp interval shuts out, i.e. LB(Q) > UB(Q), Q
has to be aborted. LB(Q) and UB(Q) are initialized to 0 and respectively.

When Q reads a data item step B of Fig. 3 is performed. The client first
changes LB(Q) to the maximum of current LB(Q) and the timestamp of Q
can proceed as long as the new LB(Q) is still smaller than UB(Q). If LB(Q)
becomes larger than UB(Q), then there is a non-serializable execution by Q
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Fig. 3. Client algorithm of TCC.

and Q has to be aborted. When LB(Q) is equal to UB(Q), TCC and BCC-
TI behave differently. The BCC-TI has to abort Q whenever LB(Q) is equal
to UB(Q). However, in the TCC, all of data items updated by independent
transactions have the same timestamp (FIRST). So the TCC can continue Q
even though LB(Q) is equal to UB(Q) if the equality comes from independent
server transactions. The TCC implements this idea by maintaining an additional
variable INV at the client.

When the client receives a CIT at the beginning of the next bcycle, the read
set of Q is compared with the write set of every committed server transaction
in the CIT. If there is an overlap, the server transaction invalidates Q. So the
client changes UB(Q) to the minimum of current UB(Q) and the timestamp
of the server transaction. If UB(Q) is changed as a result, the write set of the
server transaction is appended to INV (Step C.1). Now coming back to Step B.2,
if LB(Q) becomes equal to UB(Q) after reading the client checks whether
is included in INV. If INV does not include it means that the updating server
transaction of and the invalidating server transaction of Q are independent to
each other. Then Q can proceed.

For example, in Fig. 1, we first suppose that does not read and thus
the execution is consistent. We assume that is 1 and current timestamp
is 2 at the start of bcycle. Then during the bcycle and
are set to 2. FIRST is also set to The is set to FIRST because

is independent of At the client, the timestamp interval of is set
to (1, after reads At the start of bcycle, is updated
to 2 and INV becomes When reads the timestamp interval becomes
(2, 2). Note that can proceed since INV does not include If reads
and thus there is a dependency between and becomes
that is greater than 2. As a result, when reads the timestamp interval of

shuts out, and is aborted and restarted.
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4 Performance Evaluation

We compare the performance of the TCC with the BCC-TI. In this section, we
first describe the experiment model. Then we show the experiment results and
analyze their meanings.

4.1 Experiment Model

The simulation model consists of a server, a client, and a broadcast disk. We
assume that there is only one client because the performance of the concurrency
control algorithm for read-only transactions is independent of the number of
clients. Transactions access data items uniformly throughout the entire database.
Table 1 shows the experiment parameters and their settings. The simulation
model was implemented using the CSIM discrete-event simulation package [10].

A server transaction executes STlength operations, over which the proba-
bility of write operation is WriteProb. A client transaction executes read-only
operations. The average number of operations per client transaction is deter-
mined by a uniform distribution between CTlength ± CTlength × TRSizeDev.
For each operation, the client transaction waits for OptDelay broadcast units
and then makes the next read request. The actual control of client transaction
into the system is controlled by the TranDelay parameter, which is modeled as
an exponential distribution.

The server fills the broadcast disk with data items at the beginning of a
bcycle. Each bcycle consists of a broadcast of all the data items in the database
along with the associated control information. The control information consists
of a table containing the timestamps and write sets of the server transactions
committed at the last bcyele and an array of length ServerDBsize containing the
write timestamps of data items. Each element in the array is broadcast along
with the corresponding data items. We do not consider the effects of caching in
this performance study. Then if the client misses any data item in the current
bcycle, it may have to wait for the next bcycle.

The performance metric used in the experiment are the abort rate and trans-
action response time. The abort ratio is the average number of aborts before
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Fig. 4. Varying the length of client transactions.

the client transactions can commit. Transaction response time is measured as
the difference between when a client transaction is submitted first and when the
client transaction is successfully committed. The time includes any time spent
due to restarts.

4.2 Experiment Results

We first compare the performance by varying CTlength. NumST is set to 16
and WriteProb is set to 0.5. Fig. 4 shows the performance results. As CTlength
increases, both algorithms perform worse. This is because a client transaction
has to wait for a larger number of bcycles and the abort ratio increases as a
result. This is why the TCC outperforms the BCC-TI when CTlength is large.
The TCC can reduce the number of unnecessary transaction aborts by allocating
timestamp of a broadcast data item adaptively so that the client can allow more
serializable executions.

We also compare the performance by varying WriteProb. Fig. 5 shows the
experiment results where NumST is set to 8 and CTlength is set to 4 and 5. We
see that as WriteProb increases, the abort ratio and the response time also in-
crease. Furthermore, the TCC outperforms the BCC-TI at high WriteProb. Note
that WriteProb affects the probability of data conflicts between the client trans-
action and server transactions. When WriteProb is high, the client transaction
often conflicts with some server transactions and thus there are more chances to
results in false dependency between transactions. This is why the performance
improvement of the TCC becomes more distinguished when CTlength is set to
the high value of 5.

We finally compare the performance by varying NumST. Fig. 6 shows the
performance results when WriteProb is set to 0.5 and CTlength is set to 4.
By increasing NumST, the possibility of data conflicts at the client should also
increase. As a result, the abort ratio and the response time increase linearly.
Similar to the previous experiment, the TCC performs better that the BCC-TI
with respect to both the abort ratio and the response time. The performance
difference becomes significant as NumST increases. This is because as more
server transactions execute per cycle, BCC-TI should suffer from frequent aborts
of client transactions due to false dependency with server transactions.
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Fig. 5. Varying the write probability of server transactions.

Fig. 6. Varying the number of server transactions (per cycle).

5 Conclusions

In this paper, we have proposed a timestamp based concurrency control (TCC)
algorithm for client transactions in broadcast disk environments. To reduce the
abort ratio of client transactions, most of previous concurrency control algo-
rithms consume considerable amount of downlink bandwidth for transferring
concurrency control information. Instead the TCC allocates the timestamp of
a broadcast data item adaptively so that the client can allow more serializable
executions with the timestamp. As a result, the TCC can minimize concurrency
control information with the reduced abort ratio.

We have compared the performance of the TCC with the BCC-TI algorithm
that can also minimize the downlink bandwidth. The TCC performs better than
or similar to the BCC-TI throughout the experiments. In particular, the per-
formance improvement is significant (a) when the client transaction is long,
(b) when the number of concurrent server transactions is large, or (c) when the
server transaction executes a lot of write operations. This result is very encour-
aging with regard to ever increasing complexity of information system.
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Abstract. In mobile ad hoc network, unlike in wired networks, a path configu-
ration should be in advance of data transmission along a routing path. Frequent
movement of mobile nodes, however, makes it difficult to maintain the config-
ured path and requires re-configuration of the path very often. It may also leads
to serious problems such as deterioration of QoS in mobile ad-hoc networks. In
this paper, we proposed a Reactive Routing Keyword (RRK) routing procedure
to solve those problems. Firstly, we noticed it is possible in RRK routing to as-
sign multiple routing paths to the destination node. We applied this feature into
active networks and SNMP information based routing by storing unique key-
words in cache of mobile nodes corresponding to present and candidate rout-
ings in a path configuration procedure. It was shown that the deterioration of
QoS, which may be observed in DSR protocol, was greatly mitigated by using
the proposed routing technique.

1 Introduction

One of the biggest differences of Mobile Ad-hoc Network (MANET) from backbone
networks such as the Internet or mobile communication networks is that a mobile ad-
hoc network can configure itself autonomically without fixed mediators.[1][2] In
mobile ad-hoc networks, it is required to complete a path configuration in advance of
data transmission through the pre-configured routing path. Frequent movement of
mobile nodes, however, makes it difficult to maintain the pre-configured path and
requires re-configuration of a routing path very often. While mobile nodes are mov-
ing, fatal transmission errors may occur to increase the packet drop rate during a new
path discovering process and cause consequent loss of messages.[1-4] This can dete-
riorate the overall QoS of mobile ad-hoc networks. In addition, frequent movement of
mobile nodes can cause a waste of resources during the path management process. In
this paper, we proposed a Reactive Routing Keyword (RRK) routing procedure to
solve these problems. Firstly, we noticed it is possible in RRK routing to configure
multiple routing paths to a destination node. We applied this feature into active net-
works [5][6] and information based routing by storing a unique keyword in cache of

* This work was supported by the faculty research program of Kookmin University in Korea.
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mobile nodes corresponding to present and candidate routings in a path configuration
procedure. It was shown that the deterioration of QoS, which may be observed in
DSR protocol, was greatly mitigated by using the proposed routing technique. [7-9]

Fig. 1. An example of Route Maintenance Using RRER Packet

2 Dynamic Resource Routing (DSR) Protocol and Its Problems

DSR (Dynamic Source Routing) protocol is one of the various routing protocols that
can be applied to mobile ad-hoc networks. DSR protocol has two stages – the route
discovery and maintenance stage.

Main problems of DSR protocol, which are described as the followings, arise in a
route maintenance procedure and they should be solved or mitigated. The first prob-
lem is that if a fatal error occurs by the moving of an intermediate node that is listed
in the route records, and then a route discovery procedure should be executed again
using the route error packet to deteriorate the overall QoS of the network. For exam-
ple, in Fig.1, fading out of node N13 causes node N10 not to be able to broadcast
packets to the next node N13. Then, N10 will broadcast a route error packet that in-
cludes the address of error-occurred nodes, N10 and N13, to a source node SN. In-
termediate nodes, including the source node SN, will remove the corresponding links
in their cache. At this time, if a source node N1 has another route to a destination
node N18 in its cache, the new route is used to broadcast packets. If not, a route dis-
covery procedure has to be executed.

The second problem is that the packet drop rate of sending messages increases and
the consequent loss of messages occurs while a new route discovery mechanism is
being executed. Furthermore, frequent moving of nodes will cause a waste of re-
sources for route maintenances.[10]

3 Reactive Routing Keyword (RRK) Based Routing
3.1 Proactive Routing Keyword (PRK) Management

To resolve the problems of conventional DSR protocol, we proposed Reactive Rout-
ing Keyword (RRK) Management and RRK Routing Procedure based on the fact that
multiple routing paths to a destination node are possible to be configured in a route
discovery procedure of RRK routing. Keyword is required to be managed uniquely in
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a sub or local ad hoc network only. Keywords broadcasted in an information based
routing should accord along a route between a source and a destination node for accu-
rate transmission. Therefore, we propose a keyup procedure to manage keywords
information centrally.

A keyup procedure is a procedure of updating keywords and uses Simple Network
Management Protocol (SNMP) of conventional network management system. There-
fore, an access to Management Information Base (MIB) is implemented through
SNMP PDU (Protocol Data Unit). [11] However, a mirror MIB that contains certain
information such as modified MIB is added to the manager for central management of
keywords.

3.2 RRK Routing Procedure

3.2.1 Route Discovery Step During RRK Based Routing
In DSR protocol, even though multiple routes exist because RREQs are broadcasted
between a source node and intermediate nodes, destination node only replies to the
first received RREQ using RREP. Therefore, a path in the source node is unique. In
RRK routing program, all messages(RREQ, RRSP) related to routing is configured as
active packets to include RRK information. The proposed program executes a similar
route discovery procedure as a conventional DSR protocol does. A main difference in
the procedure of the proposed program from DSR protocol is that a unique RRK,
which was previously generated, is added to RREQ packets. When a destination node
received RREQ then the node will reply with RREP, to which keyword confirm fields
are added, according to the route records that were stored in the received RREQ. At a
source node, only the first arriving RREP is taken and the next ones are discarded. By
means of this mechanism, multiple routes from a source to a destination node shall
have Reactive Routing Keyword(RRK). Intermediate nodes are consisted of active
nodes and have an execution environment that store and process RRK. The following
RRK algorithm explains the route discovery mechanism in a RRK based routing.

Fig. 2. Building Record Route during Route Discovery with Keyword

Fig. 2 and 3 shows a procedure of RRK-based route discovery. A source node N1
is going to transmit data packets to a destination N17. Firstly, a source node N1
checks whether it has already a routing path. If it has the path then the data will be
transmitted through the path or a new route discovery procedure has to be executed.
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Fig. 3. Propagation of Route Replies with the Route Record & keyword

Followings are the procedure of RRK-based route discovery. Firstly, RREQ active
packets are constituted at a source node after a unique keyword is issued from the
keyword management system. At this time, this keyword is inserted to the data part of
REQ active packet. RREQ active packets are broadcasted to neighbor nodes of N2,
N3, N4, N5. Since node N2 that corresponds to HOP 1 in the network is not a desti-
nation node, there is not a RREQ’s <source node address, unique identification num-
ber in its route discovery table and its address does not exist in the route record of
RREQ. So N2 stores its address in the route record of RREQ and broadcast RREQ
again to N1, N3 and N6 that are in the range of its propagation. Proceeding as like
this scheme, a source node N1 picks the first RREP in various received RREPs and
other RREPs are discarded. Through this mechanism, all multiple routes from a
source to a destination node get Reactive Routing Keyword(RRK). In the example,
N1 is supposed to select <N1, N3, N7, N10, N13, N17> as a route. RRK algorithm is
as follows.
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Fig. 4. Routing Mechanism during Fading-out in RRK based Routing

3.2.2 Routing Procedure and Route Maintenance Algorithm
In the stage of route maintenance in Fig. 4, if the path from SN to DN is disconnected
by N13’s moving to another region, instead of selecting candidate paths and executing
routing again or rerouting by sending RERR to a source node, the node at the moment
of path disconnection (N10) will broadcast keyword search request messages to
neighboring nodes in search of moving nodes with the keyword information. The
next step is to go on routing to a neighbor node replying with keyword search re-
sponse message. Next RMK(Route Maintenance with Keyword) algorithms shows
this mechanisms as follows.
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Fig. 4 shows the routing mechanism at the time of fading-out in RRK-based rout-
ing. Detailed descriptions of each procedure are the followings.

4 Performance Evaluation

4.1 RRK Based Routing Metrics

Moving of mobile nodes is in a series of event of random moving in time domain and
obeys Poisson distribution. Supposing t as an arbitrary starting time, the elapsing time
of a mobile node I’s next moving, will follows the following probability. [12]

Let’s suppose that n mobile nodes in an ad-hoc network are uniformly distributed in a
unit area configured as a four-cornered topograph and two arbitrary nodes in a unit
area are distributed within a distance of r(n). Then a probability model consisting of
the following random graphs can be obtained. Let be an event in case that an arbi-
trary node i in a given unit area fades out and a wireless link connection is expired as
a consequence (i.e. node isolation). Node isolation probability of at least one node
can be expressed as Areas, which an arbitrary node is inside, will be at

least

Definition of using the above relation will result in the following probabil-
ity formula

From the equation (3), we can know that if n converges to an infinite value, then
r(n) will converge to zero[2]. means the number of nodes that are possible to
transmit simultaneously in ad-hoc networks. If a distance between two arbitrary

[ Step 1 ] After the intermediate node N10 received data packets that are being transmitted from
the source node N1 to the destination node N17, N10 refers to its routing cache to determine a
node corresponding to the next hopping and confirms N13 is the next node on the routing path.
[ Step 2 ] If a fatal error occurs at that time on the data link layer (i.e. N13 fades out on the
path), keyword–attached keyword_search messages are broadcasted to neighbor nodes in the
RRK routing scheme. As a consequence, N10 receives a response_ of_keyword_search message
from N14. (In this example, since N14 only has a unique keyword, N14 only will reply to N10 with
response_of_keyword_search)
[ Step 3 ] N10 discards N14 in its routing cache and broadcasts the data packets to be transmit–
ted to N14.
[ Step 4 ] In case that the intermediate node N10 is not able to receive the response_of_key–
word_search message (i.e. loss of the message resulting from N14's fading out, power outage
and etc.), the route discovery mechanism will be executed to search new route records.
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nodes in ad-hoc networks, r(n), gets smaller than the probability of closing of

wireless network of an arbitrary node in the network will go to zero(n" 3 ). To main-
tain the connection of an arbitrary node (i.e. fading-out probability is zero), therefore,
r(n) should be decreased than gradually. To maintain the connection of two

arbitrary nodes in a topograph, r(n) should have the following values in case that n
and c(n) goes to an infinite value. And c(n) will converge to an infinite value gradu-
ally by arbitrary speed .[13][14]

4.2 Simulation

To verify the performance of proposed algorithm comparing with the conventional
DSR algorithm, a series of computer simulations using NS-2 (Network Simulator 2)
was conducted. The number of dropped packets and the throughput were measured in
various scenarios with CBR (Constant Bit Rate) traffic on UDP/IP. Simulation pa-
rameters are shown in Table 1.

Fig. 5. Throughput in route reconfiguration factor generating section (CBR interval; 8 sec/
node)

Fig. 5 shows the measured throughput in case of the movement #1 scenario. In all
situations, RRK shows better throughput then DSR especially in case of lower traffic



Active Information Based RRK Routing for Mobile Ad Hoc Network 349

loads. It is estimated that since RRK algorithm transmits and receives control packets
such as key search broadcasting, key response procedure and etc., the consequent
extra overheads causes the reduced performance improvement under busier traffic
condition. In case that CBR interval is 8 seconds, maximum 32.72 % of performance
improvement was measured.

Fig. 6. Number of transmission failures (CBR interval: 8 sec / node)

Number of transmission failures of DSR and RRK algorithm is compared and
shown in Fig. 6. The proposed RRK algorithm shows better performance especially
in before and behind 600 seconds section, in which the re-configuration of routing
paths is executed frequently. Besides, the number of transmission failures in RRK
algorithm increases as the traffic load become heavier, which means reduced CBR
traffic interval. Especially when moving factors are generated, the transmission fail-
ure increased significantly (The worst case is 2 seconds of CBR interval).

Table 2 shows the comparison result of DSR and RRK with respect to drop rates.

Judging from the various NS-2 simulation results, RRK technique showed the im-
proved data processing rate and reduced transmission failures to show significant
performance improvement.

5 Conclusion
Since the concept of ubiquitous computing, which should supports extensive wireless
access system such as mobile IP, cellular IP, Personal Area Network (PAN) and etc.,
is entering the stage recently, MANET begins to be noticed as a framework which
can serve wireless access systems in various access systems.

In this paper, we proposed an RRK routing procedure, which is based on active
networks and SNMP information-based routing, to solve problems of loss of routing
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paths and an increasing packet drop rate. By storing a unique keyword in cache of
mobile nodes corresponding to present and candidate routings in a path configuration
procedures, problems which may observed in DSR protocol, such as QoS deteriora-
tion, are expected to be significantly dissolved.

In NS-2 simulations with various scenarios, RRK always showed better perform-
ance of throughput comparing with DSR in case of frequent occurrence of mobile
node movement after the completion of routing paths configuration. Particularly un-
der light traffic load conditions, RRK showed much better performance than DSR by
up to 32.72 % of improvement. At about the time of 600 seconds, in which reconfigu-
rations of routing paths occurs frequently, the proposed RRK technique showed the
mitigated performance deterioration and the significant decrease in frequency of
transmission failures comparing with DSR. Besides, the frequency of transmission
failures in the proposed technique increases as traffic loads being increased- that is,
CBR traffic interval being decreased and moving factors being increased. A through-
put and frequency of transmission failures is in an inversely proportional relation-
ship. In case of 8 sec/node of CBR interval, it is measured that the throughput was
dropped by down to 200%. We have not considered the security in active networks
corresponding to keyword transmission. Besides, for future improvement of the pro-
posed routing technique, an additional mechanism for unique keywords management
is required.
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Abstract. Simulation models can be created completely or partly from web ser-
vices 1) to reduce the development cost, and 2) to allow heterogeneous applica-
tions to be integrated more rapidly and easily. In this paper, we present software
design patterns useful for modeling and simulation. We illustrate how model
federates can be built from web services and design patterns. We also show
how the use of software design patterns can greatly help users to build scalable,
reliable and robust simulation models with detailed performance analysis.

1 Introduction

A web service is a software application identified by a URI(Uniform Resource Identi-
fier), whose interfaces and binding are capable of being defined, described and dis-
covered by XML artifacts and supports direct interactions with other software appli-
cations using XML based messages via internet-based protocols.[1] As the enabling
technologies, such as UDDI, WSDL, SOAP, and WSFL [2 – 5] , become standard-
ized, the web services are expected to provide the ideal platform to integrate business
resources distributed around different systems.

Web services can be utilized in modeling and simulation in the following ways [6]:

Whole models as web services: simulation model can be completely created by
employing the available web services
Environmental components as web services: components with infrequent interac-
tion, such as Databases, Spreadsheets, and Visualization Tools, are the best candi-
dates to be separated out as web services. These services may be provided by a
third party rather than developed by the simulation community.
Model Federates as web services: Model federates can be implemented as web
services.

Advantages of applying web services to modeling and simulation come from the
congruence between the objectives of web services and the objectives of distributed
simulation [7]:

Faster execution times of simulation experiment through distribution of runs and
alternatives to banks of available processors
Geographic distribution of the simulation to allow more convenient collaboration
Integration of simulations on different hardware devices and operating systems

* Corresponding author.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 351–359, 2005.
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Despite the advantages of web services, there have been limited researches on ap-
plying web services to modeling and simulation. Possible reasons are:

Lack of guidelines on how to architect simulation models using web services
Lack of empirical studies on how efficiently the QoS(Quality of Service) of simu-
lation models can be improved by applying well-architect web services

Design patterns are about design and interaction of objects as well as providing a
communication platform concerning elegant, reusable solutions to commonly encoun-
tered programming challenges [8]. Design patterns are the proven best practices that
can be safely applied repeatedly to application architecture and system architecture.
Our claim is that use of design patterns can greatly help the users to build scalable,
reliable, and robust web services and improve the practicality of web services for
modeling and simulation. Design patterns can exist at many levels from very low-
level specific solutions to broadly generalized system issues, and are now hundreds of
patterns available in the literature [8]. We believe that there might be many design
patterns applicable to modeling and simulation domains as well.

In this paper, we illustrate how design patterns can be successfully applied to
modeling and simulating applications. We also present how the QoS (Quality of
Service) of the simulation model can be improved by using web services and design
patterns.

The outline of the rest of this paper is as follows. Section 2 presents background
study on design patterns and their QoS properties. Section 3.1 illustrates how web
services are created by applying design patterns and used as simulation model feder-
ates through an example. Section 3.2 discusses how QoS of the simulation model can
be improved by utilizing web services and design patterns. Section 4 concludes this
paper with summaries and future works.

2 Background Research

In this section, we briefly review the most common software patterns available in
object-oriented design and then discuss how the overall QoS can be improved by
applying design patterns.

2.1 Overview of Design Patterns

Adapter, Façade and Proxy are the most common software patterns available in ob-
ject-oriented design. Below is the brief explanation on Adapter, Façade and Proxy
patterns.

Adapter Pattern: Adapter pattern provides exposing internal application functionality
with a different interface. For example, the client must use an operation named re -
quest. An Adaptee object has a specificRequest operation that performs
the required function. We create an Adapter object that contains a reference to an
Adaptee. The Adapter implements request to call the specificRequest
method of the Adaptee [9].

Façade Pattern: Façade pattern provides a unified interface to a set of interfaces in a
subsystem. Façade defines a higher-level interface that makes the subsystem easier to
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use. For example, in Fig 2, ServiceA, ServiceB and ServiceC classes each
have operations. Façade class with a doAll operation invokes each of these three
operations [9].

Fig. 2. Façade pattern

Proxy Pattern: Proxy pattern provides a surrogate or placeholder for another object to
control access to it. Figure 3 shows an example of Proxy pattern. A RealSubject
has a request method that is not always accessible. For example, it may be on host
that we cannot reach directly. Suppose we can only reach the RealSubject when
the time is an even number. The Proxy class provides a request method that con-
tacts the RealSubject when possible and returns another result otherwise. Both
RealSubject and Proxy are subclasses of the abstract Subject Class [9].

Fig. 3. Proxy pattern

More detailed information on design patterns can be found in References [8-10].

Fig. 1. Adapter pattern
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2.2 QoS of Design Patterns

The utility of software design patterns has matched to the design issues of availability,
performance, security and interoperability [10].

Availability: Availability is the property to access a service within a timely man-
ner whenever they may need to do so [11]. Various design patterns provide alter-
native systems if faults should occur in original system. These patterns help to in-
crease the availability of the original system.
Performance: Performance can be defined as the ability of a system to deliver the
results based on the request of the users, while keeping them satisfied [12]. Vari-
ous design patterns are used to reduce network traffic and response time for
coarse-grained and read-only data.
Security: A security gives an administrator the power to determine who can access
applications and their resources [13]. Many design patterns give limited access
rights to an object and can validate the access permissions for that user or systems.
Interoperability: Interoperability is the ability of a system or a product to work
with other systems or products without special effort on the part of the customer
[14]. Most design patterns provide approaches making use of a “wrapper” of sys-
tems that can convert system’s interface into another system’s interface on the fly.

In the next section, we will present design patterns useful for web services, and
then apply them to simulation models.

3 Simulation Models with Web Services and Patterns

Consider a steam-powered propulsion ship named FULTON. In FULTON, the fur-
nace heats water in boiler. Heat from the furnace is added to the water to form high-
pressure steam. The high-pressure steam enters the turbine and performs work by
expanding against the turbine blades. After the high-pressure steam is exhausted in
the turbine, it enters the condenser and is condensed again into liquid by circulating
sea water [15]. At that point, the water can be pumped back to the boiler.

Four components are identified to simulate FULTON: Boiler, Turbine,
Condenser, and Pump. Section 3.1 illustrates how model federates can utilize
design patterns and web services. Section 3.2 discusses how the QoS of the simulation
model can be improved by applying web services and design patterns.

3.1 Applying Design Patterns and Web Services

Adapter, Façade and Proxy patterns can be utilized in building FULTON models.

3.1.1 Adapter Pattern

Motivation: An organization will often look to existing software assets to exploit
Web services technologies. In some cases, these existing applications utilize lan-
guages, protocols, or platforms that are not compatible with the target Web services
platform. Managing these incompatible interfaces can be solved through the use of the
Adapter patterns. It would typically be used to provide compatibility between multi-
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ple platforms or systems. In the design of Web services architectures, the Adapter
pattern can be used to expose existing components as Web services. This pattern can
be used to wrap any incompatible interfaces with one the Web services platform un-
derstands [16].

In FULTON example, assume that Boiler and Pump are software components
in C++, while Turbine and Condenser are independent software components
implemented in Servlet. Figure 4 illustrates how different interfaces and the HTTP
protocol can be utilized on a J2EE-based platform [9]. As shown in Figure 4, we can
leverage many of our existing software assets. Adapter pattern is one approach to help
resolve integration issues.

Fig. 4. Applying Adapter pattern to FULTON example

3.1.2 Façade Pattern

Motivation: The Façade pattern can often be applied to build coarse-grained services.
The same approach can be leveraged for web services. The idea is to take existing
components that are already exposed and encapsulate some of the complexity into
high-level, coarse-grained services that meet the specific needs of the client [16].

In FULTON example, assume that Ship web service is a coarse-grained service
that aggregates the already exposed web services of Boiler, Turbine, Con-
denser, and Pump. Figure 5 shows the relationships between Ship’s presentation
and business tiers using the Façade pattern [16].

Fig. 5. Applying Facade pattern to FULTON example
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3.1.3 Proxy Pattern

Motivation: The Proxy pattern can be used to isolate or move complex processing
from the client to a back-end service. Instead of requiring the client to perform the
processing, this work can be moved to a proxy server [16].

In FULTON example, assume that clients want to simulate FULTON example with
multiple levels of abstraction [15]. For high level of abstraction, clients want to em-
ploy the full version of FULTON. However, for a low level of abstraction and possi-
bly faster execution, the developer wouldn’t want to interface with the real Pump
system. Instead, they would typically write a “dummy” service that would be func-
tionally equivalent to the original Pump. Figure 6 illustrates how mock objects could
be used to achieve multiple levels of abstraction.

Fig. 6. Applying Proxy pattern to FULTON example

3.2 QoS Improvement

A number of QoS benefits are gained by using the design patterns and Web services
to construct simulation models:

Interoperability: As shown in FULTON example, managing incompatible inter-
faces of web services (e.g., C++, Servelet) can be solved through the use of the
Adapter pattern.
Security: When a client needs to interact with a Web service, say across a net-
work, the most preferred way of encapsulating and hiding the interaction mecha-
nism is by using a Proxy object.
Availability: In e-business service, availability is very important issue. This prob-
lem can be solved using mirror service that is functionally equivalent to the origi-
nal. If original Web services are not accessible, mirror service performs instead.
Proxy pattern can be applied to achieve the desired availability.
Performance: By using Façade pattern, we can reduce the number of network
calls required by the client by reducing the number of client access points. Data is
bundled together, typically mapping to a specific service needed by the client. In
Section 3.2.1 – 3.2.2, we analyze how the performance of the FULTON model can
be improved by applying design patterns, in terms of response time and through-
put.

3.2.1 Testing Environment
Table 1 summarizes our testing environment.
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Microsoft Application Center Test (ACT) [17] is designed to carry out stress test
on web servers. Our performance measurements are as follows:

Throughput: the number of requests that can be successfully served by application
per unit time (second). It can vary depending on the load (number of users) ap-
plied to the web server.
Response Time: the amount of time taken to respond to a request. It can vary as
the number of clients, message size and request frequency change.

3.2.2 Performance Analysis
Figure 7 shows how response time and throughput can be improved by using Façade
pattern. Solid line represents the response time and throughput of FULTON by apply-
ing Façade pattern, while the dotted line represents the same measurements not by
applying Façade pattern. In any number of simultaneous users, we can see that the
performance of FULTON model is improved by applying design patterns. This is
because Façade pattern reduces the interactions between clients and web servers by
centralizing the infrastructure.

Fig. 7. Response time and throughput with varied number of simultaneous users: Applying
Façade pattern improves the performance

Figure 8 shows how the performance of FULTON model can further be improved
as the message size increases. Solid line represents the response time and throughput
of FULTON by applying Façade pattern, while the dotted line represents the same
measurements not by applying Façade pattern. In any message size, we can see that
the performance of FULTON model is improved by applying design patterns. When
message size becomes 100K, we further analyze the response time of FULTON with
varying request frequency. More requests cause late response time in overall. How-
ever, in any cases, response time is greatly improved by applying design patterns.
This is because Façade pattern reduces message exchanges and saves marshalling and
unmarshalling overheads.
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Fig. 8. Response time and throughput with a function of message size: Applying Façade pat-
tern improves the performance

4 Conclusion

This paper presented a number of design patterns useful for modeling and simulation
and illustrated possible QoS improvement as the result; Common software design
patterns, such as Façade, Proxy and Adapter are successfully applied to building
simulation models of FULTON. Design patterns are able to improve QoS of the simu-
lation model in terms of interoperability, security, availability, and performance, as
shown in FULTON example. Our experiences indicate that design patterns and web
services could help users to build scalable, reliable, and robust simulation models.
Design patterns are also good to validate the constructed models by applying the
“proven” best practices.

In this paper, we explored only three design patterns (Adapter, Façade, Proxy) to
prove their applicability and usefulness to modeling and simulation. We would like to
continue our efforts to find other useful design patterns for modeling and simulation
and report the benefits of using these patterns. We also would like to study new de-
sign patterns specifically for modeling and simulation and apply them to real-world
systems.
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Abstract. The amount of information which we can get from web envi-
ronments, especially in the web databases, has rapidly grown. And, many
questions often can be answered using integrated information than using
single web database. Therefore the need for integrating web databases
became increasingly. In order to make multiple web databases to in-
teroperate effectively, the integrated system must know where to find
the relevant information which is concerned with a user’s query on the
web databases and which entities in the searched web databases meet
the semantics in the user’s query. To solve these problems, this paper
presents an approach which provides ontology based integration method
for multiple web databases. The proposed approach uses the web inter-
faces through which generally a user can acquire desired information in
the web databases.

1 Introduction

One of the advantages of a multidatabase system is that it allows each local
DBMS to participate in the system and at the same time it preserves the auton-
omy of the local DBMSs. However, making it possible for two or more databases
to interoperate effectively has many unresolved problems. The most basic and
fundamental problem is heterogeneity [1,2,3]. It can be categorized into platform
heterogeneity and semantic heterogeneity. The semantic heterogeneity is due to
the different database schemas (schema heterogeneity) and/or different logical
representation of data (data heterogeneity).

Meanwhile, the amount of information which we can get from web environ-
ments, especially in the web databases, has rapidly grown. And, many ques-
tions often can be answered using integrated information than using single web
database. Therefore the need for integrating web databases became increas-
ingly. In order to make multiple web databases to interoperate effectively, the
integrated system must know where to find the relevant information which is
concerned with a user’s query on the web databases and which entities in the
searched web databases meet the semantics in the user’s query.

This paper suggests a method to integrate databases, especially web databases.
The proposed approach uses the web interfaces through which generally a user
can acquire desired information in the web databases.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 360–369, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Information in web databases can be provided to the users easily through web
interfaces. With analyzing web interfaces, an information integration system can
integrate web databases without concerning the database structures.

The rest of this paper is organized as follows. Section 2 shows an integrated
retrieval system for web databases using ontology and multi-agents. Section 3
reports results of several experiments about the proposed system. Finally, in
section 4, we offer our conclusions.

2 Integrating Heterogeneous Web Databases

2.1 Databases and Web Interfaces

Generally, a web site which provides information via databases is implemented in
two phases. First, a database for information of the web site is designed. In next
phase, web interface (or template) for retrieving information of the database
is constructed. A user’s query can be delivered to the query processor of the
database through web interface. Figure 1 shows two web interfaces for plant
related databases. With analyzing web interfaces, an information integration
system can integrate web databases without concerning the database structures.
The basic idea is to create virtual database tables for the databases using fields
in web interfaces, which provides ease mechanism for integration regardless of
database models, DBMSs, and so forth. That is, it needs not to consider platform
heterogeneity. Figure 2 shows a sample virtual table for one of the example web
databases in figure 1, Shartsmith Herbarium database. The integration system
for web databases can integrate web databases easily using these virtual database
tables, not needing to know all the actual database schema information.

Fig. 1. Sample databases with Web-based interfaces.
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Fig. 2. A sample virtual database table for Sharsmith Herbarium database.

2.2 SemQL: Semantic Query Language

Seen from a semantic perspective, the process of database design proceeds from
the real world to the data. The designer develops his own conceptualization
of the real world and turns his conceptualization into a database design. This
has led designers to develop different, often incompatible, schemas for the same
information. Therefore, users needing to combine information from several het-
erogeneous databases are faced with the problem of locating and integrating
relevant information.

One of the efficient and effective approaches is allowing users to issue queries
to a large number of autonomous and heterogeneous databases with his/her own
concepts. It frees users from learning schemas. We have proposed SemQL as a
semantic query language for users to issue queries using not schema information
but concepts that the users know [4,5].

The SemQL is similar to SQL except that it has no FROM clause. The basic
form of the SemQL is formed of the two clauses SELECT and WHERE and has
the following form:

Here < conceptlist > is a list of concepts whose values are to be retrieved by
the query. The < condition > is a conditional search expression that identifies
the tuples to be retrieved by the query. As for the entity information as described
FROM clause in SQL, it is appended to the query automatically when the query
processor processes the query.

The SemQL clauses specify not the entity or attribute names in component
database schemas but concepts about what users want. For example, suppose a
user wants to find those plants which live in wetland habitats, assuming that the
user is familiar with SQL but knows neither of the component database schemas.
Then the user might issue a query in SemQL using concepts that he/she knows;

Another user might issue a query as follows based on his/her concepts;

Though, in above two queries, “plant” and “flora” are different in the point
of word form, the two queries are semantically equivalent.
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2.3 The Procedure of Semantic Query Processing

An ontology is an explicit specification of a conceptualization [6,7]. When the
knowledge of a domain is represented in a declarative formalism, the set of
objects that can be represented is called the universe of discourse. This set
of objects, and the describable relationships among them, are reflected in the
representational vocabulary with which a knowledge-based program represents
knowledge. Ontologies can be applied for inter-operability among systems, com-
munications between human being and systems, increasing system’s reusability
and so forth. There are several endeavors within the industrial and academic
communities that address the problem of implementing ontologies, such as TOP,
WordNet, Ontolingua, Cyc, Frame Ontology, PANGLOSS, MikroKosmos, SEN-
SUS, EngMath, PhysSys, TOVE, and CHEMICALS [8,9]. In our approach, on-
tology has a role of semantic network which is for extracting concepts from user’s
queries and integrating information of web databases.

Figure 3 shows an integrated retrieval system for Web databases using on-
tology technology and multiagents [10,11]. The User Interface Agent parses the
user’s query, extracts concepts in the query using ontological concepts and re-
lations, requests for query processing, and displays the processed results to the
user. The Ontology Agent manages the ontology and cooperates with the Broker

Fig. 3. An information retrieval system for web databases.
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Agent and Structure Mapping Agent. The Broker Agent identifies the relevant
Web databases using information received from the User Interface Agent and the
Ontology Agent. The Structure Mapping Agent generates the mappings between
concepts in the original query and information of the identified Web databases.
The Sub-Query Handling Agent reformulates the original query into multiple
sub-queries for each Web database according to the mappings generated by the
Structure Mapping Agent. The Resource Agent resides in each Web database
and executes the sub-query received from the Sub-Query Handling Agent ac-
cording to the schema information of the Web database in which it resides, and
then sends the results to the Integration Agent. The Integration Agent, in turn,
manages the intermediate results from various Web databases and presents the
integrated results to the users.

3 Experiments and Evaluation

To evaluate the proposed approach for information sharing in multidatabase
systems, we have conducted some experiments on several web databases.

General information retrieval systems for web documents require the evalu-
ation of how precise is the answer set. This type of evaluation is referred to as
retrieval performance evaluation. Such an evaluation is usually based on a test
reference collection and on an evaluation measure. The test reference collection
consists of a collection of documents, a set of example information requests, and
a set of relevant documents provided by specialists for each example information
request.

Given a retrieval strategy S, the evaluation measure quantifies, for each ex-
ample information request, the similarity between the set of documents retrieved
by S and the set of relevant documents provided by the specialists. This provides
an estimation of the goodness of the retrieval strategy S [12].

Applying the method of the retrieval performance evaluation for web docu-
ments, the experiments have been conducted in the aspect of retrieval perfor-
mance which measures how effectively the user’s semantic queries are processed
through the proposed methods.

3.1 Implementation

As for information sources, we have chosen four Web databases related to plant
information listed as follows:

Component database 1 CalFlora database at Berkeley University.
Component database 2 Sharsmith Herbarium database at San Jose
State University.
Component database 3 Plants database developed by U.S. Depart-
ment of Agriculture.
Component database 4 Species database constructed by Plants For
A Future which is a resource centre for plants.

In Figure 1, web interfaces for and are already shown.
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Fig. 4. An example of different query statements requesting the same information.

3.2 Contents and Methods for Experiments

A query may be issued in various forms according to the user’s query patterns
and provided web interfaces. Figure 4 shows such a case. Though both queries,
Query 1 and Query 2, require the same information, they are different in query
forms. Of course, Query 1 is a more general query form. However, according to
the interfaces of some information sources, queries must be issued like Query 2.
A module for query expansion expands the user’s original query to all the possible
forms of queries.

Experiments have been conducted to determine two things: the query pro-
cessing time of the query processor, and query processing ability. In both cases,
experiments have been conducted with and without query expansion.

Using the constructed system, all the possible queries were prepared for ex-
periments based upon all the concepts in the component database schemas.
Afterwards, each query was processed by the query processor, the results were
analyzed, and the retrieval performance was evaluated.

In the experiments, given a set of queries, performance was evaluated accord-
ing to the results of query processing in each component database. The meaning
of the notations and equations used in the evaluation are as follows;

Q: set of total queries.
set of queries related to which must be processed

by
set of queries actually processed by

the number of queries Q.
the number of queries in
the number of queries in

the number of queries in

is extracted from the set of total queries, Q, which must be processed
by is a set of queries processed by after each query in Q
is processed through the query processor. is a set of queries that are
included in the intersection set of and
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is the ratio of the actually processed queries to the set of queries
which must be processed by is the ratio of relevant queries
to to the set of queries which are actually processed by
is the ratio of irrelevant queries to to the set of queries which are actually
processed by which is the probability of the query processor issuing errors
at during the query processing procedure.

3.3 Results and Evaluation

The number of total queries involved in the experiments is 134. The results
are shown below.

The results of the experiments with query expansion

The results of the experiments without query expansion

According to the acquired primary data and the equations in section 3.2,
recall rates, precision rates, and error rates for each component database were
calculated. Recall rates for each component database are shown in figure 5 in
graphical form.

With query expansion, the recall rate for is 96.43% and very excellent,
while the recall rate for is 49.09% and is not good compared to that of

Fig. 5. Recall rates for each component database.
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This is because that almost all the input fields of the web interface for
are structured such as to enable users to select one of the values for each

input field (see figure 1(a)), while all the input fields of the web interface for
require users to insert values in the fields (see figure 1(b)).

That is, provides more schema information than If one ob-
serves carefully the result of the experiments, one can understand that the web
DB which provides more and detailed schema information shows very high recall
rate. As almost all the input fields of the interface for are structured such
as to enable users to select one of the values for each input field, also
shows a very high recall rate. As the same reason, shows a similar level
of recall rate.

Fig. 6. Precision rates for each component database.

Meanwhile, the experiments without query expansion show that the recall
rates of all the component databases are not high, which means that each com-
ponent database provides the same information in various different forms.

Precision rates for each component database are shown in figure 6. In the case
of precision rates, regardless of whether query expansion is included or not, the
experiments show very excellent precision rates in all the component databases.
This means that the proposed system exactly reformulates the original query into
sub-queries that are for component databases identified during the procedure of
query processing.

The average time for processing a query, average recall rate and precision
rate for all the component databases, with and without query expansion, are
shown in Table 1.

With query expansion, the average time for processing a query is 2.7 times
slower than that without query expansion. Regardless of whether query expan-
sion is included or not, the precision rate is very high, while recall rate varies
according to whether the query is expanded or not. Although query processing
with query expansion needs more processing time, it is, however, more efficient
in the aspect of recall rate.
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4 Conclusions

The proposed approach provides common domain knowledge using ontology as
knowledge base, so that each information source can be merged into the system
without specific domain knowledge of other sources. That is, each information
source can describe its domain knowledge and construct its own semantic net-
work independent of other information sources, which enables each information
source to be merged into the system easily. This kind of approach guarantees the
autonomy of each information source and gives users needing to integrate infor-
mation an easy and efficient method for information integration. Also, it enables
a number of information sources to be merged into the information integration
system, so that it gives good extensibility to the system.

As the experiments have been conducted in the level of laboratory with four
web databases in the real world, if the proposed approach is applied to an un-
specified number of the general databases, both recall rate and precision rate are
more or less expected to be decreased. However, if sufficient schema information
of each web database is provided, the proposed approach for information shar-
ing among heterogeneous web databases is deserved to be regarded as one of the
prominent approaches for information integration.
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Abstract. The Discrete Event Systems Specification (DEVS) formalism
specifies a discrete event system in a hierarchical, modular form. This pa-
per presents a web-services-based distributed simulation architecture for
DEVS models, named as DEVSCluster-WS. DEVSCluster-WS is actu-
ally an enhanced version of DEVSCluster by employing the web services
technology, thereby retaining the advantages of the non-hierarchical dis-
tributed simulation compared to the previous hierarchical distributed
simulations. By employing the web services technologies, it describes
models by WSDL and utilizes SOAP and XML for inter-node commu-
nication. Due to the standardized nature of the web service technology,
DEVSCluster-WS can effectively be embedded in the Internet without
adhering to specific vendors and languages. To show the effectiveness of
DEVSCluster-WS, we realize it in Visual C++ and SOAPToolkit, and
conduct a benchmark simulation for a large-scale logistics system. We
compare the performance of DEVSCluster-WS with DEVSCluster-MPI,
the MPI-based implementation of DEVSCluster. The performance result
shows that the proposed architecture works correctly and could achieve
tolerable performance.

1 Introduction

Discrete-event simulation is frequently used to analyze and predict the per-
formance of systems. Simulation of large, complex systems remains a major
stumbling block, however, due to the prohibitive computation costs. Distributed
discrete-event simulation (or shortly, distributed simulation) offers one approach
that can significantly reduce these computation costs.

Conventional distributed simulation algorithms assume rather simple simu-
lation models in that the simulation consists of a collection of logical processes
(LPs) that communicate by exchanging timestamped messages or events. The
goal of the synchronization mechanism is to ensure that each LP processes events
in time-stamp order; this requirement is referred to as the local causality con-
straint. The algorithms can be classified as being either conservative [1] or opti-
mistic [2]. Time Warp is the most well known optimistic method. When an LP

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 370–379, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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receives an event with timestamp smaller than one or more events it has already
processed, it rolls back and reprocesses those events in timestamp order.

Since distributed simulation deals with large and complex systems, the follow-
ing issues should be addressed: model verification and validation, model reusabil-
ity, and user-transparency of distributed simulation details, etc. The Discrete
Event Systems Specification (DEVS) formalism, developed by Zeigler [3], is a
formal framework for specifying discrete event models. The DEVS modeling and
simulation approach provides an attractive alternative to conventional logical
process-based modeling approaches used in distributed simulation by its set-
theoretical basis, its independence of any computer language implementation,
and its modular, hierarchical modeling methodology.

There have been several research efforts in the distributed simulation of
DEVS models. They can broadly be classified into two approaches: hierarchi-
cal and non-hierarchical ones. Adhering to the traditional hierarchical simu-
lation mechanism of DEVS, the hierarchical distributed simulation approach
has exploited only specific parallelism inherent in the formalism [3, 4]. The ap-
proach can be categorized into two schemes: synchronous and asynchronous ones.
Synchronous schemes utilize only the parallelism in simultaneous events, and
asynchronous schemes combine both the hierarchical simulation mechanism and
distributed synchronization algorithms such as Time Warp [5].

Belonging to the non-hierarchical distributed simulation approach, DEVS-
Cluster transforms the model structure into a non-hierarchical one during sim-
ulation execution [6]. By simplifying the model structure, DEVSCluster can be
easily extended to the distributed version. It employs Time Warp as a basic syn-
chronization protocol. It applies distributed object technologies such as CORBA
(Common Object Request Broker Architecture) [7] as an underlying communi-
cation mechanism which is particularly useful for the DEVS simulation since it
is inherently an object oriented modeling formalism.

Meanwhile, the adoption of the web services technology into the scientific
distributed computing has been researched actively [8]. The use of the stan-
dard protocols, such as SOAP, XML, HTTP, WSDL, and UDDI, easily achieves
high interoperability between heterogeneous computing environments such as
Grids [13] due to its inherent characteristics: language- and platform-neutral.

In this paper we propose a web-services-based distributed simulation archi-
tecture for DEVS models, named as DEVS Cluster-WS. DEVSCluster-WS is
actually an enhanced version of DEVSCluster by employing the web services
technology, thereby retaining the advantages of the non-hierarchical distributed
simulation compared to the previous hierarchical distributed simulations. By em-
ploying the web services technologies, it describes models by WSDL and utilizes
SOAP and XML for inter-node communication. Due to the standardized nature
of the web service technology, DEVS Cluster-WS can effectively be embedded in
the Internet without adhering to the specific vendors and languages.

To show the architectural effectiveness of DEVSCluster-WS, we design a
model of a large-scale logistics system and perform experiments in a distributed
environment. We evaluate the performance of DEVSCluster-WS by comparing
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the simulation results with DEVSCluster-MPI, the MPI-based implementation
of DEVSCluster [6]. The results show that the overhead of the XML processing
could be tolerable compared to the efficient MPI-based communication [9].

The rest of this paper is organized as follows: Section 2 describes an overview
of the DEVS formalism. Section 3 presents DEVSCluster-WS. Section 4 presents
the performance results. Finally, Section 5 concludes the paper.

2 Preliminaries

This section describes the DEVS formalism, the distributed simulation mech-
anism, and the Web service architecture as the preliminary backgrounds of
DEVSCluster-WS.

2.1 DEVS Formalism

The DEVS formalism is a sound formal modeling and simulation (M&S) frame-
work based on generic dynamic systems concepts [3]. DEVS is a mathematical
formalism with well-defined concepts of hierarchical and modular model con-
struction, coupling of components, and an object oriented substrate supporting
repository reuse. Within the formalism, one must specify (1) the basic models
from which larger ones are built, and (2) the way in which these models are
connected together in a hierarchical fashion. Top down design resulting in hier-
archically constructed models is the basic methodology in constructing models
compatible with the multifaceted modeling approach.

A basic model, called the atomic model (or atomic DEVS), specifies the dy-
namics of the system to be simulated. As with modular specifications in general,
we must view the above atomic DEVS model as possessing input and output
ports through which all interactions with the external world are mediated. To
be more specific, when external input events arrive from another model and are
received on its input ports, the model decides how to respond to them by its
external transition function. In addition, when no external events arrive until
the schedule time, which is specified by the time advance function, the model
changes its state by the internal transition function and reveals itself as exter-
nal output events on the output ports to be transmitted to other models. For
the schedule time notice, an internal event  is devised as shown in the above
definition.

Several atomic models may be coupled in the DEVS formalism to form a
multi-component model, also called a coupled model. In addition, closed under
coupling, a coupled model can be represented as an equivalent atomic model.
Thus, a coupled model can itself be employed as a component in a larger coupled
model, thereby giving rise to the construction of complex models in a hierarchical
fashion.

Detailed descriptions for the definition of the atomic and coupled DEVS can
be found in [3].
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Fig. 1. Non-hierarchical simulation mechanism for DEVS models.

2.2 DEVSCluster: Non-hierarchical Distributed Simulation Scheme
of DEVS Models

DEVSCluster is a non-hierarchical distributed simulation architecture for DEVS
models [6]. The basic motivation of DEVSCluster is, as shown in Fig. 1, to
transform hierarchically structured DEVS models into a non-hierarchical one
before the simulation execution. Based on the flat structured DEVS models,
The distributed version of DEVSCluster partitions the models for mapping into
the distributed machines, in which simulation engines synchronize each other by
Time Warp.

For detailed description of DEVSCluster, refer to [6].

2.3 The Web Service Technology

Web services are self-contained, loosely coupled software components that define
and use Internet protocols to describe, publish, discover, and invoke each other
[10, 11]. They can dynamically locate and interact with other web services on
the Internet to build complex machine-to-machine programmatic services. These
services can be advertised and discovered using directories and registries such as
the Universal Description, Discovery, and Integration (UDDI) specification [12].

To be useful, each discovered component must be described in a well-struc-
tured manner. The Web Services Description Language (WSDL) provides this
capability. Using WSDL, an invoking entity can bind to the selected service and
start communicating with its externally visible functions via advertised protocols
such as SOAP.

SOAP is a simple, lightweight protocol for the exchange of XML based mes-
sages between distributed entities. It supports detailed error reporting, applica-
tion specific XML encodings and is presently transferred over HTTP or SMTP.
The integral part of SOAP is the envelope root element, which consists of two
blocks of XML data called header and body. While the optional header is used
for transferring supplementary information, the body actually contains the main
part of XML data – in case of a SOAP-based remote procedure call (SOAP-
RPC), parameters and name of the called function.
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Fig. 2. Block diagram of DEVSCluster-WS.

3 DEVSCluster-WS

In this section, the architecture of the proposed web-services-based distributed
simulation architecture, named as DEVSCluster-WS, is presented. Fig. 2 shows
the block diagram of DEVSCluster-WS. For inter node communication between
distributed models, DEVSCluster-WS utilizes the web services technology, such
as SOAP and WSDL, as an underlying distributed object technology. This
makes DEVSCluster-WS an adequate simulation engine for heterogeneous net-
work computing environment like Grid [13]. In the figure, output messages are
processed in a multi-threaded manner by output threads. Notice that the ex-
ternal input messages are also processed in a multi-threaded manner. This is
for avoiding a possible deadlock condition as shown in Fig. 3. Fig. 3 (a) shows
the possible deadlock condition when processing external input messages from
other nodes. The entire simulators in a node are protected by a global lock in a
node, and two entities – a local scheduler for internal event generation and the
ATL servants [14] for external message processing – share the critical section.
The follow is a possible scenario of deadlock condition; a simulation object in
Node1, which is now holding a lock of Node1, is now generating output events
which should be processed by the ATL servant of Node2 after acquiring the lock
of Node2; the same action happens in Node2 by the chance; thus a deadlock
happens.

Fig. 3 (b) shows the solution for deadlock avoidance employed by DEVS-
Cluster-WS. It employs the multi-apartment model [14] for multi-threading the
execution of external input messages.

The following shows the WSDL codes for DEVSCluster-WS. Through this
standard interface description, DEVSCluster-WS can be published in a stan-
dardized way.
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WSDL Description for DEVSCluster-WS

4 Experimental Results

To show the effectiveness of DEVSCluster-WS, we have conducted a benchmark
simulation for a large-scale logistics system.

The automatic logistics system becomes more important as the size of the
system becomes large and complex. For the help of the decision-making, simula-
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Fig. 3. Deadlock prevention mechanism for DEVSCluster-WS.

tion techniques can be used usefully. However, even in the normal sized logistics
system, one of the important problems to be tackled is the excessive simulation
execution time and the requirement of the large memory. In this case, distributed
simulation can help the problem. Fig. 4 shows the basic structure of the logistics
system model. In the logistics system, warehouses, stores, and control centers are
located over wide areas: stores spend products, warehouses supply the products,
and control centers control the logistics cars to chain the stores and warehouses.
In this system, the objective is to minimize the number of the required cars while
satisfying the orders of all stores. To find a shortest path between warehouses
and stores is basically a traveling salesperson problem. We utilized the genetic
algorithm for this problem. Also we abstracted the loading of products on cars
as a bin packing problem and used the best-fit algorithm for this problem.

Fig. 4. Basic structure of the logistics system model.
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We have conducted simulation experiments for the automatic logistics system
using DEVSCluster-WS and DEVSCluster-MPI, the MPI-based implementation
of DEVSCluster [6]. The configuration of the simulation platform is four Pen-
tium IV-based Windows 2000 systems connected by the 100 Mbps Ethernet. We
implemented the simulation system by Visual C++ 6.0 with SOAPToolkit3.0
[15] and the GUI by JAVA.

For the test of the scalability of DEVSCluster-WS, we conducted the sim-
ulation while changing the number of nodes. Fig. 5 shows the result. For 2
and 4 nodes, we compared two different versions of DEVSCluster-WS with
DEVSCluster-MPI, the MPI-based implementation of DEVSCluster. We tested
a threaded version of DEVSCluster-WS which multi-threads the processing of
output messages and a non-threaded version of DEVSCluster-WS. This is to
evaluate the effectiveness of the multi-threading for output messages process-
ing especially in the slow SOAP-based inter-node communication environment.
The results show that the performance of DEVSCluster-WS could be tolera-
ble compared to efficient DEVSCluster-MPI. Especially the multi-threading of
output message processing could reduce the overhead of SOAP processing in
DEVSCluster-WS due to the buffering effect of multi-threading, as shown in the
Fig. 5 and 6.

Fig. 7 shows the number of rollbacks and GVT (Global Virtual Time) compu-
tation time for 4 nodes configuration. The rollback result shows that the number
of rollbacks is already in the order of four hundreds and does not critically affect
the simulation run time. The GVT computation time is increased compared to
DEVSCluster-MPI, and the multi-threading of output messages can reduce this
overhead considerably.

5 Conclusion

In this paper, we proposed a web-services-based distributed simulation archi-
tecture for the DEVS models, named as DEVSCluster-WS. DEVSCluster-WS,
an enhanced version of DEVSCluster by employing the web services technol-

Fig. 5. Simulation execution time com-
parison of different schemes.

Fig. 6. Message sending and receiving
time for different schemes.
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Fig. 7. Number of rollbacks and GVT computation time for different schemes.

ogy, thereby retaining the advantages of the non-hierarchical distributed simu-
lation compared to the previous hierarchical distributed simulations. Due to the
standardized nature of the web service technology, DEVSCluster-WS can effec-
tively be embedded in the Internet without adhering to the specific vendors and
languages. The performance result of DEVSCluster-WS showed that it works
correctly and could achieve tolerable performance.
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Abstract. The major objective of this paper is to propose the auto-
mated cyber-attack scenario generation methodology based on the sym-
bolic simulation envi-ronment. Information Assurance is to assure the
reliability and availability of information by preventing from attack.
Cyber-attack simulation is one of no-ticeable methods for analyzing vul-
nerabilities in the information assurance field, which requires variety of
attack scenarios. To do this, we have adopted the symbolic simulation
that has extended a conventional numeric simulation. This study can 1)
not only generate conventional cyber-attack scenarios but 2) gen-erate
cyber-attack scenarios still unknown, and 3) be applied to establish the
appropriate defense strategies by analyzing generated cyber-attack. Sim-
ulation test performed on sample network system will illustrate our tech-
niques.

1 Introduction

As we increasingly rely on information infrastructures to support critical op-
erations in defense, banking, telecommunication, transportation, electric power
and many other systems, cyber-attacks have become a significant threat to our
society with potentially severe consequences [1,2]. Information Assurance is to
assure the reliability and availability of information by preventing information
and technology that consist, operate and control Information Infrastructure from
attack. One of the efforts for in-formation assurance is to set up the standard
metrics for design, operation and test, and to develop the proper model and the
tool with which information assurance test can be conducted. [3,4]. That is, the
deep understanding of system operation and at-tack mechanisms is the founda-
tion of designing and evaluating information assurance activities [2]. Therefore,

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 380–389, 2005.
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the advanced modeling and simulation methodology is essential for classifying
threats, specifying attack mechanisms, verifying protective mecha-nisms, and
evaluating their consequences. Such a methodology may be able to support to
find unknown attack behavior if more refined models are allowed.

It is true that Cohen [5], Amoroso [6], Wadlow [7], and Nong Ye [2] have done
pioneering work on this field, nonetheless, their studies remain in the conceptual
modeling rather than specific simulation trial. Recently, Chi et al [8,9] suggested
network security modeling and cyber-attack simulation methodology and devel-
oped the SECUSIM that realized the methodology. However, SECUSIM have
limits that can only simulate pre-defined cyber-attack scenarios.

In the mean time, if it is possible to predict unknown attack scenarios by
adopting the preciseness of modeling and reasoning methodology by using simu-
lation, the effectiveness of simulation is expected to be maximized. To deal with
this, we have adopted the symbolic DEVS that has extended a conventional
numeric simulation. This study can 1) not only generate conventional cyber-
attack scenarios but 2) gener-ate cyber-attack scenarios still unknown, and 3)
be applied to establish the appropriate defense strategies by analyzing generated
cyber-attack.

2 Brief Descriptions on Symbolic DEVS

Symbolic DEVS, extended Discrete Event System Specification (DEVS) [10,11],
expresses discrete event system occurred at symbolic time [12]. The main purpose
of symbolic simulation is to track the abnormal actions that may happen between
various models rather than acquiring statistic data from conventional simulation.
By express-ing the time of event in symbols, symbolic DEVS generates serial
trees that show every possible state trajectory reaching special state. This tree
can be effectively used to chase the cause of abnormal symptoms (i.e., goal)
perceived [11]. That is to say, symbolic DEVS enables symbolic expression of
event time by expanding real number for time function of conventional DEVS
into linear polynomials [11,12,13,14]. Basically, symbolic DEVS is defined as
follows:

Where X is the set of external (input) event types; S is the sequential state set;
Y is the output set; is the internal transition function
where the LP + 0, is the vector space of linear polynomials over non-negative
reals with adjoined; is the external transition function
where is the output function;
and is the time ad-vance function where is a finite,
non-empty set of linear polynomials [11,13].

The example of unknown attack scenario using symbolic DEVS is shown in
Fig. 1. Fig. 1(a) shows the simple state transition diagram of target host, in here,
let’s say that state transition of solid lines represents known attack, and state
transition of dotted line represents unknown attack. So, in this case, known at-
tack scenarios are and Meanwhile, unknown scenarios
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Fig. 1. Symbolic DEVS Example.

can be found by using symbolic simulation analysis. That means, in state it
can take one of two external input events and which are scheduled to be
arrived at symbolic time and respectively. The external transition cor-
responding to is that corresponding to is That is to
say, symbolic time set, and are related to non-deterministic timing, ac-
cordingly, by symbolic simulation, simulation trajectory tree shown in Fig. 1(b)
is automatically generated so that relationship between every possible state and
input can be analyzed effectively.

3 Cyber-attack Scenario Generation Methodology
Using the Symbolic DEVS Simulation

Automated cyber-attack generation by symbolic simulation, with which this re-
search is approaching, is achieved by the layered methodology shown in Fig. 2.
Here, cyber-attack scenario is defined as command set that transit normal state
of victim host to attacked state. First phase is to clearly specify the state of
target objective and initial constraints based on information of target network.
By defining the goal state to find through simulation in advance, it is possible
to reduce simulation scope and to easily analyze the result of simulation. Also,
searching space of symbolic simulation can be reduced effectively by reflecting
pre-knowledge such as structural constraint of target network and constraints
between the states. Second phase is to search or generate the data and models
that were already constructed to library or to be constructed, which can be com-
posed of network components like host, attacker’s database and symbolic model.
By integrating these data and symbolic models, final simulation model in 3rd
phase is generated so that simulation proceeds. Symbolic simulation in 4th phase
is commenced by start messages input to simulation model. By transferring next
components as per coupling and timing relation along with next component, all
possible activities are examined up until reaching goal. When non-deterministic
timing relation appears, simulation engine automatically generates simulation
tree that shows all possible activities [12]. This tree contains all possible attack
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Fig. 2. Automated Cyber Attack Scenario Generation Methodology.

scenarios, and array of the attacks that satisfy goal among them results in table
shown in phase 5. This table includes all attack procedures that may success-
fully attack the target system. What it means is that both known and unknown
attack can be found in the process of these attack scenario analysis.

4 Case Study

Simulation test was taken place to examine the validity of suggested methodol-
ogy. To simplify the test, sample network composed of attacker and victim host
omitting net-work between models was assumed as shown in Fig. 3.

4.1 Phase I: Objectives and Constraints

In order to generate the cyber-attack scenario during symbolic simulation, sim-
ulation goal is set to let the victim host reach COOLDOWN. COOLDOWN
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Fig. 3. Sample Network.

mentioned here is one of the 4 steps (COLD, WARM, HOT, and COOLDOWN)
Wadlow [7] suggested, it refers the step to conduct destroying activities after
successful attack (HOT) (also see Fig. 5). And, the commands that attacker has
was limited to 6 general command groups and 1 command group for confirming:

Group1:

Group2:

Group3:

Group4:

Group5:

Group6:

Group7:

Local host command group: command group that gives command to
local host. Commands to access victim host are included.
Telnet command group: it is composed of commands to use telnet ser-
vice provided from victim host. Setup change and access to other ser-
vices are possible by this.
FTP command group on telnet: it is composed of commands that can
be used when ftp session is open by telnet command.
Authorization command group: it is composed of responses related with
ID & password authorization.
FTP command group: it is composed of commands that can be used
when ftp service is open
COOLDOWN command group: it is composed of commands group that
actually can give damage to victim host.
Check command group: it is composed of commands group that can
check the change of victim host condition upon above command groups.

4.2 Phase II: Symbolic Model Construction

Symbolic DEVS model is constructed in this phase. First, Fig. 4 shows the
structure of attacker model. As shown in Fig. 4, attacker model is composed
of various command models having symbolic time, and each command models
are activated upon the response from victim host. Activated command models
generate the various commands along with non-deterministic timing value, and
generated commands are transferred to victim host. As such, attacker gener-
ates various attack scenarios automatically. Symbolic DEVS representation of
command model consisting attacker model is summarized as follows:
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Fig. 4. Attacker model structure.

State of victim host model [8,9], which receives command from attacker,
is defined based on resources of host such as service-type and O/S-type, and
it causes various state transitions along with input command. Through these
serial state transitions, sometimes, it reaches goal state (i.e., attacked state),
accordingly, the set of command changing model’s state from initial state to
goal state can be defined as attack scenario. Simplified DEVS representation of
victim host is summarized as follows:

4.3 Phase III: Symbolic DEVS Simulation

Symbolic simulation proceeds as per timing relation between attacker and victim
host as explained above. Table 1 shows a part of simulation log file. In table 1,
‘node’ means each condition that may occur by symbolic timing relation, ‘chil-
dren’ means next state that may be converted from current state. ‘Clock-time’
means symbolic time converted into current state, ‘imminent’ shows the selected
command among non-deterministic commands. ‘Constraints’ mean time restric-
tion resulted from command selection, ‘goal’ and ‘dead-end’ shows that whether
present node satisfies goal or it is leaf node. For instance, NODE1 is a leaf
node and it is no children, and when satisfies the smallest restriction,
it generates mount command by MOUNT model being activated in
time. Finally, NODE411 is a leaf node that satisfies goal and has the
smallest restriction condition.
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4.4 Phase IV: Tree Generation

Trajectory tree resulted from symbolic simulation is shown in Fig. 5. Trajectory
tree is divided into 4 phases suggested by Wadlow in accordance with degree
of attack procedure. In this figure, means normal node, and means leaf
node (dead-end). And, marked on leaf shows trajectory that satisfies the goal
condition (to have victim host in COOLDOWN condition), bold line presents
simulation trajectory that serial attacks have been succeeded. One of trajectory
that reached the goal condition in Fig. 5 explains as follows (See the scenario in
Table 2):

(1) : mount, echo1, su, mkdir, echo2, cd, and rlogin are the command that is
valid in the currnet victim host condition, each command is selected by symbolic
time of each command model. In this case, symbolic time of MKDIR model is
the shortest, so mkdir command is selected.

(2)–(3), (5)–(6), (8), (10)–(12), (14) : the host condition is changed by executing
the selected serial commands, and the next command is selected as per the
symbolic time relation of command models that is valid after change of condition.

(4) : this is the case where symbolic time of SU model is the smallest. su com-
mand is selected and phase of attack process on victim host becomes WARM by
executing su command.
(7) : rlogin is selected as the only command that can be executed in the current
host condition.
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Fig. 5. Generated Simulation Trajectories Tree (obtained from Table 1).

(9) : ftp is selected as the only command that can be executed in the current
host condition, and phase of attack process on victim host becomes HOT by
executing ftp command.
(13) : mget is selected as the case that symbolic time of MGET model is smaller
than that of QUIT model, and phase of attack process on victim host becomes
COOLDOWN by executing mget command.
(15) : killall1 is selected as the case that symbolic time of KILLALL1 model is
the smallest, and it reaches goal by executing killall1 command.

4.5 Phase V: Attack Scenario Generation

The discovery of new attack scenario is done by analysis of the trajectory tree
of Phase IV explained above. Table 2 shows the example of attack scenario
obtained from simulation trajectory tree. In this case study, it was confirmed
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that ftp vulnerabilities of system was found and cyber-attack scenario using
this was generated, even though the defense of victim host was assumed to be
perfect. As such, a unknown cyber-attack scenario can be found by expressing
victim host more precisely accord-ing to suggested methodology and defining
command set specifically, accordingly.

5 Conclusions

The objective of this paper is to suggest methodology of automated cyber-attack
scenario generation that is indispensable in the cyber-attack simulation for in-
formation assurance. In order to do this, we defined cyber-attack scenario as
command set that transit normal state of victim host to attacked state and
modeled the attacker that generates various cyber-attack scenario with all the
possible combination of command by adopting the symbolic DEVS. This study
can 1) not only generate conventional cyber-attack scenarios but 2) generate
cyber-attack scenarios still unknown, and 3) be applied to establish the appro-
priate corresponding strategies by analyzing generated cyber-attack.
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Abstract. Call center becomes an important contact point, and an in-
tegral part of the majority of corporations. Managing a call center is a
diverse challenge due to many complex factors. Improving performance
of call centers is critical and valuable for providing better service. In
this study we applied forecasting techniques to estimate incoming calls
for a couple of call centers of a mobile telecommunication company. We
also developed a simulation model to enhance performance of the call
centers. The simulation study shows reduction in managing costs, and
better customer’s satisfaction with the call centers.

1 Introduction

Over the past few years, more and more corporations have become aware of the
importance of call centers. Call centers can be used by tele-marketers, collec-
tion agencies and fund raising organizations to make contact with customers by
phones. In this type of call centers, outgoing calls from the call center are more
frequent than incoming calls. Call centers can also be designed and operated
to offer after-sales service, software support, or customer inquiry by processing
mainly incoming calls.

A typical call center has complex interactions between several “resources” and
“entities”. Telecommunication trunk lines, private business exchanges (PBX),
and agents who call up or answer the customer’s calls are the main resources of a
call center. The voice response units (VRU), which can replace the human agents
for some part of calls or some of calls. Automatic call distributors (ACD) are also
standard digital solutions in a PBX, or in a separate system. Entities take the
form of calls in a call center. Hence the incoming or outgoing calls navigate call
centers and telecommunication networks. In the call centers the calls occupy or
share the call center’s resources. Hence the objective of call center management
is to achieve a high service level for customers and use resources efficiently. The
complexity of the management and analysis of a call center depends on several
factors such as call types and waiting principles. Call entities that have several
types make the analysis difficult. When a call entity is accepted at a call center,
and the resources are fully used, the arriving call may be simply lost or hold1 in

1 This waiting system is theoretically more difficult to analyze than the loss system.
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an electronic queueing system. A call may also abandon the system during the
waiting2.

To provide enhanced response to the customers and increase customer sat-
isfaction, corporations are providing many resources for call center operations.
The design and management of the efficient call center is becoming more com-
plicated due to many factors, such as the fast growing demanding of customer
expectations, new computer-telephone integration (CTI) technologies, diverse
call routing strategies, and some staffing restrictions.

In this paper we study a nation wide mobile telecommunication company’s
call center in Korea that has incoming calls as the major entities. The company
has about 10 million subscribers and up to 4 million incoming calls to the call
centers per month. We focus our research to answer the following questions:
“How the call center can be effectively simulated? How can we help the decision
makers to make the call center operations efficient?”

The remainder of this paper is organized as follows. In Sect. 2, we present
some related research works for the management of call centers. In Sect. 3,
we analyze the operation policies and information system resources of the call
center. In Sect. 4, we studied the incoming calls for the call center, and used
forecasting methods to predict and formulate the entities of the call center. In
Sect. 5, we make a discrete event simulation model for the call center. We verify
the simulation model with the actual call center. We also suggest some optimal
operational strategies for the call center, such as the overflow decision and the
agency scheduling. In Sect. 6, we give some concluding remarks and discuss
further research topics.

2 Previous Research for Call Center Operations

The most important management decision problem for call center operation is
decision about staffing the agents and trunking capacity dimensioning. Analytic
models based on Erlang formulas that were designed in 1917 for the queueing
system can still be used [1]. However the Erlang based method has too narrow
assumptions for today’s call center, such as: 1) every call has the same type. 2) a
call in a queue never abandons. 3) every call is served by first in first out (FIFO)
basis. 4) every agent has the same ability. Many spreadsheet solutions are used
for staff scheduling or trunking capacity dimensioning decisions. These methods
are based on more realistic assumptions than Erlang models. Software solutions,
which are based on spreadsheet or heuristic algorithms, for agent scheduling
or dimensioning of the call centers are called Work Force Management (WFM)
solutions in the world of call center business.

Many works in operations research have been conducted for the problems
related with optimal agent scheduling [2] and references therein. However, these
methods have very strong assumptions for randomness and types of entities and
resources. [2] presented a deterministic algorithm for the daily agent scheduling
problem using dynamic programming and integer programming. They applied
2 The abandoning of calls make the system more realistic but more difficult to analyze.
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the algorithm for an emergency call center involving up to several hundred agents
and six months. [3] studied a deterministic shift scheduling problem for call cen-
ters with an overall service level objective. This problem has a strong assumption
that all shifts of agents have the same length without breaks. They showed that
with this restriction, a local search algorithm is guaranteed to give a global
optimal solution for a well-chosen finite (but very large) neighborhood.

With simple assumptions some stochastic analysis have been reported. [4]
studied a stochastic capacity sizing problem of an inbound call center which has
a common resource and dedicated servers. For a simpler form, the loss system,
where the callers do not wait for service, they suggested an algorithm that can
find an optimal capacity. [5] presented a study about an incoming call center
that has agents trained to answer different classes of calls. They presented a
closed form approximation of the loss probability with a simplifying assumption
of the loss system.

There are some discrete event simulation approaches about operations of call
centers of telecommunication service companies. [6] discussed how simulation
had added value as a decision support tool for the call centers, during a re-
engineering initiatives at AT&T. [7] reported that a discrete event simulation
study had used for some new problems of the call center of Bell Canada, such
as skill-based routing and interactive call handling. However, both studies of
AT&T and Bell Canada showed not detailed findings of the simulation works,
but some frameworks of the simulation study.

3 System Analysis of the Call Center

In this section we analyze a call center of a Korean mobile telecommunication
service company. The company has about ten million subscribed customers for
mobile voice calls and wireless internet access. There are two call centers for
this company that usually operate incoming subscription-related services such
as subscription condition inquiry, service change, software upgrade, and cost rate
related services.

We analyzed the flow of the call entities and functional relationships of agents’
activities of the call centers of the company, and generated the following system
architecture diagram that is a representation of the operational processes of the
call centers of the company.

As we see in Fig. 1, the company has two call centers and has two predefined
types of customers. The first type of customers is the prestige class and the
second type is the ordinary class. The customer classification is based on the
customer’s business history that is stored in the CTI server. We also classify a
separate call class for quality inquiries without considering business history for
both classes. Hence, we have three classes of customers, 1) the prestige class
without a quality inquiry, 2) the ordinary class without a quality inquiry, and
3) the quality inquiry class.

Two call centers operate independently for the prestige customers or the
quality inquiries. However, for an ordinary customer without a quality inquiry,



A Discrete Event Simulation Study for Incoming Call Centers 393

Fig. 1. Process Flows of the Call Center.

when a call center uses full capacities of its resources, and the number of held
calls or waiting time of held calls are greater than the predesigned parameter,
the other call center can be inundated3. Any call that has waited in the call
center can abandon waiting for service4. Calls can also be transferred to other
types of classes after its own service has been rendered. The agent may need
some extra work for paper-works and related information processing after the
call connection. This process is called the “post-call process”.

In our study we surveyed the call center management and concluded that
the following data are important performance measures of the operations of the
call centers.

Service Level
Average Waiting Time
Reneging Rate
Resource Utilization

Note that these performance measures are interrelated. For example if we
try to decrease the average waiting time with fixed resources, we may get a
worse abandon rate since the pre-queued entities may hold fixed resources more
favorably. Using the above performance measure we can find the answers for
1) queueing strategies, 2) load balancing, 3) agent scheduling, and 4) process
redesign.

As we see in the upcoming section, the decision about how much we allow to overflow
is an important problem for an efficient management of the call center operations.
To avoid the overload of incoming calls, the ACD of the call center would abandon
a call automatically that experiences three minute waiting.

3

4
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4 Analysis of Incoming Calls

The arrival of calls is an input of the simulation model. For several months, data
regarding arrival rates of the incoming calls for one-day period are collected.
We found that the arrival patterns are very different among time periods of
a day, among days of a week, and among dates of a month. Fig. 2 shows the
arrival patterns of time periods for 15 days. We can see the patterns of Monday
through Friday are similar, but patterns of Saturday and Sunday are different
from those of other days. From these data we can derive non-homogenous random
distributions for 30 minutes period for each day.

Fig. 2. Arrival Patterns of Time Periods of the Call Center.

Fig. 3 represents incoming call patterns of days of a week for about two
months. We can see more incoming calls arrive in Monday and less incoming
calls in Saturday and Sunday. Hence, we built a 7 day moving average model
for incoming call patterns for the days of a week. The call patterns also changed
for the end of a month, and holidays. We also used these special day factor to
derive the input call distributions.

Service time data were collected from the CTI server of the call center. We
make six service time distributions using ARENA Input Analyzer [8], an input
distribution estimation software, for three service classes of two call centers.
Table 1 shows each of these distributions.

As we see in Table 1, the service time distributions for quality inquiries are
longer than those of other services. After answering a call one telecommunication
trunk line the connection with the CTI server are free, but an agent needs a post-
call process. Since CTI server does not have this time data for each call, we can
calculate only the mean value of post-call process time for each service class.
Hence we use constant time of the following mean values as in Table 2.
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Fig. 3. Arrival Patterns of Time Periods of the Days of a Week.

We collected time data for the abandoned calls. As we see in Table 3, calls
of the ordinary group and the prestige group can have theoretical probability
distributions for abandon time, however for the quality inquiry calls, we should
use empirical distributions.

The final data is about transfer rate that is the ratio of transferring from a
service to another service. We collected time and ratio data for the transfer and
found that the calls from quality inquiry had high (about 10% - 12%) transfer
rates. We made random distributions from these data, and used them in the
simulation study.
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5 Simulation Model Building, Verifications,
and Optimal Call Center Operations

We developed a discrete event simulation model using the process logic which is
described in Fig. 1 and input distributions explained in sect. 4. The computer
simulation programming is coded by making a Visual Basic program, which
has a ProModel as a discrete event simulation engine. The user interface of the
developed program is represented in Fig. 4.

We tried to verify if the simulation model portrays the actual call center
correctly. We established the following simulation experimental procedure for
this verification.

1st step: Put a set of input data into the model for some specific time inter-
vals.
2nd step: Run a set of computer simulations, and get the output measures.
Get statistical confidence intervals from the output measures.

Fig. 4. User Interface of the Simulation Model.
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3rd step: Compare the actual data, and the confidence intervals from the
simulation outputs.
4th step: For the significant mismatched data find the causes, and revise the
model.

In this verification procedure we learned the following lessons: 1) The recorded
data from the CTI servers and actual system operation had some discrepancies;
those mainly came from agent break flexibility5. We modified the input data for
only agents who kept their agent’s break schedules, 2) Abilities of the agents
are considerably different from each other. We modified the model that had two
classes of abilities of agents, 3) The assumption that post-call processing time
is constant seems to be incorrect. However, we can not correct the last problem
since more precise post-call processing time data , which can not be recorded in
the CTI, can not be collected in a limited project schedule.

After performing the verification procedure, we tried to obtain two optimal
management policies for the call centers. The first one is to decide the optimal
number of agents for each day. The current decision was made by a Work Force
Management Tool that was a spreadsheet based on simple heuristic for a given
day’s call volume forecasting. We already established input call distribution for
each day of the week, and each date of a month describe in sect. 4, we needed
to find the number of agents that can satisfied the major output performance,
the service level. Fig. 5 shows an instance of the optimal numbers of agents for
a call center for a given day and date.

The second decision problem for the call centers is about overflow rates be-
tween two call centers. Since there are two call centers in the company, we can
transfer some incoming calls for a call center to the other call center without

Fig. 5. Optimal Numbers of Agents.

5 The actual system can perform better than the simulation results since the agents
can stop their non-scheduled breaks, known as soft breaks, when the call center
becomes busy.
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Fig. 6. Optimal Transfer Rates between Call Centers.

increasing the number of the agents for a call center. We can find 10% as the
optimal transfer rate of each call center that can satisfy the the service level by
using batch runs of the simulation. Fig. 6 shows SimRunner [9], a software that
controls the batch runs of the simulation.

6 Conclusions

Call centers become business battle grounds where products and services are
purchased, sold, upgraded, and after-serviced. To manage the current complex
call centers efficiently, some simple solutions are no longer valid. In this paper,
we have shown that discrete simulation is a valid tool to describe and analyze
call centers of the corporations. We built a discrete simulation model for the call
centers of a large mobile telecommunication service company. We mainly focused
on the questions on how the call center can be effectively simulated, and how
can we help the decision makers for the efficient call center operations. We can
answer the optimal number of agents and optimal transfer rates between two
call centers to satisfy some output performances.

In this paper, we did not consider detailed management strategies for the call
centers: such as blending each group’s agents or process redesigns. One of the
further research topics can be the use of the models and results of this paper to
answer questions regarding the detailed management strategies, for call centers.
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Abstract. Human-Sensibility Ergonomics (HSE) is to apprehend human sensi-
tivity features by measuring human senses and developing index tables related
to psychology and physiology. One of the main purposes of HSE may be de-
veloping human-centered goods, environment and relevant technologies for an
improved life quality. In order to achieve the goal, a test bed or a simulator can
be a useful tool in controlling and monitoring a physical environment at will.
This paper deals with requirements, design concepts, and specifications of the
computing environment for the HSE, which is a part of HSE Technology De-
velopment Program sponsored by Korean Ministry of Science and Technology.
The integrated computing system is composed of real-time and non-real-time
environments. The non-real-time development environment comprises several
PC’s with Windows NT and their graphical user interfaces coded in Microsoft’s
Visual C++. Each PC independently controls and monitors a thermal or a light
or an audio or a video environment. Each of software and database, developed
in the non-real-time environment, is directly ported to the real-time environ-
ment through a local-area network. Then the real-time computing system, based
on the cPCI bus, controls the integrated HSE environment and collects neces-
sary information. The cPCI computing system is composed of a Pentium CPU
board and dedicated I/O boards, whose quantities are determined with expand-
ability considered. The integrated computing environment of the HSE simulator
guarantees real-time capability, stability and expandability of the hardware, and
to maximize portability, compatibility, maintainability of its software.

1 Introduction
Human-Sensibility Ergonomics (HSE) is a technology measuring and evaluating
human sensibility qualitatively or quantitatively in order to develop safe, convenient,
and comfortable products and environments. This technology will eventually improve
life qualities of mankind. HSE, which is to develop human-centered designs for prod-
ucts and environments, consists of three components [1]. The first component is hu-
man sensitivity technology to appreciate sensing mechanism by measuring the five
senses responding to outer stimuli. The human sensitivity technology is for develop-
ing psychology and physiology indices. The second component is simulation tech-
nology. This technology is used to apprehend features of human sensory responses.
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The HSE simulator is a test-bed to test and evaluate psychological and physiological
responses to stimuli from products or environments under intentionally controlled
physical conditions. The last component of HSE is application technology, which is
to apply the HSE concept to designs of products and environments such as automo-
biles, home electronics, living or working environments, etc..

This paper presents design concepts and requirements of the computing environ-
ment for the HSE simulator developed by KRISS (Korea Research Institute of Stan-
dards and Science). The HSE simulator is a testing facility to measure and evaluate
human sensitivity factors, such as comfort, satisfaction, movement, spaciousness, and
weightiness, processed by a brain and sensory systems including visual, aural, smell-
ing, hearing, and antenna senses as well as an internal ear. For the purpose the
simulator sets in a confined space an independent or a composite external
environment such as visual scene, sound, smell, taste, temperature, humidity, motion
and vibration. When the HSE simulator provides a human with a synthetic
environment, the simulator can be used to study human sensitivity technology by
measuring human responses to a unit stimulus. The simulator can be also used to
develop the application technology, that is, human-friendly goods or environments in
the case that composite external environments are furnished. Therefore, the HSE
simulator plays a central role among the three HSE components.

In order to design the HSE simulator, experimental facilities in Research Institute
of Human Engineering for Quality Life and Life Electronics Research Center in Ja-
pan, leading HSE studies in the world, were referenced. Research Institute of Human
Engineering for Quality Life in Japan studies living and working environments yield-
ing less stresses as well as product designs reflecting human feelings [2] in the
HSMAT (Human Sensory Measurement Application Technology) project. Life Elec-
tronics Research Center in Japan researches physiology such as smelling and visual
senses and micro electric currents in the body, as well as the subjects in environ-
mental measurement and control [3]. Especially, the HSMAT Project is very similar
to the research program “Development of HSE Technologies” sponsored by Korea
Ministry of Science and Technology, which supports the study in this paper, in a
sense that its research objective is to develop human sensitivity and application tech-
nologies. However, the research programs in Japan concentrates on HSE technologies
in static environments such as living or working spaces while the Korean research
program, whose project year runs through 1995 and 2002, is more interested in dy-
namic environments including automobiles, airplanes, and railway trains. This may
be one of major distinguishing points between the Korean and Japanese research
programs.

2 Requirements for the HSE Simulator

As mentioned in the introduction, the subject of this paper is a design of the HSE
R&D simulator, more specifically its computing environment. Primary simulation
objects of the HSE simulator are dynamic environments such as airplanes and auto-
mobiles. Based on physiology and psychology index tables obtained from human
sensitivity technology, the HSE simulator effectively measures and evaluates re-
sponses of human feelings to composite stimuli in a dynamic environment realized by
the simulator. The HSE simulator is composed of a control station, a computing sys-
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tem, environmental controlling and sensing devices. The control station allows a
researcher to set HSE environments, such as vision, sound, smell, taste, temperature,
humidity, and vibration, at will in a confined space with minimum efforts and time.
The computing system comprises system S/W and application S/W whose combina-
tion evaluates human responses logically in real-time or non-real-time, based on a
relevant HSE database. The controlling and sensing devices are to provide composite
stimuli in a simulated dynamic environment and measure responses of human sensi-
tivity factors quantitatively. The system configuration of the HSE simulator devel-
oped is illustrated in Fig. 1. In Table 1 are described system requirements relevant to
unit testing facilities, each of which generates a different stimulus and measures a
relevant human sensitivity factor [1]. Table 1 also shows testing requirements of
human sensitivity factors with respect to automobile parts or a whole system. The
requirements are actually adopted by the part suppliers and car manufacturers to test
their own products. The HSE simulator integrates testing units, realizes their func-
tions seamlessly in a unified test-bed, and provides synthetic composite environments
for the HSE studies.

Fig. 1. Configuration of the HSE (Human-Sensitivity Ergonomics) simulator

General requirements applied to the design of the HSE computer system are as fol-
lows

real-time computing capability (update rate: 10hz at minimum)
stability and durability (operating hours: 8hrs/day, MTBF: 5,000hrs)
expandability (excessive computing capability and capacity: 50% at minimum)
S/W portability, compatibility, and maintainability

The above requirements are set based on the experiences and the technical docu-
ments [4], [5], [6], [7] in developing airplane, automobile, and railway simulators.
Another factor, which has to be considered in the system design, is the operational
condition. Research engineers and scientists without any specialties in simulator de-
velopment or maintenance will operate the HSE simulator. That is, maintenance and



Requirements Analysis and a Design of Computational Environment for HSE Simulator 403

upgrade of the computing system will be requested more frequently than in typical
training simulators, which are operated for more than 10 years once they are fur-
nished. Therefore, efforts to minimize expenses from maintenance and upgrade
should be reflected in the system design. In the sense, required expenses for mainte-
nance and upgrade should be emphasized in the design of the computer system as
well as portability, compatibility, and maintainability of the software.

3 Design of the HSE Computing System

The testing units to study human sensitivity factors were already established in the
first development stage (1995 – 1998) of the research program “Development of HSE
Technologies”. The testing units, reflecting the requirements in Table 1, have been
used to study human sensitivity factors, and their technical specifications, which
should be considered in the design of the new integrated computing system of the
HSE simulator, are summarized in Table 2.

The design requirements of the computing system are categorized into general and
HSE-specific ones. First, the previously mentioned general requirements are consid-
ered to select computer S/W, H/W, and S/W development tools. In order to satisfy the
general requirements as much as possible under budget constraints, Pentium PC’s and
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Windows NT’s are selected as distributed computer platforms and their operating
systems. As can be seen in Table 2, present computer systems for testing units to
study human sensitivity factors are PC’s with either Windows NT or Windows 2000.
That is, time and efforts required for system integration will be very effectively and
economically used if PC’s and Windows NT’s are chosen for the integrated system.
In addition to this merit, Windows NT guarantees system stability as well as portabil-
ity, compatibility, and maintainability of the application software. The remaining
problem is that Windows NT is not a real-time operating system. The problem can be
resolved by either adopting a real-time kernel or adding real features to Windows NT.
To achieve real-time capability of the system, it should be also considered how to
integrate the distributed computer systems.

Methods integrating unit computer systems to study human sensitivity factors are
categorized into LAN (Local Area Network) and bus types. When LAN-type integra-
tion is decided, Ethernet is usually considered. The relevant communication protocol
will be either TCP/IP or UDP/IP. However, TCP/IP, which has a checking function of
communication errors, is not generally recommended in real-time environment, be-
cause of following non-real-time characteristics:

Ethernet collisions
VME bus spin locks (when the server is of VME bus type)
dropped packets
timeouts and retransmissions
coalescing small packets
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In the case of UDP/IP, the protocol does not have error-checking functions, even if
it allows faster communications than TCP/IP. When UDP/IP is applied to a real-time
system and physical distances of communications are not that long, point-to-point
type is often chosen rather than net-type communications. In this case, MAC/LLC
(Medium Access Control/Link Level Control) layer just above the physical layer
should be edited. But the technology requires profound understanding of UDP/IP
protocols, which is not available to the development team of the HSE simulator. The
typical speed of Ethernet communication is about 10 Mbps. But it is difficult to say
that Ethernet communication is slower than bus types since Ethernet products with
100 Mbps are also available these days in the market. Among bus communications,
traditional VME bus and recent cPCI bus are two of the most dominant buses in the
market. As can be seen in Table 3, cPCI bus is superior to VME bus in system ex-
pandability. Both VME bus and cPCI bus satisfy the real-time requirements of the
HSE simulator in communication speeds. VME-based computer systems are also
affordable because the configuration comprises not many VME cards in this applica-
tion, even if cPCI system is less expensive. In conclusion, a cPCI-based system has
been selected as an integrated computing environment for the HSE simulator, and the
expandability of the system is resolved by using Firewire (P1394) [8].

As mentioned before, Windows NT PC’s are chosen for the integrated system.
The real-time problem of Windows NT can be resolved by either adopting a real-time
kernel or adding real features to Windows NT. QNX [9] and Tornado [10], two of the
most popular real-time operating systems, provide real-time kernels, while RTX [11]
adds real-time capabilities to the NT kernel. They are compared in Table 4. Tornado
is the best in real-time capability, but RTX is superior to the others in functions and
S/W compatibility.

All the real-time capabilities of QNX, Tornado, and RTX are acceptable consider-
ing the requirements of the unit facilities to test human sensitivity factors in Tables 1
and 2. Therefore, the first criterion in selecting a real-time operating system (execu-
tive) should be their available functions, utilities, and maintainability rather than real-
time capability. The prices of QNX and RTX are also about the same and lower than
that of Tornado. In conclusion, Windows NT with RTX is selected a real-time operat-
ing system for the HSE simulator.

The HSE-specific requirements described in Tables 1 and 2 are reflected in the de-
sign of the integrated computing system. The H/W configuration is illustrated in
Fig. 2 and the S/W configuration in Fig. 3. The following principles are applied to the
system design.



406 Sugjoon Yoon, Jaechun No, and Jon Ahn

The HSE simulator is divided into real-time operating and non-real-time devel-
opment environments.
The non-real-time environment is composed of PC’s with either Windows NT or
Windows 98. Their GUI’s are programmed in Microsoft’s Visual C++. Each PC
can independently control the relevant environment such as temperature, humid-
ity, vision, illumination, etc.
The VME computing system sends on the LAN starting and ending queues of
some actions to the VXI system of the motion platform in Figs. 1 and 3, which are
the only communication data between two computing systems.
The VME computing system sends on the bus, starting and ending queues to the
physiology measurement system composed of EEG, ECG, EMG, and PTG. The
VME computing system intercepts and duplicates the data from the sensors to the
processing units of the physiology measurement system.

Fig. 2. A software configuration of the HSE real-time computing environment
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Fig. 3. A hardware configuration of the HSE computing system

4 System S/W Components

In order to realize the computing system for the HSE simulator, a real-time executive,
bus communication drivers, I/O drivers, and GUI must be developed. Each of the
application S/W for measuring and evaluating human sensitivity factors in the unit
systems should be translated or modified in a common language and a unified S/W
structure to be a part of the seamless integrating system. The necessary working items
are as follows:

Network Communication
control communication between clients and a server
edit data received from clients

cPCI bus driver
edit VME bus drivers
control communication between Pentium controllers and I/O boards

I/O device driver
edit I/O device drivers
edit libraries for I/O device control

GUI
control communication between clients and a server
control I/O devices

Translation of application S/W of Win 32 into RTX

5 Concluding Remarks

A Computing Environment for HSE studies has been designed based on the require-
ment analysis and available technologies and resources. The design procedure and the
method of requirement analysis in the HSE simulator development can be used as a
reference to designs of other distributed simulation environments.
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Abstract. This study proposes novel clustering algorithm based on genetic al-
gorithms (GAs) to carry out a segmentation of the online shopping market ef-
fectively. In general, GAs are believed to be effective on NP-complete global
optimization problems and they can provide good sub-optimal solutions in rea-
sonable time. Thus, we believe that a clustering technique with GA can provide
a way of finding the relevant clusters. This paper applies GA-based K-means
clustering to the real-world online shopping market segmentation case for per-
sonalized recommender systems. In this study, we compare the results of GA-
based K-means to those of traditional K-means algorithm and self-organizing
maps. The result shows that GA-based K-means clustering may improve seg-
mentation performance in comparison to other typical clustering algorithms.

1 Introduction

As the Internet emerges as a new marketing channel, analyzing and understanding the
needs and expectations of their online users or customers are considered as prerequi-
sites to activate the consumer-oriented electronic commerce. Thus, the mass market-
ing strategy cannot satisfy the needs and expectations of online customers. On the
other hand, it is easier to extract knowledge out of the shopping process under the
Internet environment. Market segmentation is one of the ways in which such knowl-
edge can be represented and make it new business opportunities. Market segmenta-
tion divides the market into customer clusters with similar needs and/or characteris-
tics that are likely to exhibit similar purchasing behaviors [2]. Companies can arrange
the right products and services to the right customer cluster and build a close relation-
ship with them with proper market segmentation.

The aim of this study is to carry out an exploratory segmentation of the online
shopping market and to find the most effective clustering method for those kinds of
data. We adopt some of clustering methods for that purpose. In addition, we compare
the performance of each clustering method by using our suggested performance crite-
ria.

The rest of this paper is organized as follows: The next section reviews two tradi-
tional clustering algorithms, K-means and self-organizing map (SOM), along with the
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performance criteria. Section 3 proposes the GA approach to optimize the K-means
clustering and section 4 describes the data and the experiments. In this section, the
empirical results are also summarized and discussed. In the final section, conclusions
and the limitations of this study are presented.

2 Clustering Algorithms

Cluster analysis is an effective tool in scientific or managerial inquiry. It groups a set
of data in d-dimensional feature space to maximize the similarity within the clusters
and minimize the similarity between two different clusters. There exists various clus-
tering methods and they are currently used in wide area. Among them, we apply two
popular methods, K-means and SOM, and a novel hybrid method to the market seg-
mentation. Above all, we introduce K-means and SOM in this section. For brief de-
scription of each method, we assume that given population is consisted of n elements
described by m attributes and it would be partitioned into k clusters. And,

represents the vector of the m attributes of element i.

2.1 K-Means Clustering Algorithm

K-means method is a widely used clustering procedure that searches for a nearly
optimal partition with a fixed number of clusters. The process of K-means clustering
is as follows:

The initial seeds with the chosen number of clusters, k, are selected and an initial
partition is built by using the seeds as the centroids of the initial clusters.
Each record is assigned to the centroid which is nearest, thus forming cluster.
Keeping the same number of clusters, the new centriod of each cluster is calcu-
lated.
Iterate Step 2) and 3) until the clusters stop changing or stop conditions are satis-
fied.

1)

2)
3)

4)

K-means algorithm has been popular because of its easiness and simplicity for ap-
plication. However, it also has some of shortcomings. First, it does not deal well with
overlapping clusters and the clusters can be pulled of center by outliers. And, the
clustering result may depend on the initial seeds but there exists no mechanism to
optimize the initial seeds.

2.2 Self-organizing Map

The SOM is the clustering algorithm based on unsupervised neural network model.
Since it is suggested by Kohonen [7], it has been applied to many studies because of
its good performance. The basic SOM model consists of two layers, an input layer
and an output layer. When the training set is presented to the network, the values flow
forward through the network to units in the output layer. The neurons in the output
layer are arranged in a grid, and the unit in the output layer competes with each other
and the one with the highest value wins. The process of SOM is as follows:
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Initialize the weights as the random small number.
An input sample, is provided into the SOM network and the distances be-

tween weight vectors, and the input sample, is calcu-

lated. Then, select the neuron whose distance with is the shortest. The se-

lected neuron would be called ‘winner’.

1)
2)

When is assumed to be the learning rate, the weights of the winner as well as
of its neighbors are updated by following equation.

Iterate Step 2) and 3) until the stop criterion is satisfied.

3)

4)

In spite of several excellent applications, SOM has some limitations that hinder its
performance. Especially, just like other neural network based algorithms, SOM has
no mechanism to determine the number of clusters, initial weights and stopping con-
ditions.

2.3 Criteria for Performance Comparison of Clustering Algorithms

We compare the performances of the clustering algorithms using ‘intraclass inertia’.
Intraclass inertia is a measure of how compact each cluster is in the m-dimensional
space of numeric attributes. It is the summation of the distances between the means
and the observations in each cluster. Eq. (3) represents the equation for the intraclass
inertia for a given k clusters [8].

where n is the number of total observations, is set of the Kth cluster and is

the mean of the Kth cluster that is

3 GA-Based K-Means Clustering Algorithm

As indicated in Section 2.1, K-means algorithm does not have any mechanism to
choose appropriate initial seeds. However, selecting different initial seeds may gener-
ate huge differences of the clustering results, especially when the target sample con-
tains many outliers. In addition, random selection of initial seeds often causes the
clustering quality to fall into local optimization [1]. So, it is very important to select
appropriate initial seeds in traditional K-means clustering method. To overcome this
critical limitation, we propose GA as the optimization tool of the initial seeds in K-
means algorithm.
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3.1 Genetic Algorithms

Genetic algorithms are stochastic search techniques that can search large and compli-
cated spaces. It is based on biological backgrounds including natural genetics and
evolutionary principle. In particular, GAs are suitable for parameter optimization
problems with an objective function subject to various hard and soft constraints [10].

The GA works with three operators that are iteratively used. The selection operator
determines which individuals may survive [4]. The crossover operator allows the
search to fan out in diverse directions looking for attractive solutions and permits
chromosomal material from different parents to be combined in a single child. There
are three popular crossover methods: single-point, two-point, and uniform. The sin-
gle-point crossover makes only one cut in each chromosome and selects two adjacent
genes on the chromosome of a parent. The two-point crossover involves two cuts in
each chromosome. The uniform crossover allows two parent strings to produce two
children. It permits great flexibility in the way strings are combined [6]. In addition,
the mutation operator arbitrarily alters one or more components of a selected chromo-
some. Mutation randomly changes a gene on a chromosome. It provides the means
for introducing new information into the population. Finally, the GA tends to con-
verge on an optimal or near-optimal solution through these operators [12].

3.2 The Process of GA K-Means Algorithm

GA K-means uses GA to select optimal or sub-optimal initial seeds in K-means clus-
tering. The process of GA K-means clustering is as follows:

For the first step, we search the search space to find optimal or near optimal ini-
tial seeds. To conduct GA K-means, each observation of the target data should
have its own ID number and search space consists of ID numbers of the total ob-
servations. If we want to find k clusters using GA K-means, there exist k parame-
ters (IDs) to optimize. These parameters to be found should be encoded on a
chromosome.
The second step is the process of K-means clustering which is mentioned in Sec-
tion 2.1. After the process of K-means, the value of fitness function is updated.
To find optimal initial seeds, we applied ‘intraclass inertia’ as a fitness function.
That is, the objective of our GA K-means is to find the initial seeds that intraclass
intertia is minimized after K-means clustering finishes.
In this stage, the GA operates the process of crossover and mutation on the initial
chromosome and iterates Step 1) and 2) until the stopping conditions are satisfied.

1)

2)

3)

3.3 Chromosome Encoding

In general, a chromosome can be used to represent a candidate solution to a problem
where each gene in the chromosome represents a parameter of the candidate solution.
In this study, a chromosome is regarded as a set of K initial seeds and each gene is
cluster center. A real-value encoding scheme is used because each customer has
unique customer ID.

For the controlling parameters of the GA search, the population size is set to 100
organisms. The value of the crossover rate is set to 0.7 while the mutation rate is set
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to 0.1. This study performs the crossover using a uniform crossover routine. The
uniform crossover method is considered better at preserving the schema, and can
generate any schema from the two parents, while single-point and two-point cross-
over methods may bias the search with the irrelevant position of the features. For the
mutation method, this study generates a random number between 0 and 1 for each of
the features in the organism. If a gene gets a number that is less than or equal to the
mutation rate, then that gene is mutated. As the stopping condition, only 5000 trials
are permitted.

4 Experimental Design and Results

4.1 Research Data

This study makes use of the public data from the 9th GVU’s WWW Users Survey, part
of which concerns with the Internet users’ opinions on on-line shopping [5]. Like
Velido, Lisboa and Meehan [11], we selected 44 items about general opinion of using
WWW for shopping and opinion of Web-based vendors. Total observations were
2180 Internet users.

4.2 Experimental Design

We adopt three clustering algorithms – simple K-means, SOM and GA K-means – to
our data. We try to segment the Internet users into 5 clusters. In the case of SOM, we
set the learning rate to 0.5.

Simple K-means was conducted by SPSS for Windows 11.0 and SOM by Neu-
roshell 2 R4.0. GA K-means was developed by using Microsoft Excel 2002 and Pali-
sade Software’s Evolver Version 4.06. And, the K-means algorithm for GA K-means
was implemented in VBA (Visual Basic for Applications) of Microsoft Excel 2002.

4.3 Experimental Results

As mentioned in Section 2.3, intraclass inertia can be applied to compare the per-
formance of the clustering algorithms. The intraclass inertia of the three clustering
algorithms is summarized in Table 1. Table 1 shows that the performance of GA K-
means is the best among three comparative methods.

In addition, Chi-square procedure also provides preliminary information that helps
to make the Internet users associated with the segments a bit more identifiable [3]. In
this study, Chi-square analysis was used to demographic ally profile the individuals
associated with each of the segments. Table 2 suggests the results of Chi-square
analysis. The result reveals that the five segments by all three clustering methods
differed significantly with respect to all of demographic variables. So, considering
above results, we conclude that GA K-means may offer viable alternative approach.
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5 Concluding Remarks

In this study, we propose new clustering algorithm, GA K-means, and applies it to the
market segmentation of electronic commerce. The experimental results show that GA
K-means may result in better segmentation than other traditional clustering algo-
rithms including simple K-means and SOM from the perspective of intraclass inertia.
However, this study has some limitations. Though this study suggests intraclass iner-
tia as a criterion for performance comparison, it is certain that this is not a complete
measure for performance comparison of the clustering algorithms. Consequently, the
efforts to develop effective measures to compare clustering algorithms should be
provided in the future research. In addition, it is also needed to apply GA K-means to
other domains in order to validate and prove its usefulness.
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Abstract. Logic-based theories of action and automata-based systems theories
share concerns about state dynamics that are however not reflected by shared in-
sights. As an example of how to remedy this we examine a simple variety of
situation calculus theories from the viewpoint of system-theoretic properties to
reveal relationships between them. These provide insights into relationships be-
tween logic-based solution policies, and are suggestive of similar relationships
for more complex versions.

1 Introduction

Reasoning about action in AI has adopted various logical calculi as representational
languages, using classical first-order deduction with a variety of second-order rules or
model selection specifications. A parallel approach, which in fact pre-dates AI logics,
is systems theory. Systems theory unified ad hoc formalisms in different engineering
models of state change by changing the emphasis to systems-theoretic properties such
as causality, realizability and state space minimality. Automata theory was a species of
systems theory. The history of AI logics for reasoning about change has an uncanny
resemblance to that of engineering models. In this paper we begin a program to use the
insights of systems theory to unify diverse strands AI logics. Due to space restrictions a
number of such connections between systems theory and AI logics have been omitted,
but a working paper by the authors is available [Foo and Peppas 2004].

The situation and event calculi (see [Shanahan 1997] for contemporary accounts)
are perhaps the two most popular formalisms for representing dynamic domains in
logic. From the perspective of systems theory we will choose several properties which
are typical of transition systems and automata ([Arbib 1969a]). These properties are
used to classify models of situation calculi, and to examine relationships among them.
We focus on the simplest of situation calculi theories.

2 Situation Trees

To establish notation we first review the situation calculus and automata. The situation
calculus is a multi-sorted first-order theory which admits Herbrand models. The sorts
are: Sit (situations), Act (actions), Flu (fluents). There is a binary function Result :
Act × Sit Sit, and a binary predicate Holds : Flu × Sit. Sit has a distinguished

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 416–427, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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member called the initial situation. The intuition is that Sit is constructed from
as results of actions from Act, denoting the result of action on situation by

Thus Sit is the Herband universe of this theory in which the constants
are and the action names, and the constructing function is Result. The fluents are
intuitively the potentially observable properties of the situations, as it may be the case
that a theory may not specify completely the status of all fluents in all situations. Fluent
observation is via the Holds predicate, e.g.,
says that the fluent does not hold after the actions a1 and a2 are applied (in that order)
to the initial situation. A model of a situation calculus theory is a Herbrand model.
Different names for actions, fluents, and terms denote distinct entities. A contemporary
reference for more details is [Shanahan 1997]. A (Moore) automaton is a quintuple

where I is the set of inputs, Y is the set of outputs, Q is the state set,
is the state transition function, and is the output function.

The state set can be infinite. As usual we can represent automata diagrammatically by
using labelled circles for states and labelled arcs for transitions. The labels in circles are
the outputs for the states, and the arcs are labelled with names of the inputs. Initially,
the automata we consider are loop-free i.e., there is no path of arcs that lead from one
state back to itself. This is to conform to the tree structure of the situations. For our
purpose, we will also posit an initial state for the automaton. A standard reference is
[Arbib 1969a].

3 Motivating Example

Consider the set of formulas:

This is a simple example of an action specification using the situation calculus.
Here and We adopt the diagrammatic convention that

if and only if Here we examine but one way to use the
specification – prediction – i.e., given the initial situation as above, what can one say
about the status of the fluents after the performance of a sequence of actions such as

For this example, it is evident that the predictions depend on observation ax-
iom 1 which says what fluents hold in the initial situation More generally, such
observations can refer to “deeper” situations away from the initial.

Definition 1. An observation term of depth is a ground situation term of the form
An observation sentence of depth

is one in which the only atoms are of the form Holds(F, S) where S is an observation
term, and the maximal depth of such terms is at most

It is convenient to define the depth of non-observation terms to be 0, so axioms 2
and 3 are of depth 0.
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Fig. 1. Minimal information situation tree of

Definition 2. An action specification is predictively-free if all its observation sentences
are of depth 0, i.e. only about the initial situation.

As most specifications are incomplete (for good reason), we may in principle com-
plete them in any consistent manner. Figure 1 is a diagram that displays a fragment
of the deductive closure of It can be interpreted as a partial automaton, in
which we have identified (in the notation above) Sit with the state set Q, Act with the
input set I, the Result function with the state transition function Flu with the output
set Y and the Holds predicate with the output function This diagram sets down the
minimal consequences of so that a fluent (output) F (respectively ¬F) appears in a
situation (state) S if and only if Holds(F, S) (respectively - ¬Holds(F, S)).
The automaton is partial in two senses: (i) it is incomplete for outputs as just explained;
(ii) it only suggests that there are situations (states) beyond two actions by means of
ellipses. Therefore, completing them amounts to completing both the outputs and ex-
tending the depth of the tree ad infinitum. We will initially focus on the former means
of completion.

The “filling-in” of the situations in figure 1 is in general constrained by observation
formulas. For instance, if it were the case that was included
in we would be forced to add fluent to the circle for in the figure. But such a
possibility is excluded for predictively-free theories since the depth of is
greater than 0. For the predictively-free as shown, two completions of are
shown as figures 2 and 3, which are of course also fragments of deterministic automata.
In figure 2, the choices for completing and were made before that of higher
depth situations through i.e., commitments were made to chronologically earlier
terms. Moreover, the choices were made on the basis of the principle of inertia which
formalizes the notion that unless a theory forces a fluent change, it should not happen.
Thus, fluent remains true in and likewise remains true in situation because
no change was forced by However, in fluent must change on account of
equation 2, but and need not have fluent changes from their preceding states.
We define inertia formally later.

In figure 3, fluent violates inertia in where fluent has changed when it need
not done so. This completion has another feature, viz., from and which have
identical fluents holding, the result of applying the same action to them results in
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Fig. 2. Chronologically inertial completion of minimal information tree.

Fig. 3. Another (non-Markovian) completion of minimal information tree.

two situations (states) and which have different fluents. The condition that situ-
ations which agree on fluents make transitions under the same action to situations that
also agree on fluents is called Markovian. As such, the automaton in figure 3 is non-
Markovian. We will define this formally later.

4 Maximal Consistency and Deterministic Automata

Regardless of whether or not an action specification is predictively-free, from the dis-
cussion above, it is but a small step to observe that if we are given a situation calculus
action theory there is a straightforward correspondence between completions of the the-
ory and the loop-free automata that arise from viewing the situation trees of the theory
as a state-transition system. This follows from the well-known fact that every consis-
tent theory can be extended to a maximal consistent theory. Hence, if is a situation
calculus theory and is a maximal consistent extension of it, then for every situation

and every fluent either or This uniquely
determines a deterministic automaton via the translation: (i) the automaton state set Q
corresponds to the situations Sit, with initial situation identified with initial state
(ii) the automaton input set I corresponds to the actions Act; (iii) and for each fluent

a state (corresponding to) will output either or depending respectively on
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whether or is in the maximal extension (thus, the elements
of the output set Y are the consistent, complete sets of positive and negative fluents).
Since these maximal consistent extensions are also the models of the theory, we may
summarize these remarks as:

Observation 1. The models of a situation calculus action theory may be interpreted as
deterministic automata.

5 Effect Axioms and Constraints

An effect axiom is a formula of the form

where is a formula whose literals are only of the form
and is a formula whose literals are

only of the form By [¬] we mean that the negation may or may not oc-
cur. In such a formula, the situation variable is common between

and but fluent variables need
not be shared. Intuitively, an effect axiom specifies the direct effects of the action
when the pre-condition specified by PrecondFormula is satisfied and the action is
performed. Equations 2 and 3 in the motivating example above are effect axioms.

Indirect effects, also called ramifications, can arise via interaction with domain con-
straints (e.g. [Zhang and Foo 1996]) or causal rules (e.g. [Thielscher 1999]). We confine
attention here to constraints, postponing a similar treatment for causal rules to a later
report. A constraint is a formula whose only situation term is a free meaning that
it must be satisfied in every model, or in the automaton view, every situation in every
possible tree has a fluent set consistent with the constraint.

The incompleteness of an action theory can arise because of one or more of the fol-
lowing reasons: (i) some effect axioms leave the status of some fluents (after an action)
unspecified, or (ii) there are non-deterministic effects. The second is complex enough
to warrant detailed treatment in a separate paper. In this paper we will concentrate on
actions that are definite in the sense defined below.

Definition 3. Let C be the conjunction of the set of constraints. If for all

for some we say that action is definite ([Zhang and Foo 1996]).

If there are no constraints, definiteness simply means that the effect sub-formulas
are (conjunctions of) literals of the form

Definition 4. When  is definite, let

The significance of 1 is that it is exactly the set of fluents determined by
action in the resulting state. Hence for any the status of fluents in
is not determined in state

It is independent of1
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6 Review of Circumscription

The following Abnormality Axiom ([Lifschitz 1994,Shanahan 1997]) is usually intro-
duced to handle the well-known Frame Problem.

The atom is meant to signify that fluent is abnormal with respect to action
 and situation i.e., it changes as a result of this action applied to this situation. “Most”

fluents are not abnormal, as intuitively only a small number of fluents are affected by
an action. The hope is that suitable choices for the interpretation of Ab in formula 5
used in conjunction with effect axioms of the form 4 will permit action theories to
be only partially specified, with implicit completions achieved by these choices. It is
also well-known that Circumscription [Lifschitz 1994] is a second-order scheme that
enforces such choices, and we shall assume that readers are familiar with it and merely
review notation. means the circumscription of the predicate P in
action theory in which P appears as a predicate constant, letting the predicate (or
function) Q vary. Let stand for the extension of predicate R in model M. The
effect of is to impose a partial order on models of such
that if and the interpretations of all other predicates,
with the exception of Q, agreeing on and By saying that Q can vary, we mean
that the extensions (or function interpretations) and can be different.

selects those models which are and it is in this
sense that it mimimizes

7 Abnormality, Inertia and the Markov Property

It was once hoped that by minimizing in formula 5 we can constrain the change of
fluents to the least that is consistent with the specification This hope was only par-
tially fulfilled, because the models of sometimes included not
only the ones that were intuitively desired, but also some that achieved the minimiza-
tion of Ab by trading off its minimization in some places of the situation tree against
those in other places. The prototypical example of this is the infamous Yale Shooting
Problem (YSP) [Hanks and McDermott 1987], and partially represented in figure 4.

The situation calculus description of the YSP is:

Note that there is no effect axiom for the Wait action. As this is a well-known
example, we recall it merely to cite its second (model
II in the figure) as an example of an Ab-minimal automaton that is not inertial in the
sense to be defined in section 8 below.
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Fig. 4. Partial situation trees for the Yale Shooting Problem.

8 Markovian and Inertial Models

Figures 2 and 3 suggest different ways to complete a theory. In the first figure, because
and have the same fluents, their resulting states also have the same fluents. This is

not so in the second figure where, e.g., although and have the same fluents, their
resulting states under action do not. The predicate Equiv captures the notion that two
situations cannot be distinguished using their fluents.

Definition 5.

Definition 6. A automaton M has the Markov property (is Markovian) if for all states
s1 and s2, and all actions a,

Figure 2 suggests a Markovian automaton. It is possible (as suggested by figure 3)
for an automaton to be deterministic and yet not Markovian. In the next subsections
we will argue that standard ways of specifying actions are consistent with the Markov
property.

The formula below defines a lower bound on the extension of the predicate
Surprise. Intuitively, holds whenever the states and violate
the Markov property, so if we circumscribe Surprise we should minimize this vi-
olation, and ideally, we may be able to abolish it altogether, i.e.,
Since Equiv depends on Holds and Result, we could choose to let either of them
vary in circumscribing Surprise, but in this paper we will let Holds vary. (Varying
Result, an alternative introduced by Baker [Baker 1991], is treated in a companion
paper [Foo, et.al 2000], and also re-examined in [Foo, et.al 2001].

Observation 2. An automaton is Markovian if and only if

The next lemma and observation show that Markovian automata are not overly re-
strictive as models of predictively-free situation calculus theories. First, by definition
Post(a) is independent of s, hence is consistent with the Markov property.
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Lemma 1. Constraints, Effect axioms (4) and Abnormality axioms (5) are consistent
with the Markov property for predictively-free theories.

Corollary 1. For predictively-free theories, there is an automaton M such that if
for each such that is not in it is the case that

M is consistent with

Hence, predictively-free theories have Markovian models.

Definition 7. A state is inertial if for every action a and fluent f, if
then An automaton is inertial if every state is
inertial.

Proposition 1. A predictively-free theory has an inertial automaton. Moreover, the au-
tomaton is unique.

In a trivial way, it is possible for the inertial automaton to satisfy a theory that is
not predictively-free. This can occur when all observation sentences of depth
are logically implied by the non-observational part of and the observational sentence
about Let us call such observational sentences redundant, and those that are not so
implied irredundant. Less trivially, it can simply be the case that each such sentence is
consistent with the (theory of) the inertial model even though they may be irredundant.
From these simple observations we may conclude that an action theory fails to have an
inertial model if it has an irredundant observation sentence that is inconsistent with the
inertial model. We investigate this further in a future paper.

9 Relationships

Proposition 2. The unique inertial automata are Markovian.

Proposition 3. Inertial automata are Ab-minimal.

The dependencies between the three properties of theories can be summarized as
follows (see figure 5).

Proposition 4.
2.
3.
4.
5.

Ab-Min Markovian
Markovian Inertial
Ab-Min Inertial
Markovian and Ab-Min Inertial

1. Markovian Ab-Min

These are demonstrated by counterexamples.
For (1), consider figure 6. This represents a theory in which the only action has

no effect axiom, and the only fluent is It is clearly Markovian but is not Ab-minimal
as it is not inertial. This also shows (3).

For (2), consider figure 7 which is essentially a “gluing together” of the two Ab-
minimal models of the YSP (with Holds varying). Its Abnormal triples are displayed.
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Fig. 5. Dependencies.

Fig. 6. Markovian but not Ab-Min (and not Inertial).

Fig. 7. Ab-Min but not Markovian.

It is not hard to verify (from the fact that the two original models of the YSP are Ab-
minimal and incomparable) that this is also a Ab-minimal model. However, and
show that it is not Markovian.

For (4) we use the model II of the YSP as shown in figure 4. It is Ab-minimal, but
the state is not inertial.

For (5), the model II of the YSP again suffices. It is easy to extend the partial rep-
resentation in figure 4 to a Markovian model M which remains Ab-minimal, but is still
not inertial. The basic idea is to specify that in this extension all situations are inertial
except for those that are equivalent to Then any smaller interpretation
for Ab has to eliminate the abnormality due to wait, but it then introduces one for the
situations equivalent to which is not abnormal in M.

10 State Equivalence and Circumscription

In this section we will argue that Markovian models of action theories are in a strong
sense “natural”. And given this, there is a simple class of automata that can be con-
sidered to be natural models of these theories. Moreover, we can reason about the Ab
predicate using the automata models.
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10.1 Input-Output Equivalence

Recall the notation in section 2 for automata. We can ascribe to action theories an Input-
Output (I-O) view that is natural to automata. Let be the free semigroup over the input
symbols I of the automaton, i.e, the “strings” with alphabet I. The I-O function of an
automaton is a map defined as an extension of the output map as follows.
For the empty string is an output of the initial state}; if is a
string followed by an action symbol then
Intuitively, if is the action sequence then interpreted in the
action theory is simply the collection of fluent literals from the formulas

Definition 8. Two automata and with respective I-O functions and are
I-O equivalent if

I-O equivalence is a key concept in systems theory treated in the work of Zeigler
and his colleagues [Zeigler, et.al. 2000].

10.2 Markov and Ab-Minimal Models

That the combination of the Markov property and Ab-minimality is insufficient to
guarantee Inertia shows that the first two properties are not overly restrictive. In fact,
since both the Ab and Surprise predicates occur positively in their defining equations,
it is possible (see [Lifschitz 1994]) to reduce the parallel circumscriptions

Ab; Holds) and Surprise; Holds)
to their separate circumscriptions, and then intersecting their resulting model classes.
By corollary 1 earlier, we showed that the latter circumscription will succeed with

This permits both the models I and II in figure 4 to survive, but
eliminates model III in figure 7.

Suppose we have a model that is Markovian. Then Equiv is not only an equivalence
relation on Sit, but it is in fact a right-congruence relation with respect to actions, which
indeed is what definition 6 says. Regarded as an automaton M, this Markov property
is the basis of a reduced automaton ([Arbib 1969a]), which is a “quotient automa-
ton” whose states are the equivalence (congruence) classes of M, and whose state
transition function is defined by The output function is de-
fined by Both of these are well-defined as Equiv is a right-congruence
relation. These are classical results in both systems [Arbib 1969b] and automata theory
[Arbib 1969a]. It is not hard to see that M and are I-O equivalent in the sense
of definition 8. Moreover, the states of all have different output fluent sets. The
advantage of viewing Markovian models as automata is due to a standard result, the
Nerode finite index theorem ([Arbib 1969b]). It essentially says that Equiv has finite
index if and only if is finite state. Hence in any action theory with only a finite
number of fluents, its Markovian models are reducible to finite automata. As automata
have efficient algorithms for model checking, queries about action theories can be com-
putationally tractable when their models are automata.

The ordering of Markovian models according to the extension of the Ab predicate
is preserved in the passage from automaton M to its reduced counterpart We can
make this claim precise. To do so, we make the following observations:
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Observation 3. If then in any Markovian automaton of an action the-
ory, holds if and only if holds.

Observation 4. In a reduced Markovian (this is essential) automaton, distinct states
have distinct output fluent sets.

Definition 9. For two reduced automata and if and only if for all
actions fluents and (reduced) states and (respectively in and which
have identical fluent sets,

In reduced automata the nodes correspond to states. Note that the notion of abnor-
mality is well-defined even for reduced automata if we treat the (equivalence classes
of) states as abstract states in their own right. The next proposition justifies the use
of reduced automata as compact representations of those theories of actions that are
Markovian, as no Ab-minimal models are lost.

Proposition 5. If M1 and M2 are two Markovian models of an action theory and
and are their reduced counterparts, then implies

Non-Markov models are discussed in [Foo and Peppas 2004].

11 Conclusion

This paper is part of a series that investigates relationships among different model
restriction and selection policies in logic-based theories of action using a systems-
theoretic perspective. We selected the simplest of situation calculus theories so that
the basic ideas are not obscured by distracting technicalities. The results are encour-
aging. For this class of theories we were able to identify the Markov property as a
sufficient condition for finite reduced automata to be their models. Moreover, the pos-
sible inter-dependencies among Markovian, inertial and abnormality-minimized models
were clarified. Nondeterminism is discussed in the full version of the paper
([Foo and Peppas 2004]). Future papers will report similar systems-theoretic insights
into theories which have arbitrary observation terms, causal rules and ramifications,
and the consequences of letting predicates other than Holds vary. For instance, in
[Foo, et.al 2001] we describe how circumscribing Ab in predictively-free theories by
letting Result vary guarantees the Markov property. Future work will extend these
techniques to event calculus logics.
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Abstract. This paper investigates applying a genetic algorithm and an
evolutionary programming for identification of gene interaction networks
from gene expression data. To this end, we employ recurrent neural net-
works to model gene interaction networks and make use of an artificial
gene expression data set from literature to validate the proposed ap-
proach. We find that the proposed approach using the genetic algorithm
and evolutionary programming can result in better parameter estimates
compared with the other previous approach. We also find that any a
priori knowledge such as zero relations between genes can further help
the identification process whenever it is available.

1 Introduction

With the advent of the age of genomics, an increasing number of researches to
identify gene interaction networks have been reported in [1–13] as a first step of
unraveling their functions. In order to identify gene (interaction) networks (or
genetic regulatory networks), a gene network model should be first built and
then the parameters of the network model should be estimated using gene ex-
pression data obtained from experiments such as DNA microarray. Identifying
a gene interaction network can be viewed as a reverse engineering in that the
interactions between genes should be determined from the gene expression data.
Gene networks have been modeled as Boolean networks [3], linear networks [4,
5, 9, 11], Bayesian networks [6], differential equations [14], and recurrent neu-
ral networks [1,12,13] and the parameters of the networks have been estimated
from gene expression data by simulated annealing, genetic algorithms, gradient
descent methods, and linear regression methods [4, 5, 8, 9, 11]. We can summa-
rize three major problems in the identification of gene network parameters from
gene expression data. First of all, the number of sampling points for the gene ex-
pression data obtained from experiments is usually too small compared with the
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large number of parameters of the model, which results in insufficient accuracy of
the solutions for the parameter estimates. Secondly, from a viewpoint of reverse
engineering, there can be non-unique solutions that all fit the given gene expres-
sion data within the same error bound. Third, gene network models themselves
can only have limited mathematical structures which might not properly reflect
the real gene networks. As a consequence, no approach developed so far provides
a satisfactory solution resolving all these problems.

In this paper, we employ recurrent neural network models for the gene inter-
action networks, and utilize genetic algorithms (GAs) [15–17] and evolutionary
programming (EP) [18] to identify the parameters of the network model. Genetic
algorithms and evolutionary programming are known as robust and systematic
optimization methods which have been successfully applied to many scientific
and engineering problems. In the genetic algorithm, a chromosome is generally
composed of bit strings. Therefore, the solutions obtained by applying genetic
algorithms are discrete and the resolution of the solution is proportional to the
number of bits used in formulating the chromosomes. If only one bit is used
then the interaction between genes can be represented by either zero (inhibi-
tion) or one (activation) which becomes similar to the case of Boolean networks.
Evolutionary programming, a kind of evolutionary computation, is another op-
timization method which encodes a solution to a real value without coding a
bit string like GAs. EP uses only the mutation operation without the crossover
operation in GAs. In some applications, EP have been reported as showing a
better performance than GAs.

Wahde et al. [8] proposed a possible way of identifying the gene interaction
networks from the coarse-grained point of view by using a GA to estimate model
parameters defined upon a recurrent neural network model. In order to identify
model parameters, gene expression data must be available. Here we use artifi-
cial gene expression data obtained by a presumed model which was previously
used by Wahde et al. [8]. Experimental results are obtained by applying the
proposed approach based on the GA and the EP, respectively, and we compare
these experimental results with that of Wahde’s paper [8]. We further consider
using a priori knowledge in building a network model and estimating the param-
eter values. A notion of zero relations denoting non-interaction between genes
is introduced and we investigate how a priori knowledge such as the zero rela-
tions can further help the identification process. We also compare the resulting
parameter estimates with other ones.

This paper is organized as follows. In section 2, a gene network model is
introduced. Section 3 describes the proposed parameter estimation processes
based on the GA and the EP. The experimental results and discussions are
provided in section 4. Section 5 makes conclusions of this paper.

2 Gene Network Model

Gene interaction networks have been modeled by Boolean networks [3], linear
networks [4, 5, 9, 11], Bayesian networks [6], differential equations [14], and recur-
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rent neural networks [1,12,13]. In this paper, we use a recurrent neural network
model [1,8,13] since it is the most descriptive deterministic modeling framework
among those, formulated by:

where denotes gene expression of a gene at time instant is
an activation function, is the strength of control of gene on gene is a
bias level of gene and is time constant of the ith gene expression product.
Sigmoid function is generally used as the activation function.
Let then (1) can be rewritten as

This equation can then be further represented by a difference equation as

We note that guarantees If the
initial value of is in (0,1), then If in
(3), then i.e., If in (3), then

Therefore, we confirm that is bounded between
0 and 1, provided that initial values of  lies between 0 and 1, and In
experiments, we use (3) with all

3 Parameter Identification

For the identification of network model parameters, several methods such as
simulated annealing, genetic algorithms, gradient descent methods, and linear
regression methods have been applied so far [4,5,8,9,11]. In this paper, we em-
ploy genetic algorithms and evolutionary programming to identify the network
model parameters since they are most efficient for nonlinear optimization prob-
lems.

Wahde et al. [8] also considered making use of the GA to identify model
parameters defined upon a recurrent neural network model. They used artificial
gene expression data (the patterns of which are very similar to real gene expres-
sion data as they showed) obtained from a presumed artificial network. However,
we find that the standard deviation of the resulting parameter estimates are too
broadly distributed from the average values. On the other hand, we confirm that
the proposed approach in this paper reveals better performance in this regard
as we can see in the following section. The difference is mainly caused by the
structure of GA such as the encoding scheme and crossover methods and by the
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parameters used in the GA such as the crossover and mutation probabilities and
termination conditions. In general, the encoding scheme and crossover methods
greatly affect the performances of GA. Algorithm 1. illustrates the operation of
the GA used here [16].

Chromosomes (in other words, individuals) in the GA are represented by bit
strings of a fixed number by a chosen encoding scheme. According to this encod-
ing scheme, a specific number of initial individuals are generated with uniformly
distributed random values. Then, the fitness of each individual is assigned by the
evaluation operation. To make the next generation, the GA selects parents and
then recombines them to generate offsprings with the assignment of their fitness
values. This evolution process continues until a solution is obtained within the
given specification of an error bound.

We encode the parameters of a gene network model into a number of bit
strings. If there are P parameters and the number of bits for one parameter is
K, then one chromosome is composed of the number of bits. In this case,
we note that the resolution of a solution becomes If the K is one, then the
recurrent neural network model is similar to the Boolean network in that the
parameters can have either of the two values, i.e., one for inhibition and the
other for activation between genes. Thus, one of the advantages using a GA is
that we are able to control the resolution of a solution as needed. As the P and
K increase, the bit strings of a chromosome increase much faster, in which one
point crossover is not enough to cover the whole length of chromosomes. Hence
we employ in this paper a multi-points crossover scheme. The parameters used
in implementing the GA are summarized in Table 1. Note that we use the 40
number of crossover points because the bit strings of an individual is very large
(720 bits = 24 parameters 30 bits).

In order to identify model parameters, we use an artificial gene expression
data set obtained by a presumed model which was also used by Wahde et al. [8].
The artificial data set is composed of expression levels of 4 genes with 30 time
points. We identify total 24 parameters (16 interaction weight parameters
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4 bias parameters and 4 time constant parameters Each parameter is
represented by 30 bits. Each individual contains the set of all encoded parame-
ters to be estimated and the estimates are being updated as generations evolve
according to the GA. In order to measure how close an individual approaches
to the solution, the individual is first decoded into the gene network model.
Then, the following mean square error of the jth individual is obtained by
the trajectories from the decoded gene network model.

where N is the number of genes, T is the total number of sampling time points,
is the expression level of ith gene under the decoded gene network model,

and is the desired expression level obtained from the artificial network or an
experimental result in real application. The number of parameters identified is
N(N + 2) when the number of genes is N because the bias and time constants

in addition to the weights are also identified. For a reasonably accurate
estimation of the network parameters, T > N + 2 is required because the number
of data is in (4).

We use a mean square error for the termination condition. If an individual
has a mean square error less than the termination condition in a generation, the
GA terminates. We note that the mean square error however can not guarantee
the quality of the resulting solution since there are a number of parameter sets
which can show the similar trajectories as the given data set. This is one of the
important difficulties faced in the identification of gene interaction networks.

The mean square error is also used as a measure of fitness for each individual.
Since the fitness should be inversely proportional to the mean square error, the
fitness of jth individual is given by

Even if the GA can be applied to continuous domain problems, the GA is in
general more useful when the problem domain is discrete since the individuals
are represented as bit strings. Therefore, the resolution of a solution depends on
the number of bit strings. The EP on the other hand as another evolutionary
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computation method, however, does not encode the given problem domain into
bit strings and makes use of the real value as they are. This enables the EP to
lead to the better resolution of a solution. From this regard, we apply the EP
to identify the gene interaction network parameters. Algorithm 2. illustrates the
procedure of the EP used in our experiments.

While the main operation in the GA is the crossover and the GA makes
each individual evolve towards improved fitness, the main operation in the EP
is the mutation (by adding a Gaussian perturbation) and thereby make each
individual evolve towards a decreasing score. As shown in the algorithm 2., the
more individuals come close to the optimum the smaller Gaussian perturbation
is added. Table 2 summarizes the parameter values used for the implementation
of the EP. As we already mentioned in the algorithm 2., the is in general
given as proportional to the score however, we use a constant value here
(see Table 2) since the EP sometimes can fall into a local optimum, which is
unavoidable if the score at that instant becomes too small.

4 Experimental Results

In order to identify gene interaction networks, gene expression data from such
as DNA microarray must be available. On the other hand, directly using the
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real gene expression data has also a drawback in that the identified results can
not be verified until we conduct another experiments to validate the estimated
parameter values. Hence we use in this case a set of artificial data obtained from
a presumed artificial network model (so we know the exact value of parameters
to be estimated and thereby can easily validate the results of the proposed
approach). As previously mentioned in Section 2, we use the difference equation
model described in (3). We assume a set of gene expression data obtained by
using the parameter values shown Table 3 in the model. Figure 1 shows the
artificial data with 30 number of time points for T.

Fig. 1. Artificial data.

We applied the proposed identification approaches based on the GA and
the EP to this set of artificial data. Figure 2 illustrates the typical trajectories
exhibited by the network model using the identified parameter values. As shown
in Figure 2, the trajectories of the EP are more accurate than those of the GA.
This is because the EP directly makes use of the real value for encoding while
the GA employs bit strings instead. As it is mentioned before, there are other
numerous set of parameter values which are in accord with the given expression
data within a small error bound. We takes here the average values of 50 runs
(as same with that of Wahde et al. [8]). Table 4 (a), (b), and (c) compare each
experimental result, i.e. the proposed GA, the proposed EP, and the Wahde et
al.’s GA, respectively. In Table 4, each number denotes the average value of 50
runs and the value within the parenthesis indicates the corresponding standard
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Fig. 2. Typical gene expression time-series trajectories for each set of parameter esti-
mates obtained by the GA (a) and the EP (b).

deviation. We took one of experimental results of Wahde et al.’s GA with the
same number of time points over the same trajectories. From Table 4, three
results look quite similar, but the proposed GA and EP are somewhat better
than that of Wahde et al.’s GA. We speculate that this result is caused by the
difference of the structure and parameter values used for the GA1. We need to
further investigate which approach can be always better than the others in a
certain environments.

In order to examine the effects by the number of simulation runs, we have
conducted additional experiment of 50 simulation runs further to the experi-

1 More systematic analysis and discussions for comparison between Wahde et al.’s GA
and proposed GA are not possible because there is no detailed descriptions about
the structure and parameter values of Wahde et al.’s GA in their paper [8].
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ments of Table 4 (b). The result of the total 100 simulation runs of the proposed
EP is shown in Table 5. From Table 5, we confirm that there are changes towards
the correct values although the changes are very small.

In order to compare the results in a more formal way, we introduce the con-
cept of an identification rate defined as follows. Let

ple, Let
composed of and the model parameters of the identified network.

respectively. Then the identification rate between the P and is given by

where is a ratio how much the average term affects the identification rate
compared with the standard deviation.

composed of and where N is the number of genes in the artificial
network that generates the given set of artificial gene expression data. For exam-

Let the average value and standard deviation of represented by and
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In (6), and since the model parameters in the case
of an artificial network have a unique set of real values. If is one, then the
identification rate takes only average value without considering the standard
deviation and vice versa. We consider, as an extreme example first, a parameter

and have zero standard deviations, respectively and the difference
between their average values is 10. Secondly, a parameter and have
the same average value and the difference between their standard deviations is
10. Then, the two cases produce a same identification rate for the parameter if

is not considered. Intuitively, the second case should be better than the first
case. However, the standard deviation term must not be ignored since even if the
average values are same, we still cannot regard it as a good one in the case that
the difference of standard deviations is very large. This measure of identification
is further used and the results are summarized in Table 7.

If there are certain available a priori knowledge, it can further help the iden-
tification process by eliminating infeasible solutions in advance. For instance, we
consider a priori knowledge about ‘zero relations’ (meaning that there exists no
interaction between two genes) prior to the proposed EP algorithm. Normally
initial individuals are generated by random values within the predefined ranges;
however, with this a priori knowledge, we can replace the initial random value
with zero at the point already known from the a priori knowledge and similarly
for the evolution process of individuals. Table 6 illustrates the experimental re-
sult with this a priori knowledge. It is apparent that this result is better than
the previous results. However, we note that the weight in the third row and the
fourth column is still positive even though it is set to -20 in the presumed
artificial network. This is because the affect of the weight on the overall gene
expression data is too small. After all, we find from this experiment that any a
priori knowledge about the gene interaction could be of great help in the identifi-
cation of the network model and the a priori knowledge is in most cases available
from the real experimental environments.
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Table 7 summarizes the comparison of the identification rates of each result
under the is 0.9. We note that the proposed GA and EP approaches show
considerably better identification rates than that of Wahde et al.’s GA. From
the fourth row in Table 7, the more the number of simulation runs increases,
the better the identification rates are. As can be easily guessed, using the zero
relations increases the identification rates as well.

5 Conclusions

In this paper, we proposed the GA and the EP to identify gene interaction
networks by estimating the network parameters. With an artificially generated
set of gene expression data, the two approaches have been validated as improving
the identification performance compared to the previously reported approach
in the literature. We further considered using a priori knowledge such as the
zero relations between genes for preprocessing of the proposed EP approach
and confirmed that using such a priori knowledge can be of much help in the
identification process. We note however that some of the parameter estimates
obtained by the proposed approaches can have relatively large errors and it
should be further investigated by rigorous analysis.
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Abstract. During software development, early identification of critical compo-
nents is of much practical significance since it facilitates allocation of adequate
resources to these components in a timely fashion and thus enhance the quality
of the delivered system. The purpose of this paper is to develop a classification
model for evaluating the criticality of software components based on their
software characteristics. In particular, we employ the radial basis function ma-
chine learning approach for model development where our new, innovative al-
gebraic algorithm is used to determine the model parameters. For experiments,
we used the USA-NASA metrics database that contains information about
measurable features of software systems at the component level. Using our
principled modeling methodology, we obtained parsimonious classification
models with impressive performance that involve only design metrics available
at earlier stage of software development. Further, the classification modeling
approach was non-iterative thus avoiding the usual trial-and-error model devel-
opment process.

1 Introduction

During the past twenty five years, there have been impressive advances in the theory
and practice of software engineering. Yet, software system development continues to
encounter cost overruns, schedule slips and poor quality. Due to the lack of an ade-
quate mathematical basis for the discipline of software engineering, empirical model-
ing approaches are commonly used to deal with the problems of cost, schedule and
quality. Two classes of empirical models that have been extensively investigated
address software development effort estimation [1], and software component critical-
ity evaluation [2]. However, the applicability and accuracy of most of these models is
far from satisfactory. This necessitates further research on these topics. In this paper
we focus on the second class of models, viz. models for software component critical-
ity evaluation. This problem can be seen as developing an input-output relationship
where the inputs are the software component characteristics and the outputs are their
criticality levels. Specifically, a classification model is built from the historical data
about the software systems in the database using the known values of some measur-
able features of software components, called software metrics, as inputs and their
corresponding criticality levels as outputs. Then, based on metrics data about some
previously unseen software component, the classification model is used to assess its
class, viz. high or low criticality.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 440-448, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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A number of studies have been reported in the literature about the use of classifica-
tion techniques for software components [2,3,4,5,6,7]. A recent case study [2] pro-
vides a good review about their application to large software systems. Among the
techniques reported in the literature are: logistic regression, case based reasoning
(CBR), classification and regression trees (CART), Quinlan’s classification trees (C
4.5, SEE 5.0), neural networks, discriminant analysis, principal component regres-
sion, neuro-fuzzy logic, etc. Some of the criteria used for selecting, comparing and
evaluating classification methods include the time to fit the model, time to use the
model, predictive accuracy, robustness, scalability, interpretability, model complex-
ity, and model utility [9, 10]. Obviously, all of these cannot be simultaneously opti-
mized and a compromise is sought based on the application domain. For the current
study, i.e., for developing component criticality classifiers, we consider two criteria,
viz. predictive accuracy and model utility. Here we evaluate model utility in terms of
the number of software characteristics used in the classification model and the
software development stage at which they become available for use in the model. A
model that uses only a few metrics that become available early has a higher utility
than the one that uses several metrics, some of which become available late in the
software development life-cycle. Predictive accuracy is measured here by classifica-
tion error on the test set.

As a classification model, we consider a machine learning approach called Gaus-
sian radial basis functions (GRBF) because it possesses strong mathematical proper-
ties of universal and best approximation. This model performs a nonlinear mapping
of the input data into a higher dimensional space for classification tasks. Justification
for this mapping is found in Cover’s theorem. Qualitatively, this theorem states that a
complex classification problem mapped in a higher dimensional space nonlinearly is
more likely to be linearly separable than in a low-dimensional space. Thus, we inves-
tigate the GRBF models for software component criticality evaluation in this paper.
Particularly, we are interested in (1) developing good models for classifying the criti-
cality of software components based on their design metrics and (2) evaluating the
efficacy of these models in comparison to the models constructed with the coding
metrics and the combined design and coding metrics, respectively.

This paper is organized as follows. In Section 2, we provide a brief description of
the software data set employed in the study. An outline of our classification method-
ology using GRBF is given in Section 3. The main results of the empirical study are
discussed in Section 4. Finally, some concluding remarks are presented in Section 5.

2 Software Data Description

The software data employed in this study are obtained from the publicly available
NASA software metrics database. It provides various project and process measures
for many space related software systems and their subsystems. We took the data for
eight systems used for tracking launched objects in space, consisting of a total of 796
components. The number of components in a system varies from 45 to 166 with an
average of about 100 components per system. Among the various measurable features
of software components, we only considered three design metrics and three coding
metrics, which are shown in Table 1. It should be noted that the design metrics be-
come available to software engineers much earlier in the software development life
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cycle than the coding metrics. Therefore, the classification or predictive models based
on design metrics have higher utility, i.e., are more useful, than those based on, say,
coding metrics that become available much later in the development life cycle. Typi-
cal values of the six metrics for five components in the database are shown in Table
2, along with the component criticality level where 1 refers to high criticality and 0 to
low criticality. These levels are determined according to the scheme described below.
Prior to modeling, all the metrics data were normalized to lie in the range 0 to 1.

The classification of software component into high criticality (class 1) and low
criticality (class 0) was determined on the basis of the actual number of faults de-
tected in a component, by taking the philosophy conveyed in the well known Pareto
principle which has been found to be applicable to fault distribution among software
components. According to this principle, in our context, approximately 80% of the
faults are found in 20% of the components. After analyzing the fault distribution for
our data set, components with 5 or less faults were labeled as class 0 (i.e., low criti-
cality) and others as class 1 (i.e., high criticality). As a result, our software data con-
sists of about 25% of the high critical components and about 75% of low critical
components.

For model development, the data set of 796 components was arbitrarily divided
into three subsets, 398 components for training, 199 components for validation, and
199 components for testing. Further, 10 random permutations of the original data sets
were analyzed to minimize the effect of random partitioning of the data into three
subsets on classification performance.

3 Modeling Methodology

The modeling task in this study is to construct a model that captures the unknown
input-output mapping pattern between the software metrics of a component and its
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criticality level. It is to be accomplished on the basis of limited evidence about its
nature. The evidence available is a set of labeled historic data (training data) denoted
as

Here the inputs represent the metrics data of software components and their cor-
responding outputs represent the class label, which is either zero or one for our
problem. In the above setup, d is the dimensionality of the input data.

The GRBF model is a nonlinear model where the estimated output for input vec-
tor x is represented in the following functional form:

where is called a basis function and and are called the center and the width
of basis function, respectively. Also, is the weight associated with the basis
function output and m is the number of basis functions. Thus, the GRBF model is
fully determined by the parameter set

From a modeling point of view, we seek a classification model that is neither too
simple nor too complex. A model that is too simple will suffer from under fitting
because it does not learn enough from the data and hence provides a poor fit. On the
other hand, a model that is too complicated would learn too many details of data
including even noise and thus suffers from over-fitting, without providing good gen-
eralization on unseen data. Hence, it is an important issue how to determine an ap-
propriate number of basis functions that represents a good compromise between the
above conflicting goals, as well as good selection of basis function parameters. For
this purpose, we employed our recently developed algorithm [1, 11] for determining
GRBF model parameters. It consists of the following four steps.

Step 1: Select a range of values for width and a desired complexity measure
Heuristically, we take where d is the number of input variables.

Step 2: Determine a value of m that satisfies the criterion. This step involves
singular value decomposition of the interpolation matrix computed from the (n x
d) input data matrix.

Step 3: Determine the centers of the m basis functions such that these centers would
maximize structural stability provided by the selected model complexity, m. This
step involves the use of QR factorization.

Step 4: Compute weight using pseudo inverse and estimate output values.

It should be noted that the desired complexity measure needs to be specified by
the user at the beginning, along with a global width For our analyses, we used a
default value of as our desired complexity; generally its value is taken to be in
the range [0.01, 0.1]. The value of the global width  is heuristically determined by
considering the dimensionality of the input data, as indicated above. Once these pa-
rameters are specified, the algorithm automatically finds a good choice of the parame-
ters for the GRBF model. The mathematical and computational details
of the algorithm can be found in [1,11].
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For each model developed from the training data, its classification error on valida-
tion data is computed as a fraction of the total components that are incorrectly classi-
fied. The model with the smallest validation error is chosen as our classification
model. Finally, to predict its generalization performance, we compute classification
error for test data so as to get an estimate of the classification error rate for future
components of which criticality levels are not known yet.

4 Experiment Results

In this section we perform three experiments of developing classification models for
software component criticality evaluation with (1) design metrics, (2) coding metrics,
and (3) combined design and coding metrics. In each case, we develop GRBF classi-
fiers according to the methodology described above. Since the model development
algorithm used in this study provides consistent models without any statistical vari-
ability, we do not need to perform multiple runs for a given data set. In order to as-
sess model utility, we perform comparative assessment for the classification models
that are obtained with three different sets of metrics, viz. design, coding and com-
bined design and coding. These results are discussed below.

4.1 Results with Design Metrics

The training, validation, and test error rates of the classification models that were
developed based on design metrics are shown in Table 3. We note that
the training error varies from 21.6% to 27.1% with an average of 24.3%. The valida-
tion error varies from 21.1% to 29.2% with an average of 25.9%, and the test error
varies from 21.6% to 28.1% with an average of 25.0%. Clearly, there is a noticeable
variation among the results from different permutations. To illustrate this variability
graphically, a plot of the three sets of error rates is given in Figure 1.

In order to find statistical significance of the above results, we compute confidence
bounds for classification errors based on the results from the ten permutations. It
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Fig. 1. Plots of classification errors for various data permutations: design metrics

should be noted that the confidence bounds given here reflect the variation in classifi-
cation errors occurred by random assignment of high and low criticality components
to the three subsets in different permutations. Using the well known t-statistic, 95 %
confidence bounds for true classification error that is unknown are obtained as shown
below, where t(9;0.025) is the upper 2.5 percentile of the t-distribution with nine
degrees of freedom.

The above values are interpreted as follows. Based on the results for test errors pre-
sented in Table 3, we are 95 % confident that the true classification error is between
23.6 % and 26.4 %. Similarly, 90% confidence bounds for test error are {23.81,
26.05}. As confidence value increases, the confidence intervals get narrower while
they get wider as confidence value decreases.

4.2 Results with Coding and Combined Metrics

Since our primary interest here is the test error, we now present in Table 4 only the
test errors for coding metrics and for combined (design plus coding)
metrics to Standard deviations and confidence bounds for these cases were
obtained as above. A summary of test error results for the three cases is given in Ta-
ble 5.

4.3 Discussion

The results in Table 5 provide insights into the issues addressed in this paper. A
measure of the variability in classification performance caused by random assignment
of component data to training, validation and test sets is indicated by the interval
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widths of confidence bounds. For both the 90% and 95% bounds, the interval width is
quite reasonable in light of the fact that software engineering data tends to be quite
noisy. Further, the variability in classification performance obtained by coding met-
rics alone is much higher than those for the other two cases. On the other hand, in
terms of classification accuracy, it appears that the classification models based on the
design metrics alone is comparable to those based on the coding and combined met-
rics. Overall, it appears that a test error of, say, 24% is a reasonable summary for the
data analyzed in this study since this value of 24% is easily contained in all the confi-
dence bounds listed in Table 5.

Generally, the observed error rate for an application will be determined by various
factors such as the noise in the data, the choice of the classifier type (GRBF here), the
choice of the algorithm, and etc. In software engineering modeling studies, error rates
tend to be rather high. Even though it is not feasible to provide exact comparisons of
our results in the above with other studies, we can say that classification error rates
for “similar” studies, e.g. [12], which are the error rates observed based on the use of
several different classification techniques, tend to be about thirty percent. Thus, it can
be said that our modeling methodology produces good classification models that
exhibit impressive performance on benchmark data.

From the aspect of model utility, it is not intuitively clear that design metrics alone
should perform statistically as well as coding and combined metrics. Nevertheless,
our experiment results support the case here. Further, taking into account the confi-
dence bounds presented above, this observation is also confirmable. Therefore, based
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on this empirical study, we can say that the design metrics alone are enough to pro-
vide as good classifiers in a statistical sense as those that employ coding metrics or
combined metrics at least in terms of classification accuracy on unseen data.

5 Concluding Remarks

In this paper we investigated an important issue in software engineering of identify-
ing critical components using their software characteristics as predictor variables. A
software criticality evaluation model, if it is parsimonious and employs the metrics
easily available at earlier stage, can be an effective analytical tool to reduce the likeli-
hood of operational failures. However, the efficacy of such a tool depends on the
mathematical properties of the classifier and its design algorithm. In this study we
employed Gaussian radial basis function classification models that possess the power-
ful properties of best and universal approximation. Further, our new design algorithm
enables us to produce consistent and reliable models in a systematic way. For model
evaluation, we analyzed the performance of the models obtained from ten different
permutation of a given data set and considered their averages, standard deviations and
confidence bounds for the test error. A comparison of confidence bounds based on
design, coding, and combined metrics indicated that test error rates in the three cases
are almost equal in a statistical sense. We believe that owing to our modeling meth-
odology using the radial basis function model, we were able to establish effective
predictors of potentially critical components only based on design metrics, which are
easily available early in the software development cycle. Early identification of criti-
cal components and additional resources allocated to them can be instrumental in
minimizing operational failures and thus improving system quality. It may be inter-
esting to pursue such studies further using additional datasets and alternative
classification techniques.

In conclusion, we believe that in this empirical study the use of a mathematically
powerful machine learning technique, pursued in a principled manner, was essential
in achieving quite impressive results that are potentially of great practical benefit to
the discipline of software engineering.
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Abstract. Components are reusable software building blocks that can
be quickly and easily assembled into new systems. Many people think
the primary objective of components is reuse. The best reuse is reuse of
the design rather than implementation. So, it is necessary to study the
component metrics that can be applied in the stage of the component
analysis and design. In this paper, we propose component architecture
redesigning approach using the component metrics. The proposed com-
ponent metrics reflect the keynotes of component technology, base on
the similarity information about behavior patterns of operations to offer
the component’s service. Also, we propose the component architecture
redesigning approach. That uses the clustering principle, makes the com-
ponent design as the independent functional unit having the high-level
reusability and cohesion, low level complexity and coupling.

1 Introduction

Component-based software development (CBD) has become widely accepted as a
cost-effective approach to software development. CBD is capable of reducing the
developmental costs using the well-designed components. Therefore, it is capable
of improving the reliability of an entire software system, and emphasizes the
design and the construction of software systems using reusable components [1,2].
Many want to design something once and use it over and over again in different
context, thereby realizing the large productivity gains, taking advantage of the
best solutions, the consequent improved quality, and so forth. The quality is
importance in every software development, but particularly that is so in CBD
because of its emphasis on reuse. The best reuse is reuse of the design rather
than implementation.

In this paper, we propose component architecture redesigning approach. That
is based on the component metrics and the clustering principle.

The component is an individual functional unit, made of interfaces and
classes. Conceptually, interfaces define the service of the component, and specif-
ically, that is a set of operations that can be invoked by other components or
clients. The invoked operations offer the component’s service by interacting with
the inside and outside classes of the component. The interaction information is
extracted in the analysis & design stage of the component-based system, and
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represents behavioral types of operations. So, we define the component metrics
based on the interaction information. We expect to develop the high quality
component design model by measuring and redesigning of the component archi-
tecture.

The rest of this paper is organized as follows. Section 2 explains related
works. Section 3 describes abstract representation models for the components
and defines component metrics. Section 4 shows the component architecture
redesigning process. Section 5 shows experiments on the case study. Our conclu-
sions are presented in section 6.

2 Related Works

2.1 The Keynote of Components

The component based systems adhere to the principle of divide and conquer for
managing complexity – break a large problem down into smaller pieces and solve
those smaller pieces, then build up more elaborate solutions from simpler and
smaller foundations. The goal of CBD is high abstraction and reuse. Therefore,
it is necessary to measure component’s quality for the more abstraction and
reuse [3,4,5].

To measure component’s quality, it is necessary for us to define the terms
previously. So, we will investigate the definition and keynote about component
technology [1,2,5].

Component is an executable unit of independent production, acquisition,
and development that can be composed into a functioning system.
Component is a unit of composition with contractually specified interfaces,
and can be developed independently and is subject to composition by third
parties.
Interface represents a service that the component offers, is the component’s
access point.
The interface as an access point allows clients to access and connect the
services provided by the component. Namely, the interface plays dual roles
as it serves both providers of the interface and clients using the interface.
Technically, the interface is a set of operations that can be invoked by clients.
Component follows the object principle of combining functions and related
data into a single unit.
At this time, the classes belong to the role of data and the interfaces belong to
the role of function about the component. So, we can consider the component
as the group of classes and operations.

2.2 Quality Models

The structural properties of a piece of software, such as cohesion, coupling and
complexity, can serve as indicator of important software quality attributes. For
instance, highly complex components are more likely to contain faults, and there-
fore may negatively impact on system reliability and maintainability [3].
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Quality modeling based on the structural properties of the artifacts is par-
ticularly valuable, because it can provide easily feedback on the quality of com-
ponents. So, it is necessary component metrics. Other advantages of quality
modeling based on the measurement of structural properties are the measure-
ment process is objective, does not rely on subjective judgment, and can be
automated [6].

3 Component Quality Measurement

3.1 Abstract Representation Models

We believe that a good abstract representation model objectively depicts the re-
lationships among the members of a component, and it is the precondition of a
well-defined component quality measurement. If the component quality measure-
ment can abstract the relationship among the members of a component properly,
then there is little questionable. Therefore, an abstract representation model is
important.

In this section, we will propose good abstract representation models. They
stand for operations, interfaces, classes, components, communication and rela-
tionship among them. That is, the abstract representation models stand for the
necessary information to derive component metrics.

Definition 1. Component Architecture Organization Graph (CAOG)

CAOG represents the organization of the component-based system. Generally
speaking, the component architecture about the system made of components and
the component made of operations and classes. CAOG shows the members of
components and the interactions among them, is defined to be a directed graph.

where,

is a set of vertex, is a set of operations of an interface
in a component and is a set of classes in a component.

is a set of edges such that such that uses

The notations are like this. A circle or a rectangle represents each vertex.
The circle represents operations, and the rectangle represents classes. An arrow
represents each edge with the direction from operation to class, which shows
the relationships between operations and classes to deliver the service of the
component. Each component is represented by a dotted rectangle. It is clear that
the CAOG about the design model of the component-based system consists of
two types of nodes, operations and classes, and one type of edges, that represents
use-dependence between operations and classes, respectively.

Definition 2. Operation Use Matrix (OUM)
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For any operation in the interface, the OUM shows the amount of classes that
any pairs of operations use in common to deliver the service of a component.

The OUM is a square matrix. Its dimension equals to the total number of
operations. Each element of OUM is calculated from the CAOG. The value of the
OUM is the number of classes, each pair of operations use in common to deliver
the very component’s functionality. So, the value is a positive number. The
diagonal elements of OUM represent the number of classes that each operation
uses one’s own operation, and the off-diagonal elements represent the number
of classes that a pair of operations uses in common to deliver the component’s
service.

Each row in the OUM is a row vector, which denotes the behavioral type
of that operation. That is, it represents how much the operation interacts with
other operations to offer the service.

where,

means the number of classes which operation uses by
itself, is the same as

means the number of classes which operation and op-
eration quse in common.

and are the number, represents the order of the operations, is used in
row-number or column-number of matrix.

Definition 3. Operation Similarity Matrix (OSM)

For any operation in the interface of the component, the OSM shows the
degree of the similarity in the behavioral type between operations to deliver the
service of the component.

The OSM is a square matrix. Its dimension equals to the total number of
operations, and is the same as OUM. The OSM is calculated from the OUM.
To deliver the service of the component, the operations interact with inside
classes or outside classes of the component. We can find out the behavioral
type of operations according to the amount of the operation’s communication.
The similarity about the behavioral type between operations is expressed as the
cosine value. The cosine value is the ratio of the length of the side adjacent to
an acute angle to the length of the hypotenuse in a right triangle. The abscissa
at the endpoint of an arc of a unit circle centered at the origin of a Cartesian
coordinate system, the arc being of length and measured counterclockwise from
the point (1, 0) if is positive or clockwise if is negative. Here, we calculate the
cosine value about the angle between row vectors from the OUM. That means
the degree of the similarity between the row vectors to deliver the service of the
component.

The OSM is a symmetric matrix. Because the diagonal elements of OSM
represent the similarity of the same operations, its value is 1. And the off-diagonal
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elements represent the similarity about the interaction between the operations,
its value is between 0 and 1, and two values are inclusive. The cosine value
between the two row-vectors is derived from the gap of angles. The narrower the
gap of an angle is, the closer to 1 the value is. Therefore, we can find out the
degree of the similarity about the behavioral type between the row-vectors to
deliver the component’s service.

Where,

is the total operation number of all the components in component archi-
tecture.

and are the number which represents the order of the operations. So, let

3.2 Component Metrics

In this section, we will define component cohesion and coupling measurement
based on the CAOG. Then, we use briand’s criterion to validate our metrics
and show that our metrics have the properties what a well-defined cohesion and
coupling measurement should have.

Cohesion is a measurement about the degree of the dependency among the
internal elements of the component. The component serves as a unit of encapsu-
lation and independence, consists of data and the functions that process those
data. The unification of the internal elements of component, improves the cohe-
sion. Therefore, we define the component cohesion metric based on the similarity
about the behavioral type of operations in the component.

Coupling is the degree to which various entities in the software connected.
These connections cause dependencies between the entities that have an impact
on various external system quality attributes [7,8,9]. Component coupling is a
measurement about the degree of dependency among components. It implies how
much independent the component is potentially [1,7]. Therefore, we define the
component coupling metric based on the similarity about the behavioral type of
operations in interactions among the different components.

Definition 4. Cohesion Metric by Operation Type (COHOT)

The cohesion measure of a component is defined out of
the OSM, which denotes the similarity about the behavioral type of operations.

Cohesion represents the degree of the dependency among the internal ele-
ments of the component. If the behavioral type of operations is similar to each
other, they have much dependency each other internally. Therefore, if the oper-
ations with the similarity close to each other are included into the same compo-
nent, cohesion of the component will be stronger.
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Where,

means the order of components in the component architecture, it is called
as a sequential number.

is the total number of operations in the interface of component

We include the similarity only in case of in the calculation. So, we
consider the similarity only in case of and That reason
is to avoid the duplication in the process of calculation, because OSM is the
symmetric matrix.

Now, we will investigate the theoretic validation of component cohesion met-
ric. A well-defined component cohesion measure should have these properties,
otherwise the usefulness of that measure is questionable. Although these prop-
erties are not sufficient conditions of a well-defined measure, they can be used
to check the problems in a measure and can be used as a guide to develop a
new measure. Briand stated that a well-defined class cohesion measure should
have the following four properties [10,11]. And they make the metrics stricter
and less experimental. Table 1 shows the properties and meaning about cohesion
measure.

Definition 5. Coupling Metric by Operation Type (COPOT)

The coupling measure of a component is defined out of
the OSM, which denotes the similarity of the behavioral type of operations.

Coupling represents the degree of the dependency between components. If
the behavioral type of operations in one component is similar to that in the
other component, components have much dependency each other. Therefore, if
the operations of the different components have the similarity close to each other,
the coupling of the component will be stronger.
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Now, we will investigate the theoretic validation of component coupling met-
ric. Table shows the properties and meaning about coupling measure. And they
are satisfied.

4 Component Architecture Redesigning Approach

In this section, we will define the component architecture redesigning process.
The objective of that is to enhance component’s independent functionality. To
evaluate an adequateness of the component design model, we use cohesion and
coupling metrics altogether. For the independency of the components, compo-
nents should have as high-cohesion and low-coupling as possible. That is a gen-
eral and abstract standard for the cohesion and coupling. But there is not con-
crete standard to find out the appropriate of the component design model. To
use cohesion and coupling metrics collectively, we measure the independence of
a component. The independence is calculated by subtracting the coupling from
the cohesion. So, the independence of a component is normalized from –1 to 1,
two values is inclusive. If the independence of a component is a positive number
close to 1, we can judge a component to be an independent functional unit. And
if the independence of a component is a negative number close to -1, it is opposed
to that. Consequently, we can easily evaluate a component design model with
the independence metric.

If components have low-independency, we should make components have
high-independency by the component redesigning process. The process makes
use of the clustering principle as grouping a similar thing. The process is as
follows and is showed in Figure 1, in the form of the Nassi-Shneiderman chart.
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Fig. 1. The component redesigning process.

Step 1. Selecting the component having the lowest independence, and then
splitting that.

First, select the component having the lowest independence. For the selected
component, calculate the operation similarity average. And then, partition the
operations having the lower operation similarity than average from that com-
ponent. Therefore, that component has been divided into several components.
The component cohesion, coupling and independence are calculated from the
operation similarity. If the operations having the operation similarity below the
average are partitioned from the component, the cohesion will be stronger and
the coupling will be weaker. Therefore, the independence of the component will
be stronger.

Step 2. Combining components that are alike in the operation similarity for
creating new components.

The component is an independent functional unit. Hence, we can regard a
component as a group of operations. The operation similarity value about the
component takes an average the operation similarity of all the operations in
that component. If components having the alikeness in the operation similarity
are combined all together, the cohesion of a new made component will be high.
When combining components, we use the clustering principle. Consequently, the
new made components will have high-independence.

Step 3. Repeating the component redesigning process, until the new combined
component has the lowest independence.

The component redesigning process is repetitious. That is the consecutive
process, partition and combination according to the operation similarity. To
improve the cohesion of components, we separate the operations having the op-
eration similarity below the average. And then, we make the new component by
combining components having the similar operation similarity. We can find out
the component design model is whether good or not, by measuring the indepen-
dence of a component. If that component has the lowest independence among all
the components, we should split that component again. In this case, the same
step of component redesigning process is executed repeatedly, separation and
combination. So, we should stop the process of component redesigning.
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5 Experiments and Results

In this study, we have case study about the component architecture redesigning
approach using component metrics. We apply that to videotape lending system
in the reservation system domain. The videotape lending system provides that
the customer can search the information about videotape, rent and return that.

The initial component architecture of the videotape lending system is showed
in Figure 2. That system is consisted of three components, RentMgr component
managing the information about rent and return the videotape, CustomerMgr
component managing the information about customer, and TapeMgr compo-
nent managing the information about videotape or rent. The service offered by
each component is IRentMgt interface, IcustomeMgt interface and ITapeMgt
interface.

Figure 3 is CAOG of the initial component architecture. Now, we adapt the
component redesigning process to the initial component architecture. Figure 4
is the component architecture after adapting the component redesigning process
continuously. About the before and after component redesigning process, the
result of the measurement is like Figure 5. In conclusion, we can find out the
component redesigning process can upgrade the quality of the component design
model. Therefore, we can find out the usefulness of component metrics and
component redesigning process.

Fig. 2. The initial component architecture.

Fig. 3. CAOG of the initial component architecture.

Fig. 4. CAOG of the component architecture after redesigning process.
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Fig. 5. Improvement of component quality with the redesigning process.

6 Conclusion

In this study, we have studied the component architecture redesigning approach
using component metrics. And we have empirically evaluated the component
redesigning approach with a case study. In accordance with the measurement
result, we can improve the quality of the component design model the analysis
and design phase.

We expect several things through this study. The component metrics can
obtain the merits which reflect the measured and revaluated results of the com-
ponent’s quality in the component development more quickly. And, these com-
ponent metrics can be the method of forecasting the functional degree of in-
dependence, the facility of maintenance and the reusability of the component.
In addition to that, the suggested component redesigning process can make the
component design model have the high level reusability and cohesion, low level
complexity.
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Abstract. Software development by component integration is the mainstream
for Time-to-Market and is the solution for overcoming the short lifecycle of
software. Therefore, the effective techniques for component integration have
been working. But, the systematic and practical technique has not been pro-
posed. Main issues for component integration are a specification for integration
and the component architecture for operating the specification. In this paper, we
propose a workflow variability design technique for component integration.
This technique focuses on designing the connection contract based on the com-
ponent architecture. The connection contract is designed to use the provided in-
terface of component and the architecture can assemble and customize compo-
nents through the connection contract dynamically.

1 Introduction

The current enterprise system has evolved rapidly. Therefore, the business model has
frequently been modified. Because of these frequent modifications and the increment
of software complexity and maintenance costs, enterprises require high quality reus-
able components[l,2,3]. Component technology is widely accepted in both academia
and industry. Since object-oriented technology could not improve software develop-
ment innovatively, component technology came to be applied to the development of
software. One of the main reasons was that the object could not reduce the burden of
development because what it covers is pretty limited. The component significantly
decreases the overhead of development, because it has workflow and is offered as the
function unit that objects are composed of. The component evolved software devel-
opment into an assembly concept, which can rapidly and easily satisfy the require-
ments of domains. Components must be made more diverse to satisfy various domain
requirements using component interfaces. But, it is not easy to design variability to
provide the diversity, and the procedural technique for variability design has not been
studied. Currently, reusable business components for satisfying a variety of domains
have not been satisfactorily provided to developers. The reason is that the component
is developed to focus on only the business logic and the reusability of the component
is not considered.

This paper proposes variability design techniques for developing high quality reus-
able components(or complex component). It aims to improve the reusability of com-
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ponents, to provide variability to components to satisfy a variety of domains. Also, as
the components should be included all variable logics to satisfy a variety of require-
ments, it happens the problem that the size of the components is increased.

In this paper, we propose processes for designing the workflow variability between
components. The design techniques for workflow variability consist of techniques for
designing variable message flows between components based on the component ar-
chitecture. We propose the connector technique, which plays the role of coordinator,
for operating message flows in the component architecture.

This paper is organized as follows: we present the limitations of the existing com-
ponent integration researches and related researches, describe the concept of work-
flow variability in Section 2, and propose workflow variability design systematically
in Section 3. In Section 4, we also present the comparison of the proposed technique
with the existing method using the results of case study experiments. Finally, we
describe conclusion and future works.

2 Related Works and Foundation
2.1 Component Integration Researches

There are two researches named [4] and [5] covering the way of customizing the
software through the composition of components, which is compared to this paper. [4]
is the technique to customize the software through dynamically defining the required
interface for an unexpected modification. [5] represents through a structural descrip-
tion and a behavior specification as well as the provided interface and the required
interface for assembling components. The structural description represents using the
communication channel which works as the access point for services of component
interfaces. The behavior specification represents the connections and collaborations
between components to use Petri net.

These researches do not cover designing the workflow through the connection be-
tween components. Also, they do cover only the composition of in-house compo-
nents.

2.2 C2 Architecture Style

C2 Architecture Style was designed as the architectural language to develop a GUI
software in UCI(University of California in Irvine)[6]. C2 invokes the entered mes-
sage, or creates the output message via the top and bottom port of a component. C2
interacts with the message exchange and the messaging between components is ex-
changed by the connector. Components represent a message to their ports and transfer
a message to other components through connectors indirectly.

To design the workflow clearly using C2 Architecture Style is dissatisfactory be-
cause it represents the flow of a message through the composition of components, but,
cannot represent the flow of a data.

2.3 OCL(Object Constraints Language)

OCL is a formal language to express constraints, such as invariants, pre conditions,
and post conditions[7]. Components can specify constraints of interface through OCL
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and component users can understand the behaviors of component clearly through
specified constrains. OCL can be used for the different purposes to specify invariants
on classes and types in the class model, to specify type invariant for Stereotypes, to
describe pre- and post conditions on operations and methods, to describe guards, and
specify constraints on operations[7].

But, since OCL represents constraint of only a behavior, it is short of expressing
the interaction between components.

2.4 Workflow Variability

A product family is a set of products with many commonalities in the same do-
main[8]. A member is a product that is included in the product family. A product
family has commonality and variability. The commonality is the reusable area and the
variability is the difference between products in the product family. For example, the
variations in a TV product family may be the kind of output device, the size of the
output device, the broadcasting standards that it supports, the quality of picture and
sound, and so on. These differences are the variability factors that can organize the
members of a TV product family.

Workflow variability is the difference among
message flows that process the same functionality
among members of the product family. Elements
of the workflow variability are message flows of
the operation among component interfaces [9].
The flow between objects within the component
is designed with the unit of the component inter-
face, and the workflow variability is designed to
be adapted it in a variety of domains when the
workflow is used.

Fig. 1. Workflow Variability

3 Workflow Variability Design
Workflow variability is designed within the component architecture using only the
provided interface of components. As shown in Figure 2, connector manages the se-
quential message invocation, and plays as the mediator between application and com-
ponent architecture.

Connector manages a semantic(configuration) of workflow and the semantic is
used to call service of components when applications are developed or customized
services. Generally, the semantic can be configured using XML.

3.1 Workflow Variability Design Process

As shown in Figure 3, workflow variability design process consists of steps to design
the connection contract, workflow and dataflow.

The first step defines connection contracts as the interaction standard[10]. The sec-
ond step defines workflow through the mapping rule for contracts. Finally, it defines
the data flow for input data of operation. Following is the detailed description for each
step.
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Fig. 2. Workflow based on Component Architecture

Fig. 3. Design Process

3.1.1 Define Connection Contract
This step defines the connection contract that works as the interaction standard be-
tween components. The connection contract defines three contracts for operations of
the provided interface consisting of the workflow(Figure 4).

Fig. 4. Connection Contracts

PWCC is the information for the current operation and RWCC is the contract for
the one invoked following the current one to compose the workflow within the coor-
dination connector. RDCC is the contract to provide input parameters to the current
operation. Thus, each operation within coordination connector defines three contracts
and the workflow design through these connection contracts. Also, the workflow can
be customized through changing contracts within the coordination connector.

PWCC is the contract that provides information of registered operation within the
coordination connector. PWCC is called as the reference for other operations by
RWCC. As shown in Figure 5, PWCC defines the contract information of the compo-
nent, the interface, the operation, the input parameters, and the output parameter pro-
viding the current operation.

RWCC is the contract for the one operation invoked following the current opera-
tion. RWCC consists of the dynamic connection referring to the PWCC of other op-
erations. PWCC and RWCC become the factors of workflow design and customiza-
tion. As shown in Figure 5, RWCC defines the contract information of the
component, the interface, the operation, the input parameter, and the output parameter
required following the current operation.

RDCC is the contract for input parameters of operations composing workflow. To
gain data of input parameters define the information of required operations. As shown
in Figure 5, RDCC defines the contract by the input parameter of the operation de-
fined in PWCC. RDCC defines the component, the interface, and the operation re-
quired for each input parameter.
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Fig. 5. PWCC / RWCC / RDCC

To design workflow within coordination connector, we propose the operation nota-
tion like as Figure 6.

Fig. 6. Operation Notation for Workflow Design

This notation specifies the component or interface and operation name within box
and notes input and output parameter and contracts in outside of box.

3.1.2 Define Workflow
This step designs the workflow through mapping between the connection contracts.
That is to say, designing the workflow is the mapping PWCC to RWCC. As shown in
Figure 7, the mapping between contracts is accomplished only between two opera-
tions because workflow is the flow of sequential operation. But, in the case of concur-
rency processing can be accomplished the mapping among several operations.

Fig. 7. Contracts Mapping for Workflow Design

RWCC of current operation is compared with PWCC of other operations within
coordination connector. It iteratively is checked consistency between contracts, which
is the component, the interface, the operation, input parameters and output parameter
as the number of operations within coordination connector. Input parameters are
checked the additional contract information, such as the number of parameters, the
data type, and the order of parameters. Output parameter is checked only data type. If
condition is satisfied, RWCC of the current operation is connected with PWCC of the
other operation.



A Workflow Variability Design Technique for Dynamic Component Integration 465

Fig. 8. Workflow Design

If the contracts between two operations are satisfied each other, workflow is de-
signed as Figure 8. Since RWCC of operation “o1” requires operation “o2”, two con-
tracts is connected. The workflow is not related with dependency between compo-
nents. Because workflow manages only sequential operation invocation, it cannot
know dependency by dataflow.

3.1.3 Define Dataflow
Dataflow means that connecting operations which provide data to input parameters
within one operation. These data connection makes a dynamic dependency among
components.

Fig. 9. Contracts Mapping for Dataflow Design

Dataflow is designed to map RDCC using as the contract of the current operation
with PWCC using as the one of the other operation. The mapping between factors of
RDCC and PWCC is same as Figure 9. The input parameter contracts of RDCC de-
fine as the number of input parameters of the current operation. The input value of
operation can be got through these input parameter contracts in the run time.

RDCC using as the contract of the current operation can be compared with PWCC
using as the contract of operations defined within the coordination connector. It itera-
tively compares the consistency between contracts, which is the component, the inter-
face, the operation, the input parameters, and the output parameter as the number of
input parameters within current operation. If the condition is satisfied, RDCC of the
current operation is connected with PWCC of the other operation.

If the contracts between two operations are satisfied each other, dataflow is de-
signed as Figure 10. Since RDCC of operation “o3” agrees with PWCC of operation
“o1” and “o2”, two input parameters of operation “o3” takes the output of operation
“o1” and “o2”.

3.2 Component Architecture for Integrating Components

In this chapter, we propose the architecture of coordination connector that can realize
the proposed workflow variability design and customization techniques.
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Fig. 10. Dataflow Design

As shown in Figure 11, the coordination connector is based on the
RTTI(Reflection) [11] that can invoke component dynamically. Connection Contracts
designed by Workflow Design Tool are parsed by Contract Parser(XML parser) and
Connector invokes components to use these parsed contracts(PWCC, RWCC). Also,
the component invocation for dataflow is operated to the same mechanism.

Fig. 11. Component Architecture for Component Integration

4 Case Study
In this chapter, we evaluate the reusability of component through variability design
techniques. First, we extracted workflow variability surveying customization cases.
The extracted variability is statistical results by the surveyed customization cases.
Next, we designed variability using the proposed variability design techniques in this
paper. And, we redeveloped component by the designed artifacts. Finally, we evalu-
ated the reusability of component that is applied variability.

4.1 Design and Apply Variability

Generally, the connection contracts can be defined to XML and can be generated
contracts(XML) automatically using the Workflow Design Tool as shown in Figure
12. Coordination connector can invoke components sequentially following the gener-
ated contracts. This tool can operate Java class or EJB, based on J2EE.

As shown in Figure 12, the workflow is designed to connect among component
methods and the dataflow is designed to connect among parameters. The dataflow is
connected from output parameter to input parameter as the mapping rule between
RDCC and PWCC. This tool generates the connection contract through these design
process.
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Fig. 12. Workflow(Component Integration) Design Tool

4.2 Survey Applied Variability

This step measures the quality of a component which is applied the proposed variabil-
ity design techniques in this paper, in the reusable point of view.

As shown in Table 1, the measurement metrics are based on the software quality
measurement metrics of ISO 9126[12], [13], and [14]. We defined the Understand-
ability, Changeability, Replaceability, Extensibility, and Generality as metrics for
measuring the reusability of component.

Fig. 13. Understandability Survey List

Figure 13 is the survey list for measuring the Understandability of variability when
the component is reused. Also, the survey list for Changeability, Replaceability, Ex-
tensibility, and Generality metric are based on ISO 9126.

Figure 14 (1) represents the measured results of Understandability, Changeability,
Replaceability, Extensibility, and Generality metrics for workflow variability.

The graph of Figure 14 (2) represents the difference between this technique and the
existing method. Through these results, we can see that the reusability of a compo-
nent, which is applied using this technique, is improved. The Figure 14 (3) presents
the average value of the measured results from five metrics. Nearing a measured
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value of one means that the component is of high quality from a reusable point of
view. In significance level, if the measured value is larger than 0.5, Null Hypothesis
assumes that the reusability of a component is high quality. And, if the measured
value is smaller than 0.5, Alternative Hypothesis assumes that the reusability of a
component is not high quality. As the measured results by proposed technique is lar-
ger than 0.5 mostly, the reusability of a component applied this technique is high
quality as Null Hypothesis. This technique can improve the reusable quality more
than twice that of the existing method.

Fig. 14. Comparison with This and Existing Method

5 Conclusion Remarks

In this paper, we proposed how to design the workflow variably through the detailed
research for the interaction among components. To design the variability of the work-
flow, we proposed the design techniques based on connector within the component
architecture. The connector is defined as the interaction standard for interacting be-
tween components. The interaction standard consists of contracts for workflow and
for dataflow. Also, it showed that workflow is generated and is customized dynami-
cally using workflow design tool.

In the future, we will study a technique that can support the interaction among
components having the different component model standard, such as COM, EJB, and
CCM.
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Abstract. Semantic similarity measurement can be applied in many different
fields and has variety of ways to measure it. As a foundation paper for semantic
similarity, we explored the edge counting method for measuring semantic simi-
larity by considering the weighting attributes from where they affect an edge’s
strength. We considered the attributes of scaling depth effect and semantic rela-
tion type extensively. Further, we showed how the existing edge counting
method could be improved by considering virtual connection. Finally, we com-
pared the performance of the proposed method with a benchmark set of human
judgment of similarity. The results of proposed measure were encouraging
compared with other combined approaches.

1 Introduction

Semantic similarity measurement gives a good alternative when certain symbolically
different concept needs to be substituted with the semantically very close one. That
means substitution of one for the other never changes the meaning of a sentence in
which the substitution was made. That is a fundamental issue for natural language
processing and information retrieval for many years [1], [2]. A variety of applications
can benefit from the advantage of incorporating the similarity measurement. Exam-
ples include word sense disambiguation [3], automatic hypertext linking [4], and
information retrieval [5], [6], [7]. Broadly, the similarity measurement has been based
on four different categories: dictionary-based approaches [8], [9], thesaurus-based
approaches [10], [11], semantic network-based approaches [12], [13], [14], and inte-
grated approaches [15], [16]. For extensive comparisons of some representative simi-
larity measures, please refer to [17]. Single common method among aforementioned
approaches is edge counting using lexical semantic network such as WordNet [13],
[17], [18]. Edge counting calculates the shortest path as a distance between concepts.
This method has been considered to have relatively low performance compared with
other measurements. Despite of its low performance, edge counting has an advantage
in terms of calculation cost. Most of the methods, which have relatively high rate of
similarity, use various information sources. For example, in [3], [24], [28], other
methods measure the similarity using large corpus of statistical information so that
the semantic distance between nodes in the semantic space constructed by the
taxonomy can be better quantified with the computational evidence derived
from a distributional analysis of corpus data. However, this kind of approach needs

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 470–480, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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high computational cost to analyze the large volume of corpus data. Ideally, the best
would be if one could get similarity results from the taxonomy as high as those of the
combined approaches. Several methods have tried to improve the similarity rate
based on edge counting. They gave weights on the edges according to the weighting
attributes. Weighting attributes are the factors that affect an edge’s strength in edge
counting. The commonly used weighting attributes are the scaling depth effect, local
semantic density, and semantic relation type. However, the edge counting as well as
other combined methods has been considered not to be satisfying in terms of per-
formance aspect although some of the approaches used those different weighting
attributes. According to our investigation, the main reasons are as follows:

First, traditional edge counting method accounted the IS-A type only [14]. This
proves to be absolutely wrong for certain domains. For example, in the figure 1,
the concept pair <“computer”, “platform”> has 4 edges between them using pure
IS-A relation. However, if the Has-part relation type be used then, the distance is
just 1.
Second, although, some researchers used different semantic relation types such as
Part-of, Has-part, etc [22], [25], they did not give weights on each edge, but in-
stead they gave weight on each source and destination node. For example, based
on human judgment, we know that the concept pair <“computer”, “platform”>
pair is more similar than the concept pair <“computer”, “machine”> in term of the
context of computer domain [19], [20], [21], [22], [23]. However, both concept
pairs have the same distance of 1 if we use both of the relation types IS-A and
Has-Part. That means, particular care should be taken when we give weights ac-
cording to different semantic relation types.
Third, in traditional edge counting based on WordNet, researchers gave extraordi-
nary long distance between concepts from where they located in different do-
mains. For example, as will be discussed in the evaluation section, the WordNet
consists of many different sub-domains and some of those sub-domains are con-
nected by the concept entity virtually on the top level of taxonomy. This means
that the concepts cannot be directly connected. In that case, the existing methods
would give maximum distance for the concept pairs. However, according to our
investigation, this decreases the overall correlation from the human judgment of
similarity.

Fig. 1. Lexical concept taxonomy generated from WordNet
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In this paper, we measure the similarity using only lexical semantic network to
help in considering the weighting of the attributes and virtual connections. Our simi-
larity model uses the WordNet [13], [17], [18] semantic network due to its wide
spread use and growing popularity [3], [6], [24]. Originally, we considered three
weighting attributes as the main components that affect edge strength such as scaling
depth effect, semantic relation type, and local semantic density. However, we
dropped the attribute of local density effect because the notion of local semantic den-
sity comes from the fact that different domains have different depth of nodes. For
example, the biology domain tends to be much denser than other domains. Theoreti-
cally this is correct but, according to our observation, if we exclude the small number
of those exceptional domains, the average depth of other domain is quite similar. In
WordNet, most of the domains do not exceed the maximum depth of 15 nodes. Fur-
thermore, the effect of local semantic density can be diluted quite a lot if we give
proper weight on the calculation of depth effect. That is because we see that the in-
formation content of each edge in WordNet varies according to its depth level. In
particular, the upper part of the edges connects the concepts more loosely than the
connection in the lower part of edges. This directly reflects the effect of local seman-
tic density. For example, the particular sub-domain such as biology domain is located
in the lower part of the taxonomy. Thus, if we give more weight on the low parts of
edges then, the local semantic density effect can be reflected in the calculation of
depth effect. The novel contribution of our approach is that it generates quite viable
similarity results using only lexical semantic network compared with other combined
approaches.

The organization of this paper is as follows: the next section examines the weight-
ing attributes and formulates them to adjust our similarity model. Section 3 evaluates
our method by comparing the similarity results of proposed method with the human
similarity judgment. Finally, in section 4, we give a conclusion and address future
work.

2 Edge Counting Using Weighting Attributes
In this section, we investigate the weighting attributes and formulate the similarity
model according to each weighting attribute. Before we introduce the calculation of
similarity, we need to clarify the meanings between semantic distance and semantic
similarity, in short similarity. In this paper, we differentiate the terms of semantic
distance and semantic similarity. In our approach, we see the relation between seman-
tic distance and similarity is inversely proportional such that if the semantic distance
in the knowledge taxonomy is long then the semantic similarity is low. For example,
the similarity between synonymous words is 1 while the distance is 0.

2.1 Formulation of Similarity Based on Edge Counting

In order to provide formulations of the intuitive concept of similarity, we first clarify
our intuitions about similarity.

Intuition 1: In edge-based measure, if the number of edges (i.e., the distance) be-
tween concepts is short then, the two concepts are more similar than those of concepts
having higher number of edges.
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In order to formulate the above intuition, we need to represent each edge as a met-
ric. We set the distance for each edge as 1 for the base value, and then we put more
weight on them according to the value of weighting attributes. Values of the weight-
ing attributes may cover a large range up to infinity, while the interval of similarity
should be finite with extremes of “exactly the same” or “not similar at all”. In edge-
based measure, if we assign “exactly the same” with a value of 1 and no similarity as
0, then the interval of similarity is [0, 1]. On the same token, the similarity for self-
distance is 0, which means that the two concepts are exactly the same semantically.
For example, the similarity between car and car, the same Synset in the WordNet
such as Car, automobile, etc are all set to 0. Based on this intuition, we justify the
similarity range for an edge as follows:

From the similarity range of (1), we can assumes that if the weight derived from
weighting attributes is high, then the similarity range should be decreased. If the
weight is low, then the similarity range should be increased. That is, if the weight is
very high, say, the weight goes extream (i.e., the self distance or the same Synset in
the WordNet) then the similarity range become 0. On the other hand, if the weight
goes very close to 0, then the value becomes 1. In our model, we add up each similar-
ity range value to form a distance measure. The distance dist(c1, cn) between con-
cepts, c1 and cn, is then the sum of each similarity range value.

In addition to knowing that an edge’s similarity range is affected by the weighting
attributes, an edge’s strength is the sum of values of the each weighting attribute.
Thus, each edge can be represented as weighted sum of weighting attributes. Let e be
an edge, then the edge strength be the weighting
attribute in the edge, where n and m are integers. The value of an edge’s strength
can be represented as:

Where, i represents edge(s) between concepts, and and j represents attributes,
which affect the edge strength. Finally, the similarity in edge counting for the con-
cepts, and can be expressed as the minimum path distance.

Where, the number 30 comes from the fact that the maximum depth of WordNet
hierarchy is 15. Therefore, the sum of depths for both sides cannot exceed more than
30. And the MAX_SIM is a constant. The value of MAX_SIM depends on the maxi-
mum similarity value. For example, if an application system sets the maximum simi-
larity for two concepts as 1, then the MAX_SIM should be 30.

2.2 Edge Strength in Terms of Weighting Attributes

It is necessary to introduce some constraints to the development of similarity measure
before proceeding to the presentation of calculation of weighting attributes. As men-
tioned previously, the similarity between words is context-dependent and asymmetric
[16], [17]. That is, people may give different ratings when asked to judge the similar-
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ity. For example, as Rada stated in [14], student may consider the statement, “Lec-
tures are like sleeping pills,” to be more true than the statement, “Sleeping pills are
like lecture.” Although similarity may be asymmetric, we do not consider asymmetric
factor. Because experimental results [16] investigating the ratings for a word pair is
less than 5 percent. For the weighting factors, as discussed in the previous section, we
assume that edge strength is affected by the semantic relation type and scaling depth
effect (we ignore the effect of local semantic density). Therefore, we propose that
edge strength between each node (concept) be a sum of functions of attributes as
follows:

Where f(t) and f(h) represent semantic relation type, scaling depth effect respectively.
And and are constant. The assumption in (5) comes from the following consid-
erations: semantic relation type is derived from a lexical database WordNet directly,
while the scaling depth effect is computed from relative depth length. Those deriva-
tions are detailed in the following sub-sections. The independence assumption in (5)
enables us to investigate the contribution of individual attributes to overall similarity
by combining them. Again, the intuition beyond the edge counting is that the interval
of similarity should be finite with extremes of exactly the same or nothing similar at
all of [0, 1].

2.2.1 Semantic Relation Type
Many edge-based models consider only the IS-A link hierarchy [14]. In fact, other
link relation types, such as Meronym/Holonym (Part-of, Substance-of), should also
be considered, as they would have different effects in calculating an edge’s weight.
The WordNet has eight different semantic relation types. In [25], Sussna also consid-
ered the weight for semantic relation type. However, our approach is different from
Sussna’s model in two aspects. First, although Sussna also accounted the scaling
depth effect in the formula, the depth effect computation is quite intuitive because
Sussna took only the deeper node of the two nodes for depth calculation. That means
the depth effect of the other node is not accounted for. As in (6, 7), we deal with the
depth and relation type separately for weighting attributes. Second, Sussna considered
the asymmetric aspect in her model. However, we ignore it [26]. Rather, our model is
simple. Because, we set the weight for IS-A type to be 0 as a base line and the Part-of
and Has-part types to be 1 (In this paper, we only consider the IS-A, Part-of and Has-
part types). Proposed weights are realistic because normally, as shown in figure 1, the
Part-of and Has-part types are more close to the specific context. For example, if we
consider the concept printer in the terms of the context of computer domain, it should
be dealt more closely to the concept computer rather than to the concepts of machine
or device, which both have the distance 1 and 3 in IS-A type based calculation respec-
tively, although the distance between printer and computer is 6 in an IS-A type. Thus,
the following formula (6) justifies our intuition on semantic relation type in edge
based distance calculation.

Where is a semantic relation of type t. The range for weights varied from 0 to 1.
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2.2.2 Scaling Depth Effect
According to the information theory [27], the upper level concepts have relatively
low information content than the concepts in the lower level in the taxonomy. That
means the upper layer concepts are less informative than the concepts in lower layer
[3]. Same holds for edges also. The edges in the lower part of the taxonomy link the
concepts more informatively than the connection in the upper level. In our model, we
divided the level of information content according to the depth. As the depth moves
up to the taxonomy, the connection is less informative. As for measuring an edge’s
informative ness, we leveled each edge according to its relative depth from top to
bottom as shown in (7). For a semantic network organized hierarchically, such as
WordNet, the edge strength between two concepts, and can be determined from
the following cases in terms of scaling depth effect:
1.
2.

3.

and are in the same concept. That is, the distance is 0.
If both for the concepts, and are located in deeper place from the top, then
the edge strength should be higher than the concepts in the upper link.
The edge weight should be increased exponentially as it moves from top to bot-
tom in the node-based information content [22].

Case 1 implies that and is the same concept. As Rada stated in [14], this is the
case of reflective metric in edge counting. Consequently, that means that the maxi-
mum weight should be given on the concepts regardless of the level of depth. Case 2
and case 3 indicate that the edge strength should be increased exponentially as the
edge moves far from top node. Taking the above considerations into account, we set
the scaling depth effect f(h) be a exponentially increasing function of i:

where N is the highest level of depth in the WordNet, i is the current level of depth
(i.e., the edge between the concepts entity and artifact is the first level, then i is 1).
Therefore i/N represents the level of edge from the top edge.

3 Evaluation

The best way to evaluate the performance of machine measurements of semantic
similarity between concepts is to compare them with human ratings on the same data
set. Then, the correlation between human judgment and machine calculations should
be examined [29]. Therefore, in the following sub-section, we evaluate our similarity
model using WordNet data set and compare the similarity results with human judg-
ment.

3.1 The Benchmark Data Set

The work reported here used WordNet’s taxonomy of concepts represented by nouns
in English. We used the noun taxonomy from WordNet version 1.7.1. The best way
to show the quality of computational method for calculating word similarity can be
established by investing its performance against human common sense. The most
commonly used word set is from an experiment by Miller and Charles [30]. An ex-
periment by Miller and Charles provided appropriate human subject for the task. In
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their study, 38 undergraduate subjects were given 30 pairs of nouns that were chosen
to cover high, intermediate, and low levels of similarity (as determined using a previ-
ous study [31], Rubenstein & Goodenough, 1965), and those subjects were asked to
rate “similarity of meaning” for each pair on a scale from 0 (no similarity) to 4 (per-
fect synonymy). The average rating for each pair thus represents a good estimate of
how similar the two words are. However, our method on similarity is slightly differ-
ent from Miller and Charles. Because they set the scale from 0 to 4, but on the con-
trary, we set each interval of an edge be 0 (perfect synonym) to 1 (no similarity). And
the sum of those edges is the similarity measure. Note that, the experiment from
Miller and Charles used only 28 word pairs of the Rubenstein and Goodenough’s
original 65 words set [31]. We also used the Miller and Charles’ word pairs. The
words pairs are listed in table 1.

3.2 Experiments According to the Weighting Attributes

We assumed that the similarity based on edge counting in the taxonomy is affected by
weighting attributes. We tested the impact of weighting attributes separately to show
the effect of each attribute. Our test consists of several steps in order to investigate
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the effectiveness of proposed similarity model. After each test step, we measured the
performance of the similarity in terms of the calculation of correlation coefficient
between the computed semantic similarity values and Miller and Charles’s values.

Step 1. Considering virtual connection. As shown in table 1, the existing edge
counting only accounted the IS-A relation type, and it also neglected the connection
between entity and other top-level concepts. For example, in Wordnet taxonomy,
each domain is connected with the concept entity virtually. That means if we try to
find the super-ordinate concept from a concept of sub-domain, some domains cannot
be reached to the concept entity directly. The concept pairs in the first 3 rows from
table 1 such as <Rooster-voyage>, <Noon-string>, and <Car-journey>, cannot be
connected to each other directly, because the concept rooster is in the entity domain
while the concept voyage is in the act domain. Those two domains have no physical
connection and in this paper, we regard them to be linked virtually. Usually, the exist-
ing researches counted the distance between concepts in the virtual connection as the
maximum 30. This is obviously wrong. For example, the direct super-concept of
voyage is journey in the act domain. And the concept Rooster and Car are in the en-
tity domain. Then, the distance between <Rooster-voyage> and <Car-Journey>
should be treated different but they were all treated as 30 because the domains of act
and entity are different in the top level. Further, they have no connection for similar-
ity calculation. In our model, we counted the distance between concepts in the virtual
connection. However, we do not count them as a distance as the name virtual connec-
tion imply. For example, the distance entity and act should be 0. This increases the
correlation coefficient dramatically as of the original value from 0.6335 to 0.7667.

Step 2. Shortest path with different relation types. Our similarity model used not
only for the relation type IS-A but also for the other relation types such as Part-of and
Has-Part. Therefore, our similarity model tries to link the concepts with the shortest
path as long as they are linked with IS-A, Part-of, and Has-Part relation type.

Fig. 2. A fragment of WordNet taxonomy with different relation types

The figure 2 illustrates well this calculation. In our 28 pairs of sample data, we
have two concept pairs, <food, fruit> and <furnace, stove>, which use part-of or has-
part relation as a shortest path relation type. According to figure 2 (a), the original
distance using IS-A type is 8. But in (b), the concept pair is connected with part-of
relation type. And their distance is 3. Using this shortest path with relation type Part-
of, we get 0.8234 for the correlation coefficient.
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Step 3. Scaling depth effect. As discussed previously, the information content in the
WordNet increases as it moves down to the lower level of depth in the taxonomy.
Furthermore, the increment is changed exponentially, which was given in (7). We
measured the similarity based on the edge calculation of step 2. The correlation coef-
ficient between the scaling depth effect and human rating was 0.82748. This also
shows the increment of correlation coefficient from the previous steps.

Step 4. Weight according to relation types. As discussed in step 2, we have two
concepts pairs, <food, fruit> and <furnace, stove>, where they are connected with
Part-of and Has-Part types. In step 2, we just connected them with shortest path.
However, in this step, according to (6), we put weight on each edge between them.
Results obtained are also encouraging with the 0.8288 of correlation coefficient
value.

Table 2 summarizes the increment of correlation value according to the each step.
Among them, step 1 that used virtual connection, and step 2 that used the shortest
path with different relation type, showed the sharp increment of correlation values.
We also measured the correlation between our approach and Rubenstein & Goode-
nough’ approach from which we had higher correlation values than the comparison
with Miller & Charles. Although, the upper value of human judgment between
Rubenstein & Goodenough and Miller & Charles is 0.9015 [15], which is much
higher than our results, our model produced high correlation value compared with
other machine-calculated approaches.

Table 3 shows the comparison between different approaches. From the table 3, we
can assume that although the value from Jing & Conrath’s approach is quite similar
with our approach, our approach is much better in terms of cost effectiveness, since
most of other combined approaches calculate the similarity from various information
sources before it can be applied to semantic network. Further, other combined ap-
proaches calculated similarity against large corpus data beforehand. However, our
approach used only the semantic network.
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4 Conclusion

This paper presented semantic similarity based on edge counting. We gave weights
on each edge to reflect the edge strength. For weighting attributes, scaling depth ef-
fect and semantic relation type were employed to increase the correlation coefficient
values from human judgment of similarity. Further, we found that the similarity based
on edge counting was sharply affected by consideration on the virtual connection. We
also found that some of the classifications in the WordNet do not exactly fit the simi-
larity measure. That might come from their specific classification scheme on the
hierarchy. Although our similarity model used only semantic network WordNet, the
results are encouraging. Compared with the other combined approaches, if we con-
sider the fact that they used high computing cost and the resulting maximum value of
correlation coefficient was 0.8282, our similarity model is quite viable with the corre-
lation coefficient value of 0.8288. For the future work, we are considering to mix our
pure edge based model with the information content approach, as in the combined
approach.
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Abstract. We developed the shape recognition system with 3D wa-
termarking using normal vector distribution. The 3D shape recognition
system consists of laser beam generator, linear CCD imaging system,
and digital signal processing hardware and software. 3D Watermark algo-
rithm is embedded by 3D mesh model using each patch EGI distribution.
The proposed algorithm divides a 3D mesh model into 4 patches to have
the robustness against the partial geometric deformation. Plus, it uses
EGI distributions as the consistent factor that has the robustness against
the topological deformation. To satisfy both geometric and topological
deformation, the same watermark bits for each subdivided patch are em-
bedded by changing the mesh normal vectors. Moreover, the proposed
algorithm does not need the original mesh model and the resampling
process to extract the watermark. Experimental results verify that the
proposed algorithm is imperceptible and robust against geometrical and
topological attacks.

1 Introduction

Many digital watermarking schemes have recently been proposed for copyright
protection and other application due to the rapid growing demand for multime-
dia data distribution. Watermark designing issues include detection robustness,
detection reliability, imperceptibility, and capacity. Recently, 3D geometric mod-
els, such as 3D geometric CAD data, MPEG-4, and VRML, have been receiving
a lot of attention, such as, various 3D watermarking algorithms have also been
proposed to protect the copyright of 3D geometric data [1–5]. Ohbuchi et al.
[6,7] proposed an algorithm that adds a watermark to a 3D polygonal mesh in
the mesh spectral domain. However, this algorithm is not robust against attacks
that alter the connectivity of meshes, such as mesh simplification and remeshing.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 481–489, 2005.
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Beneden et al. [8] also proposed an algorithm that adds a watermark by mod-
ifying the normal distribution of the model geometry. Although this algorithm
is robust against the randomization of points, mesh altering, and polygon sim-
plification, it is not robust against cropping attacks, as the normal distribution
is calculated for the entire model. Kanai et al. [9] proposed a watermarking al-
gorithm for 3D polygons using multiresolution wavelet decomposition. Yet, the
application is restricted to a certain topological class of mesh, as the wavelet
transform can only be applied to 4-to-1 subdivision connectivity schemes. How-
ever, this algorithm requires a complex resampling process of a suspect mesh in
order to obtain a mesh with the same geometry, yet with a given connectivity.

In this paper, we proposed the 3D watermarking schemes of 3D shape recogni-
tion system using the normal vector distribution. This 3D watermarking system
implements hardware and software of digital signal processing parts of 3D shape
recognition system. 3D watermark algorithm is embedded by 3D mesh model
using each patch EGI distribution. The proposed algorithm divides a 3D mesh
model into 4 patches to have the robustness against the partial geometric attacks
and topological deformation. To satisfy both geometric and topological attacks,
the same watermark bits for each subdivided patch are embedded by changing
the mesh normal vectors. Moreover, the proposed algorithm does not need both
the original mesh model and the resampling process to extract the watermark.
Experimental results verify that the proposed algorithm is imperceptible and
robust against geometrical and topological attacks.

2 The Proposed 3D Watermarking Algorithm

A block diagram of the proposed 3D watermark embedding algorithm of 3D
shape system is shown in Fig. 1. The vertices and connectivity of the 3D mesh
are entered from the scanned 3D shape system, then the coordinate values of
the vertices are changed by the watermark algorithm. The center points of the
patches and order information of the patch EGIs are then needed to extract the
watermark.

Fig. 1. The block diagram of the proposed embedding watermark algorithm.
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2.1 Watermark Embedding

Patch Division of 3D Model. The 3D mesh model is divided into 4 patches
using a distance measure. Above all, the initial center points are

specified as the points with the maximum distance in the direction of 4 unit
vectors ±x, ±y, and ±z from the origin and considered as the respective center
points of 4 patches. Then, all the vertices are clustered into one patch

which has the minimum distance among the initial center points I. After calcu-
lating the center of the clustered vertices for each patch, I are updated to the
new center point. Then, the clustering and updating process is iterated until
the condition is satisfied, where is the iteration
number and is expressed as Fig. 2 shows the
patches into which the face model was divided. represent the patches in
the direction of the 4 unit vectors ±x, ±y, ±z respectively. The meshes are then
divided into the patches that include their vertices. In the case where meshes
have vertices that are divided into different patches at the boundary of each
patch, these meshes are not excluded from the patch EGI.

Patch EGI. The normal distribution of each patch is represented by an ori-
entation histogram, called an Extended Gaussian Image (EGI). In the current
paper, the unit sphere is divided into 240 surfaces that have the same area as
shown in Fig. 3.

The respective patch EGIs are obtained by mapping the mesh normal
vectors in into the surface that has the closest direction among the 240
surfaces. To calculate a normal vector with a consistent direction, the vector of
the vertex at the patch center point I is used without referring to the origin of
the entire model. Thus, the unit normal vector and area for the
mesh surface in are calculated as

The normal vector for each patch is mapped into bins
on the unit sphere divided into 240 surfaces. Thus, is mapped into bin

Fig. 2. The divided mesh model into 4 patches.
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Fig. 3. Unit sphere discretized into 240 cells with the same area.

with the smallest angle among the angles between and the unit normal
vector of bin

The maximum value of is half the angle between the of the
neighborhood bins as shown in Fig. 4. As around can be mapped into a
different bin after being attacked, it is excluded from the EGI. Thus, only
within a certain range is selected as follows;

The length of is the sum of area A for all the meshes that are mapped into
There are 240 bins in the patch EGI
The watermark, a 1-bit random sequence, is embedded in the ordered B of

PE. When the 1-bit watermark sequence of length is embedded, the normal
vectors for all the meshes that are mapped into bins are changed according
to the watermark bit allocated to each bin. The watermark
is embedded into the ordered in each PE, as shown in
Fig. 5. The extraction of the watermark requires the ordered information of PE.

Fig. 4. Angle range where mesh normal vector can be mapped into bin
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Fig. 5. Embedding watermark bit into the high ranked cells per patch EGI PE.

Embedding of Watermark. All the normal vectors in the selected bin are
changed according to the watermark bit. To change a normal vector, the position
of the vertex needs to be changed. Yet, if the position of a vertex is changed, the
normal vectors of all the meshes connected to this vertex will also be changed.
Thus, it is important to identify the position of a vertex, as the normal vectors
of all the meshes connected to this vertex will be changed according to the
watermark bit of the bin that they are mapped into. Fig. 6 (a) shows 4 meshes,

and 4 vertices,  connected to vertex After calculating the
patch that each mesh is divided into and the bin into which the normal
vector of its mesh is mapped in of the watermark bit allocated in its
bin is matched. Then, vertex is changed to the optimum position that entirely
satisfies the watermark bits of each mesh within the search region of its
vertex.

The optimum position is identified for all the vertices that satisfy the cost
measure for the condition of watermark embedding within the search region. To
be invisible, the search region for changing the position of a vertex must be below
the value of each coordinate in all the vertices connected to the current vertex.
Thus, the search regions for each coordinate of the current vertex

Fig. 6. (a) 4 meshes and 4 vertices that connected in vertex (b) 2 Step process in step
algorithm to identify optimum vertex.

are and
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represents all the vertices that are connected to the current vertex and
and are the and coordinate values of respectively. The step
algorithm is used to identify the optimum vertex within the search region. In the
1-th step, 27 positions for the vertex

are selected for the initial search.
This means that the normal vector direction of all the meshes mapped into

are either moved toward the or further away from the
as shown in Fig. 4. Then, and are decreased by half

as shown in Fig. 6 (b). In the next step, the vertex is updated through the
above process, which is performed in 3 iterations.

2.2 Extraction

The watermark can still be extracted from a watermarked model that has been
attacked by connectivity altering, such as remeshing and simplification. First, the
normal vector and its EGI distribution are calculated after dividing the original
model into 4 patches based on the known center point I of each patch. Using
the location information obtained from the EGI distribution of each patch with
watermark embedding, the watermark can be extracted based on the average
difference of the angle between all the normal vectors mapped into each bin and
the bin center point. The watermark of the bin with a length for the

patch is extracted as 1, if otherwise, it is extracted as 0.
is represented as where N equals the number
of all the mesh normal vectors projected into the bin. A watermark decision
of 1 bit is performed based on the obtained from the 4 patches. Namely,
is expressed as

3 Experimental Results

The practical picture of 3D shape recognition system and the operating software
menu are shown in Fig. 7. VRML face model extracted in 3D shape recognition
system has 128,000 vertices and 254,562 faces. The 3D VRML data of the face
model was used to evaluate the robustness of the proposed algorithm against
geometrical and topological attacks. The experiment used a 1-bit watermark
with a 50 length generated by a Gaussian random sequence. Therefore,
each watermark was embedded into 50 bins per patch (total 200 bins in a model).

half the angle between two bins in the neighborhood, was calculated as 10.27
degrees. The maximum angle that the normal vector could be mapped into
a bin was experimentally determined as 8.6 degrees, while the threshold
to extract the watermark was experimentally determined as 4.8 degrees. The
original model and watermarked model are shown in Fig. 8 (a) and (b), clearly
demonstrating the invisibility of the watermark.

To evaluate the robustness of the proposed algorithm, the watermarked model
was attacked by mesh simplification, cropping, and additive random noise. The
results are shown in Table 1, where the numbers of bin bit errors indicate the
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Fig. 7. (a) The 3D shape recognition system and (b) The operating program menu.

Fig. 8. (a) Original face model, (b) watermarked model, (c) mesh simplified to 50%,
and (d) cropped (c) model.

number of bins with a bit error among the 200 watermarked bins of all patches.
Plus, the BEP of a bin bit indicates the percentage of the number of bin bit errors
in 200 bits. Although bit errors due to attacks did occur in some watermarked
bins, the watermark still remained in each patch.

The watermarked model was attacked with remeshing and simplification
using MeshToSS [10]. However, the watermark remained until the model was
simplified to 10% of the original model vertex. In addition, 68% of the water-
mark remained until the model was simplified to 70% of the vertex. Random-
ization of a vertex was performed, where vertex sampled randomly was added
to The modulation factor was 0.008 and uniform() was a
uniformly random function of [-0.5 0.5]. In table, 50% and 100% of random noise
indicate the percentage of the number of vertices that were randomly sampled
to add random noise. In both cases, all watermark remained. In the case of crop-
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ping, although there were some patches that had no vertices, all the watermarks
could be extracted from the other patches. Plus, in a cropped model with 50%
of the vertices, 64% of the watermark still remained.

4 Conclusions

We proposed the 3D watermarking schemes of 3D shape recognition system us-
ing the normal vector distribution. A 3D watermarking algorithm was presented
that embeds a watermark into the normal vector distributions of each patch.
In the proposed algorithm, the same watermark bit sequence is embedded in 4
patch EGIs of a 3D model, thereby making the watermark robust to geometri-
cal and topological deformation. Invisibility is also improved, as the watermark
is embedded based on identifying the optimum position of a vertex using a
step-searching algorithm within the search region of each vertex. Moreover, the
proposed algorithm does not need the original model to extract the watermark
or a resampling process. Experimental results confirmed that the proposed algo-
rithm is imperceptible as well as robust to geometrical and topological attacks.
Also, as this result, this paper presented possibility of watermark embedding in
3D shape cognition system.
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Abstract. A discrete wavelet transform (DWT)-based image watermarking al-
gorithm is proposed, where the original image is not required for watermark ex-
tracting, is embedded watermarks into the DC area while preserving good fidel-
ity and is achieved by inserting the watermark in subimages obtained through
subsampling. Experimental results demonstrate that the proposed watermarking
is robust to various attacks.

1 Introduction

A digital watermark has been proposed as a valid solution to the problem of copyright
protection for multimedia data in a network environment [1]. Enforcement of digital
copyright protection is an important issue, because digital contents that have been
used in a network environment are easy to be duplicated. The digital watermark is a
digital code embedded in the original data, which is unremovably, robustly, imper-
ceptibly, and typically contains information about ownership [2]. To achieve maxi-
mum protection, the watermark should be: 1) undeletable by hackers; 2) perceptually
invisible; 3) statistically undetectable; 4) resistant to lossy data compression; 5) resis-
tant to common image processing operations.

In general, watermarking in the frequency domain is more robust than watermark-
ing in the spatial domain, because watermark information can be spread out to the
entire image. In the viewpoint of frequency domain, high frequency area should be
avoided for robustness while low frequency area should be avoided for fidelity. The
DC area has been excluded from the consideration for watermark embedding, even
though it can give the best robustness [1, 3, 4, 5].

Image watermarking can be viewed as superimposing a weak signal (watermark)
onto a strong background signal (image). The superimposed signal can be detected by
human visual system (HVS) only if they exceed the detection threshold of HVS.
According to Weber’s law, the detection threshold of visibility for an embedded sig-
nal is proportional to the magnitude of the background signal [6, 7]. In other words,
compared with AC components, although DC components cannot be changed by a
larger percentage in order to avoid block artifacts under the constraint of invisibility,
they can be modified by a much larger quantity due to their huge peak in the magni-

* Corresponding author.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 490–497, 2005.
© Springer-Verlag Berlin Heidelberg 2005



DWT-Based Image Watermarking for Copyright Protection 491

tude distribution. This indicates that DC components have much larger perceptual
capacity than AC components [7, 8].

Watermarking techniques can be alternatively split into two distinct categories de-
pending on whether the original image is necessary for watermark extraction or not.
Recently, the pursuit of a scheme that does not need the original image during water-
mark recovery has become a topic of intense research [9]. This is partly due to practi-
cal issues, like the fact that the recovery process can be simplified without compari-
son with the original image. Also, in many instances, release of original material for
any purpose is not desirable or even prohibited.

In this paper, our embedding strategy is based on a discrete wavelet transform
(DWT). We use a visually recognizable watermark, because the invisible watermarks
like ID number are not good to characterize owner [3, 4, 10]. The proposed technique
can embed watermarks into the DC area while preserving good fidelity and does not
require the original image for watermark extraction. We introduce here an alternate
method that is based on comparing the DWT coefficients of two subimages among
the four DWT subimages obtained by subsampling the image. It is shown that it is
possible to recover the watermark without comparison with the original image by
employing modification to the DWT coefficients pertaining to different subimages.

This paper is organized as follows. The embedding method is described in Section
2. Section 3 describes the extraction method. In Section 4, the experimental results
are shown. Section 5 concludes this paper.

2 The Embedding Method

In the proposed watermarking, the original image is a gray-level image of size
and the digital watermark is a binary image of size The resolution of a

watermark image is assumed to be eighth of that of the original image (Fig. 2). Given
the image, then

for are the subimages obtained by subsam-
pling. These are transformed via DWT to obtain sets of coefficients i = 1, 2,
3, 4. Since the subimages are highly correlated, it is expected that for

This is indeed the case in practice for many images of interest.
In the DWT, an image is first decomposed into four subbands, and

by cascading horizontal and vertical two-channel critically subsampled filter
banks. Each entry in subbands and represents the finest scale wavelet
coefficients. To obtain next coarser scale of wavelet coefficients, the subband is
further decomposed and critically subsampled. The process continues until some final
scale is reached. Fig. 1 shows that the image is decomposed into seven subbands for
two scales. It is noted that the lowest frequency subband is at the top of left corner
and the highest frequency subband is at the bottom of right corner. Thus, in our im-
plementation, we modified the wavelet coefficients selected from subband.
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Fig. 1. Two-Level Wavelet Decomposition.

Fig. 2. Watermark Embedding Steps.

We proposed embedding steps in Fig. 2. The algorithm works according to the fol-
lowing steps.

DWT of the subimage generated by decomposing the original image: The original
image is decomposed according to equation (1). The subimages are transformed via
DWT. We take two DWT subimages among the DWT subimages that are examined
in pair to verify whether they are appropriate for insertion. If two coefficients are
very different in amplitudes, they will not be modified; this is to avoid causing exces-
sive distortion. And we embed the watermark into one of the two selected DWT
subimages.

Pixel-based pseudo random permutation of the watermark: in order to disperse the
spatial relationship of the binary pattern, a pseudo random permutation is performed
as follows. 1) Number each pixel from zero to 2) Generate each number in
random order. 3) Generate the coordinate pairs by mapping the random sequence
number into a 2-D sequence.

Modification of DC coefficients in the transformed subimage: there are various em-
bedding techniques to achieve this work. In the proposed method, the watermark is
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Fig. 3. The Residual Mask of Adjacent Pixels.

embedded into the neighboring relationship within the DC coefficients sub-
band) of the selected DWT subimage.

A residual mask is used to perform the embedding procedure [3, 4]. That is, the
watermark is not embedded as an additive noise. Instead, the watermark is embedded
into the “neighboring relationship” within the transformed image. First, compute the
residual polarity between the neighboring pixels according to the specified residual
mask. For each marked pixel of the permuted watermark, modify the relevant pixels
of the DWT coefficients of the selected subimage by either addition or subtraction,
such that the residual polarity of the modified sequence becomes the reverse of the
original polarity. For example, in Fig. 3, if a = b = c = 0, d = -l, e= 1, then the resid-
ual value is the difference between the current and the previous pixels. That is, the
residual polarity is set as “1” if the coefficient of the current pixel is larger than that
of the former one, and is set as “0” otherwise. During the extracting procedure, per-
form the exclusive-or (XOR) operation upon the polarities from the two selected
DWT subimages to obtain the extracted result. The difference between the original
coefficients and the modified coefficients should be minimized of smaller than a user
specified threshold. The larger the threshold value is, the more robust the embedded
watermark is but the watermarked image quality is decreased.

Inverse DWT (IDWT) and compose image: after the watermark is embedded into the
selected subimage, the DWT subimages are IDWT transformed. And we compose the
watermarked image with the IDWT subimages.

3 The Extracting Method

Whereas most of methods for watermark extraction require the original image, the
proposed method does not. Figure 4 shows the proposed extracting steps.

The extraction steps are as follows:

Decomposing watermarked image and DWT: the watermarked image is decomposed
according to equation (1). The subimages that are decomposed from the watermarked
image are transformed via DWT.

Select two DWT subimages and take sub-bands: we take the pairs of coefficients
that are selected in embedding steps.

Generation of polarity pattern: one pair of coefficients subbands) from two
different subimages situated in the same DWT domain location is used to extract a
watermark. We make use of the residual mask applied during the embedding steps
and generate the polarity patterns for subbands.
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Fig. 4. Watermark Extracting Steps.

Extract the permuted watermark: perform the XOR operation on the polarity patterns
to obtain the permuted binary data.

Reverse the permutation: reverse the pseudorandom permutation according to the
predefined pseudo random order.

Similarity measurement: the extracted watermark is a visually recognizable pattern.
The viewer can compare the result with the referenced watermark subjectively. How-
ever, the subjective measurement is dependent on factors such as the expertise of the
viewers, the experimental conditions, etc. Therefore, we use a similarity measurement
of the extracted watermark, and the referenced watermark, W [i, j] given in
equation (2). is the size of the watermark image.

Quantitative measure of imperceptibility: to establish a more quantitative measure of
imperceptibility, we make use of the peak signal-to-noise ratio (PSNR) metric. Al-
though this measure is generally not very accurate, it serves as a good rule of thumb
of the invisibility of the watermark. The PSNR is defined as equation (3) in unit of
dB, where X [i,j] is the original image, Q [i, j] is the watermarked image, and
is the size of the original image. In general, if the PSNR value is greater than 35 dB
then the perceptual quality is acceptable, i.e. the watermark is almost invisible to
human eyes [2].

4 Experimental Results
Figure 5 shows an example of embedding and extracting results. The image of
“Lena” (512x512) is used as a test image and the binary image of “house” is used
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as a watermark. As shown in fig. 5, the watermarked image is indistinguishable from
the original image. The image of “Barboon”(512 x 512) is used as our test image
also. Wavelet filters applied to out following experiments are the Haar wavelet fil-
ters.

Fig. 5. Example of the Proposed Watermarking Approach. (a) Test Image Lena. (b) Water-
mark. (c) Watermarked Image (with PSNR = 40.24 dB). (d) Extracted Watermark with

Image processing operations: Figure 6 shows a blurred version of the watermarked
image, the extracted result still with high NC value (0.82), a contrast-enhanced ver-
sion of the watermarked image and the extracted result still with high NC value (0.91)
also.

JPEG lossy compression: Figure 7 shows the extracted watermarks from JPEG com-
pressed version with compression ratio from 3.22, 4.82, 5.92, 6.66, 8.15 to 9.22, and
corresponding NC values of the extracted watermarks of 0.89, 0.86, 0.82, 0.77, 0.73,
and 0.67, respectively. As the compression ratio increases, the NC value decreases
accordingly in Fig. 7. Therefore, as the compression ratio is high enough to quantize
DCT coefficients very coarsely, the watermark will be destroyed and become indis-
cernible. However, in this situation, the quality of the JPEG compressed image (with-
out being watermarked) will be degraded severely so that the processes of digital
watermarking become less meaningful.

Fig. 6. (a) Blurred Version. (b) Extracted Watermark with NC = 0.82. (c) Image Enhanced
Version. (d) Extracted Watermark with NC = 0.91.
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Fig. 7. The Extracted Watermarks of JPEG Compressed Version of the Watermarked Image.
The Extracted Watermarks of JPEG Compressed Version of Fig. 5(c), where (a) with compres-
sion ratio 3.22 and NC = 0.891, (b) with compression ratio 4.82 and NC = 0.865, (c) with
compression ratio 5.92 and NC = 0.829, (d) with compression ratio 6.66 and NC = 0.776, (e)
with compression ratio 8.15 and NC = 0.736, and (f) with compression ratio 9.22 and NC =
0.676.

5 Conclusion

We introduce here an alternate method that is based on comparing the DWT coeffi-
cients of two subimages among the four DWT subimages obtained by subsampling
the image. Main motivation is the development of a watermarking scheme where the
presence of the original image is not required for watermark recovery. And the wa-
termark is embedded into the neighboring relationship within the DC coefficients

subband). Experimental results demonstrate that the proposed method is resistant
to some image processing operations and JPEG lossy compression that unauthorized
users may use as illegal methods. The watermarked image quality is also good.
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Abstract. The rapid development of digital media and communication network
urgently has highlighted the need of data certification technology to protect IPR
(Intellectual property rights). This paper proposed a new watermarking method
for embedding the owner’s voice signal using our LBX (Linear Bit-eXpansion)
interleaving. This method uses a voice signal as a watermark to be embedded,
which makes it quite useful in claiming ownership, and has the advantage of re-
storing a voice signal that has been modified and removed by image removing
attacks by applying our LBX interleaving. Three basic stages of this water-
marking include: 1) Encode the analogue owner’s voice signal by PCM and
create new digital voice watermark; 2) Interleave a voice watermark by LBX;
and 3) Embed the interleaved voice watermark in the low frequency band on
DHWT (Discrete Haar Wavelet Transform) of the blue and red channels of the
color image. Therefore the resulting model can be used to maximize the ro-
bustness against attacks for removing a part of image such as cropping, rotation
and scaling, because de-interleaver can correct the modified watermark infor-
mation.

1 Introduction

The rapid growth of digital media and communication network has highlighted the
need for IPR protection technology for digital multimedia. Watermarking can be used
to identify the owners, license information, or other information related to the digital
object carrying the watermark. Watermarks may also provide the mechanisms for
determining if a particular work has been tampered with or copied illegally. There are
several approaches to invisibly embedding a watermark into an image. Spatial do-
main methods usually modify the least-significant bits (LSB) of the image contents
[1], but it is generally not sufficiently robust for operations such as low-pass filtering.
A great deal of work has also been carried out to modify the data in the transform
domain which include the either Fourier [2], DCT [3]-[5], or the wavelet transform
[6], [7]. However, these are not sufficiently robust against the image operations such
as image cropping or image rotation. In Reference [8] the watermark was added in
the blue channel of a color image because the human visual system is less sensitive to
this component, but it is not sufficiently robust against image removal attacks.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 498–507, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Many proposed watermarking techniques are sensitive to image transformations
such as cropping, rotation and scaling, etc. In order to deal with this problem, this
paper proposes a robust color image watermarking method that offers protection
against image removal attacks such as cropping, rotation and scaling.

2 Voice Watermark and LBX Interleaving

2.1 Payload of Voice Signal

An amount of the owner’s voice signal to be embedded is determined according to the
size of the original color image, the level of the wavelet transform, and the size of the
marking space on the DHWT domain. Accordingly, the voice signal payload pro-
posed in this paper is calculated by

where indicates the size of the x and y axis of the original color image, l indi-
cates the level of the DHWT, and in the l-level DHWT, indicates the size of
the marking space equivalent to the size of the low frequency band. For example, if
the size of the original image is 512x512 and a voice signal is embedded in the low
frequency band of the 1-level DHWT domain, the voice signal payload to be embed-
ded is found as

2.2 Transform of Voice Signal into Voice Watermark

This section explains the method for transforming an owner’s voice signal obtained
through a voice input device into a voice watermark.

Fig. 1. Wave of owner’s voice signal

The voice signal used in this paper is an analogue sound of the Korean pronuncia-
tion: “Bon Yeongsangmul E Daehan Soyugown Eun Koh Sung Shik Ege Itseumnida”
(“The ownership of this image contents is held by Koh Sung Shik” in English). The
wave of the voice signal is shown in Fig. 1. In order to create a voice watermark, the
digital voice codes obtained by PCM are placed in the new position as shown in
Fig. 2.
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Fig. 2. Transform sequence for creating a voice watermark. (a) Analogue voice signal and a
PAM pulse. (b) 8-bit quantized PCM pulse and PCM code. (c) Voice watermark

2.3 LBX Interleaving of Voice Watermark

Interleaving is the process by which the natural transmission order of the bit sequence
is deliberately altered using a data communication technique. When the interleaved
bits experience an unauthorized external attack, a burst of bit errors may occur during
the attacking period. The burst of bit errors, which are consecutive in an altered order,
are in fact separated from each other when the bit sequence is de-interleaved to its
original natural order. The proposed LBX interleaving also has a better chance of
correcting the bit errors. Therefore, if it is applied to a watermarking system, the error
correction efficiency can be enhanced even though a burst error occurs.

In order to derive the interleaving, the linear bit-expansion expression in Chae and
Manjunath’s watermarking method [8] was applied as follows

where is a set of linearly N-bit expanded watermarks, and and

are the maximum and minimum values of watermark W(x, y). In order to obtain the

proposed LBX interleaving equation, the value of was set to and

was set to zero respectively. Therefore, Equation (2) is induced to

The transform sequence of a voice watermark consists of the following stages:
Stage 1.
Stage 2.

Stage 3.
Stage 4.
Stage 5.

Fix payload of the analogue voice signal to be embedded using Equation (1).
Take the sample values of the analogue voice signal as 8KHz sampling fre-
quency.
Quantize with 8-bit steps per sample.
Encode by 8 bits per quantized sample signal.
Arrange the bit strings obtained through the above stages in the new space
via a Raster Scan and then obtain the voice watermark.
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where is defined as a repeat factor of the LBX for a n-bit watermark, W(x, y),
with a scale factor K. This means that each pixel value of a n-bit watermark is scaled
to an N-bit representation, where N is n by K. Using this, the new method makes a
voice watermark LBX interleaving as follows: Initially, when the voice watermark is

a 256 gray-scale (n=8) and the scale factor K is 8, the repeat factor is computed

as a 64-bit binary number “0000000100000001...00000001”. Therefore the linear-
scaled bit string is then described on the repeating of 8-bit strings 8 times. The eight
8-bit strings established from MSB to LSB are then relocated to the new space re-
spectively as shown in Fig. 3.

Fig. 3. LBX interleaving of voice watermark

Therefore, the size of the interleaved voice watermark becomes four times larger
than that of the original watermark, and it has the same dimensions as the marking
space of the LL band on a 1-level DHWT.

3 Voice Watermark Embedding and Extracting

3.1 Embedding of Interleaved Voice Watermark

Visual perception ranges from approximately 700nm (red) to 400nm (violet). How-
ever, the highest sensitivity in RGB mode is to the green range with a middle value of
approximately 546nm. Therefore, the strongest response is to green and the weakest
response is to red and blue. Accordingly, the marking space of this method uses the
LL band on the DHWT domain of the red and blue channels in order to gain non-
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visual processing. In order to embed the interleaved voice watermark in the marking
space, when the size of original image is the fused coefficient can be then
calculated as

Where and are the perceptual parameters, and are the

marking spaces of the LL bands respectively on the 1-level DHWT domain of the red
and blue channels, and and are the LBX-interleaved voice

watermarks.
Finally, the watermarked color image is computed with and the other

tree bands (LH, HL, and HH) using the inverse DHWT. Fig. 4 illustrates the LBX
interleaving process used in the watermarking procedure.

Fig. 4. Voice watermark insertion sequence

3.2 De-interleaving for Extracting Voice Watermark

De-interleaving is used to improve the burst error correction capability. Therefore, it
is processed to an interleaving order in reverse. That is, using Equation (5), the inter-
leaved voice watermark can be extracted from two LL bands on the DHWT domain
of both the watermarked and original image.
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Fig. 5 shows the procedure for selecting an optimal watermark using our de-
interleaver.

In order to obtain the optimal voice watermark from

rearranged by the de-interleaver, it is important to set an optimal threshold value. A
normal distribution curve was used for as follows. Initially, the mean

m(x, y) of the rearranged watermark, was calculated using the following

Equation (6):

Fig. 5. Voice watermark extraction by de-interleaving

The mean deviation is the average number of variations in the items in a distribution
from the mean. The mean deviation of between the mean

m(x, y) and the extracted watermark pixels was determined using the following
Equation (7):

In Equation (8), the standard deviation, of the probability distribution is defined as
the square root of Equation (7).

In a normal distribution curve, approximately 68.27% of the standard deviation cases
are included between and approximately 95.45% between and
In order to select the threshold value needed to estimate whether or not the occurred
error is present, the range of 68.27% within one standard deviation of between
and was used as the threshold.
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Using this, an optimal watermark data, was chosen for the mini-

mum mean deviation, when all the mean deviations were less

than or equal to the threshold value On the other hand, when there is any
mean deviation more than the threshold value, the watermark data is considered to
have information-lossy by common geometric distortion such as cropping,
rotation, etc., and that data is removed as part of the standard processing.
After the mean deviation, is again calculated using an optimal water-

mark data, is then chosen for the minimum mean deviation,

Therefore, an optimal voice watermark W(x, y) can be selected

as a pixel with a minimum error by the above de-interleaving procedure. When it is
decoded in inverse of Fig. 2, the content owner’s voice signal can be obtained.

4 Simulation Results of Test Image

This section verifies the robustness of the watermarking proposed in this paper
through simulation. In order to demonstrate the propriety of the proposed method, the
robustness against image removal attacks such as cropping, rotation and scaling,
which are representative benchmark, was evaluated.

The effectiveness of our watermarking was evaluated by calculating the PSNR be-
tween the original image and the watermarked image and the SNR between the origi-
nal voice signal and the extracted voice signal. In order to measure the distortion of
the watermarked image, the PSNR was calculated using

Where is an original color image of 8 bits per pixel and size and

an watermarked color image. In order to measure the similarity of the ex-

tracted voice signal, the SNR was defined as

where s(n) is a sample of the original voice signal, y(n) is a sample of the extracted
voice signal, and M is the total number of samples.

Fig. 6a is the “Lenna” test image 512x512 in size and Fig. 6b is the result of em-
bedding a voice watermark in the test image when the perceptual parameter, and

are 0.035 and 0.07, respectively. This shows that there is very little visual image

distortion for maintaining the PSNR 40.12dB quality compared with the original
image.



Cropping, Rotation and Scaling Invariant LBX Interleaved Watermarking 505

Fig. 6. The test image (512x512) and watermarked image. (a) “Lenna” test image. (b) Image
embedded with a voice watermark and PSNR 40.12dB)

Fig. 7. VIR comparison to efficiency against image removing attacks

Fig. 7 shows a graph of VIR (“Voice to Image Ratio” which we define as the ex-
tracted voice signal to the attacked image distortion ratio) comparison to the effi-
ciency against image removing attacks such as cropping, rotation and scaling.

There are two clear differences between the three waves. The first feature to notice
about a cropping attack is the fact that the cropping within 75% shows the graph of
the infinite values. The reason is that a de-interleaver can reconstruct watermark in-
formation even although a part of the image has been removed. The next feature of
significance is the fact that the graph against a rotation attack, for all the attack peri-
ods, is better than the scaling, showing a higher level for the test image. This means
that the method is the most efficient, particularly to cropping, of all image-removing
attacks.

Fig. 8 to 10 show the simulation results of the “Lenna” test image. Fig. 8a shows
the distorted image of the PSNR 6.67dB against a cropping 70% attack and Fig. 8b
shows the voice signal of the infinite SNR extracted from Fig. 8a. Fig. 9a shows the
distorted image of the PSNR 14.62dB against a rotation 20° attack where a part of the
image is removed and the pixel values are modified, and Fig. 9b shows the voice
signal of the SNR 14.90dB extracted from Fig. 9a. Fig. 10a shows the distorted image
of the PSNR 30.23dB against a scaling 20% and Fig. 10b shows the voice signal of
the SNR 12.39dB extracted from Fig. 10a. Therefore, our watermarking system is
robust against an attack involving the removal of a part of an image.
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Fig. 8. Cropping attack and extracted voice signal. (a) Against cropping 70% (PSNR 6.67dB).
(b) Extracted voice signal (SNR inf. dB)

Fig. 9. Rotation attack and extracted voice signal. (a) Against rotation 20° (PSNR 14.62dB). (b)
Extracted voice signal (SNR 14.90dB)

Fig. 10. Scaling attack and extracted voice signal. (a) Against scaling 20% (PSNR 30.23dB).
(b) Extracted voice signal (SNR 12.39dB)

5 Conclusions

In this paper, a cropping, rotation and scaling resistant watermarking method was
proposed for color images where it can embed the owner’s voice signal by LBX inter-
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leaving. In order to embed a watermark using human visual system, the red and blue
channels of the RGB color image were used as the marking space. In order to claim
ownership, owner’s voice signal was embedded in the low frequency band on the
DHWT of a color image. LBX interleaving and de-interleaving was used to maximize
the robustness of the voice watermark.

As a result of the simulation, in a cropping attack which removes a part of an im-
age, when the image removal rate is less than 75%, 100% of the voice signal could be
extracted, and the extracted voice signal could be kept over SNR 14dB quality up to
rotation 20° and over SNR 12dB quality against a scaling ratio up to 20%.

In conclusion, it was demonstrated by computer simulations that the proposed wa-
termarking method could provide excellent protection even when the images are
removed as in cropping or modified by scaling and rotation. In future, a voice percep-
tion evaluation will be applied to more reasonably claim ownership using a voice
perception algorithm in an extracted voice signal.
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Abstract. Sensor Networks have recently emerged as a ubiquitous com-
puting platform. However, the energy constrained and limited computing
resources of the sensor nodes present major challenges in gathering data.
In this work, we propose a self-organizing method for aggregating data in
ad-hoc wireless sensor networks. We present new network architecture,
CODA (Cluster-based self-Organizing Data Aggregation), based on the
Kohonen Self-Organizing Map to aggregate sensor data in cluster. Before
deploying the network, we train the nodes to have the ability to classify
the sensor data. Thus, it increases the quality of data and reduces data
traffic as well as energy-conserving. Our simulation results show that
CODA increases the accuracy of data than traditional aggregation of
database system. Finally, we show a real-world platform, TIP, on that
we will implement the idea.

1 Introduction

With the advancement of low-cost processor, memory, and radio technologies,
it becomes possible to build inexpensive wireless sensor nodes. Although these
nodes are not so powerful, it is possible to build a high-quality, fault-tolerant
sensor network by using hundreds or thousands of them. Wireless sensor net-
works are assumed to be consists of tens or hundreds of thousand of energy
constrained sensor nodes. Many researches have proved that wireless communi-
cation is more energy consuming in transmitting than computation of data [1].
The key challenge in such data gathering and routing is conserving the sensor’s
energies, so as to maximize their lifetime.

The difference between sensor network and standard temperature sensor is
the ability to interconnect nodes intelligently in cluster and to aggregate data
collectively. Instead of improving the quality of the individual sensor(s), the
quantity is increased in distributed sensing. Benefits of this approach have been

* This research has been partially supported by Ubiquitous Autonomic Computing
and Network Project,the Ministry of Science and Technology (MOST) 21st Century
Frontier R&D Program in Korea.
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mentioned early on in sensor fusion literature: (1) redundancy in sensors leads
to a more robust system since faulty sensors have little effect on the output, (2)
distributed sensors have a higher chance to capture relevant aspects because of
their spatial spreading, and (3) the cost of producing many sensor modules that
sense concurrently is considered to be smaller. These sensors can be produced
in smaller sizes because high precision is not a major factor for this application.
However, distributed self-clustering is a difficult challenge. We will concentrate
in this paper on clustering data originated from set of sensors, concurrently oper-
ating in the same environment. A prime requirement is that the clustering should
be based on data and done in a decentralized way since it is being implemented
on a hardware platform based on microcontrollers with limited memory.

Some studies have been done on topics related to method for building clus-
tering and finding aggregation function. However, they did not use data but
geometrical location and distance between nodes. In this paper, we present a
new efficient method for clustering node. The key idea in our algorithm is first
to cluster nodes using unsupervised learning, the Kohonen Self-Organizing Map
(SOM) and then to combine or partition the clusters. Our proposed algorithm
increases the quality of data. The rest of the paper is organized as follows: in
section II, related works, we survey the previous works related data clustering
and aggregation. In section III, we assume the model of network and define the
problem. Section IV present the CODA (Cluster-based self-Organizing Data Ag-
gregation) protocol and argues if it satisfies its goals. Section V discusses detailed
experimental results. Finally, Section VI gives concluding remarks and directions
for future work.

2 Related Works

In this section, we discuss related works from both sensor network and unsuper-
vised learning communities. There are already a lot of works related to cluster for
vector quantization. We review sensor network routing, aggregation, and data
classification algorithm to apply the Kohonen SOM to wireless sensor network.

Since data generated in a sensor network is too much for an end-user to
process and data from close sensors is highly correlated, methods for combining
data into a small set of meaningful information is highly required. Several studies
have been made on aggregation or clustering. Most of the previous work [3–6] in
the related area focus at reducing the energy expended by the sensors during the
process of data gathering. LEACH [4] analyzes the performance of cluster-based
routing mechanism with in-network data compression. Their network architec-
ture is shown in Fig. 1 (c). LEACH leverages balancing the energy load among
sensor s using randomized rotation of cluster heads. Even though they achieve to
prolong the lifetime of network, they do not specify how flows and opportunities
for aggregation would be activated. In PEGASIS [5], sensors form chains so that
each node transmits and receives from a nearby neighbor. Gathered data moves
from node to node, gets aggregated and is eventually transmitted to the base sta-
tion. In [6], the authors propose a hierarchical scheme based on PEGASIS that
reduces the average energy and delay incurred in gathering the sensed data. In
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Fig. 1. This shows a figure of different types of network architecture.

HEED [9], they shows scheme of data aggregation (Clustering) and single hop
vs. multi-hop routing in wireless sensor network. Our method, CODA, is based
on Fig. 1 (c) or (d).

Fig. 1 shows that since data gathering in sensor network without cluster-
ing may result in many packets, thus increasing the network traffic, clustering
mechanism is needed.

Directed diffusion [4] is based on a network of nodes that can coordinate to
perform distributed sensing of an environmental phenomenon. Such an approach
achieves significant energy savings when intermediate nodes aggregate responses
to queries. The SPIN protocol [5] uses meta-data negotiations between sensors
to eliminate the transmission of redundant data through the network.

In related work, Bhardwaj et al. [7] derive upper bounds on the lifetime of
a sensor network that collects data from a specified region using some energy-
constrained nodes. Krishnamachari et al. [2] already showed that gains due to
data aggregation are obtained theoretically. Equation (1) shows the number of
data-centric transmission to address-centric transmission ratio.

is the total number of transmissions required for the optimal Data-Centric
protocol; is the total number of transmissions required for the optimal
Address-Centric protocol; is the distance of the shortest path from source to
the sink; is the number of sources. They examined three suboptimal schemes;
Center at Nearest Source (CNS), Shortest Paths Tree (SPT) and Greedy In-
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cremental Tree (GIT). Although studies have been made on finding optimal
aggregation tree, what seems to be missing is a method to extract and encode
knowledge from uncertain data. Madden et al. [8] describe the TinyOS oper-
ating system that can be used by an ad-hoc network of sensors to locate each
other and to route data. The authors discuss the implementation of five basic
database aggregations, i.e. COUNT, MIN, MAX, SUM, and AVERAGE, based
on the TinyOS platform can demonstrate that such a generic approach for ag-
gregation leads to significant power (energy) savings. However, this method also
has to transmit aggregated data to base station periodically.

In other point of view, gathering sensor data is classifying multi-input sig-
nals into a few classes. Thus, we examine candidates suited well for clustering
algorithms. The Kohonen Self-Organizing Map (SOM) [12] has a similar char-
acteristic: sensor nodes (referred to as neurons) are recruited topologically for
tasks depending on the sensory input. It is commonly classified as a neural net-
work, and more specifically a winner-takes-all competitive algorithm, since the
units compete with each other for specific tasks. We adopt the Kohonen SOM to
cluster and aggregate sensor data. In Next Section, we define the network model
and requirement metrics.

3 Problem Statement

In this section, we assume the network model and propose problem to be ad-
dressed. Our goal of research is to find an algorithm to cluster sensor network
for transmitting data efficiently without degrading the quality of data.

There are various models for sensor networks. In this work we mainly consider
a sensor network environment where:

Each node periodically senses its nearby environment and would like to send
its data to a base station located at a fixed point.
Sensor nodes are homogeneous and energy constrained.
Sensor nodes know their location.
Sensor nodes are quasi-stationary while base station has fixed location.
Sensor nodes control communication radio range dynamically, but maximum
range is limited.
Data fusion or aggregation is used to reduce the number of messages in the
network. We assume that combining n identical packets of size results in
one packet of size instead of size nk.

The aim is to efficiently transmit of all the data to the base station so that
the lifetime of the network is maximized in terms of rounds, where a round is
defined as the process of gathering all the data from sensor nodes to the base
station regardless of how much time it takes. Also, it requires also no degrading
quality of data.

In TEEN [10], they propose a formal classification of sensor network on the
basis of their mode of functioning and the type of target application. We will
mention their definition to achieve a better understanding of the process of sensor
network.
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Proactive Networks: The nodes in this network periodically switch on their
sensors and transmitters, sense the environment and transmit the data of inter-
est. Thus, they provide a snapshot of the relevant parameters at regular intervals.
They are well suited for applications requiring periodic data monitoring.

Reactive Networks: In this scheme the nodes react immediately to sudden
and drastic changes in the value of a sensed attribute. As such, they are well
suited for time critical applications.

Most of sensor network applications may have both properties. Since nodes
are deployed to sense overlapped region, closer sensor may get more correlated
data. Sensor network requires method to detect not each node’s data, but aggre-
gated data accurately in any case. There are two kinds of aggregation method;
(1) centralized aggregation (2) localized aggregation. In centralized aggregation,
all nodes transmit data to sink, and then sink aggregates. On the other hand,
localized aggregation has sensors in local area that collaborate to cluster data,
and send aggregated data to sink. Since the centralized aggregation scheme re-
quires all of the data, thus increasing traffic, localized aggregation seems to be
more energy efficient than centralized aggregation. However, there may be a
possibility of in degrading quality of information.

Thus, we present an algorithm, CODA. In this algorithm, we regard a node
as neuron, or agent, since each node has a small but sufficient microcontroller,
memory, and wireless transceiver. Thus a node can either be a cluster head
or a source. And they can process signal cooperatively. Finally, each node can
memorize the learning algorithm and the results. The algorithm will be able to
achieve three primary goals: (1) clustering sensor network efficiently based on
data, (2) prolonging network lifetime by reducing the traffic, and (3) increasing
accuracy of aggregated data by using unsupervised learning.

4 CODA (Cluster-Based Self-organizing
Data Aggregation)

In this section, we propose a protocol which train sensor node using SOM (Self-
Organizing Map), re-cluster network based on data, and transmit only aggre-
gated data to sink node.

First, we will take a look at the Kohonen Self-Organizing Map. In general,
SOM are unsupervised learning systems employed to map high dimension inputs
to a lower dimension output where similar inputs are mapped near each other.
The essential constituents of feature maps are as follows [11]:

an array of neurons that compute simple output functions of incoming inputs
of arbitrary dimensionality
a mechanism for selecting the neuron with the largest output
an adaptive mechanism that updates the weights of the selected neuron and
its neighbors

The training algorithm proposed by Kohonen for forming a feature map is sum-
marized as follows. Each unit has its own prototype vector being a local
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storage for one particular kind of input vector that has been introduced to the
system.

Step 1) Initialization: Choose random values for the initial weights
Step 2) Winner Finding: Find the winning unit at time using the

minimum-distance Euclidean criterion

where represents the input pattern, N is the total number of unit, and
indicates the Euclidean norm.

Step 3) Weights Updating: Adjust the weights of the winner and its neighbors,
using the following rule:

where  is a positive constant and is the topological neighborhood func-
tion of the winner unit at time The neighborhood function is traditionally
implemented as a Gaussian (bell-shaped) function:

with a parameter indicating the width of the function, and thus the radius in
which the neighbors of the winning unit are allowed to update their prototype
vectors significantly. It should be emphasized that the success of the map for-
mation is critically dependent on how the values of the main parameters (i.e.,

and initial values of weight vectors, and the number of iterations
are prespecified. The Kohonen SOM mainly has implementations based on a
single-processor, centralized method. We implement the Kohonen SOM simula-
tor on PC. Fig. 2 shows the graphical network map before training (a) and after
training (b).

There are some different requirements that we have to modify from the orig-
inal Kohonen SOM. Since sensor network may consist of hundreds or thousands
of nodes, it is difficult to implement in centralized method. Although inputs for

Fig. 2. (a) The map based on initial random weight vector and (b) the map after 1,000
iterations running.
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each of the units may contains a small magnitude of difference since data are
collected from the same region, it is important for us to recognize the difference
in the sensed data.

In a traditional SOM, inputs for all units are exactly the same. This situa-
tion is already addressed in [12]. They used a fixed number of units to percept
distributedly the sensed environment. Thus, we implement the Kohonen SOM
algorithm and weight value on each sensor platform. Our idea is to classify the
sensed data as well as to re-cluster the network using the Kohonen SOM. We
choose a cluster head which manages the communication schedule, merges and
partitions the clusters. There are geographical clusters immediately after deploy-
ing sensor network and then clusters are merged and partitioned based on data.
Data-centric cluster scheme can achieve the accuracy of aggregated data and
thus make user to become aware the situation of sensor field.

Fig. 3. (a) geographical clustering and (b) re-clustering based on data classified by the
SOM.

In original SOM, each unit starts out with initial random weight In
contrast, our strategy is to make node to learn enough, and then deploy the
node with learned weight Sensor node may regard as an agent from the
viewpoint of artificial intelligence. How well the node is trained off-line will
decide the quality of data, the lifetime of network, adaptability of node and the
level of collaboration on-line.

We design two different method of clustering: merging and partitioning. Ini-
tial cluster head node schedules local data gathering period. Each non-cluster
head node transmits data to head node in their scheduled time. Then, head node
identifies the winner, update prototype vector, and calculates errors. Partition-
ing algorithm is carried out after the time for sensor to aggregate values has
expired. Merging algorithm between neighbor clusters which have similar data
is activated.

Partitioning Algorithm: Partitioning is carried out basically based on error
value. Continuous higher error means two cases: one is abrupt change in the
environment. Another is that there are different types of data in some units.
Partitioning algorithm is activated in the second case. Since cluster head node
knows each node’s location and error value, it can partition the nodes based on
error value.
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Merging Algorithm: After partitioning internal cluster, merging algorithm
between close neighbor clusters is executed. Each cluster head broadcast their
local aggregated sensor value, and then the two clusters are merged in which
difference between their data is under certain threshold.

The quality of the network is based on the quality of the aggregated data set,
so the requirement of correlated level between clusters is varied in applications
and sensors. Thus, we don’t fix the threshold value and remain it as a design
factor.

5 Performance Evaluation

In this section, we evaluate the performance of the CODA algorithm via simula-
tions. We use a packet-level simulation to explore the performance of proposed
method. In our experiments we used two metrics: quality of data. The quality
of data in our research is brought from the definition of TiNA [13] as follows:

In (5), error is over the Group-By query at time In case of querying the
network by Group, the network is expressed by and exact and ag-
gregated values over measure attribute M in the group are and Then,

error in group is the overall error is
In this work, we inspect whether data-centric adaptive clustering scheme

affect the quality of data. Thus we first take a look at the quality of data in
a cluster. There are five units in a cluster where they aggregate data using
different methods: MAX, MIN, AVERAGE and SOM. They sense different value
from the same event. We measured the difference between original values and
aggregated using light sensor. Fig. 4 shows difference between AVERAGE and

Fig. 4. Comparison the original data with the aggregated data in two cases of AVER-
AGE and SOM.
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SOM aggregation. We exclude the MIN, MAX aggregation, since difference is
too high in case of that. Since the aggregation methods used in database system
have no knowledge in deciding if the heterogeneous data should be included in
one data set, it’s hard to partition the dataset. These simulation results verify
that clustering based on data is effective at aggregating data.

In order to run the CODA on real-world platform, we have made a small,
embedded sensor network node platform, called TIP (Tiny Interface for Phys-
ical World). The core of sensor module is an ATMEGA 128L microcontroller
clocked at 8 MHz, which offers 128Kbytes of flash memory and 4Kbyte of
SRAM/EEPROM. Fig. 5 represents the picture of Tiny Interface for Physical
World (TIP) from Korea Electronics Technology Institute (KETI).

Fig. 5. A TIP from KETI.

An RF stack provides wireless communication, at a maximum rate of 56
kbit/s. Two serial connectors are available for connecting the sensor module
to a PC. One of them is RS-232 serial port for data and another is USB for
ISP or JTAG. Current sensor options include: temperature, humidity, and light.
We use I2C connectors to get data from temperature and humidity, and read
the light sensor through ADC (Analog Digital Converter). We do not have yet
implemented the CODA on the TIP completely.

6 Conclusions and Future Work

In this paper, we present a self-organizing clustering method based on data clas-
sified by competitive learning neural network. Sensor networks have properties
in which geographically close nodes may have correlated data. Hence, clustering
network and aggregating data are positively necessary in wireless sensor net-
work. There is a trade-off between clustering and the quality of data. Although
clustering reduces the traffic and prolong the lifetime of network, it may degrade
the accuracy of data. Sensor network needs an efficient data aggregating method
which doesn’t degrade the quality of data.

We use the unsupervised self-organizing neural network, Kohonen SOM, to
map sensor data to context information. Our proposed algorithm, the CODA
clusters the network based on data after sensing the environment in certain
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period of time and re-cluster the cluster by using the value aggregated. It works
well in increasing the quality of data. We will have to implement the CODA on
the real-world platform, TIP, and verify the results in real environment using
various sensors.
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Abstract. A great deal of research indicates that the shared disks (SD)
cluster is suitable to high performance transaction processing, but the
aggregation of SD cluster with real-time processing has not been inves-
tigated at all. By adopting cluster technology, the real-time services will
be highly available and can exploit inter-node parallelism. In this paper,
we investigate the feasibility of real-time processing in the SD cluster.
Specifically, we evaluate the cross effect of real-time transaction process-
ing algorithms and SD cluster algorithms with the simulation model of
an SD-based real-time database system (SD-RTDBS).

Keywords: Performance evaluation, cluster computing, real-time pro-
cessing, cache coherency, transaction processing

1 Introduction

There has been an increasing growth of real-time transaction processing appli-
cations, such as telecommunication system, stock trading, electronic commerce,
and so on. A real-time transaction has not only ACID properties of traditional
transactions but also time constraints of completing its execution before dead-
line [8]. The major performance metric for real-time processing is the percentage
of input transactions missing their deadlines.

A cluster is a collection of interconnected computing nodes that collaborate
on executing an application and presents itself as one unified computing resource.
Depending on the nature of disk access, there are two primary flavors of cluster
architecture designs: shared disks (SD) and shared nothing (SN) [14]. The SD
cluster allows each node to have direct access to all disks. In the SN cluster,
however, each node has its own set of private disks and only the node can directly
read and write its disks. The SD cluster offers many advantages compared to
the SN cluster, such as dynamic load balancing and seamless integration, that
make it attractive for high performance transaction processing. Furthermore, the
rapidly emerging technology of storage area networks (SAN) makes SD clusters
the preferred choice for reasons of higher system availability and flexible data
access. The recent parallel database systems using the SD cluster include IBM
DB2 Parallel Edition [5] and Oracle Real Application Cluster [13].

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 518–527, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Although there has been a great deal of independent research in real-time
processing and SD cluster, their aggregation has not been investigated at all.
By adopting cluster technology, it is possible to support highly available real-
time database services, which are the core of many telecommunication services.
Furthermore, the cluster can achieve high performance real-time transaction
processing by exploiting inter-node parallelism and reducing the amount of disk
I/O with judicious data caching.

In this paper, we investigate the cross effect of real-time transaction pro-
cessing algorithms and SD cluster algorithms with the simulation model of an
SD-based real-time database system (SD-RTDBS). The emphasis of this pa-
per is not to develop a new algorithm for SD-RTDBS, but to understand the
feasibility of SD-RTDBS over a wide range of real-time workload and system
parameters, and to identify the workload characteristics best suited for each al-
gorithm. Specifically, we explore the following issues about the relationship of
real-time transaction processing and SD cluster.

Is the SD cluster feasible to the real-time transaction processing?
How much of the SD cluster algorithm performs differently at real-time ap-
plications?
How does the SD cluster affect the performance of real-time transaction
processing algorithms, especially concurrency control algorithm?

The remainder of this paper is organized as follows. Sect. 2 presents real-
time transaction processing algorithms on SD-RTDBS considered in this paper.
Sect. 3 describes a simulation model of SD-RTDBS and Sect. 4 analyzes the
experiment results. Concluding remarks appear in Sect. 5.

2 Real-Time Transaction Processing on SD-RTDBS

This section presents three classes of real-time transaction processing algorithms
to be considered for SD-RTDBS. They include cache coherency algorithm, trans-
action routing algorithm, and concurrency control algorithm.

2.1 Cache Coherency Algorithm

Each node in the SD cluster has its own buffer pool and caches database pages in
the buffer. Caching may substantially reduce the number of disk I/O operations
by utilizing the locality of reference. However, since a particular page may be
simultaneously cached in different nodes, modification of the page in any buffer
invalidates copies of that page in other nodes. This necessitates the use of a
cache coherency algorithm so that the nodes always see the most recent version
of database pages [2–4, 9].

The complexity of cache coherency scheme critically depends on the lock-
ing protocols. In case of the page locking, the cache coherency scheme is rather
simple. This is because different transactions cannot access a page with conflict-
ing modes simultaneously. On the other hand, if the record locking is used, the
cache coherency scheme becomes very complicated. This is due to the fact that
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different records of the same page could be concurrently updated at different
nodes. As a result, each node’s page copy is only partially up-to-date and the
page copy on disk may contain none of the updates (at first).

The record locking can reduce the lock conflict ratio; hence, it can support
well the traditional transaction processing applications where there are many
concurrent transactions. This is why most commercial products of SD cluster
implement the record locking [5, 13]. However, large amounts of message and
page transfer could occur in the record locking due to frequent lock requests and
maintaining cache coherency. Excessive page transfer also causes frequent disk
I/O for flushing log records [9]. This shortcoming of the record locking could
be particularly problematic in some real-time applications where the degree of
concurrency would not be so high. As a result, we have to analyze the effect
of lock granularity on the cache coherency algorithm under a wide variety of
real-time workloads.

2.2 Transaction Routing Algorithm

The key idea of the successful SD-RTDBS is to maximize inter-node parallelism
with minimal inter-node synchronization overhead. A font-end transaction router
may implement this idea with an efficient transaction routing. In the SD cluster,
if transactions referencing similar data are clustered together to be executed on
the same node (affinity node), then the buffer hit ratio should increase and the
level of interference among nodes due to buffer invalidation will be reduced. This
concept is referred to as affinity-based routing [11, 15, 16].

We consider two affinity-based routing algorithms: pure affinity-based routing
(PAR) [15, 16] and dynamic affinity-based cluster allocation (DACA) [11]. PAR
is a static algorithm in the sense that the affinity relationship between transac-
tion classes and nodes are fixed. While PAR is simple and easy to implement,
the deadline miss ratio of some transaction class must increase dramatically if
transactions of the class are congested. DACA can avoid overloading individual
node by making an optimal balance between the affinity-based routing and in-
discriminate sharing of load in the SD cluster. Specifically, DACA allocates more
affinity nodes for a congested transaction class and returns to the original state
if the congestion is resolved. Note that the affinity relationship is determined
dynamically. Furthermore, DACA can reduce the frequency of buffer invalida-
tions by trying to limit the number of affinity nodes allocated to a congested
transaction class if the load deviation of each node is not significant.

In traditional transaction applications, we have shown that DACA performs
better than PAR and other dynamic transaction routing algorithms [11]. In this
paper, we will investigate whether this result is still valid under the real-time
workloads where the performance metric is a deadline miss ratio and a system
applies a real-time concurrency control described in the next section.

2.3 Concurrency Control Algorithm
A concurrency control algorithm is required to maintain the database consistency
among concurrent transactions accessing the same data [10]. In real-time appli-
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Fig. 1. A simulation model of an SD-RTDBS.

cations, the algorithm also has to handle the priority inversion problem that
lower priority transactions block the execution of higher priority transactions.
It might degrade performance because urgent transactions cannot be executed
until blocking transactions of low priority complete. Authors in [1] proposed
two real-time concurrency control algorithms, wait promote locking (WP) and
high priority locking (HP). WP prevents the priority inversion by increasing the
priority of blocking transaction to be as high as that of blocked transactions
whenever a priority inversion occurs. On the other hand, HP aborts blocking
transactions of low priority if they cause the priority inversion.

Authors in [1] show that WP outperforms HP in real-time applications with
soft deadline. In firm deadline applications, authors in [6] show that HP per-
forms better than WP. However, both results are obtained from the centralized
database system model and they might not be hold in the SD cluster. The rea-
son is that (a) each node of the SD cluster can execute transactions concurrently
and the data conflict ratio would increase as a result, and (b) the performance
of concurrency control algorithm is affected by the underlying cache coherency
algorithm and transaction routing algorithm.

3 Simulation Model

To evaluate the feasibility of real-time processing in SD cluster, we have de-
veloped a simulation model of an SD-RTDBS using CSIM [12] discrete-event
simulation package. Fig. 1 shows the simulation model.

We model the SD cluster consisting of a single router and a global lock
manager (GLM) plus a varying number of nodes, all of which are connected via
a local area network. The router model consists of a transaction generator and a
routing manager. The transaction generator has a role to generate transactions,
each of which is modeled as a sequence of database operations. The routing
manager captures the semantics of a given transaction routing algorithm.

The model for each node consists of a buffer manager, which manages the
node buffer pool using an LRU policy, and a resource manager, which models
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CPU activity and provides access to the shared disks and the network. For
each transaction, the transaction manager forwards lock request messages and
commit messages to the GLM. The disks are shared by every node.

The GLM has a role to perform the real-time concurrency control and the
cache coherency control. The real-time scheduler implements WP or HP. The
lock granularity is defined as a record or a page. Transactions wait on any
conflicting lock requests. They are aborted in case of either deadlock, prior-
ity inversion in HP, or missing their deadlines. The cache manager implements
ARIES/SD algorithm [9], which is a representative cache coherency algorithm
in the SD cluster.

Table 1 shows the simulation parameters for specifying the resources and
overheads of the system. Many of the parameter values are adopted from [3, 16].
The network manager is implemented as a FIFO server with 100 Mbps band-
width. The number of shared disks is set to 20, and each disk has a priority
queue of I/O requests. Disk access time is drawn from a uniform distribution
between 10 milliseconds to 30 milliseconds.

We model that the database is logically partitioned into several clusters. Each
database cluster has 10000 pages (40 Mbytes), and it is affiliated to a specific
transaction class. The number of classes (ClassNum) is set to 8. The transaction
parameter of Locality determines the probability that a transaction operation ac-
cesses a data item in its affiliated database cluster. The HotPr parameter models
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“80-20 rule”, where 80% of the references to the affiliated database cluster go
to the 20% of the database cluster (HotSize). We refer the 20% of the database
cluster as hot set, and the remaining part as cold set. The average number of
records accessed by a transaction is determined by a uniform distribution be-
tween TrxSize ± TrxSize × SizeDev. The parameter UpdatePr represents the
probability of updating a record. The processing associated with each record,
PerObjInst, is assumed to be 15000 instructions.

For a transaction, T, we determine its deadline as follows [6]:
where and are the arrival time and estimated execution time

of T, respectively. SF is a slack factor that provides control over the tightness
of deadlines. We set the value of SF to 4 like [6]. is computed as follows:

where and are the number of read and write operations
of T, respectively. The disk time for writing updated pages is not included in

since these writes occur after the transaction has committed [6].
The performance metric used in the experiments is a deadline miss ratio,

which is the percentage of input transactions that the system is unable to com-
plete before their deadlines. We also use an additional performance metric, buffer
hit ratio, which gives the probability of finding the requested pages at buffers.

4 Experiment Results

We compare the performance of the algorithms under the following three cate-
gories: (a) transaction routing – PAR and DACA, (b) lock granularity – page and
record, and (c) concurrency control – WP and HP. By combining each category,
we implement eight algorithm sets for the SD-RTDBS.

4.1 Experiment 1: Feasibility of Real-Time Processing
in SD Cluster

To verify the feasibility of real-time processing in SD cluster, we first compare
the performance of SD cluster by varying MPL and NumNode. Fig. 2(a) shows
the experiment results where every input transaction is assumed to be same class
(ClassNum = 1). HP with record locking is used as a concurrency control, and
DACA is used for transaction routing. UpdatePr is set to 0.2. When MPL is low,
every system configuration exploits similar performance behavior. In this case,
even a single node can process all the input transactions within their deadlines.
As MPL increases, systems with large number of nodes exploit significant per-
formance improvement. This is due to load balancing and high buffer hit ratio. If
the number of nodes is large, each node may take over a small portion of system
load. The buffer hit ratio also increases due to large aggregate buffer size as Fig.
2(b) shows. As a result, the benefit of load balancing and high buffer hit ratio
dominate the negative effect of synchronization overhead between nodes.

We also compare the performance of single node system and SD clusters
with different transaction routing algorithms. Fig. 2(c) shows the result. Both
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Fig. 2. Results of experiment 1.

NumNode and ClassNum are set to 8. MPL is set to 400, and thus the steady
state load per each transaction class is 50 transactions. The load surge is ex-
pressed as a fraction of its steady state load. For example, a load surge of 20%
implies that the load of each non-surge class decreases about 20% (10 transac-
tions) and the total sum of additional load (70 transactions) goes to the single
surge class.

When the transaction load is evenly distributed (load surge = 0%), the single
node system performs worst. This is because the single node cannot cache all
the pages accessed by different transaction classes. Many buffer misses must
increase the number of transactions missing their deadlines. On the other hand,
both PAR and DACA can allocate each transaction class to its affinity node
and can achieve very high buffer hit ratio as Fig. 2(d) shows. As the load surge
increases, PAR performs worse because PAR does not distribute the extra load
of the surged transaction class to other nodes, and thus it suffers from lower
buffer hit ratio and limited computing facility. When the load surge is 100%,
PAR performs exactly like to the single node system. DACA performs better as
the load surge increases. Allocating more nodes to the surged transaction class
can achieve load balancing between nodes. Furthermore, the aggregate buffer
space for the surged transaction class increases also. This is why the buffer hit
ratio of DACA increases as the load surge increases.
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Fig. 3. Results of experiment 2.

4.2 Experiment 2: Lock Granularity

At the next experiment, we compare the effect of lock granularity by varying the
update probability (UpdatePr) which determines the degree of data contention.
Fig. 3(a) and Fig. 3(b) show the experiment results when the load surges are set
to 0% and 100%, respectively. MPL is set to 240 and HP is used as a concurrency
control. DACA is used for transaction routing.

When the load surge is 0%, the lock granularity does not have significant
effect on the performance. This is because the lock conflicts between transac-
tions are inherently rare. However, when the load surge is 100%, all the trans-
actions belong to the same transaction class and they access the same portion
of database. As a result, there are many lock conflicts between transactions. In
this case, the record locking performs better than the page locking as UpdatePr
increases. The page locking causes many transactions being blocked or being
aborted due to priority inversion. As a result, the number of transactions miss-
ing their deadlines increases. The record locking does not suffer from its cache
coherency overhead seriously. Though not shown in this paper, the page lock-
ing outperformed slightly the record locking when a transaction accesses several
records for each page and UpdatePr is low. In this case, the record locking results
in several message communications to check the consistency of a cached page,
while the page locking requires only one message for the page.

Another observation is that the SD cluster is more sensitive to the setting
of UpdatePr than the single node system. This is particularly true when the
load surge is high as Fig. 3(b) shows. The reason is due to the cache coherency
overhead. When UpdatePr and the load surge are high, the probability of inter-
node buffer invalidation increases and more pages has to be transferred between
nodes. As a result, the transaction execution time becomes longer.

4.3 Experiment 3: Concurrency Control Algorithms

The last experiment compares the performance of real-time concurrency control
algorithms, HP and WP, by varying UpdatePr. Fig. 4(a) and Fig. 4(b) show the
experiment results when the load surges are set to 0% and 100%, respectively.
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Fig. 4. Results of experiment 3.

MPL is set to 240 and DACA is used for transaction routing. We set the lock
granularity as a page to create a situation where lock conflicts are more frequent.

When the load surge is 0%, WP outperforms HP in the SD cluster with eight
nodes. This is because (a) HP would produce unnecessary transaction aborts,
and (b) the priority inheritance of WP allows the disk manager to reduce I/O
queue waiting time for the high priority transactions. Note that in this workload
minimizing I/O queue waiting time is essential since the buffer hit ratio is rela-
tively low. On the other hand, HP performs better than WP when the load surge
is 100%. The buffer hit ratio of this workload is rather high, so handling data
contention efficiently is more important to meet transaction deadlines. It is well
known that WP performs worse under high data contention workload [6]. WP
may block high priority transactions repeatedly due to low priority transactions.
Furthermore, the priority inheritance mechanism causes many transactions ex-
ecuting at the same priority. This means high priority transactions effectively
receive little or no preferential treatment in WP.

5 Concluding Remarks

Although there has been a great deal of independent research in real-time pro-
cessing and SD cluster, their aggregation has not been investigated at all. By
adopting cluster technology, the real-time services will be highly available and
can exploit inter-node parallelism. In this paper, we investigate the cross effect
of real-time transaction processing algorithms and SD cluster algorithms with
the simulation model of an SD-based real-time database system (SD-RTDBS).

The basic results obtained from the experiments can be summarized as fol-
lows. First, the SD cluster can process real-time transactions better when the
number of concurrent transactions is large, there are many nodes, and efficient
transaction routing algorithm is implemented. This result implies that the SD
cluster is an effective and scalable alternative to the centralized database sys-
tem for real-time transaction processing. Next, the cache coherency overhead of
record locking is not significant. As a result, the record locking outperforms the
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page locking through most of the workloads. Last, WP outperforms HP when
the degree of data contention and the buffer hit ratio are low. HP performs bet-
ter under high data contention workload as in case of the centralized database
system.
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Abstract. A distributed server cluster system is a cost-effective solu-
tion to provide scalable and reliable Internet services. In order to achieve
high qualities in service, it is necessary to tune the system varying con-
figurable parameters and employed algorithms that significantly affect
system performance. In this purpose, we develop a simulator for perfor-
mance analysis of a traffic-distribution cluster system, called the ALBM
(Adaptive Load Balancing and Management) cluster. In this paper, we
introduce the architecture of the proposed simulator. Major design con-
siderations are given to the flexible structures that can be easily ex-
panded for adding new features, such as new workloads and scheduling
algorithms. With this simulator, we perform two simple cases of per-
formance analysis: one is to find appropriate overload and underload
thresholds and the other is to find the suitable scheduling algorithm for
a given workload.

1 Introduction

A distributed server cluster system is a cost-effective solution to provide scalable
and reliable internet services [1]. Distributed server cluster systems for Internet
services, so called Web cluster systems, haven been developed in various forms.
The most popular form is based on hardware L4 switches [2,3] as traffic managers
that would direct IP traffics to the highly appropriate server in a cluster. The
Linux Virtual Server (LVS) is a well-known software load balancer [4,5] and an
open software solution, so that it can be customized to collaborate with other
software tools or extended by add-ing an improved scheduling algorithm. The
third class is in a hybrid form; that is, a hybrid-type web cluster system employs
both S/W L4 network switch appliances and middleware services on server nodes

* This work was supported by the Korea Science and Engineering Foundation
(KOSEF) under Grant No. R04-2003-000-10213-0. This work was also supported
by research program 2004 of Kookmin University in Korea.
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for proactive and adaptive management. The ALBM (Adaptive Load Balancing
and Management) cluster, proposed in our previous research work [6], is in this
class.

In this paper, we present a web cluster simulator that can be used to solve
some decision problems in a web cluster system. The web cluster simulator aims
to simulate the ALBM cluster that employs the L4 traffic manager and mid-
dleware management services on server nodes. This paper introduces the archi-
tecture of the proposed simulator. Major design considerations are given to the
flexible structures that can be easily expanded for adding new features, such
as new workloads and scheduling algorithms. With this simulator, we perform
two simple cases of performance analysis. The first case is to get an insight of
how to find appropriate overload and underload thresholds for a given system
environment. This simulation results can be used to tune configurable parame-
ters of an adaptive scheduling mechanism in a web cluster system for the better
performance. The second is to help to find the appropriate scheduling algorithm
for a given workload characteristic. Since the workload assignment problem is
NP-Complete, it cannot be solved in a polynomial time. With the help of sim-
ulation, we provide the approximation approach to find the proper assignment
algorithm of workloads.

This paper is organized as follows. Section 2 introduces the ALBM cluster
system. Section 3 introduces the design architecture of the simulator. Section 4
and 5 show the simulation results with scenarios and analyze them. We summa-
rize in Section 6.

2 The ALBM Active Cluster Architecture

Before showing our simulator of a cluster system, we introduce the real archi-
tecture of ALBM (Adaptive Load Balancing and Management) cluster system
[6] that serves Web applications to a huge number of clients. As shown in Fig-
ure 1, the ALBM cluster system is composed of active switches, application
servers, and the management station. Although the cluster consists of tens of
application servers, called ‘nodes’, it is published with one site name and one
virtual IP address that are assigned to one or more active switches, called ‘Traffic
Managers’ (TMs). The TMs interface the rest of cluster nodes with the Inter-
net, making the distributed nature of the architecture transparent to Internet
clients. All inbound packets to the system are received and forwarded to appli-
cation servers by the TMs. It provides network-level traffic distribution services,
balancing the servers’ loads. On each of application servers, a middleware ser-
vice, called ‘Node Agent’ (NA), is running. The NAs are indicated by Circle ‘A’s
on the bottom of each node in Figure 1. The NA makes the underlying server be
a member node of the ALBM system. It is in charge of management and opera-
tion of the ALBM cluster, such as cluster formation, membership management,
and adaptive management and load balancing.

The management station, called ‘M-Station’, is a management center of the
entire ALBM cluster system, working together with the management console
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Fig. 1. The Architecture of the ALBM Active Cluster System.

through Web-based GUIs. All administrators’ commands are received into and
executed through the M-Station. Communicating with NAs, the M-Station per-
forms all kinds of cluster management operations, such as cluster creation/re-
moval and node join/leave. The M-Station also collects the current configurations
and states of the entire system, and provides information to other authenticated
components in the system. Using the server state information provided by NAs,
it performs proactive management actions according to the predefined policies.
Besides, the M-Station checks the system state in the service-level, and carries
out some actions when values monitored from service-level quality are signifi-
cantly far behind the service-level QoS objectives.

The adaptive scheduling algorithms in the ALBM active cluster system adjust
their schedules, taking into accounts of dynamic state information of servers and
ap-plications collected from servers. By collecting appropriate information of
server states, the NAs customize and store the data depending on the application
architecture, machine types, and expectation of a system manager. Each NA
decides if the current state is overloaded or underloaded by using upper or lower
thresholds of resource utilization determined by system configuration and load
balancing policies of cluster management. After collecting state data of all NAs
in a cluster, the Master NA reports the state changes to the TM. By using the
state information reported by Master NAs, the TM adjusts traffics of incoming
requests properly to balanced server allocation. The scheduling algorithms are
applied to the TM through the control of M-Station.

3 The Architecture of the Simulator

The simulator consists of three packages and a number of common classes. The
three packages are trafficManager, trafficGenerator, and nodeService packages.
The trafficManager package is in charge of delivery of traffic requests into server
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nodes, after receiving workloads from trafficGenerator. It is possible to choose a
workload-scheduling algorithm to distribute requests. When it uses the Adaptive
algorithm, it receives and uses status information of server nodes by controlling
periods. The trafficGenerator package generates request according to the setup
information of workload. A request requires a number different resources, such
as CPU, memory, and network bandwidth. The nodeService package works as
a server node in a cluster system. It receives a request from the trafficManager
package, calculates the amount of the workload to a number of different resource
loads, and assigns loads into resources of server nodes.

In addition to those packages, there are a number of classes used in common.
The SimulatorManager creates an instance object for simulator and controls the
simulation operation. The TrafficGeneratorParameter contains parameters to
generate workloads. The NodeParameter contains parameters for virtual nodes.
The Log analyzes and stores simulation results. The logged results are the total
number of requests processed in the system, the total number of requests failed,
the number of requests processed in a server node, the overload rate in a server
node, etc. The entire results are stored with the timestamps under a specific
excel file name and, at the same time, resource usages of each server node during
simulation are stored separately. The Clock keeps the logical time of simulation,
while keeping the globalTime as a static attribute. The logical time is used to
report timing of resource assignment and release, and the total simulation time.

3.1 The Structure of the trafficManager Package

The trafficManager package has the design structure shown in Figure 2. In order
to easily add an additional workload-scheduling algorithm, the factory design
pattern [8] is employed. When the Adaptive workloads-scheduling algorithm is
used, each server node declares overloaded status by evaluating its current status
with the threshold value, and reports the status to the trafficManager. Thus, the
trafficManager stops further distribution of incoming requests to the overloaded
node.

In Figure 2, there are a number of classes: TMManager, TMFactory, Ab-
stractTM, and various concrete TMs. The TMManager generates a TM through
the TMFactory in the beginning of simulation. During simulation, the TMMan-
ager receives workload from trafficGenerator and pass the workload to the TM
generated. The TMFactory is a factory that creates proper TMs required. The
AbstractTM is an abstract class, which contains abstract methods that are over-
ridden by concrete TM classes. Also the AbstractTM calculates the releasing
time of workload that are assigned into the TM, and reports into the workload,
checks states of server nodes, and passes workload into server nodes via a work-
load scheduling algorithm applied. The abstract getNextNode() method is over-
ridden by subclasses to implement their specific workload scheduling algorithms.
The RRTM, LCTM, RTTM, ARRTM, ALCTM, ARTTM are concrete classes
for the AbstractTM, by applying the Round-Robin (RR), the Least Connec-
tion (LC), the Response Time (RT), the Adaptive-RR (ARR), the Adaptive-LC
(ALC), the Adaptive-RT (ART) scheduling algorithms.
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Fig. 2. The Structure of the trafficManager package.

3.2 The Structure of the trafficGenerator Package

The trafficGenerator package is in charge of generating workloads that are logi-
cally composed of service requests. Each service request requires some amounts
of resources in a server node. In a real system, each request acquires a number
of resources at the same time. Thus, one workload is composed of a number of
loads. A load becomes CPU, memory, and network system resources with some
statistical requirement. The structure of the trafficGenerator package is shown in
Figure 3. In Figure 3, there are a number of classes to build the trafficGenerator
package. The TrafficGenerator provides a workload by gathering a number of
loads from resource generators. The Load shows a resource load, such as amount
of resource usage, resource holding time, arrival time, etc. The Workload con-
tains one or more loads in a form of Vector. The ResourceGeneratorManager
creates resource generators and pass the references to the TrafficGenerator. The
AbstractResourceGenerator is an abstract class that generates statistical values
according to the users input parameters. The statistical distributions that the
AbstractResourceGenerator generates contain Normal distribution, Exponential
distribution, and Uniform distribution. While producing distribution values, any
random numbers can be generated and pseudo random numbers from a specific
seed number can be generated. There are a number of concrete subclasses from
the AbstractResourceGenerator: CPUGenerator, MemoryGenerator, and Net-
workGenerator to generate CPU load, memory load, and network load, respec-
tively.

Fig. 3. The Structure of the trafficGenerator package.
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3.3 The Structure of the nodeService Package

The nodeService package contains classes to serve node services, including node
resources such as CPU, memory, network bandwidth, and other resources that
affect the system performance. In our simulator, the virtual node acts as a server
node agent and also contains resource vectors representing resource loads.

The Resource class represents a resource with resource capacity, and upper
and lower thresholds. The Resource class checks the resource release, recovery,
and status after the resource loads release the assignment. The VirtualNode
class contains a resource vector and works as a server node to provide a service
according to client’s request. The VirtualNode class contains the node status,
overload information, node ID, etc. It also assigns loads from the workload into
the proper resources, and evaluates resource states to define the current node
status.

4 The Implementation of the Simulator

In this section, we show the GUIs of the simulator according to the processing
steps of the simulation. In order to generate workloads, the user can set up the
input parameters of the load amount, the duration time of load in a resource,
and statistical parameter values as shown in Figure 4. The execution environ-
ment is set up before starting simulation. It includes environment parameters,
arrival time parameters, and concurrent load parameters. The user can set up
the number of virtual server nodes, simulation time, the number of resources in
a node, and workload scheduling algorithm as shown in Figure 5 (a). The pa-
rameters related to the arrival time are set up by controlling the interval time as
shown in Figure5 (b). The user adjusts the time interval between any two work-
load requests by applying statistical distribution. A large number of workloads
generated by the trafficGenerator package may produce requests concurrently to
the trafficManager. Thus, this concurrency rate can be controlled by the input
parameters with statistical distribution as shown in Figure 5 (c).

Fig. 4. The Workload Parameters Setup.
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Fig. 5. Setup GUIs of the Simulator.

Fig. 6. Virtual Node Setup.

The resource capacities of each virtual node and upper & lower thresholds
are set up as in Figure 6 (a). According to simulation environmental setup, the
user can set up a cluster of homogeneous system or a cluster of heterogeneous
system. Figure 6 (b) shows the resource capacities of each node and the threshold
values.

5 Simulation Scenarios

In this section, we show two simulation scenarios of generating workloads in a
server cluster system and analyzing the performance results.

5.1 Finding the Optimal Thresholds

By using the simulator we propose, we can find the optimal threshold values in a
virtual cluster system with Adaptive scheduling algorithm. The optimal thresh-
old points result in the efficient workload scheduling and distribution, yielding
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the load-balanced server nodes. The experimental environment of finding the
optimal thresholds is follows. The number of server nodes is five in homogeneous
form with the resource capacity 2000. The scheduling algorithm is ARR. The
arrival time internal is in Normal distribution with average 20, variance 5, and
the maximum limit 20. The concurrent rate of load is in Uniform distribution
with the maximum value 100 and the minimum value 1. The amount of re-
source required per request is in Uniform distribution with the maximum value
200 and the minimum value 1. Duration time of load per request is in Uniform
distribution with the maximum value 500 and the minimum value 1.

Figure 7 shows the success rate of client requests as the threshold value
changes. We predefined the lower threshold as 1500, and changed the upper
threshold from 1500 up to 2000. The highest success rate (%) from the total
number of client requests is achieved at 1850. Thus, in this environment, we can
ensure that the upper threshold would be 1850 for the best performance results
in the cluster system.

Fig. 7. Success Rates based on the Threshold Values.

5.2 Comparing Workload Scheduling Algorithms

The second simulation scenario is to test workload-scheduling algorithms with
a fixed form of workload and a random form of workload, respectively. The
fixed form of workload provides the same size and resource duration time. The
random form of workload generates any size of workload and arbitrary duration
time. The fixed form of workload has the fixed arrival time interval (5), the fixed
concurrent load (15), the fixed amount of resource per request (4.4), and the
fixed duration time per request (750). The random form of workload has the
arrival time interval in Normal distribution with average 6.4, variance 0.5, and
the maximum limit 50, the concurrent load in Normal distribution with average
15, variance 0.5, and the maximum limit 50, the amount of resource per request
in Uniform distribution with the maximum limit 400 and the minimum limit 1,
and duration time per request in Uniform distribution with the maximum limit
200 and the minimum limit 1.
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When generating heavy workloads as much as the server is down with the
fixed form of workload and the random form of workload, respectively. Table 1
shows worse results from RR, LC, and RT workload scheduling algorithms. The
unit of resulting values is the success rate (%) of the total number of client
requests that are served without problem by the cluster system. As in the Table 1,
the RR case with the random form of workload achieves only 17% success rate.
However, with the same workload sets, the performance results are much better
when applying Adaptive scheduling algorithm by considering server status and
assigning the incoming requests into the server nodes. Another interesting point
is that when considering the results from ARR, ALC, and ART, the ARR is a
little better than other cases. It means that if we can apply the proper adaptive
mechanism for scheduling workloads, the ARR that contains first-fit property
can achieve the better performance than the ALC or ART that contain the
best-fit property.

6 Conclusion

In this paper, we designed and developed a simulator to simulate and test a dis-
tributed server cluster system by generating workloads and scheduling workloads
according to the user’s input parameter and statistical requirement. The simu-
lation results can be compared and analyzed in terms of the effects of workloads
on performances of a cluster system. We can control workload environment and
requirement statistically, apply various workload-scheduling algorithms to traffic
distribution, and change various parameter values for resource requests of server
nodes as the input parameters. Our simulator can simulate a given workload
environment for a cluster system, so that we can predict the performance results
by changing the workload scheduling algorithms, and other system parameters.
In this paper, we also provide two simulation scenarios to find the optimal point
of thresholds for the Adaptive-scheduling algorithm, and to compare the perfor-
mance results from various workload-scheduling algorithms.
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Abstract. Mobile agents are defined as processes which can be au-
tonomously delegated or transferred among the hosts in a network in or-
der to perform some computations on behalf of the user and co-operate
with other agents. Currently, mobile agents are used in various fields,
such as electronic commerce, mobile communication, parallel process-
ing, search of information, recovery, and so on. In pure P2P network
environment, if mobile agents that require computing resources rashly
migrate to another peers without the consideration on the peer’s capac-
ity of resources, the peer may have a problem that the performance can
be degraded, due to the lack of resources. To solve this problem, we
propose resource reservation based load balancing scheme of using RMA
(Resource Management Agent) that monitors workload information of
the peers and decides migrating agents and destination peers. In mo-
bile agent migration procedure, if the resource of specific peer is already
reserved, our resource reservation scheme prevents other mobile agents
from allocating the resource.

1 Introduction

A mobile agent is a process that represents a user in a network environment
and is capable of migrating from one node to another, performing computations
on behalf of the user [1]. By deploying the mobile agent environments, we can
get several advantages such as reduction of network traffic, asynchronous and
autonomous activities of the mobile agents, dynamic adaptation capability, and
the robustness and fault-tolerance [2]. But, if mobile agents migrate to a specific
node without consideration of the available resource of the node, it decreases the
efficiency of the corresponding system.

In this paper, we propose a load balancing scheme that increases the efficiency
of the system by reserving resources of the peer that have enough resources in
the pure P2P environment. If the workload of the peer that executes the mobile
agent becomes higher than the pre-defined threshold value, the peer gathers the
* This paper was supported by Samsung Research Fund, SKKU 2002.
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information on the amount of available resources and the information about the
workloads of its neighbor peers, and decides whether to migrate the mobile agent
or not. This scheme prevents mobile agents from being centralized in a specific
peer, and increases the efficiency of the resource usage.

The rest of the paper is organized as follows. In section 2, we describe some
related works on mobile agent systems, the P2P networks, and the load balanc-
ing schemes using mobile agent. Section 3 describes our system environment,
message formats, and algorithms. Section 4 shows the performance evaluation.
Finally, Section 5 concludes our scheme.

2 Related Works

In this section, we describe P2P networks, mobile agent concept, and existing
load balancing schemes that uses mobile agents.

2.1 P2P Network

In general, each peer in a P2P network performs both roles of client and server.
To overcome the concentration of traffic in the existing centralized network ar-
chitectures, each peer tries to maximize the performance by distributing its jobs,
cooperating with other peers, and sharing resources. The type of P2P network
can be classified into two categories according to whether the servers exist or
not: one is the pure P2P network and the other is the hybrid P2P network. Fig. 1
shows these two P2P network architectures [3].

Pure P2P network does not require any server for system operation and
service. In this architecture, all the peers have both roles of client and server.
This architecture has high reliability and scalability because any peer can get a
service it wants from any other peer that provides the service. This architecture
is used in Gnutella [4].

Hybrid P2P network provides services by using some servers. In this environ-
ment, after connecting to a server in the network, each peer sends the information
on the shared files or services that he has. The server then maintains the shared
file list information for each peer that is connected to him and acts as a media-
tor between service requester and service provider. This architecture is used in
Napster [5].

Fig. 1. P2P network architecture.
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2.2 Mobile Agent System

Mobile agent is a program that is capable of migrating autonomously in the
heterogeneous distributed environment. It helps network traffic reduction, asyn-
chronous interaction, load balancing, dispersion of service, and concurrent pro-
cessing [6]. Several academic and industrial research groups are currently in-
vestigating and building mobile agent systems such as Aglets [7], Ajanta [8,9],
Voyager [10], Tacoma [11], and So on.

2.3 Load Balancing Using Mobile Agents

The aim of the load-balancing strategy is to adapt to the utilization and per-
formance requirements of the machines available and to the requirements of the
agents. The load balancing schemes can be classified into two categories: static
load balancing schemes and dynamic load balancing schemes [12,13]. Static load
balancing scheme uses only information about the average behavior of the system
and ignores the current state of the system. In static load balancing, generally, a
task cannot be migrated elsewhere once it was launched on a host. Dynamic load
balancing scheme, on the other hand, reacts to the system state that changes
dynamically, and, to distribute dynamically the tasks, it may migrate the tasks
many times to increase the performance of the system.

The Comet mobile agent system [14] has the load balancing mechanism that
uses mobile agents. The Comet has one central host and several compute hosts.
The role of the central host is to initiate system startup, suspension, and termi-
nation. It is also responsible for providing an interface for query of the current
system load and agent distribution. The central host is also a decision-maker
about whether there is a need for agent migration or not, and also the chief
commander of the selection and location policies. Other than the central host,
there are a number of compute hosts. These are the actual hosts that perform
the computation and each agent starts and runs on the compute hosts. Migration
of agents may occur as needed in-between the compute hosts. Central Agent re-
siding at the central host gathers all the information submitted by Comm Agent
at each compute host, detects whether it is suitable to initiate an agent migra-
tion, and determines which agent should be migrated to which compute host.
But, Comet has several problems. If central host exits, agents cannot migrate
to other compute hosts. Also, if the number of compute hosts increases, it takes
more time for Central Agent to gather workload information.

3 Proposed Scheme

In this section, we describe our system architecture, message format, and com-
munication algorithm for mobile agent based load balancing in pure P2P network
environments.
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Fig. 2. System architecture.

3.1 System Architecture

Our proposed scheme is based on pure P2P network environment and restricts
resources of each peer to CPU and main memory. Fig. 2 shows our simple system
architecture.

Each peer has a RMA (Resource Management Agent) and message queues.
RMA is a static agent residing at the peer and monitors available resource
amount of the peer. RMA is also responsible for gathering the resource infor-
mation of other peers and selecting the agent to migrate and the target peer
to receive the agent. RMA deals with resource reservation message and revoke
message received from other peers. Each peer has two message queues: RQ (Re-
source reQuest) queue and RR (Resource Reservation) queue. RQ queue saves
the resource request messages, which includes information on the resource type
and amount requested from other peer. Reply messages received from the peers
having enough resources are saved into RR queue.

3.2 Message Formats

There are three message types: RREQ (Resource REQuest message), RREP
(Resource REPly message), and RREV (Resource REVoke) message. RREQ
message is the resource request message that the peer sends to the neighbor
peers when he lacks resources. RREP message is the reply message for RREQ
message. RREV message is the revocation message that cancels the resource
reservation. Fig. 3 shows the content of these messages.

In Fig. 3, Type field distinguishes the type of message and Seq field is used
to prevent duplicate messages. S_Peer field specifies the ID of the peer that
requests the resource and R_Type and R_Size fields specify the resource type
and amount wanted. R_Peer field in RREP message is the field having variable

Fig. 3. Message format.
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length, where IDs of the peers that received the corresponding message is added.
Consequently, the transfer path of the message is stored into the R_Peer field of
RREP message. The ID of the target peer to receive the mobile agent is saved
into the E_Peer field of RREV message.

3.3 Algorithms

When a peer lacks resources to complete its jobs, RMA in the peer sends RREQ
message including resource type and amount to all its neighbor peers. Fig. 4
shows the resource request algorithm.

Fig. 4. The resource request algorithm.

In Fig. 4, MH (Max Hop) is the maximum hop count of message transfer and
TT (Transfer Time) is the mean message transfer time of one hop. We assume
that the timeout to receive the reply message is set to 2×TT×MH (ms).

The RMA which monitors the available resource sends the RREQ message
including the required resource type and amount to its neighbor peers. The RMA
sending RREQ message waits for RREP messages during the specified period
(C1×2×TT×MH+C2 ms, C1, C2 are constants), and decides the optimal peer
to migrate a mobile agent by investigating information in the received RREP
messages.

The peer received RREQ message creates a QUEUE_ENTRY and inserts this
entry into RR queue. Table 1 shows the fields of the QUEUE_ENTRY.

Initially, ResFlag is 0, and, if available resource exists when RREQ mes-
sage is received, the ResFlag becomes 1. Fig. 5 shows the algorithm for RREQ
message processing.

The peer that received the RREQ message creates a QUEUE_ENTRY and
inserts the entry into the RR queue. If the peer has enough available resource,
he reserves the resource and sends RREP message to the peer that initially re-
quested the resource reservation. Otherwise, the peer only stores RREQ message
into the RR queue and waits until the resource is revoked.

Fig. 6. shows the algorithm for RREP message processing.
If a RREP message arrives at the peer that initially requested the resource,

it is saved into RQ queue in the peer. Eventually, RMA finds out an optimal
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Fig. 5. The algorithm for RREQ message processing

Fig. 6. The algorithm for RREP message processing.

peer from its RQ queue information, migrates the mobile agent to the selected
peer, and sends RREV message to the other peers in its RQ queue except the
selected peer. Fig. 7 shows the algorithm for RREV message processing.



544 Gu Su Kim, Kyoung-in Kim, and Young Ik Eom

Fig. 7. The algorithm for RREV message processing.

4 Performance Evaluation

In this section, we evaluate the performance of our scheme through simulation
and analyze the result. We have simulated our load balancing scheme in pure
P2P network using Visual C++ 6.0 on Window 2000 platform, and measured
the agent response ratio and turnaround time of our proposed scheme. Also, we
compared the performance of our scheme with non-migration scheme. The agent
response ratio can be computed as follows:

In our simulation, we assumed that interarrival time of mobile agents at
each peer follows exponential distribution with mean 100ms, and the average
execution time of mobile agents follows follows exponential distribution with
mean 5000ms. We also assumed that message transfer time takes 100ms and the
maximum hop count is set to 3 hops.

Fig. 8 shows the agent response ratio according to the number of mobile agent
creations per second. As the number of the agents created increases, the agent
response ratio of the two models decreases. But, the agent response ratio of our
proposed scheme is higher than non-migration scheme that does not consider
workload of each peer.

Fig. 9 shows the agent response ratio according to the agent execution time.
In this simulation, 10 mobile agents are created per second. When the execution

Fig. 8. Agent response ratio according to the number of agents created.
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Fig. 9. Agent response ratio according to the agent execution time.

Fig. 10. Turnaround time according to the number of agents created.

time of the agent is smaller than 3 seconds, non-migration scheme is more efficient
than our proposed scheme because the agents in non-migration environments
seldom sleep. But, the agent response ratio of our proposed scheme becomes
higher than that of non-migration scheme when the execution time of mobile
agent increases. The reason is that, in non-migration scheme, the time an agent
waits for resource increases continuously, but agents in the environment of our
proposed scheme can migrate to the peer with enough available resources.

Fig. 10 shows the turnaround time according to the number of mobile agent
creations per second. Because the proposed scheme decrease the sleep time of
mobile agents via dynamic load balancing scheme, the turnaround time of the
mobile agents slowly increase than non-migration scheme.

5 Conclusion

In this paper, we proposed a migration scheme of mobile agents that supports
load distribution, cooperation, and resource sharing in P2P network environ-
ment. If the amount of available resource of the peer executing mobile agents
is under the threshold value, RMA gathers the information about the available
resources from its neighbor peers and finds out the peer with enough resources.
The peer can migrate its mobile agents to the selected peers. RMA, which resides
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in each peer, takes charge of gathering the information about available resources
in neighbor peers. To increase the reliability and efficiency, if a mobile agent re-
serves a resource of the specific peer, the peer prevents other mobile agent from
migrating into him. Therefore, our scheme can increase the agent response ratio
and decrease the turnaround time in normal condition.
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Abstract. In this paper, we propose a novel post-filtering algorithm to
reduce the blocking artifacts in block-based coded images using block
classification and feedforward neural network. This algorithm exploited
the nonlinearity property of the neural network learning algorithm to
reduce the blocking artifacts more accurately. At first, each block is clas-
sified into four classes; smooth, horizontal edge, vertical edge, and com-
plex blocks, based on the characteristic of their discrete cosine transform
(DCT) coefficients. Thereafter, according to the class information of the
neighborhood block, adaptive feedforward neural network is then applied
to the horizontal and vertical block boundaries. That is, for each class a
different multi-layer perceptron (MLP) is used to remove the blocking ar-
tifacts. Experimental results show that the proposed algorithm produced
better results than those of the conventional algorithms both subjective
and objective viewpoints.

1 Introduction

Transform coding technique has been widely used in many image compression
applications [1]-[8]. And block DCT (BDCT)-based coding technique has been
adopted in many international standards, including the still and moving image
coding standards such as JPEG, H.263, MPEG, and others [1], [2]. However,
such techniques produce noticeable blocking artifacts along blocks boundaries
in decompressed images at a low bit rate, because the coefficients for each are
processed and quantized independently [2]-[8]. Moreover, the discontinuity effect
between adjacent blocks in decompressed images is more serious for highly com-
pressed images. Consequently, an efficient blocking artifacts reduction scheme is
essential for preserving the visual quality of decompressed images.

A variety of blocking artifacts reduction algorithms have been proposed to
improve the visual quality of decoded image in the decoder, such as adaptive
filtering methods in the spatial domain [3]-[5], the projections onto convex sets
(POCS)-based method [6], estimating the lost DCT coefficients in the transform
domain [7], and a filtering method in the wavelet transform domain [8]. The
POCS-based method has produced good results, however, since it is based on
an iterative approach, it is computationally expensive and time consuming. The
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filtering method in the wavelet transform domain is also unsuitable for images
containing a large portion of texture. In contrast, the spatial domain filtering
methods have the advantage of simplicity and easy hardware implementation.

Among the spatial domain filtering methods, Ramamurthi’s algorithm [3]
classifies each block as either monotone or an edge area, then a two-dimensional
(2-D) filter is performed to remove grid noise from the monotone areas, then
a one-dimensional (1-D) filter is performed to remove staircase noise from the
edge areas. However, this algorithm is unable to accurately classify monotone
and edge blocks.

The algorithm proposed by Kim et al. [4] classifies an image into a smooth
region mode and default mode using the pixel difference in the block boundary.
A 1-D LPF is applied to the smooth region mode, while a LPF based on the
frequency components in the block boundary is applied to the default mode. Al-
though this algorithm can conserve complex regions, it is still unable to eliminate
the blocking artifacts in edge regions.

Qui’s algorithm [5] used a feedforward neural network. In this algorithm, the
useful features extracted from the decompressed image are used as the input
to a feedforward neural network. Yet, since the neural network is applied to all
block boundaries, the edge components are blurred. And since this algorithm
processes only two pixels near the block boundary, other blocking artifacts are
occurred to the inner regions of the block.

Accordingly, we propose a new blocking artifacts reduction algorithm that
can reduce the blocking artifacts in block-based coded image using block classifi-
cation and feedforward neural network. In the proposed algorithm, each block is
classified into one of the four classes; smooth, horizontal edge, vertical edge, and
complex blocks, based on the characteristic of their DCT coefficients. Thereafter,
according to the class information of the neighborhood blocks, adaptive MLP
then applied to the horizontal and vertical block boundaries.

Experimental results show that the proposed algorithm improved the PSNR
and visual quality of JPEG compressed images and produced better results than
those of the conventional algorithms.

2 Proposed Post-filtering Algorithm

2.1 Structure of MLP

A multi-layer feedforward neural network consists of a set of sensory units that
constitute the input layer, one or more hidden layers of computation nodes,
and an output layer of computation nodes. The input signal propagates through
the network in a forward direction, on a layer-by-layer basis. MLP has already
been successfully ap-plied to a variety of difficult and diverse problems based on
supervised learning using an error back-propagation learning algorithm [9].

The error back-propagation (EBP) learning algorithm consists of two passes
through the different layers of the network; a forward pass and backward pass.
In a forward pass, an input vector is applied to the sensory nodes of the network,
and its effect propagates through the network layer by layer. Finally, a set of
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Fig. 1. Block classification using 8×8 DCT coefficients distribution.

outputs is produced as the actual response of the network. During a forward
pass, the synaptic weights of the networks are all fixed. In contrast, during a
backward pass, the synaptic weights are all adjusted in accordance with an error-
correction rule. Specifically, the actual response of the network is subtracted
from the desired response to produce an error signal. This error signal is then
propagated backward through the network, against the direction of the synaptic
connections. The synaptic weights are adjusted to make the actual response of
the network move closer to the desired response in a statistical sense.

The current study uses MLP with an EBP learning algorithm to reduce the
blocking artifacts. That is, we use neural network filters rather than adaptive
linear filters be-cause compression and decompression are highly nonlinear and
complex and neural network filters have been proven effective in finding nonlinear
mappings between inputs and outputs. After training the MLP, the final synaptic
weights of the MLP are used as the processing filters to reduce the blocking
artifacts.

2.2 Block Classification

Each block is classified into one of four categories, that is, smooth block, hor-
izontal edge block, vertical edge block, and complex block, according to the
distribution of an 8×8 DCT coefficients in which and represent the
horizontal and vertical frequency coordinates, respectively. That is, for block
classification, we use the fact that the distribution of the DCT coefficients is
important measures.

The block classification process is as follows. First, calculate the mean value
of the DCT coefficients for each block. Then, calculate
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Fig. 2. Result of block classification on a JPEG decoded LENA image with a bit rate
of 0.271 bpp.

where Round() is the rounding to the nearest integer and is an absolute
value operator. Because the DCT coefficients have a floating-point value,
using these DCT values for block classification, the considering coefficients are
a lot, so increase the computational complexity. Thus in the proposed method,
normalize the coefficients using the mean value and then transpose the
integer value. So the small DCT coefficients have zero value.

Thereafter, as shown in Fig. 1, a block is classified into one of four categories
as follows:

1)

2)

3)

4)

Class 0 (smooth block): if i) more than one thing among

and ii) all except for are
zero values
Class 3 (complex block): all blocks except for class 0, class 1, and class 2.

Fig. 2 shows the result of the proposed block classification algorithm on a
JPEG decoded LENA image with a bit rate of 0.271 bpp. This classification
scheme is used to determine the class of the current processing block and then
select the corresponding MLP to adaptively reduce the blocking artifacts.

2.3 Adaptive Inter-block Filtering

Based on the above classification scheme, adaptive inter-block filtering is pro-
cessed the horizontal and vertical block boundaries. The horizontal inter-block
filtering is performed in a horizontal direction at a horizontal block boundary.

and ii) for
Class 1 (horizontal edge block): if i) more than one thing among

and ii) all except for are
zero values
Class 2 (vertical edge block): if i) more than one thing among
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Likewise, the vertical inter-block filtering is performed in a vertical direction at
a vertical block boundary.

Horizontal and vertical inter-block filtering is performed adaptively to the
class information of the current block and the horizontal or vertical neighborhood
block, as shown in Table 1.

Because human visual system is sensitive to blocking artifacts in smooth re-
gion more than complex region, the proposed method designs the MLP which is
adaptive to the characteristic of the block. That is, as shown in Fig. 3, a strong
1-D 5-tap filtering is applied to smooth blocks, whereas a weak 1-D 3-tap filtering
is applied to horizontal and vertical edge blocks. For complex block, inter-block
filtering is only applied two block boundary pixels so as to preserve the im-
age details. The filtering of the horizontal and vertical directions is processed
separately using a different MLP.

Fig. 3. Adaptive filtering methods for smooth block, horizontal and vertical edge block,
and complex block.
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As shown in Fig. 3, to process the horizontal blocks, the input vectors for
the MLP are formed as follows:

where and denote the intensity value and number of input nodes in the net-
work, respectively. The corresponding desired output vectors are formed based
on the difference between the original image and the decompressed image as

image. That is, the postprocessed image is formed as follows:

where denotes the outputs of the MLP.
After the horizontal blocks are processed, the vertical blocks are processed

in a similar manner with a different MLP of the same size.

3 Experimental Results

To evaluate the performance of the proposed algorithm, computer simulations
were performed using JPEG decoded images. The MLP were trained using three
training images (‘BABOON’, ‘BARBARA’, and ‘BANK’) due to the generaliza-
tion capability of the MLP. Another three images (‘LENA’, ‘BOAT’, and ‘PEP-
PERS’) were then used as the test images. Each image was 512×512 in size
with 256 gray levels and compressed by JPEG at various bit rates. The peak
signal-to-noise ratio (PSNR) was used to measure the performance of the post-
processing algorithms. For M×N images with [0, 255] gray level range, PSNR
can be defined as

where, and denote the original image and postprocessed image,
respectively.

where M, and N denote the original image, decompressed image,
horizontal image size, and vertical image size, respectively. We use the pair of
training samples in (2) and (3) to train the MLP until it converges. Once the
MLP is trained, its weights are saved. That is, the proposed MLP produce the
difference between the original image and the decompressed image. So the block-
ing artifacts are removed by adding the outputs of the MLP to the decompressed
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The structures of the horizontal and vertical MLP were the same. The num-
ber of hidden neurons is decided through experiment and seven, five, five, and
two hidden neurons were used for class 0, class 1, class 2, and class 3, respec-
tively. The initial synaptic weights were initialized with a floating point interval
[0., 0.00001], and after training the MLP the final synaptic weights of the MLP
are used as the processing filters to reduce the blocking artifacts. To compare the
proposed algorithm with other conventional algorithms, the PSNR performances
of the proposed algorithm and those of the four conventional algorithms [4]-[6],
[8] are presented in Table 2. The proposed algorithm improved the PSNR by
0.10 dB to 0.74 dB in the JPEG decoded images, which was roughly the same or
better than the performances of the conventional algorithms. Yet, Yang’s algo-
rithm [6] and Kim’s algorithm [8] have good results, but these algorithms have
a high computational complexity, because both algorithms include an iterative
or wavelet transform.

A magnified portion of the LENA image decoded by JPEG with a bit rate
of 0.271 bpp, and the postprocessed images are shown in Fig. 4. The proposed
algorithm effectively reduced the blocking artifacts and preserved the original
high-frequency components, such as edges. And we showed that the postpro-
cessed image by using Kim’s method [4] has the most subjective quality among
the conventional methods. As shown in Fig. 4, the proposed method effectively
reduced the blocking artifacts in smooth and complex regions and the mosquito
noise near the edges. Kim’s method [4] reduced the blocking artifacts in smooth
regions, but the blocking artifacts in complex regions and the mosquito noise
near the edges are still remained.

4 Conclusions

A new blocking artifacts reduction algorithm to reduce the blocking artifacts in
block-based coded images was proposed using block classification and adaptive
MLP. In this algorithm, each block is classified into one of the four classes based
on the characteristics of their DCT coefficients. Thereafter, according to the class
information of neighborhood blocks, adaptive MLP is applied to the horizontal
and vertical block boundaries. As such, different MLP are applied to remove
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Fig. 4. A magnified portions of (a) JPEG decoded image with a bit rate of 0.271 bpp,
and postprocessed images using (b) Yang’s method, (c) Kim’s method [8], (d) Kim’s
method [4], (e) Qui’s method, and (f) proposed method.

the blocking artifacts. Experimental results showed that the proposed algorithm
improved the PSNR from 0.10 dB to 0.74 dB in JPEG decoded images, which
was roughly same or the better results than the performances of the conventional
algorithms. That is, the proposed algorithm effectively reduced the blocking
artifacts and mosquito noise, preserving the original high-frequency components,
including the edges.
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Abstract. An Ethernet PON (Passive Optical Network) is an economical and
efficient access network that has received significant research attention in re-
cent years. A MAC (Media Access Control) protocol of the PON, the next gen-
eration access network, is based primarily on TDMA (Time Division Multiple
Access). In this paper, we addressed the problem of a dynamic bandwidth allo-
cation in QoS (Quality-of-Service) based Ethernet PONs. We augmented the
bandwidth allocation algorithms to support QoS in a differentiated service
framework. Our differentiated bandwidth guarantee allocation (DBGA) algo-
rithm allocates effectively and fairly the bandwidths between end-users. More-
over, we showed that a DBGA algorithm that perform weighted bandwidth al-
location for high priority packets results in a better performance in terms of
average and maximum packet delay, as well as the network throughput com-
pared with some other dynamic allocation algorithms. We used the simulation
to study the performance and validate the effectiveness of the proposed algo-
rithm.

1 Introduction

In the last decade, the bandwidth in the backbone networks has significantly in-
creased up to several Tbps by using WDM technology. The bandwidth in the local
area networks also has increased up to l0Gbps based on Ethernet. Though access
networks have improved their bandwidth using xDSL, Cable modem, etc., their
bandwidth has been limited to several Mbps. Their limited bandwidth causes the
bottleneck phenomenon in the access networks. Many service providers have already
attempted to construct high speed access networks with the ultimate goal of FTTH [1-
3]. The xDSL is currently used as a high-speed subscription access network. Al-
though this type of network model is effective for an area where the demand is high,
it is ineffective when the demand is only sporadic, plus its transmission capacity is
inadequate for the latest multimedia services. Accordingly, a PON is a new technol-
ogy for subscription access networks that supports the ability to connect subscribers
using FTTx over the distances of up to 20km. In addition, a PON has the capacity to
simultaneously connect the maximum number of 64 ONUs through an optical splitter
using an optical cable. Consequently, a PON has the ability to support the transmis-
sion of large amounts of data and is a very economical way to construct networks [4-
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6]. Among the various methods of transmitting data based on a PON, the first devel-
oped method was an APON. Yet, when constructing a new network, using Ethernet
has two advantages: Competitive price and home networks are constructed using the
Ethernet. As such, the IEEE 802.3 EFM SG (Ethernet in the First Mile Study Group)
was established with the goal of standardizing EPONs.

In this paper, we propose a method that controls the ratio of high-priority, me-
dium-priority, and low priority without the additional bandwidth for high-priority
traffic to each ONU, so as to minimize the delay of high-priority traffic. In addition,
we design a simulation model whereby our proposed method is applied to the
Ethernet PON and verify our proposed method is verified by analyzing the end-to-
end delay and the throughput. The rest of the paper is organized as follow. Section 2
describes the fashion of the study in Ethernet PON. In Section 3, we propose an effi-
cient dynamic bandwidth allocation method. Section 4 describes Control message
scheduling method. We will simulate our model and analyze its results in Section 5.
Section 6 offers the conclusion and describes future research.

2 Ethernet PON

In this section, we describe differences between the Ethernet PON and ATM PON.
We also explain the fundamentals of the operation in Ethernet PON. Figure 1 shows
the EPON system structure, as suggested by the IEEE 802.3 EFM SG. The OLT and
the ONU are located at the End Point of a PSS (Passive Star Splitter), whereby they
are connected by an optical fiber. The PON is either distributed into several identical
optical signals or is united into one signal according to the transfer direction of the
optical signal. PSSs are economical as they are easy to construct, require little main-
tenance and are inexpensive to repair cost. Also, since a PSS is a passive component,
it does not require any extra power supply. In addition, since the OLT and the ONU
are connected by a Point-to-Multipoint form, the installment cost of the optical fiber
is lower than that of a Point-to-Point form.

Fig. 1. The structure of the Ethernet PON is proposed in IEEE 802.ah

To compare the Ethernet PON with an ATM PON, a very different point is the
transmission data type is required. Ethernet PON is able to transmit the variable
length IP packets but the ATM PON only transmits the fixed length (53bytes) cells
[8]. Moreover, the Ethernet PON is able to expand easily the channel speed up to 10
Gbps, but the ATM PON is limited in 622Mbps.
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3 The Bandwidth Allocation Algorithm

In Figure 2, we present the bandwidth allocation procedure. The bandwidth allocation
procedure is as follows: First, an ONU notifies its buffer status using a REPORT
message. After the OLT receives a REPORT message, it executes the bandwidth
allocation algorithm and grants their allocated bandwidth using GATE messages to
each ONU. The bandwidth management plays an important role in guaranteeing QoS.
The proposed bandwidth allocation algorithms in [7] are fixed, limited, credit, and
gated. Here, they applied a strict priority scheduling mechanism (defined 802. 1D) to
the limited algorithm which is estimated higher than the other bandwidth allocation
algorithms in [7]. Low-priority class traffic, however is not able to guarantee a suffi-
cient bandwidth at the high load. As a result, low-priority class traffic may suffer
from a starvation. In [9] they propose a DBA2 algorithm that combines the predicted
credit based method with a priority-based scheduling mechanism.

Fig. 2. The Bandwidth Allocation Procedure in Ethernet PON

The method that adds the predicted credit to the request time for high-priority traf-
fic may reduce the packet delay in this cycle, but the extended cycle time influences
the next cycle time. Finally, it will accumulate so that it increases the queuing delay.
In addition, if the predicted credit is not used, the throughput will decrease. There-
fore, we propose a DBGA (Differentiated Bandwidth Guarantee Allocation) algo-
rithm that is fair and does not increase the queuing delay for high-priority class traf-
fic.

represents the requested bandwidth from ONUi and consists of high-priority,

medium-priority, and low-priority traffic. It is as follows:

If we represent as the granted bandwidth to ONUi, as below:

represents the yield ratio whereby the low-priority class gives the high-priority
class a part of itself. If the OLT allows the transmission of all packets in each ONU’s
buffer. Then, the ONU that has the most packets will monopolize the upstream
bandwidth. To avoid this situation the OLT limits the maximum transmission window
size and the minimum transmission window size So, guarantees the
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maximum transmission delay and guarantees the minimum bandwidth, thereby
it is able to satisfy SLA (Service Level Agreement). To reduce the control packet
scheduling time, the OLT allocates the bandwidth by dividing the total number of
ONUs into two parts using an interleaving method. The algorithm is the following:

The detailed control messages scheduling the problem are described in the next
section.

4 Control Message Scheduling

Another important factor concerned with the bandwidth allocation algorithm is the
generation of the grant table. The GATE message and the REPORT message genera-
tion are classified into two methods, the polling method whereby the data transmis-
sion is started by the OLT timer and the method whereby the data transmission is
started by the ONU timer. As the polling method is considered in various characteris-
tics of the Ethernet PON system, it is beneficial in scheduling the upstreaming traffic
and has many advantages.

In Figure 3 (a), receiving the REPORT message of the ONUs, the OLT in the sim-
ple bandwidth allocation performs the bandwidth allocation algorithm, so that it gen-
erates the GRANT table. This method, however, needs the DBA_TIME in order to
perform the algorithm and generate the GRANT table. So the IDLE time which does
not use the channels is wasted. The IDLE time occupies DBA_TIME + RTT. Figure
3 (b) shows the method which does not waste the IDLE time. After receiving the
REPORT message in the last ONU in the n-1 cycle, the method generates the
GRANT table. The generated table is used in sending the GATE message in n+1
cycle. Therefore, because the requested bandwidth timeslot in the n-1 cycle is allo-
cated in the n+1 cycle, the delay time is increased. In order to resolve this problem,
the DBA2 method in [9] sends the GRANT for which the ONU that requested the
small bandwidth uses the channels in advance of the IDLE time. During this time, it
performs the algorithm, and then generates the remainder of the GRANT table. This
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Fig. 3. Bandwidth allocation performance time

method functions well, when the number of the ONU which is is many. In

this case, because the bandwidth is sufficient, the DBA performance time is not im-
portant. When the traffic is not heavy in the Ethernet PON system, the situation that
has many nodes occurs. The problem is that all nodes have to wait to complete the
GRANT table, because there is no ONU which is which sends the
GRANT in advance. In fact, the case whereby the bandwidth is used efficiently, is
when the traffic is high. This causes wasting the IDLE time. This paper proposes a
method to minimize the delay and to function efficiently operate in the busy traffic of
all ONUs.
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The whole ONU number, which is possible to connect with the Ethernet PON sys-

tem, is declared in If the active ONU number is less than it is consid-
ered sufficient for the bandwidth. Accordingly, because the IDLE time does not affect
significantly the performance of the Ethernet PON, a simple algorithm is used.

Shown in Figure 3 (c), if the active ONU number is more than the IDLE

time may greatly affect the performance of the Ethernet PON. After dividing into

two equal parts, the former performs by allocating the bandwidth and the

latter performs by allocating the bandwidth. The GRANT table is generated
alternatively in the same cycle. Finally, the ONU is polled.

5 Simulation and Analysis
In this section, we analyze the simulation results of the different bandwidth allocation
algorithms presented in the previous section. Our simulation model is developed
using OPNET. We consider a PON structure with 16 ONUs connected to a tree to-
pology. The maximum distance between each ONU and the splitter is 20km. The
channel speed is considered to be 1Gbps and the maximum cycle time is 2ms. The
practical traffic generation is an important role for an accurate simulation. Therefore
we support the following traffic classes:
1.

2.

EF (Expedited Forwarding): This class has the highest priority and is a typical
voice data. EF has a constant data size of 24-bytes. Including Ethernet and
UDP/IP headers results in a 70-bytes Ethernet frame generated every The
inter-arrival time follows the Poisson distribution.
AF (Assured Forwarding): This traffic class has a lower priority than EF traffic
and is generated by VOD (Video On Demand) or video conference. AF frame size
is increased from 64-bytes to 1518-bytes and follows the uniform distribution.
The data-centric traffic such as AF is characterized by self-similarity and LRD
(Long Range Dependence). Considering these characteristics, the traffic model is
implemented in ON and OFF periods. The ON periods generate packets but the
OFF period do not (silent). Both the ON and OFF periods follow Pareto distribu-
tion, and the inter-arrival time follows the exponential distribution within the ON
periods.
BE (Best Effort): This class has the lowest priority and is the fully data-centric
traffic. This class includes http, ftp, e-mail, etc. The traffic has properties the same
as AF (self-similarity and LRD).

We simulated and analyzed the results of fixed, limited, DBA2 and the proposed
DBGA allocation method about the three kinds of the data traffic. The experiments
consider the current Internet traffic. Since a real-time service like VOD on the web
occupies 70% of the total traffic, we generated a 1:1:2 traffic rate on the EF traffic,
AF traffic and BE traffic. With that situation, we wanted to determine how the pro-
posed algorithm worked. In the implemented experiment model, we applied a strict
priority scheduling mechanism to the fixed allocation algorithm and a priority-based
scheduling mechanism to the limited, DBA2 and DBGA allocation method.

Figure 4 shows (a) the maximum delay and (b) the average delay which impact
high-priority traffic on each allocation algorithm. As shown in (a) and (b) of Figure 4,

3.
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high-priority traffic has the end-to-end delay in the order of DBGA, Limited, DBA2
and Fixed allocation methods in the load which is below 0.7. Though DBA2 and
DBGA are based on the limited allocation method, DBGA is what better than DBA2,
because DBA2 method is based on credit, and the ONU requests more data than what
is queuing currently. So, the total cycle time becomes longer.

Fig. 4. The end-to-end delay of the high-priority class for each algorithm: (a) the maximum
end-to-end delay and (b) the average end-to-end delay

Fig. 5. The end-to-end delay of medium-priority traffic class for each algorithm: (a) the maxi-
mum end-to-end delay and (b) the average end-to-end delay

Fig. 6. The end-to-end delay of low-priority traffic class for each algorithm: (a) the maximum
end-to-end delay and (b) the average end-to-end delay
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Fig. 7. The end-to-end delay of DBGA for each traffic class : (a) the maximum end-to-end
delay and (b) the average end-to-end delay

The DBGA allocation method linearly allocates additional data that are borrowed
from BE to EF. Accordingly, it does not have much influence on the entire cycle
time. Figures 5 (a) and (b) show the maximum delay and average delay in medium-
priority traffic.

Regarding the four allocation algorithm methods does not apply a special alloca-
tion algorithm on medium-priority traffic. Hence end-to-end delay is influenced by a
cycle time. Figures 6 (a) and (b) show the maximum delay and average delay of low
priority traffic. The bandwidth allocation methods, except for the fixed bandwidth
allocation method, show a similar end-to-end delay. In the fixed bandwidth allocation
method, as the load increases, the queuing data and end-to-end delay increase faster
than the others because of the unfairness of the strict priority scheduling mechanism.

Fig. 8. Throughput for each algorithm

Figure 7 represents the maximum and average end-to-end delays, when the DBGA
is applied to the bandwidth allocation method. As described in Section 3, because the
DBGA allocation method does not allocate the additional credit high-priority class, it
gives high-priority class to a part of the real request of the low-priority class. It can
prevent waste of bandwidth and keep a cycle time similar to the limited allocation
method. It can guarantee the end-to-end delay of high priority traffic. As shown in
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Figure 8, they are similar to each of the bandwidth allocation algorithms except for
fixed bandwidth allocation algorithm, That is, to guarantee QoS the cycle time must
be reduced as much as possible.

6 Conclusion

This paper dealt with the dynamic bandwidth allocation problem in the Ethernet
PON. In particular, we proposed dynamic allocation algorithm supporting QoS in the
differentiated service. The bandwidth allocation method is based on strict priority
scheduling mechanism results in increasing delays for a specific traffic class. The
method that allocates predicted credit to the high-priority service shows that it didn’t
improve the performance because of the increasing total cycle time. In order to cor-
rect this drawback, we proposed a DBGA that adds a part of the timeslot for low-
priority packets to the timeslot for high-priority packets.

When the proposed dynamic bandwidth allocation algorithm is compared with
other algorithms, it shows that the proposed allocation algorithm is much greater than
the average and maximum packet delay. Furthermore, the performance of the band-
width allocation algorithm is dependant on the cycle time as well as the timeslot size.
So, the proposed algorithm that represented the shorter-cycle time in the appropriate
range is a better performer than the long-cycle time. To verify the proposed algo-
rithm, we used the OPNET simulation tool. Further study is required to verify about
the performance in Ethernet PON, when the bandwidth is at 10Gbs. Also, we plan to
analyze the performance in the DBGA algorithm, which is adapted in the system
model using a control channel of the fixing transceiver in the WDM PON, and a data
channel of the tunable transceiver.
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Abstract. The paper proposes a layered scripting language technique
for representation and control of avatar behavior for simpler avatar con-
trol in various domain environments. We suggest three layered archi-
tecture which is consisted of task-level behavior, high-level motion, and
primitive motion script language. These layers brides gap between appli-
cation domain and implementation environments, so that end user can
control the avatar through easy and simple task-level scripting language
without concerning low-level animation and the script can be applied var-
ious implementations regardless of application domain types. Our goal
is to support flexible and extensible representation and control of avatar
behavior by layered approach separating application domains and imple-
mentation tools.

1 Introduction

With computer becoming an important part of our lives, many of our activi-
ties are achieved in virtual environment. Now, computers are not just a machine
doing simple jobs but one of the interfaces to our social activities [1]. Thus, inter-
active user inter-face techniques between human and computer which can induce
interests is becoming more and more important. The avatar is a representative
example of the interface techniques. Avatar techniques have rapidly progressed
over the recent years. Gartner group [2] selected the avatar application as the

* This work was supported by Ministry of Commerce, Industry and Energy.
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major communication technique among ten branch information which were paid
attention to in 21st century.

Today, there has been an active research on the application of avatar along
with representation and control of avatar behavior. The control of avatar espe-
cially through the control of web based language XML along with behavior of
XML based behavior script made standard representation and control of avatar
behavior feasible. Thus, various script languages that can control avatar in var-
ious purposes and environment are being researched.

In this paper, we defined XML based avatar behavior expression and con-
trol script through hierarchical approach method to provide users simple avatar
behavior control interface in various domain environment and implementation
environment.

The proposed script is made up of task-level behavior, high-level and primi-
tive motions. Each layer of script operates independently and avatar expression
and control is made possible in formal way in various domains and implementa-
tion environment.

2 Related Works

2.1 Task-Level Behavior

Task is avatar’s behavior with specific purpose or compensation [11]. For exam-
ple, avatar behavior such as ‘walk to table’ or ‘jump here to there’ is simply
not walk, jump motions itself but they have the purpose to go specific location.
Task is defined differently depending on the domain, but in the case of cyber
class domain, task can be explanation and query answer like ‘explain’, ‘answer’,
‘query’ and in shopping mall, task is ‘introducing’ and ‘selling’ a product.

The existing research using this kind of task based behaviors are STEVE [10],
CPSL [6], and Wizlow [9]. In the task based avatar system, user does not have to
ap-point complicated avatar’s behavior, and simply assign necessary tasks which
are corresponding to domain.

However, in most of the systems, task-level behaviors are dependent to ani-
mations which avatar engine offers. Therefore, task-level behavior can be depen-
dent on specific system’s low-level motion, and avatar behavior’s extensibility or
reusability, efficiency can be deteriorated.

2.2 High-Level Motion

For general users to control avatar motion by using each joint rotational an-
gle motion expression like lower level motion expression is a very difficult task.
Therefore, users should be able to control avatar without concerning low-level
animation data. The representative research of avatar high-level motion are
AML [3], CML [4], VHML [5], STEP [8], TVML [7]. All of these are XML
based and express avatar motion independently from specific implementation
environment.



A Layered Scripting Language Technique 567

The purposes and scopes of the scripts are somewhat different. In the case
of AML, it controls through parameter by calling low-level motion data from
fixed motion library like MPEG4 from the script. In the case of CML, primitive
motion is defined as tag and avatar motion is expressed as an independent script
from task domain and avatar tool. STEP is designed to control avatar’s body
through logic language and CPSL supports avatar motions for cyber teaching
environment. However, these script-ing languages represent motions by com-
plicated parameters, common users experience difficulty in controlling avatar
motion.

3 Avatar Behavior Hierarchical Representation
and Control

In this paper, behavior expression and control language is defined to control
hierarchical avatar behavior, and to gain high extensibility, convertibility, and
reusability of avatar high-level motion. We suggest three layered architecture:
task-level behavior, high-level motion, and primitive motion. The task-level be-
havior represents task oriented avatar behaviors used in various task domains
so that end user can control the avatar through easy and simple task-level user
interface. High-level motion provides abstract and parameterized actions inde-
pendent from task domains and implementation.

Also, these script languages are translated into another level of motion. The
changes in the script were to extract and analyze object information of avatar in
virtual environment and achieve appropriate interaction in virtual environment.
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Fig. 1. Overall Procedure of the Proposed System.

Therefore avatar’s task is properly performed regardless of dynamically changing
physical system of virtual environment.

The overall organizational system is shown in fig.+1 and in the next para-
graph. The role of each layer’s language and characteristics will be explained.

3.1 Avatar Task-Level Behavior

Avatar’s task-level behavior is to accomplish assigned task. For example, in
domain such as cyber education, there are demands for explanation of the con-
tents of the lecture, query and annotation of task-level behavior, and in case of
shopping mall, presentation of product and product manufacturing behavior is
needed. In this paper, the following design concept, avatar task-level behavior
to be used in various task domains is defined.

Simplicity : Easy to write by human scripter.
Abstraction : Completely abstracted from low-level concepts.
Readability : Human-readable, also machine readable.
Extensibility : Usable and extensible for various domain task environments.
Parameterization : Behaviors controlled by various parameters.
Synchronization : Sequential and parallel control of behaviors.

According to this concept, task-level script language is defined in XML DTD.
Since XML is independent and has superior extensibility, defined task-level be-
havior DTD can be applied to various domain environments, and when neces-
sary extensibility of behavior is easily achieved. DTD elements were designed as
shown in table 2.
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A task should be divided into sequence of several sub motions. For instance,
‘get the cup on the table’ task are consisted of sequence of ‘go to table’, ‘raise a
hand’ and ‘grab the cub’. Thus, formal generation technique for motion sequence
should be applied in order to convert high-level motion independently in domain
and implementation task-level behavior language, defined appropriately for each
domain environment.

According to the following process of model, motion is created to translate
the task behavior into a standardized high-level motion.

Formal Task Translation Model

Identification of target
find location of target object

Locomotive motion
identification of present avatar location
spatial distance between and
generate if

Manipulative motion
generate for

Verbal information
generate verbal speech for avatar behavior if available

Speed and intensity parameters
parameterize and for speed, intensity and duration

Depending on the proposed conversion model, task behavior is divided into
and composed of locomotive and manipulative motion. These are transformed
into lower stage, high-level motion expression.

3.2 High-Level Motion

Avatar high-level motion is not dependent on any specific domain or implemen-
tation environment, and generally has abstract expression motion. High-level
motion ex-presses and controls avatar motion with its parameters like velocity,
intensity, and direction.
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In the proposed method, for the definition of avatar high-level motion, we
analyzed the existing parameters and property in the existing high-level motion
script to draw factors for avatar motion expression.

The high-level motion expresses avatar’s name, role, and gender and contains
at least one of the motions lists. The motion list is composed of motion elements
such as motion name and parameters like space, time, intensity, and verbal
elements.

First, spatial element is divided into destination property appointing target
with hand and feet gestures and target property expressing avatar’s direction.
Time element is avatar’s speed, continuance duration of motion, repetition of
motion, and sequential and parallel motion. Intensity element is element that
stresses or changes the intensity of the avatar motion property. Finally, verbal
element is to express speech information for output of avatar’s voice and sound
effect.

These parameters are converted to lower hierarchy, primitive motion, which is
de-pendent to implementation and express physical information of virtual world.
High-level motion expresses avatar motion independently and abstractly from
task domain or implementation environment. In the proposed script (fig. 2), the
above parameters were expressed after the defined XML based high-level motion
DTD.

3.3 Primitive Motion

Primitive motion expresses avatar motion, which is provided by avatar engine
or motion library. As we mentioned before, high-level motion expresses avatar
motion in general and abstract concept. On the other hand, in primitive motion,
its format and expression changes depending on the specific avatar engine and
motion library. Expression also becomes subordinate of implementation envi-
ronment and forms a physical shape. For example, in high-level motion, motions
like is expressed in primitive
motion layer.

Fig. 2. High-level Motion Parameters.
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Fig. 3. The avatar is teaching an algorithm in cyber classroom.

4 Implementation Results

Our world represents an ordinary classroom with some components: a lecture, a
blackboard, a computer, a table, a door, walls and several lecture-related objects.
In task-level scripting language, author command the lecturer by combination
of these components and behavior. After the example script is translated to
a high-level script language by the suggested formal translator, the high-level
script will be loaded to the system and converted to primitive motions and
the avatar performs its tasks in fig. 3(a). As we mentioned before, the primitive
motion contains the physical information of the system, the same task-level script
can be properly applied even though physical structure of the virtual world is
reorganized as shown in fig. 3(b).

In addition, in different implementation environment, for example 2D en-
vironment like web, task script can be applied. Fig. 4 is an example of task
level script that was prepared using MS agent in web environment avatar con-
trol system. Because our architecture takes layered approach, application tools
and script languages are explicitly decoupled. This makes easier to apply script
language to various implementations.

5 Discussion

In this section, we are going to compare our scripting language with AML and
CPSL, mentioned in section 2. AML proposes explicit control over synchroniza-
tion of motion and speech, and CPSL is a scenario language for cyber teaching
assistant. Both languages are designed in a layered script. AML provides detailed
control mechanism for synchronization and intensity. This brings flexibility to
AML, but detailed timing information makes AML complicated. CPSL has pre-
defined animation tags. It is easy to create scenario for cyber class, in return,
CPSL is subordinated to CPSL engine and its motion database.

In order to measure the advantages of these scripting languages on creating
scenario script and comparability applied to other implementations. First, users
were asked to write down scripts for achieving 10 simple tasks by using each
scripting language. For example, the tasks are 1. open door 2. grab the cup 3.
wave a hand. Second, the scripts user made are applied to avatar implementation.
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Fig. 4. The avatar performs his tasks in the 3D and 2D web environments.

Because of no standard for avatar engine, we selected MS Agent engine with basic
motion library. Then, check the successful task achieved by the agent using each
scripting languages.

First test uses scales from 1 (the least satisfaction) to 10 (the most satisfac-
tion) to compare the difficulty of creating scenario script and spent time. Second
test also uses the same scale to compare the number of correctly accomplished
tasks. A group of 20 subjects consisted of 14 male and 6 female graduate stu-
dents participated in the experiment. An ANOVA with repeated measures was
used to analyze the result. Fig. 5 shows the results.

As shown in fig 4, the users rated that the results of the proposed system were
easier and required less time to create the script. Significant effects were found
between the spent time for the proposed script and the other script (F(2,57) =
8.98, Most of the users rated that the scripting language by the pro-
posed system were easier to create than those in the other system. In particular,
higher ratings were given for the proposed system with AML script which sup-
port complicated synchronization control. Also, the proposed system got more
number of achieved tasks. Note that CPSL has the low score because of its
implementation dependency.

Fig. 5. Subjective evaluation of user satisfaction and achieved tasks.
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6 Conclusion and Future Works

We suggested the three layered architecture consisted of task-level behavior,
high-level motion and primitive motion to provide simple interface for avatar
control at various application domains to users. Also each layer interacts inde-
pendently. Task-level behavior is explicitly separated from implementations so
that it could be reusable at different tools.

Using this approach, avatar behavior can be controlled more easily in task-
level and in high level and primitive motion, it is possible to control and express
avatar motion with great reusability and extensibility which does not depend on
implementation environment through abstract and physical expression.

In future works, an intuitive graphical user interface for the input of avatar
tasks, and avatar motion controls based on avatar-object interaction technique
are required for providing more efficient interface to users.
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Abstract. Modeling techniques tend to be found in isolated communities: ge-
ometry models in CAD and Computer Graphics and dynamic models in Com-
puter Simulation. When models are included within the same digital environ-
ment, the ways of connecting them together seamlessly and visually are not
well known even though elements from each model have many commonalities.
We attempt to address this deficiency by studying specific ways in which mod-
els can be interconnected within the same 3D space through effective ontology
construction and human interaction techniques. Our work to date has resulted in
an environment built using the open source 3D Blender package, where we in-
clude a Python-based interface, as well as scene, geometry, and dynamics mod-
els.

1 Introduction

A model is a simplified representation of the real entity in order to increase our un-
derstanding of that entity. Modeling is the process of making the model. In the mod-
eling process, we can express the model with one of the model types, such as a ge-
ometry model, a dynamic model, or an information model. On the other hand, a
multimodel [1] is a model that contains multiple heterogeneous models. Multimodel-
ing is the process that creates a human interface environment for allowing a user to
alternate and juxtapose the representations of the heterogeneous models. Ideally, we
can explore and execute these models within a 3D scene to unify our diverse model-
ing efforts. To accomplish multimodeling, we started by posing four general ques-
tions: 1) “Is there any way we can include different model types within the same
environment?”; If so, 2) “How can we connect them together seamlessly, visually and
effectively?”; 3) “How can we overcome semantic heterogeneity between the mod-
els?”; and 4) “How can we simulate the models under the multimodel environment?”
We found that the ability of creating customized 3D models, effective ontology con-
struction, and Human-Computer Interaction (HCI) techniques should help us to blend
and stitch together different model types.

We present a new modeling and simulation process called integrative multimodel-
ing [1]. The purpose of integrative multimodeling is to provide a Human-Computer
Interaction environment that allows components of different model types to be linked
to one another - most notably dynamic models used in simulation to geometry mod-
els for the phenomena being modeled. To support integrative multimodeling, the
OWL Web Ontology Language [2] is employed to bridge semantic gaps between the

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 574–584, 2005.
© Springer-Verlag Berlin Heidelberg 2005



An Integrated Environment Blending Dynamic and Geometry Models 575

different models, facilitate mapping processes between the components of the differ-
ent models, and construct a Model Explorer, which will be discussed in section 4. The
Human-Computer Interaction techniques are needed to provide effective interaction
methods inherent within the process and application of modeling. This process in-
volves designing, manipulating, and executing the model, while leveraging model
presentation and interface metaphors.

In this paper, we provide a methodology for integrative multimodeling using an
example to be discussed in section 4. Related work is addressed in section 2. The
technologies used for supporting integrative multimodeling are discussed in section 3,
and section 5 concludes the paper by discussing future research. The work we de-
scribe in this paper is an extension to the preliminary research described in [3].

2 Related Work

In the area of modeling and simulation, Dynamic and Static models can be defined as
one of the model classifications [4, 5, 6]. A dynamic model, which is compared with
a static model, represents a system as model variables in the system evolve over time.
We can represent the dynamic behaviors as one of the model types, such as Func-
tional Block Model (FBM), Finite State Model (FSM), Equation Model, System Dy-
namics Model, or Queuing Model [4]. On the other hand, a variety of geometric
model types are classified in a Graphics and CAD community. For example, Bound-
ary Representations, Constructive Solid Geometry (CSG), and wireframe models are
used to represent geometric models [7, 8].

Many techniques are being used for visualization, interaction, and navigation in
the Virtual Environment (VE). Campbell and his colleagues [9] have developed a
virtual Geographical Information System (GIS) using GeoVRML and Java 3D soft-
ware development packages. They employ a menu bar and toolbars for ease of use
because most users immediately understand how to use the menu bar and toolbars.
Kirner and Martins [10] developed the infoVIS system, which combined the Informa-
tion Visualization and the Virtual Reality techniques to generate graphical representa-
tions of the information, and Cubaud and Topol [11] present a VRML-based user
interface for a virtual library, which applied 2D Widows-based interface concepts to a
3D world. They allow users to move, minimize, maximize, or close windows by
dragging and dropping them or by pushing a button, which is usually provided in a
traditional Windows system environment. Lin and Loftin [12] provide a functional
Virtual Reality application for geoscience visualization. They employ Virtual Button
and bounding box concepts to interact with geoscience data. If interaction is needed,
all the control buttons on the frame can be visible; otherwise, they are set to be invisi-
ble so that the frame simply acts as the reference outside the bounding box.
Hendricks, Marsden, and Blake [13] present a VR authoring system. The system
provides three main modules, graphics, scripting, and events modules, for supporting
interactions. The important point is that they support a scripting-based interaction
method for non-computer expert users.

The Semantic Web [14] technologies, such as ontology languages involving RDF
[15], RDF-S [16], and OWL, are employed in a variety of communities to share or
exchange the information, as well as dealing with semantic gaps between different
domains. In an information systems community, including a database systems com-
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munity, ontologies are used to achieve semantic interoperability in heterogeneous
information systems by overcoming structural heterogeneity and semantic heteroge-
neity between the information systems [17, 18, 19, 20]. In a simulation and modeling
community, Miller, Sheth, and Fishwick propose the Discrete-event Modeling Ontol-
ogy (DeMO) [21], to facilitate modeling and simulation [22]. To represent core con-
cepts in the discrete-event modeling domain, they define four main abstract classes in
the ontology: Demodel, ModelConcepts, ModelComponents and ModelMechanisms.
Liang and Paredis [23] define an OWL-based port ontology to capture both syntactic
and semantic information for allowing modelers to reason about the system configu-
ration and corresponding simulation models.

3 Infrastructure

An ontology describes meaning of terms and their interrelationships used in a particu-
lar domain. Ontologies consist of three general elements: classes, properties, and the
relationships between classes and properties. OWL can be used to represent ontolo-
gies so that the information contained in documents can be processed by applications.
OWL has more power to express meaning and semantics than RDF, which is a gen-
eral-purpose language for representing information on the Web. RDF-S describes
how to use RDF to describe RDF vocabularies, since OWL is built on RDF and ex-
tends a vocabulary of RDF-S.

Blender [24] is a free and fully functional 3D modeling/rendering/animation/game
package for Linux/Unix/Windows systems. OpenGL-based Blender is fast becoming
the standard 3D design application, especially within the Linux community. Blender
has developed into a suite of technologies enabling the creation and replay of real-
time, interactive 3D content. The software offers a versatile animation system, con-
temporary modeling principles, advanced rendering tools, and an editor for postpro-
duction.

Virtual Reality Modeling Language (VRML) represents the standard 3D language
for the Web [25]. To be precise, VRML is not a modeling language but an effective
3D file interchange format, which is a 3D analog to HTML. The 3D objects and
worlds are described in VRML files using a hierarchical scene graph, which is com-
posed of entities called nodes. Nodes can contain other nodes, and this scene graph
structure makes it easy to create complex, hierarchical systems from subparts. VRML
also defines an event or message-passing mechanism by which nodes in the scene
graph can communicate with each other and Script nodes can be inserted between
event generators and event receivers.

The next-generation X3D (extensible 3D) Graphics specification was designed
and implemented by the X3D Task Group of the Web3D Consortium [26], who ex-
pressed the geometry and behavior capabilities of the VRML 97 in XML (eXtensible
Markup Language). We can think of X3D as an XML version of VRML with several
added functionalities.

RUBE [27, 28], which is developed within the Graphics, Modeling and Arts
(GMA) laboratory at the University of Florida, is an XML-based Modeling and
Simulation framework and application, which permits users to specify and simulate a
dynamic model, with an ability to customize a model presentation using 2D or 3D
visualizations. Two XML-based languages, MXL (Multimodel eXchange Language)
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and DXL (Dynamic eXchange Language) [27], are designed to capture the semantic
content for the dynamic model. The MXL file describes the behavior of the model to
represent the model file. That file describes a heterogeneous multimodel in an ab-
stract level, such as Functional Block Model (FBM) and Finite State Machine (FSM).
The DXL is a lower-level modeling language, which can be described with homoge-
neous simple block diagrams. It is translated into an executable programming code
for the model simulation.

4 Integrative Multimodeling

We use Blender as a 3D authoring tool for supporting integrative multimodeling and
the RUBE framework, and we use the Python scripting language for implementing an
interface, which can allow users to build their customized or personalized dynamic
models such as FBM, FSM, and Queuing Model in Blender. In addition, the interface,
which is called Blender Interface, contains other functionalities: object import/export
[29], VRML exporter [30], and ontology instance creation. The object import/export
capability is provided for users to create their customized or personalized objects. The
VRML exporter, which converts Blender into VRML objects, can be used for VRML
users. For supporting model reusability and constructing model database, which will
be shown in the next stage of Blender Interface, the ontology instance creation func-
tionality is included. This will help us to build dynamic and geometry models con-
veniently. Because all instances in an ontology can have the location information of
geometry and dynamic objects as properties, we can make the two models directly by
just clicking a proper instance button provided by Model Explorer, which is similar to
a Windows Explorer concept. We are now in a position to discuss integrative multi-
modeling and the RUBE framework using the example of the combat scene, as shown
in Figure 7. Recall that the purpose of integrative multimodeling is to provide a Hu-
man-Computer Interaction environment that allows components of different model
types to be linked to one another.

To do integrative multimodeling with simulation for the scene in 3D space, we
need the following components:

Ontology describing the combat scene explicitly
Geometry model for the scene
Dynamic model for the scene
Interaction model for Human-Computer Interactions
RUBE framework for XML-based modeling and simulation

4.1

We will explain each part with the example in the following subsections.

A Military Modeling Example

We introduce the combat scene as an example of how to achieve interaction multi-
modeling and use the RUBE framework. In this particular example, three geometry
objects represent one Unmanned Aerial Vehicle (UAV), one F15, and one Joint Sur-
veillance Target Attack Radar System (JSTARS), respectively. The objects are flying
around and communicating with each other. To avoid simulation complexity, we
simplify a simulation scenario, which means the UAV passes target information to
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the JSTARS, and then the JSTARS commands the F15 to attack the target. We can
represent the scenario as a Functional Block Model (FBM). Figure 1 shows the 2D
diagram representation for the FBM which can be modeled as a 3D dynamic model in
Blender Interface. The UAV block randomly generates boolean value (0/1) and sends
it to the JSTARS block. If the JSTARS block receives “True,” it conveys the value to
the F15 block. The F15 block counts the “True” value as the number of received
attack messages.

Fig. 1. 2D Dynamic FBM representation of the combat scene

4.2 Ontology: A Framework for Encoding Modeling Knowledge

An ontology for the combat scene is necessary to define the scene domain and for-
malize and justify connections between geometry and dynamic model components for
integrative multimodeling. To create the ontology, we employ the Protégé ontology
editor [31] and visualize the ontology using ezOWL [32]. Figure 2 shows the graphi-
cal representation of the ontology for the combat scene created by ezOWL. In Figure
2, two properties for each object, has_geometry and has_dynamic, can be found. We
can interpret it as all objects can have geometry and dynamic model components and
be interchangeable between the components in the scene domain. In addition, we
define two dynamic models, MXLforUAV_Activity for the combat scene and
MXLforIM (Interaction Model) for user interactions, which can be taken out of the
dynamic properties of the ontology and wrapped up into the models. MXL describes
dynamic model behaviors using XML syntax to represent the dynamic model. The
details will be discussed in subsection 4.4. Any instance, which will be generated in
the modeling process within the Blender Interface environment, is inserted into the
ontology so that we can implement Model Explorer and Model Database.

4.3 The Integrative 3D Modeling Process

Geometry and Dynamic Models. FOr the example, we can create or append geome-
try objects with Blender and generate dynamic objects with Blender Interface. To
avoid model complexity, we use different layers of the scene for each model. In the
first layer, we place geometry objects. The dynamic model for the scene is generated
in the second layer using Blender Interface.

To use Blender Interface, RUBE must be installed. RUBE has four folders: prede-
fined primitive, predefined theme, user-defined theme, and rube_utility folders. As the
names imply, the predefined primitive folder has primitive blender objects, such as
cube and sphere, with the corresponding MXL file for each model type, such as FSM,
FBM, or Queuing Model. The predefined theme folder contains customized and
personalized blender objects like architecture. If users want their own model



An Integrated Environment Blending Dynamic and Geometry Models 579

Fig. 2. Scene Ontology

Fig. 3. A snapshot of Blender Interface

representations, they can create an object and store it into a proper model type folder
under the user-defined theme folder using export function provide by Blender Inter-
face. After installing RUBE, the user loads “Blender_Interface.py” from rube_utility
folder on the machine and runs it. Figure 3 shows the snapshot of Blender Interface.
The user then chooses one of the model presentation types. In this example, we select
“primitive” because we represent a dynamic model as a primitive type such as cube.
Then FBM is selected as a model type. Because FBM consists of two model ele-
ments, such as Function and Transition, we have to choose one of the model elements
and then select any proper function or transition types. To represent the first block in
Figure 1, the Boolean random generator is selected as Function. If we press the “im-
port” button, we can see the corresponding object in the 3D window. To represent the
first arrow between the first and second blocks in Figure 1, we choose Transition type
and select “Arrow,” then we press the “import” button. As with the first block, the
arrow object appears in the scene. All blocks and transitions in the 2D diagram can be
generated with the same manner as previously explained. Blender Interface utilizes a
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Windows Explorer concept to provide a relatively easy way for modeling to users
since most users are familiar with Windows Explorer systems.

Interaction Model. Blender Interface provides two simulation environments,
VRML-based and Blender-based. To achieve integrative multimodeling within the
different environments, we need different approaches for making an interaction
model. An interaction model is simply a dynamic model for users who are driving the
system. We can make an interaction model as dynamic model. Figure 4 shows a 2D
representation of an interaction model for our example. If we construe the interaction
model (IM) verbally, the following interpretation is possible:

The user wants to see and know the scene by touching a sensor
The scene provides two kinds of model types, geometry and dynamic models
The two models are interchangeable
The user can choose a model type
The conversion process is achieved through morphing

Fig. 4. 2D Dynamic Model (FBM) representation of interaction model

In VRML, this interaction model is really the routing graph and a kind of dynamic
model. We can therefore build the interaction model like the scene dynamic model in
the third layer of Blender using Blender Interface since RUBE provides sensor and
transformation functions along with arithmetic functions in libraries. In Blender, the
interaction model can be built by the Blender Game Engine without making the
model explicitly. In the Blender Game Engine, there are Sensors (i.e., VRML/X3D
sensors), Controllers, and Actuators. These are used to create “Logic Brick” graphs,
which drive the interaction. We can consider the Logic Brick graphs as dynamic
models as well. Sensors are FBM blocks with no inputs (they drive or generate the
data), Controllers are FBM blocks with inputs and outputs, and Actuators are FBM
blocks with no outputs. The Game Engine can cover most interaction behaviors since
it has well-defined built-in Sensors and Actuators. If a user, however, wants more
complicated interactions, the user can handle the interactions by Python scripting
language. After creating a Python file, the user puts it in one of the Controllers and
connects the Controller with any proper Actuator. Figure 5 represents the Blender
Logic Brick graphs of the interaction model for the example.

RUBE Framework for XML-Based Modeling and Simulation. After finishing the
3D modeling processes, we can generate a simulation code for simulating the target
system from RUBE and given dynamic models. The simulation code must be
JavaScript or Python because Blender Interface provides two different simulation
environments. A user can choose his simulation environment by pressing RUBE  for
VRML, or RUBE for Blender buttons in Blender Interface. In the VRML case, the
process for 3D scene dynamic model includes five steps:
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Fig. 5. Blender Logic Brick graphs of interaction model for the example

Fig. 6. Integrative multimodeling under the VRML environment

BlenderToMXL: First, we create an MXL file for a given scene dynamic model by
gathering all segmented MXL files for the scene dynamic objects from the corre-
sponding object libraries in RUBE since the RUBE library system contains a
Blender object file and the corresponding MXL file in pairs.
MXLToDXL: Using XSLT, the MXL file is converted to a low-level MXL lan-
guage called DXL.
DXLToJavaScript: JavaScript code for simulation is generated from the DXL by
using DOM.
BlenderToVRML: Blender is transformed into VRML scene.
VRMLToX3D: Using NIST Translator and XSLT, an X3D file is created from the
JavaScript code and the VRML file.

1)

2)

3)

4)
5)

On the other hand, the process for an interaction model performs the first three
steps of the previous five steps and then the JavaScript code is merged with the final
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X3D file. Currently RUBE supports only the process for the 3D scene dynamic
model. We are still working on the process for interaction model. The VRML-based
integrative multimodeling environment of our example is created manually, as shown
in Figure 6. Two button objects, show dynamic model and show geometry model,
with touch sensors are created for user interactions. We change the transparencies of
objects to obtain the desired effect, morphing. In the Blender case, we need three
steps to generate the Python code for the scene simulation, BlenderToMXL,
MXLToDXL, and DXLToPythonCode. All steps are almost identical with the proc-
ess for the VRML case except the last one, DXLToPythonCode, which produces a
Python code instead of a JavaScript code. In the example, the generated Python code
is placed within the Controller of a dummy object so that the Actuator of the object
can distribute current simulation values to each Sensor of the dynamic blocks for
simulation. For interaction model of the example in the Blender environment, we
create two Keyboard sensors, “D” and “G” keys, two Python files for tracking object
positions as Controllers, and two IPO Actuators for the morphing effect between a
geometry model and a dynamic model as shown in Figure 5. Consider Figure 7,
which represents a conversion process with simulation from a geometry model to a
dynamic model applied to one F15, one JSTARS, and one UAV. The number in the
figure implies the result of the F15, that is, the number of received attack messages
from the JSTARS.

Fig. 7. Integrative multimodeling under the Blender environment

5 Conclusions and Future Research

We have presented a strategy for integrative multimodeling using the example of the
combat scene, and we have discussed and explained our modeling and simulation
approaches for integrative multimodeling under the VRML and Blender environ-
ments. In addition, we have shown that to perform integrative multimodeling, we
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need a scene ontology, geometry model, dynamic model, interaction model, and
RUBE framework. We have learned that effective ontology construction and Human-
Computer Interaction techniques are essential factors to support integrative multi-
modeling. HCI techniques play an especially important role in integrative multimod-
eling to connect different model types together visually and seamlessly within the
same digital environment. One of the distinct points in integrative multimodeling is
that we applied the Blender Game Engine concepts to the interaction model. In the
Blender Game Engine, as we mentioned in section 4, Logic Brick graphs consist of
Sensors, Controllers, and Actuators. We consider these elements as FBM blocks:
Sensors are FBM blocks with no inputs, Controllers are FBM blocks with inputs and
outputs, and Actuators are FBM blocks with no outputs. Thus we adopt Game Engine
schemes for implementing an interaction model.

The ontology and Blender Interface, which are used for the example, are intended
to be a starting point for integrative multimodeling. For the next stage of integrative
multimodeling, we will add an advanced interface technology, the Model Explorer, to
our current approach, as well as considering Human-Computer Interaction require-
ments, such as usability, emotion, immersion, and customization [1].
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Abstract. The major objective of this paper is to describe modeling on
the linux-based system for simulation of cyber attacks. To do this, we
have analyzed the Linux system from a security viewpoint and proposed
the Linux-based system model using the DEVS modeling and simulation
environment. Unlike conventional researches, we are able to i) reproduce
the detail behavior of cyber-attack, ii) analyze concrete changes of sys-
tem resource according to a cyber-attack and iii) expect that this would
be a cornerstone for more practical application researches (generating
cyber-attack scenarios, analyzing vulnerability and examining counter-
measures, etc.) of security simulation. Several simulation tests performed
on sample network system will illustrate our techniques.

1 Introduction

The growth of information technology and easy access to computers has enabled
hackers and would-be terrorists to attack information systems and critical infras-
tructures in the world [1]. A computer and network system must be protected to
assure security goals such as availability, confidentiality and integrity. Namely,
the complete understanding of system operation and attack mechanisms is the
foundation of designing and integrating information protection activities [2]. We
need to establish the advanced simulation methodology for analyzing the vul-
nerability, survivability, etc. of a given infrastructure as well as the expected
consequences of successful attacks and the effect of the defense policy [3].

Cohen [3], who was a pioneer in the field of network security modeling and
simulation, interestingly suggested a simple network security model composed
of network model represented by node and link, cause-effect model, character-
istic functions, and pseudo-random number generator. However, cyber attack
and defense representation based on cause-effect model is so simple that practi-
cal difficulty in application comes about. Amoroso suggested that the intrusion
model [4] should be represented by sequence of actions, however, the computer
simulation approach was not considered clearly. Wadlow [5] suggested an in-
trusion model with four classified states such as COOL, WARM, HOT, and

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 585–596, 2005.
© Springer-Verlag Berlin Heidelberg 2005



586 Jang-Se Lee et al.

COOLDOWN, but it failed to go beyond the conceptual modeling level. Nong
Ye [2] noticeably proposed a layer-based approach to a complex security sys-
tem, but failed to provide a practical modeling and simulation technique of the
relevant layers.

To deal with this, we have analyzed Linux-based system and performed Linux
system modeling using the DEVS (Discrete Event System Specification) which
is the hierarchical and modular modeling and simulation environment [6,7,8].
Unlike conventional research for security simulation that has still been at the
conceptual level or focused on statistical method, by adopting a discrete event
modeling and simulation methodology, it is possible to i) reproduce the detailed
behaviors of cyber-attack, ii) analyze concrete changes of system resource ac-
cording to cyber-attack and iii) expect that this would be a cornerstone for
more practical application researches (generating cyber-attack scenario, analyz-
ing vulnerability and examining countermeasures, etc.) of security simulation.

2 Brief Descriptions on DEVS Modelling
and Simulation Environment

The DEVS formalism is a theoretically well-grounded means of expressing mod-
ular discrete event simulation models developed by Zeigler [6,7]. A DEVS is a
structure:

X means the set of events that occur outside the system. Y means the set
of output variables. S means the cross product of definition areas of state vari-
ables and means the sequential snap shot of system according to
time progress. is defined as the time allowed to be at the state s unless
system doesn’t get external events. is defined as the function that explains
the change of the state of model according to time progress when there are no
external events. is defined as the function that represents the change of the
state of model by the events occurred in the outside of the system. is defined
as the output of the system in the state The DEVS environment supports
building models in a hierarchical and modular manner, in which the term “mod-
ular” means the description of a model in such a way that is has recognized
input and output ports through which all interaction with the external world
is mediated [6,7,8]. This property enables hierarchical construction of models so
that the complex network security models can be easily developed.

3 Security Modelling for Linux-Based System

In the ever-changing world of global data communications, inexpensive Internet
connections, and fast-paced software development, security is constantly being
compromised. Linux system being similar to Unix in mechanism is open-source.
That means that the source code of the operating system is available – any-
one can view the source code and examine it, modify it, and suggest and make
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changes to it. So, many hacks, exploits and network security tools are writ-
ten on Linux because it’s readily available [9]. Therefore, in the modeling on
information systems based on various operating systems, the modeling of Linux-
based systems can be effectively applied to analyzing hacking mechanism through
cyber-attack simulation, analyzing vulnerability and studying countermeasures.

3.1 Linux-Based System Model Design

We have tried modeling through the abstraction and detailing of components
and functions of Linux system from the security viewpoint on the basis of DEVS
framework. Also, we have performed modeling of command level to analyze the
detailed behavior of the system against cyber-attack.

Fig. 1 shows the security model structure for Linux. As shown in Fig. 1, a
Linux system model that can become coupled with Attacker Model is divided
largely into Kernel Model that represents Operating System and Process Models
that represent application services. Kernel Model again consists of Network Man-
ager Model, File System Manager Model and Process Manager Model. Process
Models are subdivided according to the provided functions into various service
models including the FTP Model, the Telnet and the Http Model, etc. Like this,
hierarchical modeling of Linux system has an advantage of low complexity for
modeling and has a merit that can consider concretely security factors in every
model.

The explanation of general flow of the proposed Linux-based System is as
follows. First, if Linux-based System Model receives the packet from Attacker

Fig. 1. Security Model Structure for Linux-based System.
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Model, it transmits the packet to the Network Manager Model in Kernel Model.
Network Manager Model performs network connection. If network connection
is normally done in Network Manager Model, the packet is transmitted to
Process Manager Model. Process Manager Model confirms that the packet is
from an already-connected user, and if not, it creates a new process and saves
that information in Process Map. Like this, after the allocation of process is
completed, Process Manager Model confirms an appropriate service and trans-
mits the packet to an appropriate Process Model. Then Process Model confirms
whether the command included in it is right, transmits the packet to Interpreter
Model, and receives pre/post condition according to commands from Interpreter
Model, which transmits the result of query of Command DB to Process Model. If
pre/post condition received from Interpreter Model needs to access a file system,
Process Model transmits that to Process Manager Model. And Process Manager
Model transmits the packet to File System Manager Model. File System Manager
Model performs various functions related to file including searching requested
file, destroying file, etc. Finally, processed result is transmitted to outside in
opposite order.

3.2 Network Manager Model

Network Manager Model consists of models coming under OSI 7 layer. This
performs functions like creating packets and transmitting them outside or inside,
and processing them. Models composing Network Manager Model are as follows.

3.2.1 Link Layer Model
Link Layer Model examines physical address (MAC Address). If that is normal,
this model transmits the packet to Network Layer Model that is the upper layer.
The DEVS representation of Link Layer Model is as follows.

Let’s explain above pseudo code according to DEVS formalism. ’passive,
’active, and ’b-active of state variable come under S that shows the state set of
models. Packets inputted from the physical layer model and network layer model
come under input event set X. The external transition function that represents

examines if the MAC address of input packet is right and maintains the
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state of ’active during processing-time defined as when state is ’passive and
packets come from physical layer model. And, if external input comes from the
network layer model, it maintains the state of ’b-active. The internal transition
function that represents changes the state into ’passive when the state is
’active or ’b-active. The output function, transmits packets to the network
layer model when the state is ’active and it transmits them to the physical layer
model when the state is ’b-active. Here, packets that are transmitted to outside
through output function come under output event set Y.

3.2.2 Network Layer Model
This analyzes the content of packet transmitted from Link layer Model with
IP lists of permitted users, examines the source IP of the packet, and decides
whether or not the user is a permitted. If not, an error message is sent. The
DEVS representation of Network Layer Model is as follows.

3.2.3 Transport Layer Model
This confirms the requested service with port number. If the requested service is
offered, this transmits packet to Application Layer Model. If not, error message
is sent. The DEVS representation of Transport Layer Model is as follows.
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3.2.4 Physical Layer Model and the Remaining Higher Layer Models
These are abstraction models of basic function and play a middleman role be-
tween the high layer and the low layer. The DEVS representation of these models
is as follows.

3.3 File System Manager Model

File System Manager Model has the information about important files and direc-
tory related to security in Linux system. And it decides the process of requests
like as read, write and delete according to file permission and sends the result.
Each file has file name, file size, file type, file permission, file ownership, group
ID, saved location, and current state which is working or idle, etc. and it is
saved on Inode-Table. The file requested from external is processed according
to various environment variables and file information saved on Inode-Table. The
DEVS representation of File system Manager Model is as follows.

3.4 Process Manager Model

Process Manager Model saves, manages and schedules information about pro-
cess. Process Manager Model has individual process information including pro-
cess ID(PID), current user ID, provided service name and process state in process
map so that it connects with an appropriate process properly whenever requests
enter. The DEVS representation of Process Manager Model is as follows.
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3.5 Process Models

Process Models consist of various service models performed according to user’s
service requests. For example, Process Models can consist of Telnet Model that
offers remote connection service, FTP Model that offers file transmission service
between two ends, Http Model that offers web service, Send-Mail Model that of-
fers electronic mail service, Router Model that passes packet to other network or
objective component model, Firewall Model that blocks illegal packets, and IDS
Model that detects illegal intrusion from outside, etc. Among Process Models,
the DEVS representation of Telnet Model is as follows.

3.6 Interpreter Model

Interpreter Model analyzes the command being in the input packet and obtains
pre-condition and post-condition through Command DB. Command DB can be
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created by command-level modeling, which is accomplished by grouping and
characterizing of commands that are used in various services. Table 1 shows an
example of command-level modeling using pre/post-condition representation in
Linux. Here pre-condition represents the condition for executing the command,
output represents the results by command execution, and post-condition repre-
sents the changed properties after command execution [10].

The DEVS representation of Interpreter Model is as follows.

3.7 Attacker Model

Attacker Model performs attacks by changing resources of the target system ac-
cording to various cyber-attack scenarios. Cyber-attack scenario is expressed by
command set, which is the sequential list of continuous commands using appro-
priate vulnerabilities. Command set of attack scenario is shown in Table 2 [11].

Attacker Model transmits each command being composed of a cyber-attack
scenario to target system sequentially and receives processed results and the state
of target system. The DEVS representation of Attacker Model is as follows.
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4 Case Study

We have built models of a simple sample network to analyze concrete changes of
Linux system against cyber-attack and performed many simulations about this.
Fig. 1 shows a sample network and it consists of previously explained Linux
System Model and Attacker Model. Network between two models is omitted.
As shown in Fig. 1, Attacker Mode sends a packet including the command of
cyber-attack to Victim Host and receives the result of processing from the victim
host.

Table 3 illustrates the simulation result using the cyber-attack scenario in
Table 2 that gains root authorization by using files that set Setuid due to the
error of configuration. Here, ‘Clock’ means the simulation time and ‘Model’
means the model changed at that time. ‘What’ means commands processed in
Model, and ‘Remark’ means the supplementary explanation about ‘What’. Let’s
take a look at simulation processing briefly. First of all, Attacker performs login
by telnet connecting to Victim Host. If the command packets of telnet and login
come in Victim Host, the packets are transmitted to Process Manager Model
through Network Manager Model. And Process Manager Model creates and saves
a new process in Process Map that saves and manages process information. Let’s
suppose there is a file called prog1 that performs automatically “ls -al” which is
one of telnet commands by searching for files having setuid permission for attack.
Attacker moves to tmp directory and transmits “cat > ls /bin/sh” command
packet to Victim Host to create an executable file, ls, being able to start /bin/sh.
At this time, ls file is created with “rw–r– –r– –” access right according to the
default setting. Attacker sets the executing right of ls file through “chmod 755 ls”
and changes the value of PATH into a value that starts ls file in tmp directory.
Finally, Attacker performs prog1 and /tmp/ls set in PATH, that is, ls make
by Attacker is performed. Then /bin/sh is started and Attacker gains shell of
root-authorization.

Through analyzing cyber-attack simulation results, we can know the mecha-
nism of cyber-attack that gains root-authorization by using the file having setuid
permission and executing the file of malicious code from the attacker. Also, as a
defense strategy, we can prevent cyber-attack by removing the file having setuid
permission and limiting execution of user’s file. Meanwhile, vulnerability can be
considered the state of system resource. For example, when ‘Clock’ is 20.3 in
Table 3 there is vulnerability that a file of malicious code can be executed by



594 Jang-Se Lee et al.



Linux-Based System Modelling for Cyber-attack Simulation 595

changing permission. Namely, it is possible to analyze vulnerability quantita-
tively by defining the degree of resource’s change related to system vulnerability
[11]. Also, cyber-attack can be defined as command set that can transform the
normal state of target system into the state that has vulnerability. Therefore,
unknown cyber-attacks can be explored by performing simulations of all possible
occasions on the proposed Linux-based System Model [12].

5 Conclusions

This study have discussed on the modeling on the linux-based system from a
security viewpoint. To do this, we have analyzed Linux system and designed
the Linux-based system model in hierarchical fashion using the DEVS modeling
and simulation environment. Unlike conventional research for security simulation
that has still been at the conceptual level or focused on statistical method, by
applying a discrete event modeling and simulation methodology, it is possible to
i) reproduce the detailed behavior of cyber-attack, ii) analyze concrete changes
of system resource according to cyber-attack and iii) expect that this would be
a cornerstone for more practical application researches (generating cyber-attack
scenario, analyzing vulnerability and examining countermeasures, etc) of security
simulation. In the foreseeable future, research for the vulnerability analysis of
various information systems will have to be continued by detailed modeling of
systems based on different operating systems.
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Abstract. This paper introduces rule-based reasoning (RBR) Expert
System for network fault and security diagnosis and a mechanism for op-
timization. In this system, we use agent collaboration mechanism which
is the process that the system gathers network environment data from
distributed agent. Collaboration mechanism make accurate diagnosis by
making inferences based on the results of various tests and measure-
ments. Additionally, we consider optimization of the system. In some
comprehensive systems like network fault diagnosis system or system
using decisive loops reasoning, so much more studies on its reasoning
time are necessary. So we consider reasoning time and rule probability
to optimize the system. For our purpose, rule reasoning time estimation
algorithm will be used, with the simulation, where a comparison with
the previous rule-based fault diagnosis system is possible.

1 Introduction

The Internet appeared to make a noticeable advancement, based on recent com-
puter telecommunication technologies and data telecommunication technologies.
Besides, a variety of network equipments organizing the internet and systems
linked to the equipments have increased in complexity and scale. With the ex-
tension of internet, it is extremely difficult to manage the network faults. Further
more the cost by network fault emerges critical problem in business area. To cope
with above problem, rule based approach to network fault is previously proposed
[1, 4, 9–12]. The LODES system is one of the systems that are using the RBR to
control the network errors. LODES system is capable of examining the error, but
it does not have the ability to control and recover the errors [1]. Cisco proposes
TCP/IP network diagnosis tool using ping, traceroute and packet debugging.
And Lucent suggests network fault management software, which is real time
network fault detection tool. But these systems are not enough to detect and re-
covery network fault problem accurately, especially network security, because of
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their methodological model. Therefore, we suggest rule based network fault and
security diagnosis expert system with agent collaboration and its optimization
algorithm that can be used other rule based system.

Chapter 2 will cover the collaborative process among agents of the RBR
Expert System. In Chapter 3, rule reasoning time estimation algorithm is de-
scribed. Finally, there will be a comparison of the agent collaboration model with
existing model and a proof of rule reasoning time estimation algorithm through
simulation.

2 RBR Based Network Fault Diagnosis
and Recovery System

2.1 RBR Fault Management Algorithm
Through Collaboration Among Agents

The RBR Expert System introduced in this study analyzes the causes of some
possible faults and recover them through collaboration among agents shown in
Fig. 1. This would heighten the reliability for an analysis of network fault. For
an application of rules based on collaboration as mentioned above, the following
introduces the four types of agents. The first is the T-Agent which is detect
network fault and is suppose to solve network problems. It analyzes network
fault through rule base hypotheses which may require another agents to send
information about their own network information. The second is the F-Agent
that resides on the same network in which the T-Agent is. The F-agent pro-
cesses rule requested by the T-agent and then return the result. The third is
the R-Agent which is a portal agent for agents in another network. The R-agent
plays a role in gathering test result from another network. A example can be
shown in Figure 2. When one host can’t have access to destination host through

Fig. 1. Rule processing using agent collaboration.
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Fig. 2. Summary of network fault and security diagnosis and recovery rules.

a given router, another neighboring host will be requested for its test to secure
accuracy. When one agent detects a network fault, it carries out rule-based net-
work fault diagnosis algorithm, if necessary, requesting for collaboration from
another agent. The agent requested for its collaboration transmits information
about its own information after its proper action. The information is used to
diagnose faults and, if possible, recover them.

2.2 Summary of Network Problem Diagnosis and Recovery Rules

The RBR Expert System for Network Diagnosis and Recovery works itself based
on its rule base when faults occur. Its rules can be divided into 7 sub-rule sets
according to their actions. Fig. 3 shows the summary of network fault diagno-
sis and recovery rules. Sub-rule sets are DCCFD,DCCFR(Default Connectiv-
ity Configuration Fault Detection and Recovery), NEFD(Network Environment
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Fault Detection), RCFD,RCFR (Routing Con-figuration Fault Detection and
Recovery), NSCFD,NSCFD (Name Service Con-figuration Fault Detection and
Recovery), IDPCFD,IDPCFR (Internet Demon Process Configuration Fault De-
tection and Recover) and ADCFD,ADCFR (Application Demon Configuration
Fault Detection Recovery). The sub-sets except for NEFD can be classified into
diagnosis rules (Rule x1xx) and recovery rules (Rule x2xx). NEFD contains only
diagnosis rules. DCCFD,DCCFR is a Rule-set that diagnoses the status of NIC,
the cable, IP addresses and subnet mask including the basic connection config-
uration of a system. SWPD is a rule-set that find week point of host based on
security policy. For example, by checking DNS query rate or CPU rate, agent
can find the possibility of warm virus or attack. The whole rules can be found
in [2, 3, 5].

3 Efficiency Enhancement of Rule-Based Expert System

3.1 The Model of Improved Rule-Based Expert System

In this study, To implement rule base, we adopt the tree structure similar to
B-tree which supports various basic dynamic set operations including Search,
Predecessor, Successor, Minimum, Maximum, Insert, and Delete in time propor-
tional to the height of the tree [6, 7]. Additionally, we devise the object, called
controller, which manipulates the rule base. In Fig. 4, there is the controller
that manages the rule set. The controller has some factor of each rule set, and
based on this factor rule’s application order is decided. Each rule set is applied
according to the rule application order, in which the controller has defined and
the result is reported to the controller. If the relevant fault is recovered, it adds
the number of recovery that it has made itself. Whereas not, the switch applies
the next rule set. If we define the rule’s application order through this method,
the frequency of each fault is recorded whenever a fault occurs so the time used
to diagnose and recover a specific frequently occurred fault could be reduced.
Keeping record of the frequency of the fault is similar to the learning effect
of this system. A performance improvement could be expected by peripherally
apply-ing the diagnosis rules that are fit to the characteristics of the relevant
fault through an estimation of the characteristics of fault within the system or
the network, in which the fault diagnosis and recovery system is installed. Fig-
ure 5 shows the actual implementation of the rule and each diagnosis rule module
through c-like code. Each rule object stores some information to be used in re-
ordering. Information about the rules could refer to its probability and reasoning
time. The time taken to test the hypotheses of the rules varies among them, by
means of which their applied order is determined, affecting the optimization of
the whole system [8].

3.2 Reasoning Time Estimation Algorithm

To find network faults, the system needs to check the rules in rule-base one by
one. From the aspect of optimization, the system can be improved by reducing
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Fig. 3. Data structure of Rule-Base.

Fig. 4. Controller function.
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the process-ing time and rapidly search for an appropriate rule to solve net-
work problems. But the processing time is under the influence of the network
environment which cannot be controlled by the expert system. Therefore, in the
RBR Expert System, the fast search for the diagnosis rule helps optimization of
the system, for which the reasoning time and the probability of a specific fault
happen within the networks(rule probability) serve as a factor to be considered
for the re-ordering. To measure reasoning time of each rule, we must closely de-
fine the procedure of the rule. In our network fault management system, there
are three different kinds of rules. That distinction depends on that the rule re-
quires network information gathered by agent collaboration. They are the rule
which doesn’t need network information from other agents, the rule which needs
F-Agents information and the rule which needs F-Agents and R-Agent infor-
mation. For now, on a basis of the message-exchange processes described above
(Fig. 1), the rule processes time will be covered. Processing the rules without
helps from neighboring agents will require as much as the time taken to process
rules within a system. When it comes to the rules requiring helps from other
Agents, the whole rule reasoning time is that the time of the rule reasoning time
in each agent plus the time taken for messages to be transmitted to agents. Thus,
the whole rule reasoning time could be formulated as follows:

: rule reasoning time in T,F,R’-Agent
: round trip time from R-Agent to T-Agent, R-Agent to

R’-Agent
R’-Agent : R-Agent in another network

Where refers to the time taken to process rules by T-agents and rtt
is the round trip time which means the time taken to transmit messages among
agents. After rule reasoning time Estimation, the controller records the whole
rule reasoning time to the controller in Fig. 4, which is used to determine the
applied order of rules after net-work fault diagnosis and recovery. Followings are
rule reasoning time estimation algorithm which was derived from [7, 8].

Assume that there are s pieces of rules in rule base. The reasoning time of
each rule is

Assuming that the initial probability of each rule during the reasoning process
is and the followings are conditional probability of rules.
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Blow we define

Initial step, We can estimate that expected reasoning time of ith rule is

Second step, We can estimate that expected reasoning time of ith rule is

Every time network fault occurred, controller estimates rule reasoning time
by above process and reorder the sequence of rules.

4 Experiments and Study

In First experiment, there was a comparison of network fault detection and
recovery ability of the proposed model with that of the other model. In next
experiment, we will show how much improved with reasoning time estimation
model.

4.1 Experiments 1

Table 1 shows comparison of proposed model and other models. Network con-
figuration and network device problem can be easily detected by above models
because the problem occurred in host itself. But Invisible Network node failure
can be detected by only proposed model because it needs not only information
of test host data but also information of other agents. In case Service Level De-
tect, assume that default router has different policy to each host. By comparing
packet rate in other agents, it is possible to detect service level. With this data,
the system can conclude that the host has low data rate because of default router
policy.

4.2 Experiments 2

The followings are the experimental results that indicate the improvement of the
system. Assume that there are 100 rules in the rule base used for the experiment.
The 100 rules were divided into 100/6 sub-sets of rules. In addition to that, the



604 Siheung Kim et al.

whole rule reasoning time was randomly set to fit the sub-sets. For example, In
the case of the rule sets for routing configuration fault diagnosis, their whole
rule reasoning time was engineered to be 20m seconds on the average and 2
in variance. On the condition that network faults can be always diagnosed by
diagnosis rules, their types were set to range from type 1 to type 100 where
they were made to happen in accordance with normal distribution of 50 on the
average and 5 in variance. Followings are the assumption used in experiments.

There are 100 types of the network faults.
Network fault occurred at the rate of the normal distribution, (average =
50, variance = 5)
All network faults can be solved by the rule in the rule-base.
All network faults match each rule one-by-one.
Rule processing times followed by the rule set definition are distributed 0 to
20 randomly.

Fig. 5 shows a part of data where the number of the network faults amounts
to 100 faults. In the case that normal system after 100 times of the network
faults, the average was 0.46 seconds, and where system with rule reasoning time
estimation algorithm, the average refers to 0.28 seconds.

5 Conclusion

This study proposed the model that diagnoses and recovers the network fault and
network security problem through the collaboration of agents and its optimiz-
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Fig. 5. Rule processing using agent collaboration.

ing algorithm. To make accurate network fault analysis, we devise collaboration
mechanism which is based on distributed agents. The agents are divided into
T-Agent, F-Agent, and R-Agent according to the location of the network, and
diagnose and recover the network fault occurred in host through the process
collaborating in the form of query and answer. Moreover, it reports concerning
the network configuration model based on RBR. As well as fault management
model, we mainly discuss how to optimize the system. For such purpose, collabo-
rations among agents within networks, and the methodology of re-ordering rules
of rule base with controller between the drive part of the system and the rule
base were utilized. Such factors as the probability and the rule reasoning time
of the specific types of faults within networks were used to determine the order
of the applied rules, and the data in comparison those of the existing system
were brought forth as a proof of optimization. Finally, the future study should
pursue combining the RBR Expert System with other reasoning systems and
extend rule base so that the former could heighten the ability of network fault
diagnosis, and with NMS(Network Management System) so as to strengthen the
aspects of network management.
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Abstract. We propose the use of discrete event system specification
(DEVS) in the transient time analysis of network security survivability.
By doing the analysis with the time element, it is possible to predict
the exact behaviors of attacked system with respect to time. In this
work, we create a conceptual model with DEVS and simulate based on
time and state variables change when events occur. Our purpose is to
illustrate the unknown attacks’ features where a variety of discrete events
with various attacks occur at diverse times. Subsequently, the response
methods would be performed more precisely and this is a way to increase
the survivability level in the target environment. It can also be used
to predict the survivability attributes of complex systems while they
are under development and preventing costly vulnerabilities before the
system is built.

1 Introduction

Survivable Information System is intended to tolerate the mission critical func-
tions in face of known and future attacks. It is very critical to simplify design,
model and analysis of such a system. This work emphasizes the transient time
analysis of survivability using Discrete Event System specification (DEVS) to
predict the exact behavior in a system with respect to time. We have studied
the rejuvenation as a proactive approach of survivability [1, 2]. To perform the
rejuvenation, the timing is incredibly important. Our approach is dynamic sys-
tem where a variety of discrete events with various attacks occur at diverse times
and our system will respond to those events. Survivability system with unknown
attacks’ features cannot be precisely illustrated by a mathematical model that
can be estimated analytically. DEVS can be used as the core formalism, in or-
der to enable proof of correctness. EASEL [5, 6] is currently a discrete event
simulation language with limited support for continuous variables. Moitra et.al.,
[7] were modeling survivability of networked systems. They developed a model
to evaluate the tradeoffs between the cost of defense mechanisms for networked
systems and resulting expected survivability after a network attack. They men-
tioned a major need in survivability management is for more data collection so
that managers can better assess survivability and security and can make better
decisions regarding the costs and benefits of alternative defense strategies for

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 607–616, 2005.
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their systems. Chung et.al., [3] had simulated intrusions in sequential and par-
allelized forms and they presented an algorithm for automatically transforming
a sequential intrusive script into a set of parallel intrusive scripts, which sim-
ulate a concurrent intrusion. But parallelizing an intrusive script is difficult in
practice because of the rich set of shell-level commands and various constructs
supported by the script language. F.Cohen [4] presented cause-effect model. He
discussed the limitations on modeling and simulation such as limits on accuracy
of the models, limits on the accuracy of the data upon which the simulation is
based and the ability to explore the simulation space through the use of multi-
ple runs of the simulator through the space. Based on those related and relevant
approach, our goals in this work are

to create a conceptual model that emphasizes events and their relations to
one another with DEVS,
to simulate based on time and state variables change when events occur
rather than the way normal time changes continuously,
to evaluate the survivability of systems and services, as well as the impact
of any proposed changes on the overall survivability of systems, and
to simulate the effects of attacks, accidents, and failures, and can be used to
predict the survivability attributes of complex systems while they are under
development, preventing costly vulnerabilities before the system is built.

In this paper, first we describe our proposed model and then we give a brief
introduction to DEVS. In section four, we denote DEVS Simulation and Network
Security Survivability.

2 A Proposed Model

We have studied the fusion method for survivability (Fig. 1) and we have im-
plemented some modules in our previous work [1]. We had solved the second
portion of our work, transient state analysis, using semi-Markov process and

Fig. 1. A Proposed Model.
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Weibull distribution function for survivability in our previous work [2]. In this
work, we address the transient time analysis using DEVS and our experiences
show that DEVS can be used as the core formalism, in order to enable proof
of correctness rather than illustrating by a mathematical model that can be
estimated analytically.

We consider five states such as healthy state, monitoring state, infected state,
rejuvenating state (schedule and ad hoc) and failure state. As shown in (Fig. 1),
the system would get back to healthy state, even after infected, by means of
three ways (solid lines). And the system would be totally failed in three ways
(dotted lines). We analyze these two situations with two models, named, Healthy
Monitoring Rejuvenation (H-M-R) model and Healthy Monitoring Infected Re-
juvenation (H-M-I-R) model.

2.1 DEVS Formalism

DEVS is the formalism that allows a modeler to specify a hierarchically de-
composable system as a discrete event model that can be later simulated by a
simulation engine. In DEVS, we have to specify the atomic models and the cou-
pled models. Detail descriptions of the atomic model, coupled model and DEVS
formalism can be found in [8, 9].

2.2 DEVS Simulation and Network Security Survivability

The most important purpose of DEVS formalism is that it provides a formal way
of how discrete event languages specify their discrete event system parameters.
By doing the analysis with the time element involved in it, it is possible to see
the exact behavior of an event in time. Therefore we utilize DEVS to analyze
the transient time in network security survivability.

The most important security approach for the survivable system is to provide
third generation security (3GS) mechanisms. We have constructed our 3GS strat-
egy and methodologies and we illustrate it with the system entity structures, a

Fig. 2. System Entity Structures for Network Security.
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Fig. 3. Pruned Entity Structure of 3 GS.

Fig. 4. DEVS models for Transient Time Analysis.

structured knowledge representation scheme (Fig. 2). The root entity network-
security has an aspect node that implies the descendants (1GS, 2GS and 3GS)
can be coupled.

Pruning is required to create a pure SES, no specialization and at most one
aspect under each entity. (Fig. 3) shows a Pruned Entity Structure (PES) of 3
GS. It specifies a hierarchical discrete-event model, which is reduced structure
by pruning the SES according to the objectives of our study. In this work, we
address transient time analysis with DEVS. (Fig. 4) shows an overall system
model of H-M-R and H-M-I-R.

Our response methods for network security survivability are schedule reju-
venation and ad hoc rejuvenation. In the next section, we model and simulate
these behavior atomic models.

2.3 Transient Time Analysis
on DEVS-Based Schedule Rejuvenation Model

We have collected the features from the event list and it has prepared by using
classifiers [1]. In the simulation cycle, we insert the features to monitor the
system. And there has an international transaction and it will output as alerts.
Since the output is normal-alerts then the simulation will end by performing
schedule rejuvenation. And we evaluate the performance for this model.
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Fig. 5. State Transition Diagram of H-M-R model.

DEVS-Based Pseudo Code of Schedule Rejuvenation Model
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Fig. 6. Time-line analysis of H-M-R model.

Fig. 7. State Transition Diagram of H-M-I-R model.
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2.4 Transient Time Analysis
on DEVS-Based Ad Hoc Rejuvenation Model

In this model, we have considered the ad hoc rejuvenation method, as the output
is abnormal-alerts. We implement the event manager, which can give the decision
in the specific infected cases. Each type of event has its own routine, to be run
when the event takes place.

DEVS-Based Pseudo Code of Ad Hoc Rejuvenation Model

3 Simulation Results for Network Security Survivability

The presented experiment demonstrates the network security Survivability with
H-M-R and H-M-I-R models. 41 Collected features [1] are inserted from the event
list and the simulation cycle will be in processing time while it was monitoring.
Depending upon the output alerts the elapsed time will be varied case by case.
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Fig. 8. Time-line analysis H-M-I-R model.

Simulation Results for Network Security Survivability H-M-R Model
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Two models of network security survivability are verified using the time-
line analysis and the coupled model information. From this analysis, we get the
useful information such as the system behaviors, how much time to wait before
applying the schedule or ad hoc rejuvenation and how a system responds to each
event.

4 Conclusion and Further Works

We applied DEVS formalism to analyze the transient time of Network Security
Survivability and developed an associated simulation environment by employing
execu-tion of H-M-R and H-M-I-R models. We have utilized DEVS not only for
predicting performance but also for analyzing behavior of complex system. In
Section 4, DEVS time-line analysis is used to design and analyze the behavior of
the models. We used the DEVS couple model specification to create a coupled
model. Using DEVS, we are able to have as a feature of time in the design
and analysis. It helps us how a system responds to an event, and it also guides
us the behaviors of the system. We can fully analyze the transient time before
performing our response methods to each attack. This work is a paradigm of
property-based types. And our models are discrete event simulation with limited
support for continuous variables in arbitrary time. These models use arbitrary
time units. While the time units are thought to be relatively consistent, further
work is required for validated real-world values. We are implementing the real
time simulation that will represent the network security survivability to handle
non-deterministic event time models.
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Abstract. A variety of activities like commerce, education, voting is taking
place in cyber-space these days. As the use of the Internet gradually increases,
many side effects have appeared. Therefore, it is time to address the many trou-
bling side effects associated with the Internet. In this paper, we propose a
method of prevention of adult video and text in Peer-to-Peer networks and we
evaluate text categorization algorithms for Peer-to-Peer networks. We also sug-
gest a new image categorization algorithm for detecting adult images and com-
pare its performance with existing commercial software.

1 Introduction

The rapid distribution of high-speed Internet and the development of Internet tech-
nology made it possible for us to engage in many cyber-space activities. As the re-
sults, the total sales of e-commerce now exceed than those of Television-home shop-
ping. Moreover there has been dramatic decrease in traditional mail correspondence
due to the ubiquity of email. Also Internet messenger and video chatting have become
new communication alternatives. As the Internet becomes a necessary part of many
daily lives, many side effects of the Internet have appeared. For example, spam mail
affects nearly everyone who uses e-mail. There are more serious examples such as the
exposure of children to pornography and the propagation of anti-social information
such as suicide and terrorism. Thus, It is increasingly important to take innovative
measures in order to mitigate deleterious side effects [1, 2].

Until now, most computer security systems have concentrated on the defense of
the computer itself, for example defense against computer viruses, Distributed Denial
of Service (DDOS) attacks or on the encryption of information for a secure commu-
nication. However, in order to prevent the exposure of harmful content from reaching
children information needs to be detected and prevented automatically. Many compa-
nies have already operated the monitoring system in their intranet for precaution of
leakage of secret information. But it is illegal from the viewpoint of the law to detect
private information. So our system implementation for the purpose of detecting and
preventing harmful information is automatically done on PC only when user agrees.

In this paper we implemented a system that identifies adult video and text contents
in Peer-to-Peer (P2P) networks and isolates them automatically. This system detects
and blocks the harmful information in P2P networks on personal computers by text,
image and video categorization.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 617–626, 2005.
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The rest of this paper is organized as follows. In Section 2, we discuss related
work regarding the harmful information filtering and the information categorization.
Section 3 presents the behavior of our system and its components. The results of our
study appear in Section 4, and the conclusion and references to future work in is dis-
cussed in section 5.

2 Related Works

Harmful information filtering technology has been used in Internet filtering software
like parental control. The technology is divided into two ways: the pre-processing
method and the post-processing method. The pre-processing method uses a harmful
site Uniform Resource Locator (URL) database. When a user tries to access any site,
the site URL is compared with URL database to decide whether the site is harmful or
not. If the database replies that the site is harmful, the system blocks access to that
site.

The post-processing method monitors incoming and outgoing traffic in real time
and inspects the traffic contents like text, image and video. If the traffic has any
harmful content, that session is closed. The merit of pre-processing lies in the accu-
racy and the speed of detection. Because harmful site databases are automatically
categorized by machine learning algorithms such as SVM (Support Vector Machine),
MLP, and kNN and verified by an administrator, the pre-processing method has
greater accuracy than post-processing in general. The weakness in pre-processing is
that the databases may not have all the harmful site information and it is possible for
information about harmful sites to be inaccurate because site contents may have
changed. The merit of post-processing is that it does not need a database server or the
assistance of humans. The system can decide the harmfulness of site by itself. The
defect of post processing is low correctness and slowness. Because post processing
decides the harmfulness of contents in real time by automatic categorization, it is less
accurate and it inspects real time traffic contents by hooking the network traffic, so
user may feel that it is slower.

The method of making databases of harmful sites describes in detail [3]. In [3],
system uses text, images, and the URL name for feature vector to make harmful site
databases.

In this paper, we use a new post-processing method to prevent harmful contents in
P2P networks. P2P networks are a new way to distribute harmful content like pornog-
raphy, violence, and illegal software [1,2]. Preventing harmful content in P2P net-
works differs from blocking the harmful site in the technical viewpoint. In this paper,
we discuss these differences.

The current goal of harmful information filtering is to improve the accuracy of
automatic categorization of contents. The automatic categorization of contents can be
divided into a text and an image categorization [3]. The former has been studied in
information categorization and retrieval in many ways. And the previous methods in
text categorization field can be used to achieve good performance [4,5,6]. Specially,
the text categorization for a harmful information filtering can achieve greater per-
formance. But we cannot expect good performance of the previous methods in P2P
networks because we can use only several words that are the result of file search
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query and are composed of file name, type and size. In this paper, we find optimal
solution for text categorization algorithm in P2P networks.

Recently, methods of categorizing harmful images based on its contents have been
studied in many ways. There are two main ways. The one is finding adult images
using image retrieval feature in Content Based Image Retrieval (CBIR). The other is
finding harmful image by extracting a skin region and using feature vector in the skin
region. The CBIR methods take a long time and the using skin region method has low
accuracy. In this paper we use appearance information to categorize harmful image
correctly. By this method we can detect and block harmful image effectively in P2P
networks.

In existing parental control products, they focus on still images, but the most harm-
ful information in P2P networks is video file. So to address this situation, in this pa-
per we propose a mechanism of intercepting video file that is being transmitted in
P2P networks, slicing this file to key frame and deciding whether it is harmful or not.
Also we show performance of our harmful image detection engine by experiment.

3 Frameworks

Harmful Information Protection System consists of P2P traffic sensor, text categori-
zation, image categorization, and video categorization.

First, P2P sensor is a prerequisite function to block the transmission of harmful in-
formation through P2P. On the client side, it can be checking whether the P2P pro-
gram is running or not. There are mainly two approaches: One is to scan all known
port numbers for P2P and check against currently allocated port numbers, which is
similar to firewall. But this method has some weaknesses. For example, the port
number can be changed and new P2P program use unknown port number. The other
is to learn the P2P traffic pattern and distinguish the P2P traffic as suggested in [9].
Surely, it is feasible to learn P2P traffic pattern as in web traffic and ftp traffic by
using protocol pattern, traffic size, port number, and the characteristics of peer.

Second, text categorization mechanism is the first step to categorize the P2P con-
tents. Text categorization can be done these ways: dictionary-based checking, dic-
tionary-based threshold comparison, and learning. Text categorization includes mor-
phological analysis and harmful words dictionary. Therefore, if keywords and file
names contain harmful words, the session is closed [3]. Text categorization with
learning is depicted in figure 1. Text categorization with learning has functions such
as morphological analysis, feature selection, and text rate classification. Morphologi-
cal analyzer outputs nouns and adjectives in the text and feature weight computation
is done in feature selection. Finally, text rate is determined after learning model is
being compared with features.

Text categorization algorithm is employed in determining the harmful rate of
search keyword and file name. Search keyword and file names are usually 10byte ~
128byte long. We analyzed the words used in P2P and created harmful words dic-
tionary especially for P2P after analyzing the characteristics of words, which fre-
quently appear in P2P networks.

Third, video categorization mechanism is the special function for categorization of
P2P contents. In the case of eDonkey, file is fragmented and sent to the recipient.
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Fig. 1. Text Categorization Algorithms

Hence, the file cannot be executed on receiving and must be reassembled before run-
ning. As a result, real time processing is not important aspect in video categorization.
The most fundamental function is retrieving still picture from video. Open source like
VirtualDub implements this function.

Like the character set problem in text categorization, video processing needs sev-
eral CODEC. We are not sure of how many still images need to be retrieved to de-
termine the harmful rate. If general video contains harmful scenes, which are 2 or 3
minute long, they can be classified as harmful video. But, in this paper, we target
video files that contain harmful scenes through the film such as commercial adult
films.

There are two mechanisms in retrieving still images. One is the key frame extrac-
tion and the other is extracting at the regular interval. Key frame extraction can avoid
retrieving the same image, but it takes longer time. Extracting at the regular interval
might retrieve the same image, but it takes less to operate. Figure 2 describes the
process to determine a harmful rate.

Last, still image is analyzed and the harmful rate is determined. In this paper, the
appearance information of image is used. The overall process is shown in figure 3.
Using the uniform characteristics of skin area, skin area is extracted and image fea-
ture vector is created. If the skin area is relatively small, the image is classified into
harmlessness. Image feature vector contains both skin color information and appear-
ance information, and is of size 40x40. Image feature vector is given to SVM to de-
termine whether the image is harmful or not [8].
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Fig. 2. Video Categorization Algorithms

Fig. 3. Image Categorization Algorithm

Figure 4 describes the relationship among the components. If the search keywords
in outbound traffic are found to be harmful, the session will be closed. When the file
names in inbound traffic are found to be harmful, transmission of the file is also sus-
pended. In the case of image and video, image rate categorization engine is employed
and proper action is taken [7,8].
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Fig. 4. P2P Harmful Information Prevention

4 Performance Evaluations

We will illustrate the results of text and image filtering which are the components of
the P2P harmful information prevention system in this section. First, we test the file-
name-based filtering method, one of the methods described in figure 4, for incoming
P2P traffics. We compare the performance of the following three methods.

Pattern matching-based method: First, the system compares the input text with the
harmful word dictionary and then counts the number of harmful words in input
text. If the number of harmful words is more than one, input text is classified as
harmful information.
Threshold-based method: First, the system calculates the weight for each word in
harmful word dictionary and then sums the weight of the harmful words in input
text. If the sum of the weights is more than threshold, input text is classified as
harmful information.
Machine Learning based method: First, the system creates the classification model
using the machine learning algorithm and natural language processing technique
and then input text is classified by the classification model. This method has two
parts: One is the training part that generates the classification model and the other
is the classification part classifies the input text using the classification model.
Experimental process is shown in figure 5.

(1)Text Rate Classification Model Learning Process
The system performs the morphological analysis from the sample filename data-
set (harmful file name: 1000, non-harmful file name: 1000) and extracts the
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Fig. 5. Text categorization using machine learning

nouns. This process needs to check the reliability of morphological analyzer. The
system calculates feature vectors from the result of the noun extraction to classify
the harmful filename and trains the classification model using the feature vectors.
This process needs to check the processing time. Then the system passes the clas-
sification model to the text rate classification process.
Text Rate Classification Process
The system performs the morphological analysis from the input filename and ex-
tracts the nouns and calculates feature vector from the result of the noun extrac-
tion. A feature vector is used as an input vector to classification model and the
classification model classifies the rate of the input filename.

(2)

4.1 Experiment Dataset

We collect the harmful and non-harmful filenames using the eDonkey. The training
set contains 1000 harmful filenames and 1000 non-harmful filenames and the test set
also contain 1000 harmful filenames and 1000 non-harmful filenames. The words in
harmful word dictionary are used as keywords to collect harmful filenames. The
words, which are generally used in the economics, sports, TV, movies and so on, are
used as keywords to collect non-harmful filenames. The collected filenames are clas-
sified as harmful or non-harmful manually and the average number of the words in
filenames is 8.

4.2 Experiment 1

In the case of the web document containing many words, machine learning-based text
filtering method has a good performance than the pattern matching or threshold-
based method.
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However, when the size of the filename on P2P system is less than 256 bytes, we
cannot be sure of that. So in this experiment, we inspect the effectiveness of the ma-
chine learning-based text-filtering method on P2P by comparing the other methods.

Training data: Harmful filenames (1000), Non-harmful filenames (1000)
Test data: Harmful filenames (1000), Non-harmful filenames (1000)
Since the filenames on P2P system do not contain many words, the number of ex-

tracted nouns from morphological analysis result is not big, either. According to the
result of the noun extraction, harmful filenames are usually composed of harmful
nouns only and non-harmful filenames are usually composed of the non-harmful
nouns only. The experimental results show that machine learning-based text-filtering
method and pattern matching-based method have a similar performance. Because the
difference between harmful filenames and non-harmful filenames is clear, we cannot
expect the effect of machine learning algorithm.

To improve the performance of the filename filtering system on P2P, we need a
more elaborate morphological analyzer that can deal with the compound nouns or the
mistyped words.

4.3 Experiment 2

In experiment 2, we compare the performance of the harmful image detection meth-
ods in table 4. Test data contain the 100 harmful images and the 500 non-harmful
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images. In non-harmful datasets, Human 1 and 3 dataset contain general human im-
ages, and Human 2 dataset contains many sexy images that have many skin regions.
Scene 1 dataset contains many traditional Korean images that have many yellow
color regions similar to skin regions. Scene 2 dataset contains a lot of modern city
scenes.

In this experiment, we compare the performance between the proposed harmful
image detection method and the commercial software. Since the commercial software
can change the detection level (0 to 10) of the harmful image, we use the three levels
2, 5, and 8 for experiments. The high detection level means that the threshold for
harmful image detection is low. AMD [8] is an appearance-based nude algorithm that
shape information is used to classify the nude images, and detect small nude images
in a large background image. It finds skin regions using texture characteristics of the
human skin, which then generates the skin likelihood image. Since the skin likelihood
image contains shape information as well as skin color information, ANID used the
skin likelihood image as a high level feature to classify the nude images. The image
feature vector is used as an input to a nonlinear-SVM.

The experimental results of the harmful image detection are shown in table 4. In
table 4, the proposed method has the similar detection rate to commercial software at
detection level 8 and the similar false detection rate to commercial software at detec-
tion level 5 or less. Experimental results show that the proposed harmful image detec-
tion method is superior to the commercial software.

5 Concluding Remark

In this paper, we implemented the P2P harmful information prevention system, in-
specting the harmfulness of the transferring P2P traffic and blocking the harmful P2P
traffic. Since P2P is the new network paradigm and one of the important network
applications, it will be a good strategy to block the P2P traffics by its content than to
block all P2P traffics. We proposed the harmful text and image categorization algo-
rithm for harmful information prevention.

Experimental results show that the proposed image categorization algorithm has an
excellent performance in preventing P2P harmful information and that text categori-
zation can perform well by improving morphological analyzer.

The proposed method can be used to prevent the distributions of illegal software,
advertisements and harmful messages on the Internet as well as to prevent the P2P
harmful information.
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Abstract. Authentication agent enables an authorized user to gain authority in
the Internet or distributed computing systems. It is one of the most important
problems that application server systems can identify many clients authorized
or not. To protect many resources of web server systems or any other our com-
puter systems, we should perform client authentication process in the Internet
or distributed client server systems. Generally, a user can gain authority using
the user’s ID and password. But using client’s password is not always secure
because of various security attacks of many opponents. In this paper, we pro-
pose an authentication agent system model using an interactive authentication
database. Our proposed agent system provides secure client authentication that
add interactive authentication process to current systems based on user’s ID and
password. Before a user requests a transaction for information processing to
distributed application servers, the user should send a authentication key ac-
quired from authentication database. The agent system requests an authentica-
tion key from the user to identify authorized user. The proposed authentication
agent system can provide high quality of computer security using the two
passwords, user’s own password and authentication key or password. The sec-
ond authentication password can be acquired by authentication database in
every request transaction without user’s input because of storing to client’s da-
tabase when the user gets authority first. For more secure authentication, the
agent system can modify the authentication database. Using the interactive da-
tabase, the proposed agent system can detect intrusion during unauthorized cli-
ent’s transaction using the authentication key because we can know immedi-
ately through stored the authentication password when a hackers attack out
network or computer systems.

1 Introduction

Authentication agent enables an authorized user to gain authority in the Internet or
distributed computing systems. Nowadays, there is no place that information systems
do not reach on our society whole by information technology. In this information
society, many information processing request generally are performed by the Internet
environment that a client request information to a web server systems in network. In
such computing environments, it is one of the most important problems that applica-
tion server systems can identify many clients authorized or not. There have been
many risks that many unauthorized users attack our network and computers for ac-
quiring many information or destroying our resources. At that case, an authentication
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agents can act as intelligent decision-makers, active resource monitors, wrappers to
encapsulate legacy software, mediators, or as simple control functions [1].

To protect many resources of web server systems or any other our computer sys-
tems, we should perform client authentication process in the Internet or distributed
client server systems. Generally, a user can gain authority using the user’s ID and
password. But using client’s password is not always secure because of various secu-
rity attacks of many opponents. Therefore, various security services should be needed
to protect our network and computers during security attacks of opponents, such as
authentication, encryption, etc. There are several types of security attacks in network
and computer security, such as interruption, interception, modification and fabrica-
tion. Interruption is that resources of systems is destroyed or becomes unavailable by
interrupting transmission between sender and recipient, interception is that an unau-
thorized opponent gains many information in a network. Modification is that trans-
mission between sender and recipient is modified by opponent’s attacks, such as
changing values or altering data file. Fabrication is that unauthorized user access
network or systems as authorized client [2, 3].

Security service is an information technology that enhances the security of re-
sources of computer systems. Several security services are needed to protect our net-
work or computers for preventing these various security attacks, such as authentica-
tion, access control, confidentiality, integrity and non-repudiation. Authentication
service is to assuring that a client is authentic to request resources of server by author-
ized user. Access control is preventing unauthorized users from accessing network,
database and computers by wrong action. Confidentiality is for protection of traffic
flow or observing information source by using encryption or flow control. And then
the security attack is not useful to opponent. Integrity is for modification of security
attack created by unauthorized user. Non-repudiation prevents sender or receiver
from denying transmission of information for proving transaction between sender and
receiver[2, 3].

In the Internet or distributed client server systems, many clients access various
server for acquire many information. And then, first of all, server systems check
whether the client is authorized or not. It is one of the most important problems that
we protect many resources of systems using authorized client authentication in Inter-
net. It is general process of client authentication that a user can gain authority by the
user’s ID and password. But using only client’s password is not always secure be-
cause there are many security attacks in a network occurred by many opponents.
Many unauthorized users always try to know ID and password of authorized clients
and hackers know easily authorized user’s password using security attacks, like re-
play.

In this paper, we propose an authentication agent system model using an interac-
tive authentication database. Our proposed agent system provides secure client au-
thentication that add interactive authentication process to current systems based on
user’s ID and password. Before a user requests a transaction for information process-
ing to distributed application servers, the user should send a authentication key ac-
quired from authentication database. The agent system requests an authentication key
from the user to identify authorized user. The proposed authentication agent system
can provide high quality of computer security using the two passwords, user’s own
password and authentication key or password. The second authentication password



Security Agent Model Using Interactive Authentication Database 629

can be acquired by authentication database in every request transaction without user’s
input because of storing to client’s database when the user gets authority first. For
more secure authentication, the agent system can modify the authentication database.
Using the interactive database, the proposed agent system can detect intrusion during
unauthorized client’s transaction using the authentication key because we can know
immediately through stored the authentication password when a hackers attack out
network or computer systems.

This paper is as following. In section 2, we introduce briefly about security attacks
and various security services, and define an authentication agent system model using
an interactive authentication database. In section 3, we define our proposed agent’s
procedure about interactive authentication database for client authentication and ex-
plain propose client authentication algorithm. In section 4, we describe characteristic
of our agent system for security service, and evaluate our proposed authentication
agent. Finally, in conclusion we establish more secure client authentication agent
systems and plan future works.

2 Client Authentication
and Proposed Authentication Agent Model

2.1 Security Service for Authentication

Authentication service is to assuring whether a client is authentic or not, by using
user’s ID, password or internet address, etc. In the Internet including distributed com-
puting systems, a server system requires a user’s ID and password for preventing
unauthorized users from using resources of the server [2]. There are several types of
security attacks to networks or computer systems. Those are interruption, intercep-
tion, modification and fabrication. Interruption is concerned with availability in the
Internet or client server systems, interception is an attack on confidentiality. Modifi-
cation is concerned with integrity and fabrication is an attack on authentication [2, 6].

To protect our networks or computing systems, it is very important to identify au-
thorized users during many security attacks. Several security attacks types are shown
in figure 2.1. Interruption is a security attack that destroy or make unavailable re-
sources of systems or network by interrupting transmission between sender and re-
cipient, interception is illegal action that an unauthorized opponent gains many in-
formation in a network for information stealing. And then thus stolen information

Fig. 2.1. Security Attacks in the Internet or Distributed Computing Systems
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will be used in accessing, copying, spreading for others. Modification is that trans-
mission between sender and recipient is modified by opponent’s attacks, such as
changing values or altering data file. And those are transmitted modified in network,
an authorized user is misunderstood by them. Fabrication is that unauthorized user
access network or systems for transmitting illegal transaction as authorized client [2,
3, 6, 8, 9].

2.2 Our Proposed Authentication Agent Model

As above mentioned in section 2.1, authentication service enables an authorized user
to gain authority in the Internet or distributed computing systems. To protect many
resources of web server systems or any other our computer systems, our proposed
authentication agent system model uses an interactive authentication database. Our
proposed agent system provides secure client authentication that add interactive au-
thentication process to current systems based on user’s ID and password. Before a
user requests a transaction for information processing to distributed application serv-
ers, the user should send a authentication key acquired from authentication database.
The agent system requests an authentication key from the user to identify authorized
user. The proposed authentication agent system can provide high quality of computer
security using the two passwords, user’s own password and authentication key or
password. The second authentication password can be acquired by authentication
database in every request transaction without user’s input because of storing to cli-
ent’s database when the user gets authority first.

In this authentication agent system model, the interactive authentication database is
used for identifying user’s authority at every transaction processing. The authentica-
tion database is shared between the agent system and users. That is, for more secure
authentication, the agent system requests authentication key from the user besides the
user’s id and password. Thus our authentication agent model is shown in Figure 2.2.

Fig. 2.2. Authentication Agent System Model
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3 Authentication Agent Model Using Authentication Database

3.1 Interactive Authentication Agent

In our proposed authentication agent model, authentication database is used for se-
cure user authentication. In section 2.1, we have described various security attacks
and client authentication services. In this paper, we consider that password for trans-
action and authentication is needed more complex. So, we propose an interactive
authentication database between authentication agent and users.

Before a user requests a transaction for information processing to distributed ap-
plication servers, the user send his or her own ID and password to authentication
agent system. And then the authentication agent system checks authority of the user
using user profile. And the authentication agent selects authentication key from au-
thentication database using a function, random number, randomize(), and requests
authentication password corresponding the authentication key to the user. The user
should send an authentication key after selecting proper authentication password
acquired from authentication database. And then the authentication agent system
compare the user’s authentication password with it’s own interactive authentication
database. If the procedure is correct or normal, the transaction can be processed in
application server. The proposed authentication agent system can provide high quality
of computer security using the two passwords, user’s own password and authentica-
tion key or password. The second authentication password can be acquired by inter-
active authentication database in every request transaction.

As mentioned above, the authentication agent sends a authentication key to user
and the user returns the authentication password interactively. The our proposed au-
thentication agent’s procedure is summarized as follows:
1.

2.

3.

4.

5.

A client inputs it’s own ID and password for log-in and send the message for au-
thentication to authentication agent system.
The authentication agent check the client’s ID and password, and select authenti-
cation key from authentication database using a random function, randomize().
The authentication agent send the authentication key encrypted to the user for
interactive authentication.
The user send an authentication key after selecting proper authentication pass-
word acquired from authentication database.
The authentication agent system compare the user’s authentication password with
it’s own authentication key and password acquired from authentication database.

As shown in Fig. 3.1, the authentication agent system select a authentication key
from authentication database and send the authentication key to the client. And then
the client also select authentication password from authentication database and send
the authentication password to authentication agent interactively.

3.2 The Interactive Authentication Database

For interactive authentication both authentication agent systems and the users should
maintain authentication database in our proposed authentication agent model. The
authentication database is used for secure user authentication. The database has au-
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Fig. 3.1. An Interactive Authentication Procedures

thentication keys and passwords. Using the authentication key they can search au-
thentication password for interactive authentication.

Interactive authentication database table has two fields, and
The layout of authentication table is shown in table 3.1,

are set of authentication key. And authentication password are defined as
When authentication agent select a authentication key, the agent

create a random number for authentication key using function, randomize(). And
agent queries to authentication database.

4 Secure Transaction Processing
In our proposed authentication agent systems, client authentication is performed by
interactive authentication between the client and authentication agent. So, the pro-
posed authentication agent system can provide high quality of computer security
using the two passwords, user’s own password and authentication key or password.
The second authentication password can be acquired by authentication database in
every request transaction without user’s input because of storing to client’s database
when the user gets authority first. For more secure authentication, the agent system
can modify the authentication database. Using the interactive database, the proposed
agent system can detect intrusion during unauthorized client’s transaction using the
authentication key because we can know immediately through stored the authentica-
tion password when a hackers attack out network or computer systems.
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If several security attacks like modification or fabrication are conducted by unau-
thorized users, the hackers can’t intrude our networks or computers without the pro-
posed authentication password. When an authorized client has received authentication
key from authentication agent system, the authentication password is stored only
authorized client’s database. And the client use two passwords including authentica-
tion password for request to application server. Every time a request from a client
reaches to application server, the authentication agent system checks the two pass-
word after select interactive authentication database. So, even though a hacker gains a
password through security attack, such as replay or masquerade, when the hacker
access our network or computer systems using the authorized client’s ID and pass-
word, the agent checks authentication database with authentication password. There-
fore the hacker cannot access the systems or data file.

Fig. 4.1. Intrusion Detection Using Authentication Database

In our proposed authentication agent system, we can detect those security attacks
by checking the authentication password in the authentication database. As shown in
figure 4.1, an unauthorized user intercept the message created by an authorized client
and the hacker send a false message with fabrication or modification. When the au-
thentication agent system receives the false message from a hacker, agent system can
detect a security attack. The authentication key and password is unique key in the
authentication database and randomly generated, so when agent system receives the
message with other password, the agent can checks the authentication password. Our
proposed authentication agent system model is very simple and interactive
authentication provides secure transaction processing easily.

5 Conclusion

Authentication agent enables an authorized user to gain authority in the Internet or
distributed computing systems. It is one of the most important problems that applica-
tion server systems can identify many clients authorized or not. To protect many



634 Jae-Woo Lee

resources of web server systems or any other our computer systems, we should per-
form client authentication process in the Internet or distributed client server systems.
Generally, a user can gain authority using the user’s ID and password. But using
client’s password is not always secure because of various security attacks of many
opponents. We have shown general concepts of security and authentication and pro-
pose an authentication agent system model using interactive authentication database.

In this paper, we propose an authentication agent system model using an interac-
tive authentication database. Our proposed agent system provides secure client au-
thentication that add interactive authentication process to current systems based on
user’s ID and password. Before a user requests a transaction for information process-
ing to distributed application servers, the user should send a authentication key ac-
quired from authentication database. The agent system requests an authentication key
from the user to identify authorized user. The proposed authentication agent system
can provide high quality of computer security using the two passwords, user’s own
password and authentication key or password. The second authentication password
can be acquired by authentication database in every request transaction without user’s
input because of storing to client’s database when the user gets authority first. For
more secure authentication, the agent system can modify the authentication database.
Using the interactive database, the proposed agent system can detect intrusion during
unauthorized client’s transaction using the authentication key because we can know
immediately through stored the authentication password when a hackers attack out
network or computer systems.

In the future, we will further research to prevent various security attacks and detect
intrusion using various authentication agents. It will be very important that we define
security attack in detail and more secure client authentication model.
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Abstract. A business process itself is artificial, and is a discrete-event system.
This paper uses the business transaction system, which is a multicomponent
DEVS proposed by Sato and Praehofer, as a device to design business proc-
esses in which web-service like software components are part of the processes.
The static model of business transaction system, called activity interaction dia-
gram (AID, for short), plays a fundamental role in developing a unified frame-
work for universal modeling language (UML), architecture of integrated infor-
mation systems (ARIS) and event-driven process chain (EPC), and data flow
diagram (DFD). The framework provides us with both the meaning of those
tools and possibility of automatic transformation of the models described by
any of them. Furthermore, it is a guideline for a modeling method to have a
validated business process.

1 Introduction

From 1974 on, the electric data interchange has been developed in Japan. Yet web-
EDI is not widely used, the movement of web service and enterprise application inte-
gration envisions connected business processes that beyond organizational bounda-
ries.

Many modeling tools for business process/architecture have been proposed to
analysis and design business processes with such information technology.

A business process itself is artificial, and is a discrete-event system. This paper
uses the business transaction system, which is a multicomponent DEVS[17,18] pro-
posed by Sato and Praehofer[8], so that Web-service like software components will
be incorporated in the design of business processes. Section 2 develops a concise
explanation of business transaction systems. The static model of business transaction
system, called activity interaction diagram (AID, for short), plays a fundamental role
in developing a unified framework for universal modeling language (UML) [2,16],
architecture of integrated information systems (ARIS)[13,14] and event-driven proc-
ess chain (EPC), and data flow diagram (DFD). They are considered in Sections 3, 4,
and 5, respectively. The framework of business transaction system provides us with
both the meaning of those tools and possibility of automatic transformation of the
models described by any of them. Furthermore, it gives a guideline for a modeling
method to have a validated business process. Though security issues in process for-
mation are of importance[7], it is beyond the paper.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 635–644, 2005.
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2 Business Transaction Systems

A business transaction system is a discrete-event model of business process with
information system [8]. It has intrinsic structure that can be drawn with a diagram-
matic tool defined below, and also has precise state transition mechanism.

Definition. Activity Interaction Diagram (AID) [8]
An activity interaction diagram is a diagram that has three kinds of components. They
are (1) activities, (2) queues, and (3) connecting arrows. Activities should be con-
nected with queues, and vice versa. That is, in the graph theoretic sense, an AID is a
directed graph.

Fig. 1. Components of activity interaction diagrams

Fig. 2. Approval of trade account payable

There are several symbols to draw an AID as shown in Figure 1.For example, a
business process for approval of trade account payable is depicted in Figure 2. The
intrinsic meaning of Figure 2 is as follows.

(1)
(2)
(3)
(4)
(5)

(6)

The purchasing division records the transactions for purchase.
Suppliers send us invoices based on past purchase.
The record and invoice are cross-checked by a responsible clerk.
After cross checking, payment is requested for final decision.
The odd man decides the validity of the payment and suitable bank account for
the payment.
After the decision, approved payments are sent to treasurer who will remit the
amount or make bills due in certain days/months (that is, sight).

The time evolution of the business transaction system depicted in an AID follows
the flowchart of Figure 3. An activity with incoming queues is called an internal
transaction, while one with no incoming queues is called an external transaction. In
Figure 2, “supplier” and “purchasing division” are external. The other activities are
internal.



Discrete-Event Semantics for Tools for Business Process Modeling in Web-Service Era 637

Fig. 3. Flowchart for the processing of a dynamic structure

Any dynamic system can be described by its state transition when the system has a
state transition function. As is shown in [8], a system that is depicted as an AID is a
discrete-event system. Table 1 shows a time evolution of the approval process of
trade account payable, starting from time zero with arbitrary fixed initial condition.
Table 1 is called a state transition table. The first row of Table 1 shows the following:
“time” shows clock. The “supplier” shows data for supplier activity. The “invo” is
used as an abbreviation of invoice to show the invoices currently accumulated in the
system. The “PurcDiv” is purchase division. The “recPurch” is an abbreviation of
record of purchase. The “XchkClk” shows the available number of the clerks for
cross check, and “Xcheck” the activity of cross check. The “chkdPymnt” is an abbre-
viation of checked payments. The “oddMan” is the number of available odd man who
is responsible for checked payment to be approved payment. Odd man’s activity is
called final decision that is shown as “finDec” in Table 1. The second line shows
several numbers, corresponding to each on activities. For example, 15 for supplier
means that it takes 15 time units for suppliers to issue a new invoice. In the same
way, it takes 7 time units for the purchase division to issue a new record of purchase,
10 time units to cross check a payment, and 29 time units to make final decision on a
checked payment.

At time 220 the value for supplier attribute is (1, 210). It means that a supplier had
started preparing one invoice at time 210. Since 15 time units are needed to complete
the activity, that invoice will be input into the business process at 225. Both of the
values (1, 217) for “PurcDiv” and (1, 203) for “finDec” have the same meaning. The
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value “-Xck-” for “Xcheck” means that there exists no cross check activity. The value
0 for “invo” means that there is zero invoices at 220, while 115 for “recPurch” shows
that there are 115 records of purchase waiting for cross checking. According to the
flow chart in Figure 3, the values at the line for 220 changes to the next line at time =
224.

Notice that the contents of connecting queues of an AID are modeled as simple ob-
jects. That is, in the approval process of trade account payable, only the number of
accumulated invoice are concerned and processed in turn. In general, suppliers sup-
plies different materials with various amount, preparation and processing of them
needs various length time, and also objects in invoice queue should be described by
some attributes to characterize each invoice. A discrete-event system with AID and a
data model is called a business transaction system [8].

A business transaction system is a discrete-event system with AID and a data
model that describes the logical structure of data that is implemented as a set of tables
like Figure 4 in a database management system.

Though the mathematical definition of the state transition function of a business
transaction system is provided in Sato and Praehofer [8], the state evolution is noth-
ing but the flow chart in Figure 3, and, if applied, produces the state transition table.
So, if we provide a suitable and correct data model for Figure 2, then the approval
business process in Figure 2 becomes a business transaction system. Since a data

Fig. 4. State transition of business transaction system
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model can be realized in tables and then form a file system as a whole, the state tran-
sition table is analyzed in the same way as Table 1. As being depicted in Figure 4, the
state transition of the business transaction system has the same structure as Table 1.
Notice that the file system can describe arbitrary variety of possible invoices or pay-
ments. (It is still assumed that the processing time of activities is the same as Table 1
for comparison purpose.)

By observing this state transition in Figure 4, we can conclude that if a data model
is suitable and correct, then the whole business transaction system works well.

3 Sequence Diagram and Collaboration Diagram in UML

UML (Unified Modeling Language) is a set of tools such as use case diagrams/
analysis, class diagrams, se-quence diagrams, collaboration diagrams, state diagrams,
activity diagrams, component diagrams, and deployment diagrams[16].

In order to describe dynamic aspect of business proc-esses, sequence and collabo-
ration diagrams are important, both of which describe the same from different view
points.

In this section the meaning of sequence diagram is con-sidered. Figure 5 shows the
components of a sequence diagram. Based on a use case diagram and analysis that
describe how necessary functions are provides for users, a sequence diagram dia-
grams shows required classes and objects and the order of interaction among them
through messages. The messages are methods of the objects. Time axis is set verti-
cally from top to bottom using a line for each object, which is called life line because
an object is on (alive) when its method is called (or, used) by other objects.

Figure 6 is a sequence diagram for inquiry process of clothes from customer [5].
The process is a combination of a web-site for customer order, called webOrder sys-
tem, and web services of apparel manufacturers. If we forget the adjective, “apparel”,
in the figure, the same mechanism will be used for most of businesses that deal with
configurable products. The point is that inquiry of a configurable product needs some
interaction processes among customers and related organizations. A web service is a
mechanism of remote procedure call (RPC) that is invoked from web client or web
server [7]. Thus, a chain of web services is formed to automate complex business
process.

Fig. 5. Components of sequence diagram

In Figure 6, the process proceeds as follows:

(1)
(2)

A customer specifies a manufacturer, and then sees products on a browser.
The customer selects a product, and then sees the possible customization.
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(3)

(4)

The customer specifies configuration and order quantity, and push send button on
the browser.
The customer sees the quotation.

The sequence diagram shows mutual interaction among human actors, graphical
user interfaces (GUI), messages, web services, and databases.

Fig. 6. Sequence diagram: Inquiry process through web services

Fig. 7. Activity interaction diagram: Inquiry process through web services

Since the process in Figure 6 is a business process, and should have a structure of
business transaction system, the corresponding AID should exist. Table 3 is the trans-
formation rule and Figure 7 is the resultant AID for the sequence diagram in Figure 6.

In the transformation of sequence diagrams into AID, the directions of arrows for
“get something” messages are reversed. The resultant data flows in an AID do not
have any names. It means that the content of data flow is ambiguous until the attrib-
utes of data stores are precisely defined.
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Guideline for Modeling Business Processes Through Sequence Diagrams

Messages in a sequence diagram are activities in the corresponding activity interac-
tion diagram (AID). Any activity needs necessary data to start its processing in a
business transaction system with AID. Since a sequence diagram shows a skeleton of
business process, it does not concern data flows. Therefore, when elaboration of data
elements for objects and messages in a sequence diagram will be executed, selection
of data elements is decided whether they are needed for messages, or not. Then we
can expect unnecessary details or over simplification of attributes of classes. That is,
the validation of class diagram is logically connected with that of sequence diagrams,
and their relation in UML just corresponds to the relation between data flows and
activities in a business transaction system.

A sequence diagram concerns synchronous property over messages. It provides
three kinds of them: simple, synchronous, asynchronous. Every activity in AID is
simple, in the sense that synchronous is not concerned.

It is useful to have in mind the fact that there are two kinds of classes in UML.
One is for GUI, and the other for database. A classes and objects for database are
entity types and entities in business transaction systems, respectively. Entity types are
implemented as tables and entities are realized as rows in tables in some DBMS.

4 ARIS and Event-Driven Process Chain (EPC)

Event-driven process chains (EPC, for short) had been used in SAP R/3 that is the
most popular enterprise re-source planning package software, describe business proc-
ess. EPC is the diagrammatic tool of an enterprise architecture (EA), called ARIS –
architecture of integrated information systems, which is originated by A.W.
Sheer[6,13,14].

Fig. 8. Components of event-driven process chain (EPC)
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The components of EPC are in Figure 8. The intrinsic meaning of respective com-
ponents is self-explanatory.

Figure 9 is an EPC of costing process for a customer order [13]. Arrival of cus-
tomer order happens as an event, and cost calculation for an order ends as an event.
Events in EPC have more information than time epoch. For example, the event of
arrival of customer order contains information about the order. Thus, an event in EPC
should be taken as a request for some processing. In other words, events are input of
succeeding activities.

Fig. 9. Event-driven process chain: Costing
process for a customer order

Fig. 10. Activity interaction diagram: Costing
process for a customer order

The transformation rule from EPC to AID is shown in Table 4. Both events and in-
formation objects in EPC are data stores in AID, which determines the condition for
commencement of activities.

Guideline for Modeling Business Processes
Through Event-Driven Process Chain

EPC does not presuppose the structure of business transaction systems, or discrete-
event nature of business process. As in similar way as sequence diagrams, the trans-
formed AID provide us with a check list for validity of the EPC model.

For each function in EPC, if any data is lacking to determine the function can
commence, then additional information or event should be added.
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Furthermore, in some stage of elaboration of model, data should be modeled so
that the whole consistency can be checked for two issues: (1) Are necessary data and
event specified as input of a function in EPC? (2) Is any information assigned to
functions as output? Otherwise, that information is supposed to be produced from
vacuum.

5 Data Flow Diagrams

Since data flow diagrams (DFD) are virtually isomorphic to activity interaction dia-
grams (AID), transformation among them is quite natural. Again, the dynamic seman-
tics of AID as the static structure of a business transaction system gives modeling
guidelines for DFD[8]. Also, DFD and entity life history (ELH) of the structured
analysis, are not sufficient to precisely define a business process [9].

6 Conclusion

Semantics and guideline for modeling for three kinds of models of business processes
have been considered.
(1)

(2)

(3)

In modeling business process as sequence diagrams, EPC, or DFD, check the
input of each activity. If the commencement of an activity cannot be specified by
the input of the activity, additional data should be considered to be added.
If we develop transformation rules between AID and other models of business
processes, then AID can be a unifying framework so that automatic transforma-
tion of models are possible. Such facility supports modeling process.
Diagrammatic tools considered in this paper do not provide a design method for
some performance measure, such as minimal inventories of parts and materials,
shorter lead times, or maximal through put. Since no comprehensive theory is
developed for that direction yet, this situation is not responsible for modeling
methods. Development of design of dynamic properties of business processes has
been called on [1,3,10,11,12,15].
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Abstract. This paper presents the design and implementation of a
workflow management system by which one can determine a work process
at runtime. Our workflow management system consists of a build-time
part and a run-time part. The build-time part employs a process defini-
tion model that can support various types of work processes. A process
definition is described in XML and converted to objects at runtime. In
order to extend the function of activity, such as condition checking and
invoked applications, we allow inserting real java code in XML process
definition. The core of run-time part is a workflow engine that schedules
and operates tasks of a work process according to a given process defini-
tion. Activities and transitions are designed as objects that have various
execution modes, including simple manual or automatic modes.

1 Introduction

Dynamics of business process will be more popular in the age of so-called re-
altime business. According to the Gartner’s prediction [13], in 2012 the service
development cycle will be shorten within a day based on the Web Service tech-
nologies [11,12]. That is, when an e-Business idea comes in mind, the e-Business
service should be started within a day unless the business chance will be lost (i.e.
realtime business). Therefore, the realtime business systems should be developed
fast by integrating existing Web Services, instead of developing from the scratch.
In order to support this kind of realtime business, the e-Business systems should
be developed so as to add, delete, and change easily business processes that are
created in a day.

The workflow management system [9,10] gives a solution to the problem of
business dynamics. The workflow management system separates business pro-
cess logic from its execution environment. There have been three standardization
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specifications related to workflow management. The first one is the workflow
reference model that had been proposed by the WfMC [1,2,3]. The workflow ref-
erence model introduces a workflow management framework with sex standard
interfaces that make its core components interop-erable [4]. This framework has
been used as the basis of the following workflow management systems. Our work-
flow management system gets many design idea from the WfMC’s. The second
one is the Workflow Facility of OMG [7], which is a part of object management
architecture (OMA). The Workflow Facility proposes an object-oriented archi-
tecture of workflow management system that is based on the WfMC’s workflow
reference model. The third one is the SWAP of IETF [5,6]. The SWAP (Simple
Workflow Access Protocol) sends an execution request encoded in XML on top
of HTTP. The concept is very similar to SOAP of the Web Service technology.
In order to support the workflow mechanism, the SWAP specifies a number of
standard methods in XML.

This paper presents the design and implementation of a workflow manage-
ment system by which one can determine a work process at runtime. Our work-
flow management system consists of a build-time part and a run-time part. The
build-time part employs a process definition model that can support various
types of work processes. A process definition is described in XML [8] and con-
verted to objects at runtime. In order to extend the function of activity, such as
condition checking and invoked applications, we allow inserting real java code
in XML process definition. The core of run-time part is a workflow engine that
schedules and operates tasks of a work process according to a given process
definition. Activities and transitions are designed as objects that have various
execution modes, including simple manual or automatic modes. The engine sup-
ports various transition types and relevant data types. In addition, our system
provides monitoring and notification services for auditing and managing the
progress of business processes.

Section 2 presents the structure of our workflow management system. In
Section 3, we present the architecture of build-time system. The architecture
of run-time system is described in Section 4 that is the encore of the workflow
management system. We summarize in Section 5.

2 The Structure of Workflow Management System

Our workflow management system consists of three parts: the build-time man-
agement part that is used to define a business process, the run-time management
part that executes instance of business process and the human interaction part
that controls IT invoked application for processing various activity steps. The
build-time management part is used to define a business process (or workflow
process) that consists of a number of activities. In our build-time management
system, a process definition is an instance of process definition model that can
define a various types of business processes. A process definition is described in
XML and stored in a repository in build time. A process definition describes a
workflow of business process in terms of activities, transitions, conditions, in-
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voked applications and roles of persons. When a process instance is created by
the run-time workflow engine, the corresponding XML process definition is used
as an input of the run-time engine. Inside the run-time management part, i.e.
workflow engine, the XML process definition is converted to process definition
objects and used in an object-oriented fashion.

The run-time management part is the major part of workflow management
system that creates process instances and executes them according to the process
definition defined in build time. When we use the term ‘workflow engine’ in a
broad sense, it means the run-time management part as a whole. In a narrow
sense, a workflow engine represents a WfEngine component that will be described
in Section 4. When a request of process creation is arrived, the run-time workflow
engine parses the process definition and manages a process instance according to
the process definition. While executing a workflow process, it sequences activities
and manages the scheduled activities, arranging work items to user’s work lists
and invoking related applications that are needed for activity execution.

The runtime engine interacts with the external environment in order to ex-
ecute an activity. The external environment might be a person or an external
application that can be invoked by the workflow engine. For human interaction,
the workflow engine creates work items and arranges them to the person who is
in charge. When a work item is processed by a person through a worklist han-
dler, an external application might be invoked. Related to the interaction with
the external environment, our workflow management framework provides mech-
anisms to invoke external application, to pass the relevant data to the invoked
applications and to check the execution state of invoked applications.

In this research, we design and implement a workflow management system
under a distributed environment. The design of the workflow management is de-
signed in component-based, considering extensibility and scalability. Since most
of B2B applications usually execute on different computers, its implementation
is in Java for achieving platform independent portability. Also for dealing with
the network failure problem that may occur while executing a long-lived busi-
ness process, our system is developed based on our reliable UDP communication
infrastructure.

3 The Architecture of Build-Time System

Figure 1 shows the workflow process model that is used in our workflow man-
agement system. The workflow process model consists of three major parts: the
business process graph part, the application part, and the organization part. The
Business Process Graph Part presents the structure of a workflow process in a
graph. A node of the graph indicates an activity that should be performed in each
step within a work process. An activity can be any type of task that is a trans-
actional task, a human interaction web task, or an automatic execution task.
Also, an activity can be a sub-process that is composed of a set of subtasks. A
link of the graph indicates a transition between activities. The Application Part
is to decide what to do in specific in executing an activity and how to handle
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Fig. 1. Definition Model of Workflow Process.

the results. An application object presents the actual application program or
a module to be executed. The Relevant Data which is in the Application Part
contains the data that are needed to execute a task. The Organization Part is to
define who is going to execute activities. It is composed of using participators,
groups, and roles and used for authentication and authorization management.

We use XML [10] for presenting the workflow process model in a computer.
Figure 2 shows the XML structure of workflow process model presented in Fig-
ure 1. Tags in the XML format are as follows. The Add_Process_Definition tag
lets the workflow engine add more process definitions. As its attributes, it con-
tains the Process_Definition tag. The Process_Definition tag is the top most tag
of a workflow process definition. It defines a workflow process. It includes a
number of workflow features, control flows of workflow, and tasks. The Activity
tag defines each activity in workflow process. Each activity connects the person
who performs the activity task to the application that is to be invoked for the
task. The Automation_Mode tag of an activity is used to select an operation
mode, in which the activity is executed automatically by a workflow engine or
manually through human interactions. The sub tags of the Automation_Mode
tag define the necessary operations before executing activities (Start_Mode tag),
while executing activities (Execution_Mode tag), and when to terminate activi-
ties (Finish_Mode tag). For automatic execution, the condition code in Java is
periodically checked to examine the current status. When the condition becomes
true, the next operation is automatically executed.

The Transition tag defines activity transitions. According to the type of
transition, a transition can have a number of input types and output types.
The input types are ‘single’, ‘join xor’, ‘join and’, ‘join or’, ‘join replicated xor’,
‘join replicated and’, and ‘join replicated or’. The output types are ‘single’,
‘split xor’, ‘split and’, ‘split or’, and ‘split replicated’. Any type of workflow
can be constructed as a concatenated combination of various input and output
types. The Input_Activity tag and Output_Activity tag define inputs and outputs
of transitions. The number of inputs and outputs can be more than one. As
the properties of Input/Output_activity tag, there are the activity IDs and the
transition conditions to/from an activity.



An Architecture Modelling of a Workflow Management System 649

Fig. 2. The XML Structure of Process Definition.

The Participant tag and the Group tag define the participants and the groups
that participate in the workflow process. The Role tag defines the role of partic-
ipants or groups in an activity execution of workflow process. The Application
tag defines applications invoked for activity executions. There are several types
of an invoked application: local process calls, shell scripts, ORB calls, remote ex-
ecution calls, message passing, transactions, component calls, web applications,
and workflow embedded codes.

4 The Architecture of Runtime System

This section introduces the architecture of workflow engine that is the core part
of workflow management system. The workflow engine manages the progress of
workflow process. It parses the process definition and manages a process instance
according to the process definition. While executing a workflow process, it se-
quences activities and schedules work items to user’s work lists. It also has an
ability to invoke related applications for executing a specific activity.

4.1 The Structure of Workflow Engine

Figure 3 presents the architecture of our workflow engine. The workflow engine
consists of main six modules: Definition Repository Module, Process Defini-
tion Module, Enactment Module, Organization Manager Module, Monitor Agent
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Fig. 3. Structure of Workflow Engine Classes.

Module, and Notification Manager Module. These six modules can be classified
into three groups according to their functionalities. The Definition Repository
Module, the Process Definition Module, and the Organization Manager Module
are in one group. The Enactment Module is another group. The Monitor Agent
Module and the Notification Manager Module are in the last group.

The first group, including the Definition Repository Module and the Pro-
cess Definition Module, takes a role of creating process definition objects. When
the workflow engine initially starts at build time, the WfDefinitionRepository
reads workflow definition XML, creates WfDefinition objects with the help of
WfDefBuilder, and manages the WfDefinition objects, so that the WfDefini-
tionRepository can manage workflow process definition objects. When creating
WfDefinition objects, the WfDefinitionRepository delegates the creation task to
the WfDefBuilder and the WfDefBuilder delegates again the XML analyzing
tasks to the XMLParser. Thus, the WfDefinitionRepository brings the WfDef-
inition objects with the helps of the WfDefBuilder and the XMLParser. We
utilize the dynamic class loader in order to redefine the process definition ob-
jects dynamically. Whenever the XMLParser finds Java codes in the process,
the XMLParser uses dynamic class loader in Java. When compiling the code,
it uses Java compiler information written in the WfConfiguration. The work-
flow reference model defined in XML is converted to a number of classes whose
template classes are defined in the Process Definition Module.

The classes in the Process Definition Module are mapped to tags of the
XML workflow process model described in Figure 2. The classes provide tem-
plates that can be use to create process definition objects by the WfDefBuilder.
The WfDefinition class presents workflow process definition and manages other
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internal objects. The WfActivity class describes a task in the workflow process.
The WfTransition class connects inputs and outputs of WfActivity class, so that
it can link two or more activities. It provides a function that can search for
transitions that are connected to a given input activity at run time. The Wf-
Condition is the interface to check condition when automatically changing the
status from WfTransition to WfActivity. The WfApplication class contains the
information of application program that is executed for an activity, such as the
URL of the application program. The WfRelevantData class shows data used
in the workflow process. It contains data name, format, and initial values. The
roles of WfParticipant, WfGroup, and WfRole are similar to those of the corre-
sponding tags in the XML workflow model. The WfParticipant, WfGroup, and
WfRole are parts of the Organization Manager Module that provides manage-
ment of users, groups, and roles. It checks if a user is in the proper role, and lists
all users that are in a given role.

The next group, having only the Enactment Module, is the main part of
workflow engine. The Enactment Module is composed of three managers that
are used by the WfEngine to create and progress process instances. The WfIn-
stanceManager is in charge of creation, scheduling, and managements of a pro-
cess instance. It controls the progress of an instance, managing the instance’s
internal state. It also sequences and executes activities according to the process
definition, invoking related applications. The state of activity is also managed
by the WfInstanceManager. How to manage the states of process instances and
activities is explained in detail in the next section. When the WfEngine creates
a process instance through the WfInstanceManager, it also creates a context
through the WfContextManager. A context holds the relevant information that
should be shared by the consecutive activities of a process instance. A context
includes a security context, a transaction context, or data to be transmitted be-
tween consecutive activities. For executing interactive activities, the WfEngine
calls the WfWorklistManager to create work items that are sent to a person or
a group of persons who have the role of taking the interactive activities. The
WfWorklistManager manages the progress of each work item so that the work
item could be done completely. A workitem can be implemented in various for-
mats, such as an email or a process call, depending on the application domain
and the system environment.

The last group contains the modules that provide additional services for the
workflow engine. Included are the Monitor Agent Module and the Notification
Manager Module. The WfMonitorAgent collects the states of workflow engine
periodically or on-demand. The collected state logs are used to analyze the cor-
rectness or speed of the on-going work processes. It can also report the current
state of workflow engine according to a predefined schedule. The WfNotification-
Manager is used by the workflow engine to notify some event messages generated
by the process instance. The generated events are distributed to the event lis-
teners registered to the WfNotificationManager. It is applied to send messages
to associated users when having special event occurrence, such as terminating
business processes.
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4.2 Scheduling of Workflow Process

One of the important tasks performed by a workflow engine is workflow process
scheduling. The WfInstanceManager of the Enactment Module is in charge of
this scheduling task. When a client application requests to start a business pro-
cess, the WfEngine (i.e. workflow engine) delegates the task to the WfInstance-
Manager. Receiving the request message of starting process, the WfInstance-
Manager creates a process instance and manages the lifecycle of the process
instance, controlling its process scheduling. The main task of workflow process
scheduling is to manage the states of a process instance and its activities. When
the WfInstanceManager invokes the instance state transition method, it checks
the state of workflow process. Based on the current instance state, the WfIn-
stanceManager makes the process instance moves to the next step, adds/deletes
workitems or executes invoked applications.

There exist two states inside the workflow instance. One is the state of process
instance itself, and the other is the state of activities that are executing for the
process instance. The state of instance becomes the Initiated state when it is
activated as shown in Figure 4 (a). In the Initiate state, the instance waits for
transition to the Running state. The state transition from the Initiated state
to the Running state can occur automatically or human-interactively. During
the Running state, the process instance progresses its task. According to the
process definition, it schedules the next activities and executes the scheduled
activities. Detailed description of the state changes of activities is in the next
paragraph. A process instance goes to the Suspended state, when it is temporarily
paused waiting for an occurrence of a specific event. When a process instance is
abnormally terminated, it goes to the Terminated state, and when successfully
done, the Complete state. After the Terminated state or Complete state, the
instance goes to the Dead state, where it releases references and memory back
to the system and finishes the instance.

Fig. 4. Scheduling of Workflow Process.

An activity in execution has six states as in Figure 4 (b). The Initiated state
is the state where an activity is newly created, but not in execution yet. Depend-
ing on the Start mode of the activity, which is described in process definition
XML, there are two ways to move to the Active state. If the Start mode is set
to ‘interactive’, the activity waits for a human response. If the Start mode is set
to ‘automatic’, the activity checks the starting condition and becomes Active if
satisfied. The Active state is another pre-stage before executing an activity. If
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the Execution Mode of activity is automatic, the activity executes the invoked
application and goes to the Running state. If the Execution Mode is interactive,
the activity arranges a workitem and goes to the Running state. The Running
state is the state where the activity is in execution. In the Running state, the
activity checks the finishing condition. If the finishing condition is satisfied, the
state of activity changes to the Complete state. The Complete state checks the
Finish mode. If the Finish mode is interactive, all the created workitems are all
deleted. If the Finish mode is automatic, the Complete state moves to become
the Transition state. It is necessary to stay in the Transition state before acti-
vating the next activity, since the complete activity needs to be satisfied with
specific conditions to transfer and also the next activity needs to be satisfied
with the precondition to be activated. Thus, to consider the Transition state,
there are more extra kinds of states: Prior and Post Transition states. The Prior
Transition state checks the current activity and finds the proper next transition
that accepts this activity as the input activity. By observing the input condi-
tion of transition, the Prior Transition decides to transfer the current working
activity. According to the given various input values, types, and the expected
conditions, it is necessary to check the prior conditions to enter the next ac-
tivity. If the condition is satisfied, it applies to the Post Transition state. The
Post Transition state checks output conditions of transition. As done for input
cases, the conditions need to be checked according to the given various output
values and types. If the output conditions are satisfied, the current Transition
state moves to the next step and activates another activity, and the next activity
becomes Initiated state.

5 Conclusion

In this paper, we designed and implemented a workflow management system to
allow the workflow of tasks to be changed dynamically as well as statically, and
to guarantee to support processes for automatic and asynchronous executions
among processes. We focus on the workflow management system in terms of the
build-time and run-time managements. The build-time management concerns
tasks related to workflow process definitions. We defined the workflow process
model, and proposed the mechanism to represent meta data in XML. Consider-
ing execution of workflow operation based on the workflow process definition, we
handled to generate the processing objects from the XML models. Also we de-
signed process definition to cooperate with the workflow engine by using XML
that becomes the Web information standard over Web. In terms of run-time
management, we presented the structure of workflow engine that is the encore
of run-time workflow management. The engine proposed consists of parsing and
processing workflow process definition, managing process instances, sequencing
activities, and progressing workflow schedules. Regarding schedules, we handled
workflow process and activity state managements. Our workflow management
system considers reusability of distributed components, and integrity of infor-
mation systems for various heterogeneous information handling. Also it is pos-
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sible to support various workflow services of B2B on Web, for example, parallel
structure, internal container structure, and cycle structure. We implemented our
workflow management system in Java, so that the workflow engine is also able
to achieve platform-independent and portable workflow services.
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Abstract. In the Internet and distributed systems, we can always access many
application servers for gaining many information or electronic business proc-
essing, etc. Despite of those advantages of information technology, there have
been also many security problems that many unauthorized users attack our net-
work and computer systems for acquiring many information or destroying our
resources. In this paper, we propose a client authentication model that uses two
authentication server systems, duplicated authentication. Before a client re-
quests information processing to application web servers, the user acquire ses-
sion password from two authentication servers. The proposed client authentica-
tion model can be used making high quality of computer security using the two
authentication procedures, user’s password and authentication password. The
second password by two authentication servers is used in every request transac-
tion without user’s input because of storing to client’s disc cache when a ses-
sion is opened first. For more secure authentication we can close session be-
tween client and server if a request transaction is not created during a time
interval. And then user will acquire authentication password again using logon
to the authentication servers for requesting information processing. The client
authentication procedure is needed to protect systems during user’s transaction
by using duplicated password system. And we can detect intrusion during au-
thorized client’s transaction using our two client authentication passwords be-
cause we can know immediately through stored client authentication password
when a hackers attack our network or computer systems.

1 Introduction

In the Internet and distributed systems, we can always access many application serv-
ers for gaining many information or electronic business processing, etc. The Internet
is comes from interconnecting worldwide servers in networks. That is enables us to
live in information society. There is no place that information systems do not reach
on our society whole by information technology. Relating to distributed systems,
there are various information processing type in addition to the Internet such as Intra-
net and Extranet. Intranets are networks based on Internet standards and exist within
an organization for the benefit of its employees. An Extranet is a private wide area
network (WAN) using Internet protocols. An example would be a manufacturer that
uses an Extranet to exchange information with its suppliers [1, 2]. In this information
society, we can always gain various information easily that we need without restric-
tion of location of the information.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 655–662, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Despite of those various advantages in the internetworking environments, there
have been also many security problems that many unauthorized users attack our net-
work and computer systems for acquiring many information or destroying our re-
sources. Anybody in the Internet can access any server systems in anywhere. There-
fore, various security services should be needed to protect our network and computers
during security attacks of opponents, such as authentication, encryption, etc. There
are several types of security attacks in network and computer security, such as inter-
ruption, interception, modification and fabrication. Interruption is that resources of
systems is destroyed or becomes unavailable by interrupting transmission between
sender and recipient, interception is that an unauthorized opponent gains many infor-
mation in a network. Modification is that transmission between sender and recipient
is modified by opponent’s attacks, such as changing values or altering data file. Fab-
rication is that unauthorized user access network or systems as authorized client[3, 4].

In the Internet or distributed systems, many clients access application web server
for gaining many information or business processing. And then, first of all, server
systems check whether the client is authorized or not. It is one of the most important
problems that we protect many resources of systems using authorized client authenti-
cation in the Internet or distributed systems. It is general process of client authentica-
tion that a user can get authority by the user’s ID and password. But using only cli-
ent’s password is not always secure because there are many security attacks in a
network occurred by many opponents, so called hackers. Many unauthorized users
always try to know ID and password of authorized clients and hackers know easily
authorized user’s password using security attacks, like replay [2, 3].

In this paper, we propose a client authentication model that uses two authentication
server systems, duplicated authentication. The client authentication model is com-
posed of the user’s ID and password and two authentication keys from the duplicated
server systems. Before a client requests information processing to application web
servers, the user acquire session password from two authentication servers. The pro-
posed client authentication model can be used making high quality of computer secu-
rity using the two authentication procedures, user’s password and authentication
password. The second password by two authentication servers is used in every re-
quest transaction without user’s input because of storing to client’s disc cache when a
session is opened first. For more secure authentication we can close session between
client and server if a request transaction is not created during a time interval. And
then user will acquire authentication password again using logon to the authentication
servers for requesting information processing. The client authentication procedure is
needed to protect systems during user’s transaction by using duplicated password
system. And we can detect intrusion during authorized client’s transaction using our
two client authentication passwords because we can know immediately through
stored client authentication password when a hackers attack our network or computer
systems.

This paper is as following. In section 2, we introduce briefly about security attacks
and various security including client authentication. In section 3, we propose client
authentication model using two authentication servers. In section 4, explain character-
istics of our proposed client authentication model and evaluate our proposed authenti-
cation, intrusion detection. Finally, in conclusion we establish more secure client
authentication and plan future works.
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2 Security Attacks and Authentication

2.1 Various Security Problems

In the Internet or distributed systems, there are several types of security attacks such
as interruption, interception, modification and fabrication. Interruption is concerned
with availability in web server systems, interception is an attack on confidentiality.
Modification is concerned with integrity, and fabrication is an attack on authentica-
tion [3, 7].

Interruption is a security attack that resources of systems or network are destroyed
or becomes unavailable by interrupting transmission between sender and recipient,
interception is illegal action that an unauthorized opponent gains many information in
a network for information stealing. And then thus stolen information will be used in
accessing, copying, spreading for others. Modification is that transmission between
sender and recipient is modified by opponent’s attacks, such as changing values or
altering data files. And those are transmitted in the network, and an authorized user
misunderstood the information by them. Fabrication is that unauthorized user ac-
cesses networks or systems for transmitting illegal transaction as an authorized client
[3, 4, 7, 9, 10].

2.2 Security Policies

Against the various security attacks many security technology or policies should be
needed in our networks or server system. Security service is a protection technology
and policy that enhances the security of resources of computer systems. Various secu-
rity services are applied to computer systems for protecting our network or server
systems such as authentication, access control, confidentiality, integrity and non-
repudiation. Authentication is to protect server systems by using authorized client
authentication in the Internet or distributed systems [3, 4]. Authentication service is to
assuring whether a client is authentic or not, by using user’s ID, password or internet
address, etc.

In the Internet or distributed systems, a server system requires a user’s ID and
password for preventing unauthorized users from using resources of the server. Au-
thentication is focus on fabrication attack. In addition to the authentication, it is also
very important all of messages in a network should be encrypted by protocol of
sender and receiver. And then even though hackers gain many information about our
network or server systems, the stolen information or message is no useful to
them [3, 6].

2.3 Current Client Authentication

Client authentication is process for identifying user’s authority by using identity of
user or user’s own characteristics, etc [3, 4]. In the Internet or distributed server sys-
tems, generally we use user’s ID, password or internet address, etc. for identifying
authorized client. Also, the messages related user’s information should be encrypted
for protecting contents[4, 5]. The client sends it’s own ID and password to destination
server. And then, first of all, after selecting authentication database, server systems
check whether the client is authorized or not. If the user’s id and password is correct,
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Fig. 2.1. A Current General Authentication in Distributed Systems

the server systems send a message for authority to requested client. Those procedures
are shown in figure 2.1.

Many hackers in a network pretend to be an authorized client. Masquerade and re-
play usually occurred by unauthorized users. They repeat and access until know a
password or messages. So, using only client’s password does not always provide
security because of many times security attack, like replay [8].

3 A New Client Authentication Model

3.1 Duplicated Session Authentication

As above mentioned in section 2, using only client’s password is not always secure
because there are many security attacks in a network occurred by many opponents. In
this paper, we consider that user’s transaction is secure and password is needed more
complex. We propose a client authentication model that uses two authentication
server systems, duplicated authentication. The client authentication model is com-
posed of the user’s ID and password and two authentication keys from the duplicated
server systems. Before a client requests information processing to application web
servers, the user acquire session password from two authentication servers. The pro-
posed client authentication model can be used making high quality of computer secu-
rity using the two authentication procedures, user’s password and authentication
password. The second password by two authentication servers is used in every re-
quest transaction without user’s input because of storing to client’s disc cache when a
session is opened first. For more secure authentication we can close session between
client and server if a request transaction is not created during a time interval. And
then user will acquire authentication password again using logon to the authentication
servers for requesting information processing. The client authentication procedure is
needed to protect systems during user’s transaction by using duplicated password
system. The proposed duplicated authentication procedure is shown in figure 3.1. The
two authentication server create session password using function, randomize(). And
the client and application web server store the session password in it’s own local disc
or database respectively. As result of the duplicated session authentication, the client
gains second password, authentication password. The our proposed client authentica-
tion procedure is summarized as follows:
1.

2.

A client inputs it’s own ID and password for log-in and Send the message for au-
thentication to two authentication server, respectively
The two authentication servers check the client’s ID and password, and create
authentication key using a function, randomize()
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3. The two authentication servers send the authentication key encrypted to the client,
application web server and other authentication server

As shown in Fig. 3.1, the two authentication server create their own authentication
key, password, send the authentication password to the client, application web server,
and they share the two authentication password each other.

Fig. 3.1. Duplicated Session Authentication Procedures

3.2 Secure Client Authentication

Using the above duplicated authentication, the client acquires two session authentica-
tion passwords, and then the client uses two authentication passwords for transaction
processing to application web server. First, the client sends its messages to two au-
thentication servers, respectively. And then the two authentication servers check the
client’s ID, password and authentication password. If the passwords are correct, the
client’s messages are transferred to application web server. The application web
server checks client’s ID, password and authentication password and compare the two
transferred messages from authentication servers. Using those procedures the web
server can detect intrusion during authorized client’s transaction because the web
server can know intrusion immediately through comparing the two messages and
stored session authentication password. As shown in figure 3.2, a client sends two
messages including authentication password, Pc and after session authenti-
cation.

1.
2.

3.

A client sends messages to two authentication servers for transaction processing
The two authentication servers check the client’s ID and password, and transfer
the client’s messages to application web server
The application web server checks the passwords and compare the two messages
from authentication servers
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Fig. 3.2. Client Authentication Using Duplicated Authentication Server Systems

4 Characteristics of Our Client Authentication Model
4.1 Secure Client Authentication

Modification is one of the security attacks that a hacker intercepts a message from an
authorized user for modifying the contents or data file. The above our proposed client
authentication model is focus on modification. At that cases, authentication server or
application server can detect the intrusion with comparing authentication password
stored database of the server or comparing the two messages from authentication
servers.

When an authorized client has received authentication passwords from two authen-
tication servers, the passwords is stored in server’s database until session close. And
the client uses two passwords including authentication password for request to appli-
cation web server. Every time a request from a client reaches to application server,
the server checks two passwords after comparing the two messages. So, even though
a hacker gains a password through security attack, such as replay or masquerade,
when the hacker access our network or computer systems using the authorized cli-
ent’s ID and password, server check authentication passwords and two messages
transferred from authentication servers. Therefore the hacker cannot access the sys-
tems or data file.

4.2 Intrusion Detection and Broadcasting

Intrusion detection is defined as a system detect unauthorized accessing its resources
of computer by an unauthorized opponent. When an authorized client send a message
to server, a hacker intercept the message and send a false message to the server after
modifying the message. And then we can detect the security attacks but that is not
easy or impossible without intrusion detection facility or technology.
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Fig. 4.1. Intrusion Detection and Broadcasting

As shown in figure 4.1, an unauthorized user intercept the message created by a
authorized client and the hacker send a false message with fabrication or modifica-
tion. When server receives the false message from a hacker, server can detect a secu-
rity attack. The session authentication password is unique key in the server system
database, so when server receives the message with any other password the server
broadcasts to related client with intrusion, and write the logging in a file. Our pro-
posed authentication model is very simple and authentication database in a server can
be maintained easily.

5 Conclusion

In the Internet and distributed systems, we can always access many application serv-
ers for gaining many information or electronic business processing, etc. Despite of
those advantages of information technology, there have been also many security
problems that many unauthorized users attack our network and computer systems for
acquiring many information or destroying our resources. It is general process of client
authentication that a user can gain authority by the user’s ID and password. But using
only client’s password is not always secure because there are many security attacks in
a network occurred by many opponents.

In this paper, we have shown general concepts of security and security attack. And
we have described various security services for preventing the security attack. In
order to secure user’s password we propose a client authentication model that uses
two authentication server systems, duplicated authentication. Before a client requests
information processing to application web servers, the user acquire session password
from two authentication servers. The proposed client authentication model can be
used making high quality of computer security using the two authentication proce-
dures, user’s password and authentication password. The second password by two
authentication servers is used in every request transaction without user’s input be-
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cause of storing to client’s disc cache when a session is opened first. For more secure
authentication we can close session between client and server if a request transaction
is not created during a time interval. And then user will acquire authentication pass-
word again using logon to the authentication servers for requesting information proc-
essing. The client authentication procedure is needed to protect systems during user’s
transaction by using duplicated password system. And we can detect intrusion during
authorized client’s transaction using our two client authentication passwords because
we can know immediately through stored client authentication password when a
hackers attack our network or computer systems.

In the future, we will further research to prevent various security attacks and detect
intrusion. And more secure client authentication model should be needed. It will be
very important that we define security attack in detail and various security services
for secure client authentication.
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Abstract. The automatic generation of signal transduction pathways is chal-
lenging because it often yields complicated, non-planar diagrams with a large
number of intersections. Most signal transduction pathways available in public
databases are static images and thus cannot be refined or changed to reflect up-
dated data. We have developed an algorithm for visualizing signal transduction
pathways dynamically as three-dimensional layered digraphs. Experimental re-
sults show that the algorithm generates clear and aesthetically pleasing repre-
sentations of large-scale signal-transduction pathways.

1 Introduction

Advances in biological technology have produced a rapidly expanding volume of
molecular interaction data. Consequently, the visualization of biological networks is
becoming an important challenge for analyzing interaction data. There are several
types of biological networks, such as signal transduction pathways, protein interac-
tion networks, metabolic pathways, and gene regulatory networks. Different types of
network represent different biological relationships, and are visualized in different
formats in order to convey their biological meaning clearly. The primary focus of this
paper is the representation of signal transduction pathways.

A signal transduction pathway is a set of chemical reactions in a cell that occurs
when a molecule, such as a hormone, attaches to a receptor on the cell membrane.
The pathway is a process by which molecules inside the cell can be altered by mole-
cules on the outside [1]. A large amount of data on signal transduction pathways is
available in databases, including diagrams of signal transduction pathways [2, 3, 4].
However, most of these are static images that cannot be refined or changed to reflect
updated data. It is increasingly important to visualize signal transduction pathway
data from databases dynamically.

From the standpoint of creating diagrams, signal transduction pathways are differ-
ent from protein-protein interaction networks [9] because (1) protein-protein interac-
tion networks are non-directional graphs, whereas signal transduction pathways are
directional graphs (digraphs for short) in which a node represents a molecule and an
edge between two nodes represents a biological relation between them, (2) protein-
protein interaction networks have proteins and edges of uniform types, whereas signal
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transduction pathways contain nodes and edges of various types, and (3) signal trans-
duction pathways impose more restrictions on edge flows and node positions than
protein-protein interaction networks.

Fig. 1A shows the mammalian mitogen-activated protein kinase signaling pathway
(http://kinase.uhnres.utoronto.ca/pages/maps.html), represented by a force-directed
layout algorithm. The force-directed layout is a general graph layout, often used for
drawing protein-protein interaction networks. The drawing shown in Fig. 1A follows
several drawing rules faithfully, including no edge crossing and no overlapping

Fig. 1. (A) The mammalian mitogen-activated protein kinase (MAPK) pathway, represented by
a force-directed layout algorithm. (B) The same pathway represented as a layered graph by our
algorithm
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among edges and vertices. However, Fig. 1A does not convey its meaning as clearly
as Fig. 1B, which represents the same pathway but visualized as a layered graph.

Our experience is that signal transduction pathways convey their meaning best
when they are represented as layered digraphs with uniform edge flows, typically
either downward or to the right. The Sugiyama algorithm [7, 8] or its variants is most
widely used for drawing layered graphs, but the algorithm produces a diagram with
various types of edge flow even for an acyclic graph. In the present paper we intro-
duce a new algorithm for automatically representing signal transduction pathways as
layered digraphs with uniform edge flows and no edge crossing.

2 Layout Algorithm

To discuss the layout algorithm, we need to define a few terms. Suppose that G=(V,
E) is an acyclic digraph. A layering of G is a partition of V into subsets
such that if where and then i < j. The height of a layered
digraph is the number h of layers, and the width is the number of nodes in the largest
layer. The span of an edge (u, v) with and is j– i.

We visualize signal transduction pathways as layered digraphs. The visualization
algorithm is composed of 4 steps from the top level: (1) layer assignment, (2) dummy
node creation, (3) crossing reduction, and (4) z-coordinate adjustment.

Step 1: Layer Assignment
This step assigns a y-coordinate to every node by assigning it to a layer. Nodes in the
same layer have the same y-coordinate value. It first places all the nodes with no
parent in layer and then each remaining node n in layer where is the layer
of n’s parent node. When the layer of a node is already determined, the node is as-
signed the larger layer value. For example, node L in the middle graph of Fig. 2 is
assigned to layer 4 from path (A, E, I, L), but to layer 3 from path (B, G, L). The
larger value of 4 becomes the layer number of node L. The drawback of this layering
is that the digraph produced may be too wide and the edge may have a span greater
than one. The number of edges whose span > 1 should be minimized because they
slow down subsequent steps (steps 2-4) of the algorithm [5]. We place the source
node of an edge whose span > 1 in higher layers so that the span of the edge becomes
one.

Fig. 2 shows an initial layer assignment for the input signal transduction data: {(A,
E), (B, F), (B, G), (C, F), (C, I), (D, I), (E, I), (F, H), (G, J), (G, L), (I, K), (I, L)}. The
initial layer assignment is later adjusted to minimize edge spans, as shown in Fig. 3.

Algorithms 1-3 describe step 1 in detail.
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Fig. 2. An example of assignment of nodes to layers. The layer numbers in gray refer to the
previously assigned numbers

Fig. 3. (A) Initial digraph. (B) Layered digraph. Node D is moved to layer 2 since the span of
the edge (D, I) is 2

Step 2: Dummy Node Creation
When every edge is represented by a straight line segment it may cross other edges
and/or nodes. In order to avoid this we add a dummy node along an edge and bend
the edge at the dummy node. A dummy node is inserted into a layer through which an
edge with span > 1 passes (see Fig. 3 and Algorithm 4). Dummy nodes are treated as
general nodes when computing their location but are not shown in the final diagrams.
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Fig. 4. (A) Initial layered graph with crossings caused by edges (C, I) and (G, L). (B) Modified
layered graph with no crossings after adding dummy nodes in layers 2 and 3. (C) The final
layout of the graph with no crossings. The row and column barycenters, and the total number
of crossings for graphs B and C are shown in Fig. 5A and 5B, respectively

Step 3: Reducing Crossing
The problem of minimizing edge crossings in a layered digraph is NP-complete, even
if there are only two layers [6]. We use the barycenter method to order nodes in each
layer [7, 8]. In the barycenter method, the x-coordinate of each node is chosen as the
barycenter (average) of the x-coordinates of its neighbors.

Suppose that the element of incidence matrix M(i) is given by

The row barycenter and column barycenter of incidence matrix
are defined as

Then, the number C of crossings of the edge between and is given by

When rearranging the order of rows (columns), the row (column) barycenters are
computed and arranged in increasing order with the order of columns (rows) fixed.
By repeatedly alternating row and column barycenter ordering, the total number of
crossings is reduced. The algorithm for reducing the total number of crossings is
given in Algorithms 5-7, and Fig. 5A gives an example of computing the initial row
and column barycenters, and the total number of crossings for the graph in Fig. 4B.
Fig 5B displays the final row and column barycenters, and the total number of cross-
ings after applying Algorithms 5-7, and the final layout obtained is shown in Fig. 4C.
Fig. 6 shows an example of reduction of edge crossings by Algorithms 5-7.
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Step 4: Z-Coordinate Adjustment
We visualize simple signal transduction pathways as two-dimensional (2D) diagrams.
However, we visualize complicated signal transduction pathways as three-
dimensional (3D) diagrams for two reasons. First, the lengths of the edges can be
more easily made uniform in 3D diagrams than in 2D diagrams. Second, most com-
plicated signal transduction pathways contain a large number of crossings that cannot
be removed in a two-dimensional diagram. When there is no edge crossing in the
graph after step 3, the side view of the graph will look like Fig. 7A, and the graph is
sufficiently clear as a 2D diagram (that is, all nodes have the same z-coordinate
value). For graphs with edge crossing even after step 3 (Fig. 7B, for example), we
divide the nodes involved in the edge crossing into groups and adjust the z-coordinate
values of the groups so that the edge crossing is removed (Fig. 7C). Examples of the
side views of graphs involving groups with adjusted z-coordinate values are shown in
Figs. 7C and 7D.

Step 4 first computes the number of groups by calculating the maximum number
of edge crossings from target (child) layer to source (parent) layer (Algorithm 8) and
then partitions the nodes into groups if there is an edge crossing (Algorithm 9). The
total number of groups required in a given layer is one more than the maximum num-
ber of crossings in that layer.
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Fig. 5. (A) The initial row and column barycenters, and the total number of crossings for the
graph in Fig. 4B. (B) The final row and column barycenters, and the total number of crossings
of the graph in Fig. 4C

Fig. 6. Left: The number of edge crossings is initially 17. The number of crossings among 3
edges is counted 3 instead of 1. Right: The number of edge crossings is 6 after reducing cross-
ings

Fig. 7. (A) Side view of a planar graph. (B) Example of a non-planar graph with edge cross-
ings. (C) Side view of the graph shown in (B) after varying the z-coordinate values of nodes A
and B. (D) Side view of a graph with 3 groups of nodes in layer 1
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The leftCrossing and rightCrossing in Algorithm 8 are the number of edge cross-
ings associated with the left and right nodes, computed from equations 5 and 6, re-
spectively.

Results and Discussion3
We implemented the algorithms in Microsoft C#. The program runs on any PC with
Windows 2000/XP/Me/98/NT 4.0 as its operating system. The program accepts the
input signal transduction data in several formats:

pnm: a pair of names for the source node and target node, separated by a tab, in
each line (the input data of the graph in Fig. 2).
pid: a pair of node indices for the source node and target node, separated by a tab,
in each line. Additional information is provided by pid_Label and pid_Pos files.
Pid_label contains node labels and pid_Pos contains the x-, y-, and z-coordinates
of each node.
stp: consists of 2 sections. The node section contains node ID, x-, y-, and z-
coordinates of the node, node type and node label. The edge section contains the
source node ID, target node ID, and edge type.
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Fig. 8. (A) The signal transduction pathway of a tyrosine kinase-linked receptor and G-protein-
coupled receptors, displayed by our algorithm. Red arrows indicate that the source nodes acti-
vate the sink nodes, while blue lines ending with filled circles indicate that the source nodes
inhibit the sink nodes. Black, dotted arrows refer to signals transferred between sub-cellular
locations. (B) Proteins involved in a metabolic pathway of E. coli. Edge bends at dummy nodes
are removed by transforming the bended edges into spline curves

mdb: data from a Microsoft Access database, which can provide all the informa-
tion supported by the pnm and stp formats.

Fig. 8A shows the signal transduction pathway of a tyrosine kinase-linked receptor
and G-protein-coupled receptors (http://www.hippron.com), visualized with our algo-
rithm. The pathway contains exclusively straight-line segments and edges of span=1,
but the diagram contains no crossings. Fig. 8B shows a collection of proteins in-
volved in a metabolic pathway of E. coli (http://maine.ebi.ac.uk:8000/services/
biolayout/examples/metabolic_pathways), visualized by a new version of the algo-
rithm. Edge bends at dummy nodes are removed by transforming the bended edges
into spline curves. The drawing appears to have edge crossings, but it actually con-
tains no edge crossing when it is visualized as a three-dimensional drawing on a
video monitor. The program allows the user to explore the three-dimensional drawing
by rotating or by zooming in or out of it. The size of a node can also be changed in
proportional to its Z-coordinate value.

In summary, most drawings of signal transduction pathways in databases are static
images and thus cannot be refined, or changed later, to reflect new data. We have
developed an algorithm for automatically representing signal transduction pathways
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from databases or text files. Unique features of the algorithm include (1) it does not
place all sink nodes (nodes with no parent) in layer 1 but moves them to a lower layer
so that edge spans can be minimized; (2) edge bends occur only at dummy nodes and
the number of edge bends is minimized; (3) edge crossings are removed by adjusting
the z-coordinates of nodes. We are currently extending the program to overlay vari-
ous types of additional information onto the signal transduction pathways.
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Abstract. This project implements an integrated biological information website
that classifies technical documents, learns about users’ interests, and offers in-
tuitive interactive visualization to navigate vast information spaces. The effec-
tive use of modern software engineering principles, system environments, and
development approaches is demonstrated. Straightforward yet powerful docu-
ment characterization strategies are illustrated, helpful visualization for effec-
tive knowledge transfer is shown, and current user interface methodologies are
applied. A specific success of note is the collaboration of disparately skilled
specialists to deliver a flexible integrated prototype in a rapid manner that
meets user acceptance and performance goals. The domain chosen for the
demonstration is breast cancer, using a corpus of abstracts from publications
obtained online from Medline. The terms in the abstracts are extracted by word
stemming and a stop list, and are encoded in vectors. A TF-IDF technique is
implemented to calculate similarity scores between a set of documents and a
query. Polysemy and synonyms are explicitly addressed. Groups of related and
useful documents are identified using interactive visual displays such as a spiral
graph that represents of the overall similarity of documents. K-means clustering
of the similarities among a document set is used to display a 3-D relationship
map. User identities are established and updated by observing the patterns of
terms used in their queries, and from login site locations. Explicit considera-
tions of changing user category profiles, site stakeholders, information model-
ing, and networked technologies are pointed out.

1 Introduction

The volume of biological and medical information has been growing rapidly, leading
to increased interest and research in information retrieval and presentation, knowl-
edge extraction, and the enhanced discovery of new ideas. The text indexing effort
here examines terms used in a database of Medline papers to determine internal con-
sistencies and patterns. Text ranking applies the frequencies of the constituent text
terms in order to characterize documents. Differentuser types have varied interests in
documents and in the distinctive terms in these documents. Similarities in users and
documents are used here as indicators of the technical arenas, concepts, timeframes,
and research directions with the highest value to the reader.
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The frequencies of words in each document and in the user’s query are used to de-
rive a measure of information pertinence. Documents closest to a query which is also
similar to the user’s overall word preferences, are ranked and returned in order. The
ratings based on key terms are also visualized in a spiral display. The care that is
expended in biomedical information site implementation (as in commercial websites)
is directly related to the ultimate success and utility of the site.

2 Methods

The objective here is to illustrate effective document characterization, helpful infor-
mation visualization, and adaptive awareness to user categories and individual inter-
ests.

2.1 Text Indexing and Analysis

A vector space model is implemented to process document terms. Similarity of publi-
cations is represented using the term frequency vector for each document. The test
domain here is Medline abstracts for articles on breast cancer. The word characteriza-
tion method is based on stemming text terms, using a stop list to exclude common
terms, and on creating a term-frequency vector for each document. Such vector space
models are widely used based on TF-IDF (term frequency – inverse document fre-
quency) rules for calculating similarity between documents. There has been growing
research in biological text processing focusing on different areas such as clustering
[11], categorization using predefined categories [22], detection of keywords [8, 16],
and the detection and extraction of relations [4, 26, 27]. These advances are applied
for the tasks here, using text terms and user profiling, and in the next phases it is
anticipated that categorization of terms and direct query modifications will also be
implemented.

There are many biological terms that have multiple synonyms, and there is a lack
of uniformity in the set of terms used by researchers. One consequence is that identi-
cal queries from dissimilar users can result in their getting the identical set of returned
documents, which is rarely the best set of publications for their separate needs.
Documents and queries are represented as bags of terms and statistical values. Each
document vector shows the presence or absence of a term, or the weight of each term
within the document. The construction of the document-term vector space can be
divided into three different stages: document indexing, weighting of index terms, and
document ranking. In the document indexing stage, non-significant terms and words
that do not describe context are removed. Word stemming reduces terms to a root
form. Such feature reduction can improve efficiency as well as accuracy in document
clustering and classification [28, 29].

Different weighting schemes can be used to discriminate one document from the
other. Experimentally it has been shown that TF-IDF discrimination factors lead to
more effective retrieval [25]. Terms that occur in only few documents are more valu-
able for characterization than the terms that repeatedly appear in many documents
(IDF = Inverse document frequency). On the other hand, the more often that a term
occurs within a certain document, the more likely it is that that term is important to
that document (TF = term frequency). The formula that is used here is [18]:
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The weighting of the ith term in a document is given from its frequency by:

One of the methods of adding concepts to augment the vector space approach is la-
tent semantic indexing (LSI). This approach creates a matrix of terms that is analyzed
by singular value decomposition (SVD) for the most different and predictive items.
This is similar to clustering in that it solves the synonym problem but not polysemy
[3, 7]. Other methods such as clustering or categorization of documents can be ap-
plied after documents vectors are created. Manual categorization is becoming imprac-
tical [14, 15] due to the volume of documents. So, clustering is most often accom-
plished using an unsupervised learning algorithm. Categorization generally achieves
better results, using human supervision.

A simple approach to add conceptual information is the method used by the Se-
mantic And Probabilistic Heuristic Information Retrieval Environment (SAPHIRE).
SAPHIRE predefines a set of allowable terms [10], and maps the words and phrases
to a set of canonical terms. Another approach is Northern Light, which classifies the
documents into pre-defined subjects [34]. Another example using added concepts is
the DYNOCAT system, which uses a knowledge server [14, 15]. It maps words and
phrases to canonical terms, but it does not weight the term vector with frequency
information [2]. This dynamic categorization uses a semantic base representation of
terms, from the semantic type of each term. The most traditional way for adding con-
ceptual information is natural language processing. Using this approach after pre-
processing, tagging is applied. Many systems have been implemented using this
approach [8, 17, 32]. Vector space modeling such as the SMART project does not
place restrictions on the subject matter. SMART uses relevance feedback to tighten
its search, but its user interface is quite unfriendly [19, 30]. Another vector system is
Fox, where concepts other than normal content terms are used. An extended vector is
assembled with classes of information about documents. Subvectors represent differ-
ent concept classes, and similarity between extended vectors is calculated as a linear
combination of corresponding subvectors [6].

Here, vectors are created from Medline abstracts to see how eliminating common
words and infrequent terms affect document classification. The steps are:
1. Eliminate common English words:

N = total number of documents in the set
number of documents in which the term t occurs

weight of term

A “stop- list” containing 582 words is identified, ignoring words with little in-
formation content. Different lists are gathered from various sources and are
merged together and sorted.
The vector length is reduced by selecting a subset of key words. Then, a re-
finement is performed to find biomedical terms.
The abstracts are parsed, stemming is applied, and a frequency count is tallied
for each term. The number of documents in which each term appears is deter-
mined and the terms that occur most are identified. The importance of each
term is assumed to be inversely proportional to the number of documents that
contains that term. This IDF weighing scheme specifies that terms with low
document membership are less discriminating [28].

a.

b.

c.
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2.
3.
4.
5.

6.

Abstracts are chosen if they contain “breast”, “cancer”, “brca”, or “gene”.
Terms are normalized to lower case; non-alphanumeric terms are removed.
Common biomedical terms are removed.
For terms with the length six or more [11] forms (like cancer, cancerous) are re-
placed with their stem (cancer), using the Porter algorithm [12, 13].
Less frequent terms are deleted using a cut-off threshold, reducing the dimension-
ality of the document vectors, since infrequent terms have little resolving power
(Zipf’s Law)[1, 25, 28].

If the document collection contains n unique terms, then each document is repre-
sented as a vector of length where is proportional to the fre-
quency of term i. The vector space is also represented in a simplified form by using
0s and 1s if the term is absent or present [1, 21- 25, 28]. The jth document is thus
written as an n-tuple and the ith keyword ti is written
as an m-tuple

Fig. 1. Creating query vectors from abstracts

2.2 Query Process

The words in a user query are analyzed in a manner similar to that performed on the
document abstracts. In addition, there are methods for improving information re-
trieval that involve adjusting the user query. For instance, the query can be expanded
by adding all the terms that occur in the same category or cluster as each of the query
terms [9, 31]. The list of returned documents is determined by Boolean operands
“and” or “or”. Synonyms are entered manually, but in further versions of the system
this will done automatically. The steps in processing a query are 1) eliminate com-
mon English words, 2) apply stemming, 3) create a query vector, 4) compare to the
space of document term vectors, and 5) return the most related documents.

2.3 Document Ranking Using User Personalization

The relative importance-weighting levels of terms for a particular user (or group) are
obtained and applied at query time. If the user query contains a given term, the slot
for that term is set to one – otherwise the slot is set to zero. Profile information relates
to terms that are important to a user. Medline users could be, say, medical doctors
(MDs), college students, college teachers, PhD researchers, or even information-
browsing patients. A list of terms is assembled that reflects those words commonly
found in queries from such users. User evaluations of the relative importance of terms
give a scale from zero to ten.
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Fig. 2. Term importance for user type Fig. 3. Query vector and profile data

The vector for the query is combined with the preference-profile vector for that
type of user. The influence of the profile is initially set so that 90% of the importance
in the final query+profile vector is derived from the actual query, and the other 10%
is derived from the profile vector. The system offers five variations of term-
weighting: 1) standard tf (default), 2) best fully weighted, 3) classical tf-idf, 4) best
weighted probabilistic, and 5) coordination level binary vector [23], as shown in the
following table.

Documents are ranked and presented in an order that matches the query and the
user’s inferred interests. There are two well-known methods for such purposes, co-
sine similarity and distance similarity. The cosine vector similarity (inner product or
dot product) is used here [33]. Each document vector is compared with the query-
profile vector to give a -1 to +1 value. The similarity is computed as:

Fig. 4. Similarity between documents

When the documents are well-aligned, the angle between them is small and the co-
sine is near positive one.
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2.4 Interactive Display and Intuitive Refinement

A spiral ranking graph is adopted [35], where each document is shown by a small dot,
starting with the highest ranked (similar) document in the center. The user can see if
the scores are distributed evenly or whether just a few documents are good matches.
Documents that cluster together have a similar interest value to the user.

Fig. 5. Spiral ranking graph (left), clustering menu (middle), 3D vector visualization (right)

The interface includes sliders that enable refinement of the query term-weighting
and group-profiling. The graph then dynamically changes the corresponding ar-
rangement of the dots. Visualization of high dimensional term factors is narrowed
through a manual selection of three selected term-dimensions. A k-means clustering
algorithm is applied to distinctively color groups of similar documents.

2.5 Web Site Design

Website development should be based on principles, engineered to be flexible, and
grounded in measurability. Commercial sites generally involve teams with special
skills, integrating their efforts during the site’s design, construction, evaluation, and
support. Among the key areas are usability, User Experience Design (UXD), and
personalization. Specific personas are walked through mainstream and side-path
visits, and storyboards are used to explicitly trace out the key page-clicks and naviga-
tion. Novice web site designers often suffer from “developer’s fallacy” in assuming
that all users perceive the site like they do. Unfortunately, foolproofing a site is quite
frustrating. Unlike commercial sites, academic sites are often in transitional situations
over time, without a sustained vision or a way of measuring value and choosing the
most important upgrades.

Several popular and important biologically-related Internet sites were reviewed,
with a starting point of usability features and aids. Only a subset of all review ap-
proaches and metrics could be considered, so there were several informal interviews
with various users of the sites. A walkthrough session by a typical user is common in
commercial website evaluations, where the person makes selections and follows typi-
cal paths with good and not so good services from the site. Generally, bio-sites were
found to be indifferent to user needs, differences, and difficulties.
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The development here was undertaken to expose ideas and clarify alternatives re-
lated to the above objectives. In achieving modest site-development and information-
access goals, a more central system coding purpose was also achieved - that of fol-
lowing explicit examples of design choices, time tradeoffs, and user awareness - as a
contribution to the partnership of informatics and the pursuit of biological under-
standing.

The site’s method of retrieval in many cases gave better results than Medline ac-
cording to user evaluations. Several models underlie the user interface for the site.

User: profile, persona, group, affective concern, motivation, goal, value, expertise,
country, language, pet peeve
Task: workflow, component, difficulty, failure
System: database, processor, program, network, policy
Site owner: institution, finder, administrator, professor
Developer: coder, consultant, architect, tester, graphic artist, student
Document: page layout, image map, link, abstract, summary, title, rating, size
Document writer: profession, motivation, group, institution, country
User interface: session, page, visit, program, timing

2.6 User Acceptance and Term-Associated User Profile Vectors

Another issue addressed explicitly is that of the measurement of success. The site was
pre-determined to have a standard of satisfactory capability if a subset of documents
could be accessed in an individual manner by disparate users.

3 Results

188 documents were used to evaluate the system, 29 of which did not contain any
abstract. Only a small number of the most important words within a document pro-
vide the key information for classification, so a next phase of this project will address
the elimination of terms that provide little semantic content or significance. A query
(“breast” & “cancer” & “brca” & “gene”) was entered as a test of the system’s re-
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trieval. In this case, 106 out of the 159 documents were successfully retrieved. 34 out
of the 53 documents that were not retrieved did not contain the term “gene”. Two of
the documents did not contain any of the exact terms. The system here missed some
documents that Medline retrieved, since the Medline search also uses concept en-
hancements rather than just the query or document terms.

It is possible for the user to adjust the weightings to assess the sensitivity of the
with respect to key terms. The sensitivity related to the term changed can be calcu-
lated from the number of positions in the returned ranking that each document
changes. The prototype site here is adaptable in that it encourages user self-
identification for improved query handling. The user can also tell the site what terms
were favored or to be excluded. The site was also set up to be automatically adaptive,
with adjustments based on user activities, in the form of web visit logs. Different
term-weighting methods give different ranking results.

4 Discussion

The speed of computer processors has grown at a rate of an 18 month doubling
(Moore’s Law). The amount of data has also grown, but it is poorly understood that
this rate exponentially exceeds processing power (“Russell’s Law”) and that the abil-
ity to transport data is also lagging behind. The increasing percentage of unused data
is a concern that makes encyclopedic understanding ever less possible in areas like
bio-tech and medical research. There is an increasing reliance on search engines, yet
queries often return thousands of documents in less than optimal orderings. There is a
need to provide different users with focused information to reduce the complexity of
details.

In this paper a system is shown that incorporates adaptive term-frequency align-
ment with user profile data. The system also provides interactive visualization to give
an immediate overview of the retrieval space. Query-term clustering indicates the
relationships between documents, so the user can readily find similar documents.

Improvements to the system here could involve adding concepts and semantic
types to the term processing by using UMLS [5]. In addition, categorizing results
from queries using the MeSH hierarchy (Medical Subject Headings) could be of
value.
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Abstract. Traditional approaches in document categorization use the term-
based classification techniques to classify the documents. The techniques, for
enormous terms, are not effective to the applications that need speedy response
or not much space. This paper presents an effective concept-based document
categorization system, which can efficiently classify Korean documents
through the thesaurus tool. The thesaurus tool is the information extractor that
acquires the meanings of document terms from the thesaurus. It supports effec-
tive document categorization with the acquired meanings. The system uses the
concept-probability vector to represent the meanings of the terms. Because the
category of the document depends on the meanings than the terms, even though
the size of the vector is small, the system can classify the document without
degradation of the performance. The system uses the small concept-probability
vector so that it can save the time and space for document categorization. The
experimental results suggest that the presented system with the thesaurus tool
can effectively classify the documents. The results show that even though the
system uses the contracted vector for document categorization, the performance
of the system is not degraded.

1 Introduction

The majority of document classification systems use term-based techniques to clas-
sify documents. However, for the term-based document categorization system [1,3], it
is difficult to effectively classify the documents for enormous terms. If we decrease
the number of terms to get effective classification, the classification quality of the
system will be lowered. So, we need the system to get effective result without declin-
ing the performance. This paper presents such an effective system with the thesaurus
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© Springer-Verlag Berlin Heidelberg 2005
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tool. It is a concept-based document categorization system (CONDOCS) that classi-
fies Korean documents using the thesaurus tool. Even though there have been re-
searches on the thesaurus tool [13], there is no practical thesaurus tool for Korean.
Because the semantics of Korean is different from other languages, the previous the-
saurus tools are not adequate to Korean document categorization. In this paper, we
present a thesaurus tool for Korean to use in Korean document categorization.

In order to look for the categories of the documents, we must firstly represent the
documents. The thesaurus tool provides the meanings and upper meanings of the
document words so that the system can represent the document with not the terms but
the concepts. In general, the concepts are more closely associated with the category of
the document than words. For this reason, we can do the good document categoriza-
tion even if we represent the document with a small number of concepts. Then, we
present a concept-based document categorization system that classifies the documents
with the thesaurus tool so that it can be useful to application that need speedy re-
sponse or not much space.

Document categorization has been researched in two approaches; the man-made
approach and the automatic approach. In the man-made approach [4], the condition-
action rules to classify documents are designed by the human. Many systems use this
approach, however, the man-made approach is very expensive in the time and effort
to define good classification rules and expand the constructed rule system. In addi-
tion, it is impossible to learn the feedback knowledge acquired during classification
process.

To supplement the man-made approach, there have been researches to the ma-
chine-generated approach that automates the rule construction [3,5,11,12,14]. This
approach infers classification rules from training data. According as what kind of
inference method is used, it can be also divided into three methods; the probability-
based method, the neural network method, and MBR method. The probability-based
method classifies the documents with the probability acquired from training data. [11]
determine the category of the document by inferring the Bayes association estimate
between keywords and category. [2,15] classify the category of the document by
measuring the similarity between the probability of the document and categories.
Here, the probability means the frequency of keywords in the document. In this
model, as the knowledge acquired in classifying the documents is added to the sys-
tem, it is possible to incrementally learn. The neural network method constructs the
neural network to classify the document from training data. It determines the category
of the document with the constructed network. This method is also possible to incre-
mentally learn, however, it needs much learning time. MBR(Memory Based Reason-
ing) method [1,5] estimates the similarity between the input document and training
documents, so the system determines the category of the input document with the
category of the most related document. This method has the similarity estimate over-
head between the input document and every training document.

Therefore, in this paper, we adopt the probability-based method that has no simi-
larity measure overhead to all training documents for effective system. This system is
easy to expand for incremental learning capability. In the following section, we
briefly explain CONDOCS for effective document categorization. In section 3, we
describe the experiments and results of this system. Finally, in section 4, we describe
the conclusion.



CONDOCS: A Concept-Based Document Categorization System 685

2 Effective Concept-Based Document
Categorization System (CONDOCS)

The presented effective concept-based document categorization system (CONDOCS)
has the structure like Fig. 1. CONDOCS consists of the Korean morphological ana-
lyzer, the thesaurus tool, and the similarity measurer. The Korean morphological
analyzer transforms the input document into the list of terms. The thesaurus tool gets
the terms from the Korean morphological analyzer and draws the concepts included
in the terms. Finally, the similarity measurer finds the category code by measuring the
similarity between the input document and the categories.

Fig. 1. Structure of CONDOCS

To classify the document, we must firstly do a morphological analysis on Korean
sentences in the document. In this paper, we briefly explain the analyzer as the ana-
lyzer is designed as the preprocessor of the thesaurus tool. In general, document clas-
sification has been researched with a basis on the assumption that the category of the
document is closely connected with the terms of noun grammatical category [7]. For
this reason, we focus on the extraction of the terms of noun grammatical category.
This analyzer should divide the word phrases in the sentences into morphemes to
extract the noun terms from input sentences. The word phrases means a sequence of
morphemes between two spaces. The analyzer splits postfix, prefix, postposition, and
ending from a word phrase so it can easily get the noun terms [10]. The analyzer
transfers the analyzed noun terms to the thesaurus tool so that it gets the concepts of
the terms.

2.1 Thesaurus Tool

Since this system classifies the document with the concepts provided by the thesaurus
tool, the performance of the system depends on the thesaurus tool. Even though there
have been researches on the thesaurus tool [13], they are not adequate to represent the
concepts of Korean terms. So, we make the thesaurus tool to provide the concepts of
Korean terms.

To get the good document categorization, the thesaurus tool should have the
correctness and generality. The correctness means whether the tool acquires the
correct meanings to a given word, and the generality means whether the tool provides
the general concepts that can be applicable to every domain. It is not easy to design
the correct and general thesaurus. To get correctness, the construction of thesaurus
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should be complete and objective. In this system, in order to construct as correctly as
possible, we repeated the validation process in constructing the thesaurus. To authen-
ticate to be correctness, we will review the experimental results of the system using
the tool. To get the generality, we define the concepts of the thesaurus that can be
applied to every domain by considering the previous researches [8,9] on concept
taxonomy. The number of the defined concepts is 150. The concepts may have the IS-
A relation between each other.

The thesaurus generally contains the meaning of words with the noun, verb, adjec-
tive, and adverb, but the thesaurus in CONDOCS includes only the concepts on the
noun important on document classification. However, this thesaurus has the event
concept since the concept on noun also includes the action or event concept. The
structure of the concept taxonomy is the tree structure. In the structure, the higher the
concept is, the more abstract it is.

CONDOCS uses the 150 concepts to classify the document. To get the better clas-
sification quality, we may use the more many concepts than 150. If we use too many
concepts, the system may not be efficiently operated. As there is usually a tradeoff
between the number of the concepts and effectiveness of the system, the concepts
should be carefully selected. In this system, we examine and review the thesaurus
with the 150 concepts. In the meantime, the thesaurus tool should get the concepts on
all words appeared in the document. However, it is time-consuming and expensive to
develop such thesaurus tool. In this paper, we firstly construct the thesaurus tool that
can get the concepts on the 3990 words that are frequently used in the documents. In
future, we will increase the number of the words what the thesaurus tool can get the
concepts.

Fig. 2. Structure of the thesaurus tool

In Fig. 2, we depict the structure of the thesaurus tool. The tool finds the concepts
to the input word from thesaurus. The tool also finds the upper concepts of the con-
cepts. Table 1 shows the processing result of the tool. If the word has two more
meanings, it provides the all concepts on the word. To resolve the multiple meanings,
we must design the disambiguation procedure. In this paper, we exclude the problem.

2.2 Similarity Measurer

This system adopts the probability-based method to categorize the document. As this
system uses the probability of the concepts, we should represent the document with
the concept-probability vector. The similarity measurer compares the concept-
probability vectors of an input document and categories.
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Firstly, we construct the concept-probability vectors from training documents to
every category. Then, the thesaurus tool transforms the terms of the documents into
concepts so that we can represent the documents with the concept-probability vectors.
In this system, we use the 76 category codes and 12 category codes to identify the
category. If we use the 76 category codes, the number of the concept-probability
vectors for each category will be 76. Secondly, we transform the input document into
the concept-probability vector for input document with the thesaurus tool. Finally, the
similarity measurer compares the input vector with the vectors for categories. In the
following, we describe the estimate function of the similarity measurer.

We represent the category with the concept-probability vector
In this expression, means the probability of the j-th concept

appeared in the document set on the category So, The
input document is represented with the concept-probability vector

In this expression, means also the probability of the j-th concept appeared
in the document D. So, The similarity between the docu-
ment and the category is
measured by the measuring function

H(P) is the entropy which represents the uncertainty of the probability vector
and is calculated as The similarity

measuring function has the maximum value 1 when both probability vec-
tors are same, the minimum value 0 when the vectors is completely not same.

3 Experiments and Results of CONDOCS
We examined CONDOCS with the factors that effect the performance of the system.
They are the number of training documents, the size of the concept vector, and the
number of words that the thesaurus tool can get the concepts. The training documents
are extracted in the Kemongsa’s encyclopedia [6]. The total number of training docu-
ments is 21558. Firstly, we describe the experimental results according to the number
of training documents.

3.1 Experiment of CONDOCS According
to the Number of Training Documents

We constructed the systems with 3593 training documents, 7186 documents, 10779
documents, 14372 documents, and 17965 documents. We called the systems as
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CONDOCS-1, CONDOCS-2, CONDOCS-3, CONDOCS-4, and CONDOCS-5. Ta-
ble 2 describes the success rates on the five systems on the test documents. The num-
ber of the test documents is 3593. The first column of the table 2 depicts the kinds of
systems. The second and third column represents the best success rates on two cate-
gory sets. The two category sets are as Table 3. In the fourth and fifth column, we
express the success rates summed up success rates of the first and second candidate
categories. Because the category of the document may be ambiguous, we include the
success rates to both the best and secondary results.

In Fig. 3, the experimental result shows that the more training documents are in-
creased, the better the success rate is. However, the improvement of the success rate
is very tiny. Though we construct the system with the more many training documents,
we can not get the good success rate. Hence, we experiment to the concept-
probability vector and the thesaurus tool in the following section.

Fig. 3. Experiment results per each system



CONDOCS: A Concept-Based Document Categorization System 689

3.2 Experiment of CONDOCS to Each Concept Vector

CONDOCS uses the concept-probability vector to represent the document. As the
size of the concept-probability vector is smaller than term-probability vector, it can
support effective concept-based document classification. Since the performance of
the system depends on the designed concepts, we carefully designed the concepts. In
this paper, we use the 87 concept vector, 150 concept vector, and 768 concept vector.
The former two vectors are carefully designed, but the third 768 vector is defined by
adding 5-6 words related per 150 concepts for experiment of the vectors. Fig. 4
shows the experimental result on these vectors.

Fig. 4. Experiment result per each concept vector

The result shows that the more the size of vector is increased, the higher the suc-
cess rate becomes. But the improvement of success rate to the vector 768 is not good.
It seems the vector 768 is not carefully designed. If we design the vector 768 with
deep study, we can expect the better success rate. If improvement rate is linear, the
success rate to the carefully designed 768 vector will be 65%(category 76) and
80%(category 12). As stated above, when we design the concept vector, we must
think tradeoff between the number of the concepts and effectiveness of the system.

3.3 Experiment of CONDOCS to Each Word Set
That the Thesaurus Tool Can Get the Concept

In this section, we tested the system to each word set that the thesaurus tool can get
the concept. In this system, we firstly select 3990 words that the thesaurus tool can
get the concept. For the experiment on the performance of the thesaurus tool, we
divided the 3990 words into three sets. Fig. 5 shows the experimental results on the
defined word sets.

The result shows that the more the size of the word set is increased, the success
rate is increased linearly. Hence, in order to get the better success rate, we should
firstly increase the size of word set used in the thesaurus tool.

The performance of the document categorization system, in general, is measured
by recall, precision, and breakeven point [11,12]. The recall is the proportion of all
the relevant documents that are retrieved. The precision is the proportion of retrieved
documents that are relevant to the query. The breakeven point is the point at which
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Fig. 5. Experiment result per each word set

recall equals precision. In this system, we evaluate the system with the thesaurus tool
of each word set. We can get the 0.65 breakeven point with the final thesaurus tool.
The result shows that the more the size of the word set is increased, the more the
breakeven point is increased. Then, this result says that we can effectively classify the
documents with the thesaurus tool to expanded word set.

3.4 Review on the Experiment Results

In above sections, we reviewed the experiments on CONDOCS. As a result of the
review, we must firstly improve the word set used in the thesaurus tool. In next, we
have to redefine the 768 concept vector to get the correct and general concept set. We
carefully reviewed the failed cases for the test documents and found the following
reasons.
(1)

(2)

(3)

(4)

Low performance of the thesaurus tool. As stated above experiments, in order to
get the better performance, we must improve the thesaurus tool.
Frequent appearance of unrelated words to category of the document. It needs the
definition of the weight to each word in the document. To do so, we must use the
linguistic analysis technique.
Polysemy problem. To resolve this problem, we must disambiguate the meaning
of the words.
Ambiguous category of the document. The problem is due to selecting the best
category. If necessary, we can select two or more categories.

4 Conclusion

In this paper, we designed and constructed the effective concept-based document
categorization system CONDOCS. It uses the thesaurus tool so that we can effec-
tively classify the document. Then, the thesaurus tool finds the concepts of terms in
the document to represent the document with the concept-probability vector.
CONDOCS got 65% success rate for the best category and 84% rate including the
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secondary category. It is encouraging for the restrained thesaurus tool. According to
the experimental results, it seems that the system with thesaurus tool is necessary in
effective document categorization.

In future, we will improve the thesaurus tool to get the better classification result.
After the improvement, CONDOCS will be more valuable to document categoriza-
tion and other application domains. To get the better result, we need the research on
defining the weight on the valuable word.

References

1.

2.

3.

4.

5.

6.
7.

8.

9.

10.

11.

12.

13.

14.

15.

Linoff, M.D., Waltz, D.: Classifying News Stories using Memory Based Reasoning, In
Proc. Intl. Conf. on Research and Development in Information Retrieval, ACM SIGIR
(1992) 59-65
Wong, K.M., Yao, Y.Y.: A Statistical Similarity Measure, In Proc. Intl. Conf. on Research
and Development in Information Retrieval, ACM SIGIR (1987) 3-12
Kweon, O.W.: Optimizing for Text Categorization Using Probability Vector and Meta
Category, M.S. Thesis, KAIST Computer Science Dept. (1995)
Hayes, J.: Intelligent High-Volume Text Processing Using Shallow, Domain-Specific
Technique, In Paul S. Jacobs, editor, Text-Based Intelligent Systems: Current Research and
Practice in Information Extraction and Retrieval, Hillsdale, New Jersey (1992) 227-241
Yang, Y.: Expert Network: Effective and Efficient Learning from Human Decision in Text
Categorization and Retrieval, In Proc. Intl. Conf. on Research and Development in Infor-
mation Retrieval, ACM SIGIR (1994) 13-22
ETRI Natural Language Processing Lab.: ETRIKEMONG SET, ETRI (1997)
Lee, H.A., Lee, J.H., Lee, G.B.: Concept-based Noun Phrase Indexing Method Using Syn-
tactic Analysis and Cooccurence Information, Proc. Of the Hanguel and Korean Infor-
mation Processing Conference (1996)
EDR Technical Report: Concept Dictionary, Japan Electronic Dictionary Research Institute
(1988)
Kang, W.S.: Semantic Analysis of Prepositional Phrases in English-to-Korean Machine
Translation, KAIST Ph.D. Thesis (1995)
Kim, S.Y.: Morphological Analyzer using Tabular Parsing Method and Concatenation In-
formation, KAIST M.S. Thesis (1987)
Lewis, D.D.: An Evaluation of Phrasal and Clustered Representations on a Text Categori-
zation Task, ACM SIGIR’92 (1992)
Apte, C., Famerau, F., Weiss, S.M.: Automated Learning of Decision Rules for Text Cate-
gorization, ACM Tr. on Information Systems, Vol.12, No.3 (1994)
Miller, G.A., Beckwith, R., Fellbaum, C., Gross, D., Miller, K.: Introduction to Word-
Net: An On-line Lexical Database, Report of WordNet, Princeton University (1990)
Sebstiani, F.: Machine Learning in Automated Text Categorization, ACM Computing Sur-
veys, Vol.34, No.1, (2002) 1-47
Yang, Y., Zhang, J., Kisiel, B.: A Scalability Analysis of Classifiers in Text Categoriza-
tion, In Proceedings of SIGIR-03, 26th ACM International Conference (2003) 96–103



Using DEVS for Modeling
and Simulation of Human Behaviour

Mamadou Seck, Claudia Frydman, and Norbert Giambiasi

LSIS, Domaine Universitaire de Saint Jérôme, Avenue Escadrille Normandie-Niemen,
13397 Marseille Cedex 20, France

{Mamadou.seck,Claudia.frydman,Norbert.giambiasi}@lsis.org

Abstract. Throughout the last decade, research in cognitive sciences has
proven emotions to be playing a prominent role in human behaviour.
The military is being more and more interested in modelling human behaviour
for simulation and training purposes.
The aim of our work is to, from models coming from physiology and psychol-
ogy, give to such models an operative semantics in order to simulate the human
behaviour. We propose a DEVS model of stress states as well as a model of
physical tiredness.The latter models interact with the behavioural model within
an architecture that we also present.

1 Introduction

Throughout the last decade, research in cognitive sciences has proven emotions to be
playing a prominent role in human behaviour.

The military is being more and more interested in modelling human behaviour for
simulation and training purposes.

The work presented here utilises existing physiology theories to design novel be-
havioural models that take into account factors such as stress and tiredness. We pro-
pose a DEVS [6] model of stress states as well as a model of physical tiredness. The
latter models interact with the behavioural model within an architecture that we also
present.

2 Stress

The understanding of the processes underlying stress has evolved recently, yet leav-
ing numerous uncertainties.

A stressor is any event or situation requiring a change in adaptation or behaviour
of an individual. It represents a threat to their welfare or survival. It can have positive
or negative effects.

A stressor implies physiological reflexes that prepare to tackle a situation or to flee
it.

2.1 Types of Stressors

We can distinguish between physical and mental stressors. A physical stressor is one
which has a direct effect on the body. This may be an external environmental condi-

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 692–698, 2005.
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tion or the internal physical/physiologic demands of the human body. A mental
stressor is one in which only information reaches the brain with no direct physical
impact on the body. This information may place demands on either the cognitive
systems (thought processes) or the emotional system (feeling responses, such as anger
or fear) in the brain. Often, reactions are evoked from both the cognitive and the emo-
tional systems.

2.2 Stress / Performance Relationship

Stress is a process that promotes survival in certain contexts. An optimal level of
stress is useful for task performance. When stress is too low, it implies distraction and
tasks are done haphazardly. An intense level of stress may cause poor motor coordi-
nation or even choking.

Many models try to link stress to performance. One of the most cited is the
Yerkes-Dodson law [2], also referred to as the inverted-U hypothesis. As displayed in
figure 2, it states that at low stress, performance is low; it improves until its highest
point corresponding to the optimal level of stress or arousal. Then, performance level
decreases when stress intensifies, leading to complete disorganization when stress
level reaches panic.

Fig. 1. The inverted-U hypothesis

The inverted-U certainly does not capture the whole complexity of the
stress/performance relationship, but appears to be a largely accepted principle. The
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model has even been perfected by Hancock [3], His extended-U model relates stress
level to physiological and psychological adaptability. He defines various zones of the
curve corresponding to physical and mental states depending on stress level.

3 The DEVS Formalism

DEVS is a modular formalism for deterministic and causal systems’ modelling. It
allows for behavioural description of systems. A DEVS model may contain two kinds
of DEVS components: Atomic DEVS and Coupled DEVS.

3.1 Formal Definition of an Atomic DEVS

The time base is continuous and not explicitly mentionned :
S represents the set of sequential states : The dynamics consist in an ordered se-
quence of states in S.
ta(s) is the lifetime function of a state in the model.

is internal transition function, allowing the system to go from one state to an-
other autonomously.
Y is the set of outputs of the model.
X is the set of (external) inputs of the model. They interrupt its autonomous be-
haviour by the activation of the external transition function

The system’s reaction to an external event depends on its current state, the input
and the elapsed time.

3.2 Formal Definition of a Coupled DEVS

The coupled DEVS formalism describes a discrete events system in terms of a net-
work of coupled components.

Self stands for the model itself.

Xself is the set of possible inputs of the coupled model.
Yself is the set of possible inputs of the coupled model.
D is a set of names associated to the model’s components, self is not in D.
{Mi} is the set of the coupled model’s components, with i being in D. These com-
ponents are either atomic DEVS or coupled DEVS.
{Ii} is the set of l’ensemble des influencees of a component. That is what defines
the coupling structure.
{Zi,j} defines the model’s behaviour, transforming a component’s output into
another componant’s input within the coupled model.

As concurrent components can be coupled, many state transitions can have to oc-
cure at the same simulation time. A selection mecanism then becomes necessary, in
order to choose which transition is to be executed first. So is the role of the “select”
function.
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4 The DEVS Stress Model

Based on those theories, we propose a model of stress in the DEVS formalism. It
consists in a representation of discrete states of stress. Depending on their nature,
external events make the model evolve from one state to another. Those events are
sorted according to their seriousness or intensity by an appraisal function.

Inspired by the inverted – U hypothesis, our model consists of 5 states correspond-
ing to points chosen on the curve. We sort events in 4 types, each type defining a
certain evolution of the stress model.

During a mission consisting in reaching a distant point in enemy zone, such a ty-
pology of events can be made:

TE1: suspect noises, blasts ...;
TE2: shots, losses in our camp
TE3: loss of a pal, wounds
TE4: positive events
Such event types will also have to be generated to define a given situation as a

stressor. For example, as lack of information is a stressor (it isolates the soldier [1]), a
rule can be activated to generate a “T1 event” if no information has been received by
the soldier in a given period of time. These features will be developed in the appraisal
component of our architecture. The model may also evolve autonomously as a way
of representing the natural efforts of the individual to recover equilibrium.

Fig. 2. DEVS model of stress

These stress states have the following behavioural features:
S0: Sleep, inactivity
S1: Slow reactions, average precision
S2: Optimal level
S3: Risk taking, bad choices
S4: Bad precision, choking, panic

5 Modelling Tiredness

Following [5], transitions of a DEVS model can be conditioned by thresholds of a
continuous function.
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We can model tiredness by a polynomial function of task durations multiplied the
task’s constant of difficulty.

The rate of efficiency of the task can be conditioned by the computed value of
tiredness. The possibility for an agent to start or complete a physically demanding
task can also be conditioned by such a function.

The values of thresholds and of the constants of difficulty will be defined and re-
fined during phases of test.

Figure 3 shows the evolution of the tiredness function while the agent is executing
various tasks alternately:

T1: average physical difficulty
T2: low physical difficulty
T3: high physical difficulty
T4: Rest.

Fig. 3. Continuous function of physical tiredness

6 DEVS Behavioural Model

Now that we have seen how to represent stress and tiredness, let us present our be-
havioural model.

Our DEVS behavioural model represents the current task of the agent by a state.
Events that induce a change in behaviour activate transitions that can be conditioned
by values of variables representing stress, tiredness or any other environmental in-
formation.

Let us model the behaviour of a soldier in a mission consisting in reaching a dis-
tant point in enemy zone:

The soldier’s initial state is stop.
He can receive the order of reaching the objective point and then starts walking.
While walking, if he detects an enemy, or if he is shot upon, while his stress level
is S1 or S2, he retreats to cover. If he were in stress level S3, he would shoot back
directly or worse, if he were in stress level S4, he would freeze, as a result of
panic.
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Fig. 4. DEVS behavioural model

While under cover, he shoots back at the enemy if he is in the stress state S1 or S2
and if there are no civilians in the trajectory. If he is in stress level S3, he would
not for the latter condition.
All these actions are possible if tiredness is under the maximum threshold.

7 Architecture

The previously cited elements interact within an architecture composed of four ele-
ments.

The appraisal component consists in rules that evaluate events to define their seri-
ousness and how stressful they are. Such rules will be developed in the spirit of the
goal based appraisal described by Gratch in [4]. Events and situations are appraised in
regard with the goals of the mission.

The output of that component is stressor types TE1, TE2, TE3 and TE4.
The DEVS stress model receives inputs from the appraisal component. The events

appraised as stressors make the stress level evolve.
In a parallel manner, tiredness level is computed as a continuous function of task

durations and task’s constant of difficulty.
Both those models and external events are used to make the behavioural model. In

that way, our architecture takes into account human factors such as stress and tired-
ness and other environmental factors to create a behavioural model.

8 Discussion

The architecture we present here allows an explicit modelling of human behaviour
under constrains such as stress and physical tiredness.

We wanted a framework close to the theory, but still easily usable for military
simulation purposes.
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Fig. 5. Architecture

DEVS offers a direct manipulation of events, states and their evolutions, thus
allowing us to build robust and reliable models.

Many improvements will complement this framework.
First of all, our modelling of physical tiredness is at a very early level. Future in-

vestigations will help us better handle the complexity involved in such a process.
Parameters like weather or terrain will be added to the model to make it more accu-
rate.

Another planned evolution is the implementation of interpersonal relation. DEVS
coupled models seem to be an interesting feature for that kind of application [6].

We will also add the possibility of modelling personality differences as far as sus-
ceptibility to stress is concerned.

Our architecture certainly has interesting features and will develop new ones in or-
der to achieve high standard simulation of human activity.
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Abstract. The representation of timing, a key element in modeling hardware
behavior, is realized in hardware description languages including ADLIB-
SABLE, Verilog, and VHDL, through delay constructs. In the real world, pre-
cise values for delays are very difficult, if not impossible, to obtain with cer-
tainty. The reasons include variations in the manufacturing process, tempera-
ture, voltage, and other environmental parameters. Consequently, simulations
that employ precise delay values are susceptible to inaccurate results. This pa-
per proposes an extension to the classical DEVS by introducing Min-Max de-
lays. In the augmented formalism, termed Min-Max DEVS, the state of a hard-
ware model may, in some time interval, become unknown and is represented by
the symbol, The occurrence of implies greater accuracy of the results, not
lack of information. Min-Max DEVS offers a unique advantage, namely, the
execution of a single simulation pass utilizing Min-Max delays is equivalent to
multiple simulation passes, each corresponding to a set of precise delay values
selected from the interval. This, in turn, poses a key challenge – efficient execu-
tion of the Min-Max DEVS simulator.

1 Introduction

Hardware Description Languages (VHDL, Verilog, ADLIB, ...) and logic gate simu-
lators use the concept of delay [1], [2] to represent timed behaviors. Different classes
of delay models have been introduced [1], [3-6] to allow different kinds of temporal
analysis.

In the DEVS formalism, Zeigler introduced the concept of the lifetime of a state
(called time advance function), which corresponds to the concept of precise delay
values in digital circuits. However, in a design or an analysis process of a real system,
the lifetime of transitory states is generally unknown and, as for digital circuits, the
user defines a mean value. For a more realistic modeling, we propose to apply the
concept of Min-Max delays to the specification of discrete event models. We pro-
posed an extension of the DEVS formalism, called Min-Max DEVS [7], and the pur-
pose of this paper is to present its simulation semantics by the way of the conceptual
Min-Max DEVS simulator.

The aim of Min-Max DEVS is to model and simulate real systems for which the
delays values are not known with accuracy (the scattering of parameters due to the
manufacturing process, for example) and not as in [8] to do real-time simulations. For
a best understanding of the meaning attach to Min-Max DEVS, we recall the meaning
of ambiguous delay in the domain of digital circuits, the minimal delay corresponds to
the faster circuit and the maximum delay corresponds to the slower one. All the
transitions of states, in the possible real circuits, are between these two limits.

T.G. Kim (Ed.): AIS 2004, LNAI 3397, pp. 699–708, 2005.
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After a brief recall of the DEVS formalism [9], [10] and of classical delay models,
we present the Min-Max DEVS [7] formalism and its operational semantics. The most
difficult problem to solve is to obtain a fast simulation technique, knowing that with
Min-Max delays, all the possible precise models are to be simulated during only one
stage of simulation; the presentation of the conceptual Min-Max DEVS simulator is
detailed in section 4. Section 5 illustrates our approach by using an example; then we
present the simulation results and their interpretation.

2 Recall

The simplest type of delay used in the digital circuit field is the pure transport delay.
This delay is defined by one value, which represents a mean value of real delays for
the considered category of gates. A rise-fall delay is defined by two precise values
corresponding to a mean value for each possible state change (0 to 1 and 1 to 0), the
delay depends on the state change. In [3], [11], [12] the simulation algorithm of this
delay gives us its semantics that is a preemptive semantics.

The problem with this kind of delays is that we assume we know a precise value of
the delays of the real gates, which is evidently impossible because it depends on the
environment and on the manufacturing process. For a more precise representation of
real gates, probabilistic and fuzzy models have been introduced [6], [13]. These cate-
gories of delays have not widely used because the simulation algorithms are complex
and heavy. Another category of delay models uses a time interval to define possible
values of the delay. In this time interval, each point corresponds to a possible value of
a real delay. These models are widely used because they represent the imprecise
knowledge about real delays and they have very fast simulation techniques. These
delay models are called ambiguous delays or Min-Max delays [1], [3].

An ambiguous transport delay is defined by two values [tmin, tmax], which repre-
sent the distribution of the possible real delays of the corresponding gate. In this case,
the variables of a model have three possible values [0, 1, represents an un-
known value due to the imprecision on the delay values. In fact, when a gate model is
in the state the interpretation is that some possible real gates are in the state 0 and
some other are in the state 1 depending on the real value of the delay.

In fact, with this modeling we represent in one model all the possible behaviors for
the different delay values. The simulation process consists in using 4 events: (0 to

to 0), to 1) and (1 to The occurrence of the event (0 to represents
the faster possible signal (faster circuit corresponding to a real circuit with the mini-
mum delays for all its logic gates), the event to 0) represents the slower circuit.

3 Min-Max DEVS Formalism

In [7] we have proposed a Min-Max DEVS formalism to model systems with lifetime
of transitory states represented by time intervals and not an exact value. That is to say
that the faster event must be interpreted as defining the beginning of a temporal win-
dow in which a real system can send out the considered output event, the slower event
defines the end of this window. At the occurrence time of the slower event all the
possible real systems have had the considered state change.
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We define first an external Min-Max specification, which corresponds to a user
specification. An internal specification will be associated to it in order to define the
operational semantics of the formalism. The external specification of Min-Max DEVS
is identical to RT-DEVS [7], [12], but the interpretation and the operational semantics
are different.

A Min-Max discrete event specification is a structure:

Where:
X, S and Y are the same sets than in classical DEVS

and are the same functions than in classical DEVS

the lifetime function
D(si) = [dmin, dmax], where

dmin is the minimum time the model may remain in the state si, dmin corre-
sponds to the faster real system.
dmax represents the maximum time the model may remain in the state si, dmax
corresponds to the slower real system.

As in the digital circuit field, we introduce a Min-Max definition for the lifetime of
transitory states because in general:

in an analysis process, the length of the state cannot be measured with precision,
only a window of possible values can be defined
in a design process, there are several possible realizations of the designed system
and the manufacturing process is never perfected (all the products have slightly
different features).

In other words, we consider that it is impossible to obtain a precise value for the
length of the transitory states of a real system and then, we define these lengths with a
minimal value and a maximal value. For a more detailed interpretation, we define
now the internal model with its operational semantics.

Given a user specification of a Min-Max DEVS:

We associate with this specification, an internal model as follow:

Where:

The event (xj, fast) is interpreted as an event with the value xj, this event repre-
sents (as we will show in the next sections) the faster signal in the real world, its oc-
currence time defines the beginning of a temporal window in which, the event xj can
occur at each time (depending on the real value of the delay).

The event (xj, slow) is interpreted as an event with the value xj, this event repre-
sents (as we will see in the following) the slower signal in the real world, ending the
window.

With:

XI = X x {fast, slow}
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The interpretation of a model state (si, sj, A) is:
If si = sj, the external model is in the state si and all the possible real systems are in

the state si.
If the external model is in unknown state, because some fast real systems

are in the state sj and the slower systems are still in si.
The interpretation of a state A) is that the model is in a completely unknown

state, representing the fact that there is, at this time, more than two possible situations
in the real world. The interpretation of an unknown value is:

some real systems have already had a state change,
some other real systems don’t have even a state change.

In fact, the simulation of a model with Min-Max delays corresponds to the simula-
tion of all the possible real systems with only one stage of simulation.

YI = Y x {fast, slow}, where:
((yj, fast), tj) is an output event with the occurrence date tj, representing the
response of the faster real system,
((yj, slow), tk) is an output event with the occurrence date tk, representing
the response of the slower real system.

In the temporal window [tj, tk], the external model is in an unknown state, this
window represents all possible occurrence times of the event yj. With these defini-
tions, we can now define the transition functions of the internal model.

The second element of the triplet (si, si, autonomous) represents the faster real sys-
tem, and we apply the internal transition function to this element after the min. delay.
The internal model is now in a state (si, sj, autonomous), which is associated with an
unknown state for the external model. The length of this unknown state is
Max(D(si))-Min(D(si)) time units, after this time all the real systems have had the
corresponding state change.

To understand these rules, we have to consider that we model simultaneously the
state changes of all the possible real systems. To obtain the previous rule, we consider
the faster and the slower real systems. The model state (si, sj, autonomous) represents
that some real systems (the faster systems) have had a state change and the other are
still in the previous state (the slower systems). For a more detailed presentation of the
internal transition function see [7].

Output Function As in classical DEVS, an output event is emitted before the
activation of the internal transition function:

Internal Transition Function

with the following rules:

with: DI(si, si, autonomous) = Min (D(si)).

((si, sj, autonomous))
= (sj, sj, passive) if sj is a passive state
= (sj, sj, autonomous) if sj is an active state

with: DI (si, (si), autonomous) = Max (D(si))-Min (D((si)).
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The interpretation of the output event fast) is:

this event occurs when the faster possible real system has a state change
and if no input event occurs, the next output event will be emitted at the time of
the state change for the slower system corresponding to the output event
slow).

That is to say that the faster event must be interpreted as defining the beginning of
a temporal window in which a real system can send out the considered output event,
the slower event defines the end of this window: at the occurrence time of the slower
event all the possible real systems have had the considered state change.

External Transition Function To define the external transition function of the
internal model we have to analyze the different possible cases. However, due to the
fact we represent all the possible real systems, for an internal state (si, sj, A) the slow
event must be apply to the slower system, that is to say that the state si, and the fast
event must be apply to the fast system, that is to say that the state sj. For the
description of all the possible cases see [7].

In addition, we introduce the totally unknown state passive) to model situa-
tion in which more than two evolutions are possible depending on the different life-
times of the states and the occurrences time of the input events. This state is passive,
and:

passive), (xj, (fast or slow))) = passive). The model remains
definitely in the unknown state.

4 Min-Max DEVS Conceptual Simulator

The simulation semantics of a Min-Max DEVS is given by the Min-Max DEVS-
simulator. As in classical DEVS simulation, the simulator receives messages from the
coordinator to execute the model functions and sends in the form of messages the
output function results.

The simulator employs four time variables tl, tf, ts and tn. The first variable holds
the simulation time when the last event occurs. tf and ts indicate the occurrence time
of the fast and slow events respectively. The tn variable holds the scheduled time for
the next event. From the definition of the lifetime function D of Min-Max DEVS a set
of equations is deduced for tn, depending on the current state of the internal model
build from the Min-Max DEVS model and the date of external fast and slow events.

The elapsed time e is deduced from the current simulation time and the last event
time.
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As shown in simulator algorithm, first a initialization message (i, t) has to be re-
ceived at the beginning of each simulation run. When a Min-Max DEVS simulator
receives such an initialization message, it initializes its last event time tl by t. The
time of the next event tn, is computed by adding the min value of the time advance
D(s) to the time of the last event tl. This time tn is sent to the parent coordinator to tell
it when the fast internal event should be executed by this component simulator.

An internal state transition message t) causes the execution of an internal event.
When a is received by a Min-Max DEVS simulator, it computes the output
and carried out the internal transition function of the associated internal model, so that
the new state of the Min-Max DEVS model can be deduced. The output is sent back
to the parent coordinator in an output message ((y, fast), t) or ((y, slow), t) according
to the current state of the internal model (si = sj, respectively). Finally, the time
of the last event is set to the current time and the time of the next event is set to the
current time plus min value of the time advance function D(sj) if all systems are in the
same state, or plus the difference between max and min value of the time advance
function D(sj) plus the difference between the time occurrence of the slow and fast
events if same systems are in the state si and other are in state sj.

An input message ((x, fast), t) or ((x, slow), t) informs the simulator of an arrival of
an input event, (x, fast) or (x, slow), at simulation time t. This causes the simulator to
execute the external transition function of the internal model for the Min-Max DEVS
model given (x, fast) or (x, slow) and the elapsed time e. The time of the last event is
set to t and the time of the next event is set to a value determined by the algorithm.
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5 Example and Simulation

Let us consider a simple example of a filling system, model with the Min-Max DEVS
formalism. This system, a filling system, is composed of a tank with a valve, a con-
veyor and barrels (Fig. 1). The filling system has two input ports:

Fig. 2. Min-Max DEVS model of the filling system

The Min-Max DEVS model was built as shown in Fig. 2.
Now we suppose that the initial state of the internal model is (init, init, passive).

Let us consider the following sequence of input events (In = (roll, fast), t=10), (In =
(roll, slow), t=12), (In =(stop, t=100), (Val =(open, fast), t=200), and (Val =(open,

control of the valve: Val = {open, close}
control of the conveyor: In = {roll, stop}

and two sensor output ports:
barrel level: B1 = {capacity}
barrel position: Bp = {good}

The Min-Max DEVS formalism was chosen instead of the DEVS formalism be-
cause some lifetime of transitory states can not be known with accuracy. As an exam-
ple, the time for adjusting the conveyor depends on:

the speed of the conveyor,
the length between barrels. So, the lifetime of the state Adcon0 (advance con-
veyor) can not be known with accuracy, it is expressed with a time interval limited
by two real values and As for the state Adcon0, the filling of a barrel phase
is expressed with a time interval This inaccuracy of estimating the life-
time of the state filling0 is due to liquid flow and the needed quantity to fill a bar-
rel.

Fig. 1. A simple filling system
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Fig. 3. Simulation results of the filling system

slow), t=205) where and With the Min-Max DEVS
simulator we obtain the behavior represented in Fig. 3.

6 Result Interpretation

Fig. 3 summarizes the simulation of the model specified in 5. It is important to note
that for intervals [10, 12], [15, 22], [200, 205] and [210, 225] the external model is in
an unknown state.

The unknown state for intervals [10, 15] and [210, 225] is due to the fact that it is
not possible to know the precise date of events ‘roll’ and ‘open’; in addition these
intervals start with fast events and finish by slow events.

For the interval [15, 22], it is difficult to estimate the necessary duration to put bar-
rels in the good place (estimate the lifetime of the state), because that depends on the
conveyor speed and the distance between barrels. The duration of the filling phase of
a barrel (filling0 state) is expressed by the interval [200, 205] and it cannot be repre-
sented by an accurate value due to that concerns liquid flow and depends on the barrel
volume to be filled. This example shows that it is impossible to obtain a precise value
for the length of the transitory states of the real system and then, the unique realistic
solution is to define these lengths with a minimal value and a maximal value.

Several simulations can be carried out to determine a set of values for every active
state of the external model, until the obtaining an optimal configuration of the system
according to the speed of the conveyor, distance between barrels, etc.
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Remark 1. Some one can think that this ambiguous model is less accurate than a clas-
sical DEVS model because sometime the simulation results remain in the unknown
value whereas the classical DEVS model will give an exact value. In fact, the infor-
mation given by the Min-Max model is more accurate because it indicates with the
given values of delays (which are more realistic than a mean value) it is impossible to
know the state of the real system.

7 Conclusions

In this paper we have recalled the Min-Max DEVS formalism and how we build the
internal model from the specification realized with ambiguous delays.

We have developed a Min-Max DEVS conceptual simulator, which allows the
simulation of Min-Max DEVS model based on the internal Min-Max model seman-
tics. The simulation of the model is aborted when the internal model reaches an un-
known state passive). The analysis of the simulation results in this case, con-
cludes on the fact that the knowledge on the delay values is too imprecise to obtain
exact information on the system behavior.
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