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Preface

The use of alternative energy sources, such as alternating electromagnetic 
fields at different operating frequencies, acoustic and hydrodynamic cavita-
tion, magnetic fields, plasma and high gravity fields in chemical processing 
are some of the key approaches of process intensification to enable greener 
chemical processes and sustainable chemical manufacturing. Some of these 
technologies have already been commercialized for certain niches. However, 
the breadth of industrial implementation will depend on the production 
and operating costs, robustness, flexibility and safety. The progress in the 
development of alternative energy source-based processes in various disci-
plines of chemicals and materials manufacturing reported in the open and 
patent literature gives confidence that the above criteria will be met. In this 
book, world leading researchers demonstrate the potential of several alter-
native energy transfer technologies to enable greener chemical processing 
in different industries through attainment of resource- and energy-efficient 
reaction and separation processes. Rather than being comprehensive in a 
specific application area or technology, the book aims at highlighting the 
broad impact that the aforementioned technologies may have in various 
application areas.

In Chapter 1, the impressive impact of microwave irradiation in the field of 
organic chemistry is discussed. The ability of microwaves to deliver energy 
rapidly and selectively to those components of the reaction mixture that are 
strongly microwave-dissipative, whether a reagent, a catalyst or a solvent, can 
enable greener chemistry in terms of decreased process times, higher energy 
efficiency and processing under solvent-free or green solvent conditions.

Chapter 2 presents different strategies for the application of microwaves 
to extract high value chemicals from plant matter. The volumetric heating 
of microwaves allows for their direct interaction with the plant matrix, intra-
cellular water heating and vaporization, overpressure inside the plant matrix 
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and, eventually, more effective cell wall rupture. This effect combined with 
rapid heating of a polar solvent may result in significantly faster extraction 
kinetics and improved materials efficiency, in terms of using less solvent and 
producing higher yields, compared to conventional heating.

Chapter 3 places the focus on the potential use of microwave technology 
for low temperature (and thus energy efficient) decomposition of biomass 
and biomass constituents (cellulose, lignin, hemicellulose) to high value 
chemicals. Although most of the relevant work in this area has been carried 
out with lab-scale microwave equipment, microwave process upscaling pos-
sibilities are also discussed.

Chapter 4 concludes the first part of the book devoted to microwave technol-
ogy. The chapter discusses design aspects of different microwave applicator 
concepts suitable for chemical processing. The discussion extends beyond 
standard off-the-shelf monomode and multimode cavities to advanced 
non-cavity applicator types that can be used for efficient and tailored micro-
wave activation of chemical reactors. In this context, an important sugges-
tion put forward is that well-controlled and optimized microwave-assisted 
chemical processing requires transition from the current processing para-
digm of chemical reactors activated by standing wave fields, as in conven-
tional resonant cavity-based equipment, to chemical reactors activated by 
travelling electromagnetic fields.

Chapter 5 gives an overview of applications of cavitational (ultrasonic and 
hydrodynamic) reactors to different reactive and separation processes and 
the associated benefits in terms of greener and intensified processing. Faster 
chemical syntheses, improved yields and selectivities and safer operation at 
ambient conditions, mostly due to radical formation and mass transfer inten-
sification, are some of the benefits expected in reactive processes. Cavitation, 
in synergy with oxidants, can also enable effective decontamination of waste-
water. Regarding separation processes, application of ultrasound to crystal-
lization can affect the crystal size distribution and product polymorphism. 
Further, ultrasound can enable shorter extraction processes with improved 
recovery at milder temperatures and lower amounts of solvents, compared 
to conventional extraction. Ultrasound can also improve adsorbents' activ-
ity and enhance adsorptives' desorption. Finally, it has been reported that 
ultrasound can improve vapor–liquid mass transfer and possibly break  
azeotropes in distillation processes.

Chapter 6 and 7 are concerned with magnetic fields. Chapter 6 presents 
applications of magnetic fields to separation processes in the chemical and 
biotechnology industries. In particular, an overview of mechanical mag-
netic separations, magnetic separations involving magnetic solids with non- 
tailored surfaces and magnetic separations involving tailored and function-
alized magnetic solids is presented.

Chapter 7 introduces magnetic field-assisted mixing concepts. In most 
chemical reactive processes, the mixing rate determines the spatiotempo-
ral distribution of the temperature and concentration fields, which in turn 
determine the reaction rates and product yield and distribution. Chapter 7 
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highlights intensification of mixing of fluids using magnetic fields in the 
context of ferrohydrodynamics and magnetohydrodynamics.

Chapter 8 discusses past achievements and future trends in the field of 
heterogeneous photocatalysis for solar fuel synthesis and pollutant degrada-
tion. The chapter is organized in two parts. First, novel developments in cat-
alyst design are presented with a special focus on the application of MOFs. 
Second, the current state-of-the-art and challenges in the design of photocat-
alytic reactors are discussed including alternative options for the light source 
to enhance efficiency.

Chapter 9 reviews the most important reactor design concepts, which form 
building blocks for photocatalytic reactor designs aimed at wastewater treat-
ment. The two popular performance indicators used in the literature to assess 
photocatalytic reactors are the photonic efficiency and the pseudo-first order 
rate constant. The former does not account for the total electricity consump-
tion; the latter is process volume dependent. In this work, a new benchmark 
is introduced, the photocatalytic space-time yield, to address these limita-
tions. The new benchmark has been demonstrated by comparing three dif-
ferent photocatalytic reactor designs, namely a microreactor, a membrane 
reactor and a parallel plate reactor. This comparative study points at a new 
direction in the research field of photocatalytic wastewater treatment. This 
is the efficient illumination of existing reactor geometries, instead of seeking 
new reactor geometries.

Plasma reactors are seen as an enabling technology for decentralized 
chemicals and fuels production and efficient utilization of renewable elec-
tricity generation from solar energy or wind. In this vein, Chapter 10 sum-
marizes and evaluates plasma-assisted nitrogen fixation reactions (NO, NH3 
and HCN synthesis) in different types of plasma reactors. Despite the current 
limitation in scalability of plasma reactors, non-thermal plasma processing 
in certain operating windows in combination with solid catalysts has the 
potential to enable energy efficient chemistries.

The last two chapters of the book give an overview of applications of 
high gravity fields to green intensified chemical processing through inten-
sification of mixing, heat and mass transfer and the enablement of ideal 
flow patterns and short contact times. In this context, Chapter 11 reviews 
the application of spinning disc reactors and rotating packed beds, includ-
ing some novel recent versions of the latter, on polymerization, reactive- 
precipitation, catalytic and enzymatic transformation and adsorption pro-
cesses. Chapter 12 introduces the concept of rotating fluidized beds in static 
vortex chambers. The hydrodynamic aspects and design characteristics 
of the vortex chambers are discussed in detail based on experiments and  
CFD simulations. The technology can intensify various processes, including 
low temperature pyrolysis and gasification of biomass, and particle drying 
and coating, when compared to conventional fluidized beds.

Georgios D. Stefanidis
Andrzej I. Stankiewicz
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Chapter 1

Microwave-Assisted Green 
Organic Synthesis
Antonio de la Hoz*a, Angel Díaz-Ortiza and Pilar 
Prietoa

aFacultad de Ciencias y Tecnologías Químicas, Universidad de Castilla- 
La Mancha, Avda. Camilo José Cela, 10, E-13071 Ciudad Real, Spain
*E-mail: Antonio.Hoz@uclm.com

1.1  �Introduction
Due to the ability of some compounds (solids or liquids) to transform elec-
tromagnetic energy into heat, microwave (MW) radiation has been widely 
employed in chemistry as an energy source. Microwave irradiation has sev-
eral advantages over conventional heating and these include homogeneous 
and rapid heating (deep internal heating), spectacular accelerations in reac-
tions as a result of the heating rate (which frequently cannot be reproduced 
by classical heating) and selective heating. Consequently, microwave-assisted 
organic reactions produce high yields and lower quantities of side-products, 
purification of products is easier and, in some cases, selectivity is modified. 
Indeed, new reactions and conditions that cannot be achieved by conven-
tional heating can be performed using microwaves. The use of microwaves in 
organic synthesis has been reviewed in numerous recent books, book chap-
ters,1 and reviews.2



Chapter 12

Absorption and transmission of microwave energy is completely different 
from conventional heating (Table 1.1). Conventional heating is a superficial 
heating process and the energy is transferred from the surface to the bulk by 
convection and conduction. This is an inefficient mode of heating because 
the surface is at a higher temperature than the bulk and the vessel must 
be overheated to achieve the desired temperature. In contrast, microwave 
irradiation produces efficient internal heating by direct coupling of micro-
wave energy with the bulk reaction mixture. The magnitude of the energy 
transfer depends on the dielectric properties of the molecules. As a guide, 
compounds with high dielectric constants tend to absorb microwave energy 
whereas less polar substances and highly ordered crystalline materials are 
poor absorbers. In this way, absorption of the radiation and heating can be 
very selective.

Considering the twelve principles of Green Chemistry reported by Anastas 
and Warner (Table 1.2),3 the use of microwaves may be applicable to princi-
ple 6 (increased energy efficiency).

It has been reported that energy efficiency is higher with microwaves than 
with conventional heating.4 Clark described an 85-fold reduction in energy 
demand on switching from an oil bath to a microwave reactor for a Suzuki 
reaction.5 However, some reports consider that the relative “greenness” of 
microwave-assisted transformations is a complex issue in which numerous 
different factors must be considered. Firstly, the efficiency of the magnetron is 
low, with 65% conversion of electrical energy into electromagnetic radiation. 

Table 1.1  ��Characteristics of microwave and conventional heating.

Microwave heating Conventional heating

Energetic coupling Conduction/convection
Coupling at the molecular level Superficial heating
Rapid Slow
Volumetric Superficial
Selective (dependent upon the  

properties of the material)
Non-selective (independent of the 

properties of the material)

Table 1.2  ��The twelve principles of Green Chemistry3

1. Prevent waste
2. Maximize atom economy
3. Design less hazardous chemical syntheses
4. Design safer chemicals and products
5. Use safer solvents and reaction conditions
6. Increase energy efficiency
7. Use renewable feedstocks
8. Avoid chemical derivatives
9. Use catalysts, not stoichiometric reagents

10. Design chemicals and products to degrade after use
11. Analyze in real time to prevent pollution
12. Minimize the potential for accidents

http://dx.doi.org/10.1039/9781782623632-00001


3Microwave-Assisted Green Organic Synthesis

Secondly, transformation of the electromagnetic radiation into heat could 
be low in apolar systems. The authors consider that it is highly question-
able whether microwaves as a heating source should be labelled as being 
green, based on energy efficiency considerations.6,7 Similarly, Ondrushka  
et al. reported energy efficiency data for a Suzuki–Miyaura reaction carried 
out under solvent-free conditions and determined that ball milling was more 
efficient than microwave irradiation.8 However, Hessel et al. carried out a 
complete cost analysis on a production plant and they considered that inte-
grated microwave heating and microflow processing led to a cost-efficient 
system on using a micropacked-bed reactor in comparison to wall-coated 
microreactor (Figure 1.1).9

Regardless of the considerations outlined above, it is clear that microwave 
irradiation is more efficient when using a substrate with a high loss tangent 
(tan δ), i.e., a good microwave absorber that can easily transform microwave 
energy into heat.

In this chapter, we will review the applications of microwave irradiation 
related to Green Chemistry. In this regard, we will consider reactions that 
are performed under solvent-free conditions where radiation is absorbed 

Figure 1.1  ��Energy flow diagrams for (a) single-mode, (b) multimode microwave 
and (c) oil-bath heating. Reproduced from ref. 9 with permission.
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directly by the reagents and, as a consequence, energy is not diffused in the 
solvent. The use of neoteric and green solvents that couple efficiently with 
microwaves will also be discussed. The synergic use of microwave irradiation 
with other non-conventional energy sources will not be considered in this 
chapter.

1.2  �Solvent-Free Reactions
Although microwave irradiation is a safe source of heating, uncontrolled 
reaction conditions involving volatile reactants and/or solvents at high pres-
sure may result in undesirable results. This problem has been addressed and 
organic syntheses have been made more sustainable processes through the 
use of open-vessel solvent-free microwave conditions.10

The absence of organic solvents in reactions leads to a clean, efficient and 
economical technology; safety is increased significantly, the work-up is sim-
plified considerably, costs are reduced, larger amounts of reactants can be 
employed, the reactivity is enhanced and, in some cases, the selectivity is 
modified without dilution. In summary, the absence of solvent in conjunc-
tion with the high yields and short reaction times that are characteristic of 
microwave-assisted processes make these procedures very attractive for sus-
tainable synthesis.

In solvent-free conditions, the radiation is directly absorbed by the sub-
strates and not by the solvents, thus increasing the benefits of microwave 
irradiation. Energy savings are increased and the effects on yield and selec-
tivity are more marked.

Loupy classified solvent-free microwave-assisted processes into three 
types:10c (i) reactions between neat reactants, needing at least one liquid 
polar molecule, where the radiation is absorbed directly by the reagents; (ii) 
reactions between supported reagents in dry media by impregnation of com-
pounds on alumina, silica or clays; and (iii) phase transfer catalysis (PTC) 
conditions in the absence of organic solvent, with a liquid reagent acting 
both as a reactant and an organic phase.

In 1993, Loupy reported that potassium acetate can be alkylated in the 
absence of solvent in a domestic oven using equivalent amounts of salt and 
alkylating agent in the presence of Aliquat 336 (10% mol) (Scheme 1.1).11 
Yields are practically quantitative within 1–2 min regardless of the chain 
length, the nature of the halide leaving group and the scale (up to 500 mmol).

Quinolines are known not only for their important biological activities but 
also for the formation of conjugated molecules and polymers that combine 
enhanced electronic or nonlinear optical properties with good mechanical 

Scheme 1.1  ��Alkylation of potassium acetate under microwave irradiation in solvent- 
free conditions.
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properties. Kwon described the preparation of a mini-library of 12 quinoline 
derivatives by Friedlander coupling condensation between an acetophenone 
and a 2-aminoacetophenone in the presence of diphenylphosphate (0.1–0.5 
equiv.) within 4 min under microwave irradiation in the absence of solvent 
(Scheme 1.2).12 This procedure afforded product yields of up to 85%, whereas 
the yield obtained with classical heating under similar conditions did not 
exceed 24%.

Styrylquinolines are valuable derivatives as imaging agents for β-amyloid 
plaques on human brain sections in Alzheimer patients. Menéndez reported 
a microwave-assisted solvent-free synthesis of 2-styrylquinolines by conden-
sation of 2-methylquinolines with benzaldehydes or cinnamaldehydes in the 
presence of acetic anhydride (Scheme 1.3).13

Thermal hydrazone/azomethine imine isomerization usually requires 
long reaction times (several hours or days) under reflux in high-boiling sol-
vents (e.g. xylenes). However, this reaction can be easily promoted by micro-
wave irradiation in the absence of solvent, as can the subsequent 1,3-dipolar 
cycloaddition with electron-deficient dipolarophiles. Thus, the use of pyra-
zolyl hydrazones led to valuable products such as bipyrazoles within a few 
minutes in 30–84% yields (Scheme 1.4).14 The application of classical heat-
ing led to considerably lower yields and, indeed, several dipolarophiles did 
not react at all.

Scheme 1.2  ��Preparation of quinoline derivatives under microwave irradiation in 
the absence of solvent.

Scheme 1.3  ��Synthesis of 2-styrylquinolines under microwave irradiation in solvent- 
free conditions.

Scheme 1.4  ��Preparation of bipyrazoles by microwave-induced hydrazone/azome-
thine imine isomerization in solvent-free conditions.
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In 2008 Varma described the preparation of ring-fused aminals through 
microwave-assisted α-amination of nitrogen heterocycles in a high-yielding 
process that was solvent- and catalyst-free (Scheme 1.5).15

In the absence of solvents, carbon nanoforms (fullerenes, carbon nano-
tubes, graphene, etc.) absorb microwave radiation directly and it is possible 
to take full advantage of the strong microwave absorption characteristics 
of these structures. Very high temperatures are obtained in a few seconds, 
thus providing extremely time-efficient reactions and making new trans-
formations possible. In 2002 Prato reported the azomethine ylide cycload-
dition reaction on carbon nanotubes (CNTs).16 This process required large 
amounts of DMF to disperse the CNTs and long reaction times (five days). 
On using microwave activation in solvent-free conditions the same reaction 
takes place in 1 h (Scheme 1.6).17 This methodology has also been applied 
in the functionalization of carbon nanohorns (CNHs)18 and to produce 
multifunctionalized nanostructures using a combination of this reaction 
and the addition of diazonium salts (in this case employing water as the 
solvent).17b

β-Enaminones and β-enaminoester derivatives are versatile synthetic inter-
mediates for a wide range of bioactive heterocycles, pharmaceuticals and nat-
urally occurring alkaloids. For this reason, several catalytic and non-catalytic 
methods have been applied for the synthesis of these compounds. In 2013 
Das described the microwave-assisted synthesis of novel classes of β-enami-
noesters within 5–10 min by reaction between ethyl 3-(2,4-dioxocyclohexyl)
propanoate and different amines under solvent- and catalyst-free conditions 
(Scheme 1.7).19 The reactions did not require work-up and clean product for-
mation was achieved under milder reaction conditions, thus making this 
process in an environmentally benign method.

Recently, Jain reported an efficient and facile solvent-free peptide synthe-
sis assisted by microwave irradiation using N,N′-diisopropylcarbodiimide 

Scheme 1.6  ��Microwave-assisted functionalization of CNTs in solvent-free 
conditions.

Scheme 1.5  ��Solvent- and catalyst-free synthesis of ring-fused aminals under micro-
wave induction (MWI).
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(DIC) as the coupling reagent and N-hydroxy-5-norbornene-endo-2,3-dicar-
bodiimide (HONB) as an auxiliary nucleophile (Scheme 1.8).20 Peptides 
were obtained in 15 min at 60 °C in high yield and with high purity without 
racemization.

Difunctional triazinyl mono- and bisureas possess very interesting self- 
assembly properties that allow them to form supramolecular nanostructures 
as a result of non-covalent interactions in aqueous or hydrophobic envi-
ronments. These abilities have resulted in applications such as ambipolar 
thin film devices and polyurea networks with 2D porous structures. de la 
Hoz reported an efficient and sustainable microwave-assisted solvent-free 
approach for the preparation of a wide range of 1,3,5-triazinyl mono- and 
bisureas.21 Under these conditions non-reactive amino groups attached to 
the triazine ring are able to react with phenylisocyanate to yield selectively 
mono- and bisureas (Scheme 1.9). Products were obtained with a simple puri-
fication procedure, which simply involved washing with a solvent (diethyl 
ether or ethanol).

1,3-Diynes have received considerable attention in materials science 
due to their use for the construction of π-conjugated structures. The most 
widely used method for the synthesis of diynes involves the self-coupling of 
terminal acetylenes. Several palladium-free syntheses have been described 
in which copper salts are used as catalysts. However, these protocols 
require bases and/or additives as well as toxic and carcinogenic solvents. 

Scheme 1.7  ��Solvent- and catalyst-free synthesis of β-aminoesters under MWI.

Scheme 1.8  ��Synthesis of peptides under microwave irradiation in solvent-free 
conditions.

Scheme 1.9  ��Synthesis of 1,3,5-triazinyl mono- and bisureas under microwave  
irradiation in dry media.

http://dx.doi.org/10.1039/9781782623632-00001


Chapter 18

Braga recently described a microwave-assisted synthesis of 1,3-diynes from 
terminal acetylenes catalysed by CuI and tetramethylenediamine, in the 
presence of air as the oxidant, at 100 °C for only 10 min under solvent-free 
conditions (Scheme 1.10).22 The same protocol can also applied for the  
synthesis of unsymmetrical 1,3-diynes.

1.3  �Microwave Susceptors
The nature of the radiation means that non-polar substances are poorly heated 
by microwaves. In other cases, the reaction requires very high temperatures 
that cannot be achieved by the absorption of the reagents. These problems 
can be overcome by the use of a susceptor, an inert compound that efficiently 
absorbs microwave radiation and transfers the thermal energy to other com-
pounds that are poor radiation absorbers or to the reaction medium.

1.3.1  �Graphite As a Microwave Susceptor
Most forms of carbon interact strongly with microwaves. Powdered amor-
phous carbon and graphite rapidly (within 1 min) reach very high tempera-
tures (>1000 °C) upon irradiation and, for this reason, graphite has been 
widely employed as a microwave susceptor. The amount of graphite can be 
varied. In some cases, a catalytic amount of graphite (10% or less than 10% 
by weight) is sufficient to induce rapid and strong heating of the reaction 
medium. However, in most cases the amount of graphite is at least equal 
to or greater than the amount of reagents, thus resulting in a graphite- 
supported microwave process.23

In 1996, Dubac described the Diels–Alder cycloaddition between anthracene 
and diethyl fumarate supported on graphite in a dry medium (Scheme 1.11).24 
Sequential irradiation (irradiation with “battlements”) at moderate power, 3 × 1 
min at 30 W, allowed the reaction temperature to be controlled and avoided the 
retro-Diels–Alder process, which would diminish the product yield of unstable 
adducts. On applying classical heating, a reaction time of 60 h in refluxing diox-
ane was required to achieve a similar yield.

The efficiency of the graphite-supported process is all the more note-
worthy because reagents are frequently volatile, but the adsorption power 
of graphite retains these components and this enhances the reaction. For 
example, the cycloaddition reaction between isoprene and ethyl glyoxylate 
affords 73% yield within 10 × 1 min (final temperature 146 °C) whereas only 
10% can be obtained by classical heating (Scheme 1.12).25

Scheme 1.10  ��Microwave-assisted synthesis of 1,3-diynes in the absence of solvent.
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Besson reported that a quinazolin-4-one ring can be fused onto a benzim-
idazo[1,2-c]quinazoline skeleton by a modified Niementowski reaction. Ther-
mal heating of the two reagents at 120 °C or in refluxing butanol for 48 h gave 
only 50% of the target compound. The reaction time was reduced to 6 h in 
a microwave-assisted process, albeit without an improvement of the yield. 
However, irradiation of the quinazoline derivative and an excess of anthra-
nilic acid (6 equiv.), absorbed on graphite, led to the desired product in 1.5 h 
with 95% yield (Scheme 1.13).26 Furthermore, the fact that by-products were 
not detected allowed the easy purification of the product.

The thiazole and benzothiazole rings are present in various natural com-
pounds. Likewise, indolo[1,2-c]quinazoline and benzimidazo[1,2-c]quinazo-
line skeletons are often present in potent cytotoxic agents. For these reasons, 
Besson described the fusion of these two systems under microwave irra-
diation in the presence of graphite as a sensitizer (10% by weight) and the 
expected products were obtained in good yields and in short reaction times 
(Scheme 1.14).27

Graphene is a one atom-thick two-dimensional carbon structure that has 
attracted considerable attention due to its amazing properties and poten-
tial applications in material science. In 2011 Kim described the fabrication 
of high quality graphene nanosheets within 1 min by solid-state microwave 

Scheme 1.11  ��Microwave-assisted cycloaddition between anthracene and diethyl 
fumarate supported on graphite in a dry medium.

Scheme 1.12  ��Microwave-assisted cycloaddition between isoprene and ethyl glyox-
ylate adsorbed on graphite.

Scheme 1.13  ��Preparation of polyheterocyclic derivatives under microwave irradia-
tion in conjunction with graphite.
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irradiation of a mixture of graphite oxide and graphene nanosheets (10 wt%) 
under a hydrogen atmosphere.28 The graphene nanosheets in the mixture 
acted as a microwave susceptor providing sufficiently rapid heating for the 
effective exfoliation of graphite oxide (Figure 1.2). The hydrogen atmosphere 
plays an important role in improving the quality of the graphene nanosheets 
by promoting the reduction of graphite oxide and preventing the formation 
of defects.

Carbon nanotubes can act as microwave susceptors in the curing of epoxy 
polymers. The presence of carbon nanotubes (0.5 or 1.0 wt%) within an epoxy 
matrix has proven to shorten the curing time, which decreased as the carbon 
nanotube concentration was increased (Figure 1.3).29 Substantial changes 
were not observed in the mechanical behaviour of the carbon nanotube- 
reinforced polymers. However, the energy saving was quantified to be at least 
40% due to the reduction in the curing time.

1.3.2  �Silicon Carbide (SiC) As a Microwave Susceptor
It is well known that silicon carbide (SiC) is thermally and chemically resis-
tant (melting point ca. 2700 °C) and that it is a strong microwave absorber. 
The use of SiC as a microwave susceptor has been reported in materials and 
ceramics science.23 Sintered SiC has a very low thermal expansion coeffi-
cient and no phase transitions that would cause discontinuities in thermal 

Scheme 1.14  ��Preparation of quinazoline derivatives under microwave irradiation 
using graphite as a sensitizer.

Figure 1.2  ��Preparation of graphene nanosheets under microwave irradiation using 
graphene as a susceptor. Reproduced from ref. 28 with permission from 
the Royal Society of Chemistry.
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expansion. Thus, SiC cylinders sintered at 2000 °C, which are stable to corro-
sion and temperatures up to 1500 °C, have been developed for use as micro-
wave susceptors in organic processes (Figure 1.4).30

Non-polar solvents can be rapidly and deeply heated by microwave irradia-
tion in the presence of SiC as a susceptor, and chemical transformations can 

Figure 1.3  ��Carbon nanotubes as a microwave susceptor in the curing of epoxy 
polymers. Reproduced from I. Fotiou et al., J. Appl. Poly. Sci. with per-
mission from John Wiley and Sons. Copyright © 2013 Wiley Periodi-
cals, Inc.29

Figure 1.4  ��(a) SiC cylinders: 10 × 8 mm (1.94 g) and 10 × 18 mm (4.35 g). (b) SiC 
cylinder (10 × 18 mm) inside a standard 10 mL microwave vial used in 
single-mode microwave apparatus, solvent volume 2 mL. (c) SiC cylin-
der (10 × 8 mm) inside a standard 5 mL conical microwave vial, solvent 
volume 2 mL. Reproduced with permission from J. M. Kremsner and C. 
O. Kappe, J. Org. Chem. 2006, 71, 4651–4658. Copyright (2006) American 
Chemical Society.30
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be performed at temperatures as high as 300 °C (Table 1.3).30 These passive 
heating elements are compatible with any solvent or reagent, they are virtually 
indestructible and they can be re-used indefinitely without loss of efficiency.

Kappe described the use of SiC in several transformations. Michael addi-
tion of methyl acrylate and piperazine in toluene as the solvent afforded the 
bis-Michael adduct in 98% yield within 10 min at 200 °C (Scheme 1.15).30 
However, despite the presence of piperazine the microwave absorbance of 
the reaction mixture was not sufficient: after 7 min of irradiation at 300 W 
the maximum temperature was 170 °C and very low conversion to the final 
product was observed. Full conversion to the product at room temperature 
in toluene required 2 days.

In another example, Kappe studied the high-temperature rearrangement of 
a heterocyclic derivative bearing a nucleophilic free amino group. Since ionic 
liquids cannot be used as microwave susceptors owing to the presence of a 
nucleophilic group, SiC was employed as a heating element. Thus, the ther-
mal Dimroth rearrangement was performed within 30 min at 220 °C and the 
product was isolated in 68% yield (Scheme 1.16).23 The reaction did not pro-
ceed at all in the absence of SiC (maximum temperature after 4 min: 140 °C).

Table 1.3  ��Microwave-induced temperatures of non-polar solvents in the presence 
and absence of SiC as a microwave susceptor.a

Solvent
T without SiC 
(°C) T with SiC (°C) Timeb (s) B.p. (°C)

CCl4 40 172 81 76
Dioxane 41 206 114 101
Hexane 42 158 77 69
Toluene 54 231 145 111
THF 93 151 77 66

a�150 W constant magnetron output power, 2 mL solvent, sealed 10 mL quartz (pure solvent) or 
Pyrex (solvent with SiC) reaction vessel, magnetic stirring.

b�Time until the maximum pressure limit of the microwave apparatus employed by the 
researchers (20 bar). Significantly higher solvent temperatures can be obtained using different 
instrumentation with higher pressure limits.

Scheme 1.15  ��Michael addition of methyl acrylate and piperazine in the presence 
of SiC as a microwave susceptor.

Scheme 1.16  ��Dimroth rearrangement of a 2-amino-1,3-thiazine using SiC as a 
microwave susceptor.
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It is noteworthy that chemical transformations using SiC cylinders as heat-
ing elements generally require only a fraction of the magnetron output power 
(30–70%), which represents a significant energy saving.

In order to facilitate the penetration of radiation into the reaction mixture, 
microwave vessels are typically made from materials that have low micro-
wave absorption or are microwave transparent (Pyrex, quartz or Teflon™). 
However, these useful materials do have some drawbacks, which include 
lack of stability under extreme reaction conditions (very high temperature 
or pressure, or aggressive chemical media). In an effort to solve these prob-
lems a sintered SiC ceramic reaction vessel with the exact same geometry as 
a standard 10 mL Pyrex vial has been produced (Figure 1.5).31

Kappe studied 21 selected chemical transformations and compared the 
results obtained in microwave-transparent Pyrex vials with experiments car-
ried out in SiC vials at the same reaction temperature.31 As an example, SiC 
vials were used to carry out microwave-assisted aliphatic fluorine–chlorine 
exchange reactions using trimethylamine trihydrofluoride (TREAT-HF, Et3N·3 
HF) as a reagent in benzene at 250 °C (Scheme 1.17).31 Since TREAT-HF can 
release hydrogen fluoride at high temperatures, a significant level of corro-
sion of standard Pyrex vials was observed in the vapour space above the reac-
tion mixture. This corrosion represents a serious safety risk as the pressure 
rating of the heavy-walled Pyrex vials (20–30 bar) cannot be maintained. In 
contrast, the SiC vial was completely resistant to TREAT-HF even at 250 °C for 
prolonged periods.

Figure 1.5  ��Reaction vial made from sintered SiC (lower). For comparison a stan-
dard 10 mL Pyrex vial with a snap cap, internal FO probe and a mag-
netic stirrer bar is also included (upper). Reproduced from B. Gutmann, 
Chem. Eur. J., with permission from John Wiley and Son. Copyright © 
2010 WILEY-VCH Verlag GmbH & Co. KgaA, Weinheim.31

Scheme 1.17  ��Microwave-assisted aliphatic fluorine–chlorine exchange in a SiC 
vial.
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Parallel microwave synthesis has received a great deal of attention in recent 
decades due to the benefits of these two technologies. The most important 
issue in this application was to achieve a uniform temperature distribution in 
all of the plates. This problem was addressed by developing deep-well plates 
made of Weflon™ (Teflon™ doped with 10 wt% graphite). However, a signif-
icant limitation of all early microtiter plate systems is that is was impossible 
to perform microwave chemistry under sealed-vessel conditions in a pressure 
range similar to those operating in single-mode reactors (20–30 bar). In 2007 
the first sealed microtiter plate system made from SiC for use in a dedicated 
multimode microwave instrument was described.32 At present, these systems 
allow high-speed microwave chemistry to be carried out in a highly paral-
lelized and miniaturized format (0.02–3.0 mL) at a maximum temperature and 
pressure limit of 200 °C and 20 bar, respectively. Up to 192 reactions can be per-
formed depending on the specific plate and rotor configuration (Figure 1.6).33

1.3.3  �Other Microwave Susceptors
Other substances that are strong microwave absorbers have also been used 
as microwave susceptors. Metal particles (Fe or Ni) were employed in micro-
wave-assisted pyrolysis processes that require temperatures of up to 1200 °C.34  
The use of ionic liquids to reach high temperatures in microwave-assisted 
reactions is described in Section 1.4.2.

In 1996 Díaz-Ortiz described the microwave-assisted 1,3-dipolar cycloaddi-
tion of nitriles with nitrones or nitrile oxides in solvent-free conditions using 
an alumina–magnetite (Fe3O4) (5 : 1) bath as an external microwave suscep-
tor.35 The product yields decreased significantly in the absence of a micro-
wave susceptor or when using classical heating.

A few years later our research group demonstrated the reproducibility 
and scalability of solvent-free microwave-assisted reactions from domestic 

Figure 1.6  ��Fully equipped systems with SiC well plates commercialized by Anton 
Paar GmbH. Reprinted from Molecular Diversity, Parallel Microwave 
Chemistry in Silicon Carbide Microtiter Platforms: A Review, 16, 2011, 
C. O. Kappe, with permission from Springer.33
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ovens to a dedicated microwave apparatus. In this study the 1,3-dipolar cyc-
loaddition between nitriles and nitrile oxides was selected and 24 reactions 
were carried out in a multiwell plate (Scheme 1.18).36 The reactions were per-
formed in a Weflon™ multiwell plate. This system not only acted as a micro-
wave susceptor to raise the reaction temperature, but it ensured identical 
conditions for each individual reaction.

1.4  �Reactions in Solution
The vast majority of reactions in organic synthesis, on both the industrial 
and laboratory scales, are performed in solution.

The use of solvents allows the following:
  
	 - �O btaining an efficient mixture of reagents at the molecular level.
	 - �P lacing in contact the reagents at the appropriate concentrations to 

achieve a suitable reaction rate.
	 - �T ransporting reagents and/or products and facilitating the dosage for 

introduction into the reactor.
	 - � Controlling the temperature of the reaction.
	 - �I n endothermic processes, increasing the temperature within the limit 

of the boiling point of the solvent.
	 - �I n exothermic processes, absorbing excess heat and controlling the  

temperature by reflux of the solvent or by cooling the solvent directly.
  

However, the use of solvent does present several problems and is not envi-
ronmentally friendly. Solvents are used in large excess, i.e., 10–100 times the 
quantity of reagents, and most of them are volatile (VOC's). Solvents are used 
not only during the reaction but also in the separation, purification (recrystal-
lization, chromatography) and, possibly, in a final separation (evaporation, dis-
tillation, decantation, filtration or centrifugation) to obtain the final product.

On the other hand, solvents are the most likely contaminants amongst 
the auxiliary products because of their volatile and fluid nature. Solvents 
may have occupational toxicity, ecotoxicity, flammability or carry the risk of 
explosion and they may have drawbacks such as persistent contamination 
and pollution. Moreover, solvents may increase the greenhouse effect and 
contribute to the destruction of the ozone layer.

Water is an obvious choice in green chemistry to replace common organic 
solvents but it is hardly used because of the low solubility of organic 

Scheme 1.18  ��Microwave-assisted 1,3-dipolar cycloaddition between nitriles and 
nitrile oxides.
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compounds at room temperature. The development of neoteric solvents, 
supercritical fluids, ionic liquids and fluorous solvents has led to the devel-
opment of a new sustainable chemistry. All of these systems have been used 
in efficient processes under microwave irradiation.

1.4.1  �Reactions in Water
Water is considered as a paradigm green solvent. Water is readily available 
and is non-toxic and non-flammable. The use of water in organic synthesis 
has been hampered by the low solubility of organic compounds, however, 
new strategies have been designed to overcome this problem, for instance 
the use of an organic cosolvent, the exploitation of hydrophobic effects 
(chemistry “on-water”) and the use of water at high temperatures. The latter 
conditions can be exploited easily under microwave irradiation. Water at  
elevated temperatures, close to the critical point, has unique properties that 
are very different from those observed at room temperature (Table 1.4).37

High temperature near-critical water (NCW) shows interesting proper-
ties for applications in organic synthesis. The dielectric constant of water 
changes from 78.5 at 25 °C to 27.5 at 250 °C (similar to acetonitrile at 25 °C) 
and 20 at 300 °C (similar to acetone at 25 °C). This means that at these tem-
peratures water can be considered as a pseudo-organic solvent. In addition 
to the advantages of using water, the isolation of materials is simplified as 
pure products could be obtained by crystallization on cooling the aqueous 
solution.

The ionic product of water increases by 3 orders of magnitude from 
room temperature to 250 °C. As a consequence, at this temperature water 
can be used as a strong acid and a strong base, thus avoiding the use of 
mineral acids and bases which have to be neutralized when the reaction is 
complete.

The reactions studied under microwave irradiation in water include palla-
dium-catalysed coupling reactions, heterocycle synthesis, multicomponent 
reactions, nucleophilic substitutions, cycloadditions, decarboxylations, 
hydrolyses and radical reactions. These reactions have recently been 
reviewed.38

Table 1.4  ��Properties of water under different conditions37

Fluid

Ordinary  
water,  
T < 150 °C,  
p < 0.4 MPa

Near-critical  
water (NCW),  
150 < T < 350 °C, 
0.4 < p < 20 MPa

Supercritical 
water (SCW),  
T > 374 °C,  
p > 25 MPa Steam

Temp (°C) 25 250 400 400
Pressure (bar) 1 50 250 1
Density (g cm−3) 1 0.8 0.17 0.0003
Dielectric constant, ε′ 78.5 27.1 5.9 1
pKw 14 11.2 19.4 —
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In this chapter some representative examples will be highlighted.
Leadbeater and Marco39 described a Suzuki coupling in water under 

microwave irradiation (Scheme 1.19). The addition of TBAB as a phase trans-
fer agent facilitated the reaction because it enhances the solvation of the 
organic substrate in water and increases the rate of the coupling reaction 
through the formation of a complex with the boronate. The authors reported 
that the reaction can be performed without the use of a palladium catalyst.

In a second paper it was reported that ultralow levels of palladium (50 ppb) 
found in the sodium carbonate base were responsible for the reaction.40 In 
all cases, a clear reduction in the reaction time was observed on using micro-
wave irradiation (from 120 to 5 min). Finally, an in situ Raman detection  
system was employed to show that the reaction had reached completion  
after 135 s.41

Ericsson and Engman reported the microwave-assisted group-transfer 
cyclization of organotellurium compounds in a radical reaction performed 
in different solvents including water (Scheme 1.20).42

It was found that the reaction was substantially improved under these 
conditions. The reaction time was shortened and the process could be per-
formed in water without additives and in the absence of toxic tin mediators. 
The only drawback was the loss of diastereoselectivity due to the higher  
temperatures used.

Baran reported the total synthesis of the antiviral marine alkaloid age-
liferin from sceptrin by a tautomerization/ring expansion.43 The reaction was 
only successful in water under microwave irradiation and was complete in 1 
min to give 40% yield (Scheme 1.21). Longer reaction times or the use of con-
ventional heating led to decomposition of this unstable compound.

Reactions in near-critical water are scarce but they have especially been used 
for hydrolysis and degradative purposes. The first reactions were reported by 
Strauss44 with the MBR microwave reactor developed at the CSIRO in Australia. 

Scheme 1.19  ��Suzuki reaction in water.

Scheme 1.20  ��Group transfer cyclization of organotellurium compounds.
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As an example, degradative hydrolysis of an indole 2-carboxylic ester was  
carried out in which, by controlling the temperature, it was possible to control 
the hydrolysis and the subsequent decarboxylation (Scheme 1.22).

Kremsner and Kappe performed a proof-of-concept study that involved a 
wide range of reactions in water at temperatures up to 300 °C and pressures 
up to 80 bar in a dedicated multimode microwave reactor (Scheme 1.23).45 
They concluded that microwave–NCW technology is ideally suited to per-
form organic synthesis in this high-temperature region as it combines the 
advantages of both techniques.

Santra and Andreana reported an Ugi/Michael/aza-Michael cascade reaction 
in aqueous media at high temperature to obtain azaspiro tri- and tetracyclic 
compounds.46 The process generates a quaternary centre, four stereogenic 
centres and six contiguous bonds, and provides good to excellent yields and 
regioselectivities with appreciable diastereoselectivity (Scheme 1.24).

Scheme 1.21  ��Microwave-assisted transformation of sceptrin into ageliferin.

Scheme 1.22  ��Hydrolysis of indole 2-carboxylic ester in water.

Scheme 1.23  ��Hydrolysis of benzoic esters and amides in subcritical water.
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Finally, the Tour reaction of single-walled carbon nanotubes (SWCNTs) in 
water under microwave irradiation was described as a green process for the 
functionalization of CNTs.47 Pristine SWCNTs were dispersed in water with 
aniline derivatives in a microwave glass vessel. After sonication for a few min-
utes, isoamyl nitrite was added and a condenser was attached. The mixture 
was irradiated for 90 min at 80 °C in a focused microwave reactor (Scheme 
1.25). TGA showed the presence of one functional group for each 68 carbon 
atoms approximately.

1.4.2  �Reactions in Ionic Liquids (ILs)
Ionic liquids (ILs) are an excellent green alternative to VOCs. ILs are organic 
salts that remain liquid at room temperature. The properties of ILs that make 
them suitable for applications in synthesis are:
  
	 – �N on-volatility: ILs present negligible vapour pressure over a wide range 

of temperatures.
	 – �H igh thermal and chemical stability.
	 – � Broad solubility range: ILs can dissolve a wide variety of organic, inor-

ganic and organometallic compounds. They are also miscible with  
several organic solvents.

	 – �L ow combustibility: ILs are considered to be non-flammable compounds.

Scheme 1.24  ��Microwave-assisted cascade reactions in water.

Scheme 1.25  ��Tour reaction of CNT in water.
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	 – � Catalytic properties: ILs can act as catalysts, for example as Lewis acid 
catalysts.

	 – �L arge electrochemical window and relatively high electrical conductivity.
  

The main mechanisms for the transformation of electromagnetic radiation 
into heat are dipolar rotation and ionic conduction. Due to their ionic char-
acter, ILs absorb microwave irradiation very efficiently and transfer energy 
quickly by ionic conduction. As a result, ILs can reach very high temperatures 
in very short times. The ionic conduction mechanism produces superheat-
ing of an ionic substance due to the motion generated by an electric field. 
The transfer of energy becomes more efficient as the temperature increases. 
However, for organic reactions performed in ionic liquids under consecutive 
microwave irradiation, overheating is an inevitable problem because of the 
non-volatile nature of these solvents.

The combination of ILs and microwave irradiation in organic synthesis 
has been reviewed.48 A number of representative examples of the advantages 
of the IL–MW combination are discussed in this section.

Leadbeater and Torrenius investigated the effect of the addition of a small 
quantity of ionic liquid in apolar solvents (hexane and toluene). They showed 
that these solvents can be heated above their boiling points in sealed vessels 
by adding just 2 mmol of IL for each 1 mL of solvent. This technique per-
mitted the use of solvents with very low loss tangents in microwave-assisted 
reactions (Table 1.5).49

Table 1.5  ��The microwave heating effects on adding a small quantity of 1 and 2 to 
hexane, toluene, THF, and dioxane.a,d

Solvent used
Ionic liquid 
added

Temp 
attained (°C)

Time 
taken (s)

Temp without 
ionic liquidb (°C)

Boiling 
pointc (°C)

Hexane 1 217 10 46 69
2 228 15

Toluene 1 195 150 109 111
2 234 130

THF 1 268 70 112 66
2 242 60

Dioxane 1 264 90 76 101
2 246 90

a�Experiments run using a microwave irradiation power of 200 W.
b�Temperature attained during the same microwave irradiation time but without any ionic  
liquid added.

c�Boiling point of the solvent used (for comparison purposes).
d�
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These solvent mixtures were used in Diels–Alder reactions, Michael addi-
tions and alkylation reactions. Improvements were observed in most reac-
tions on using this protocol, with the exception of the alkylation reactions. 
The alkyl halide must react with the IL at the elevated temperatures used in 
the reaction and this leads to decomposition of the IL (Scheme 1.26).

Microwaves have shown significant benefits in the preparation of ILs. 
Conventional methods require several hours at high temperatures to 
afford acceptable yields. Under microwave irradiation, however, reactions 
can be performed in solvent-free conditions in short reaction times. The 
first example was reported by Varma for the synthesis of 3-methylimid-
azolium halides by alkylation of imidazoles in solvent-free conditions 
(Scheme 1.27).50

Task-specific ionic liquids (TSIL) have been used successfully under 
microwave irradiation. Applications include the use of solid-supported ILs 
and grafted ILs as substrates for the liquid-phase combinatorial synthesis of 
small molecules and as matrices for multicomponent reactions.

Bazureau described a microwave-assisted Knoevenagel condensa-
tion and Schiff base formation using a TSIL prepared by esterification of 
1-(2-hydroxyethyl)-3-methylimidazolium tetrafluoroborate (Scheme 1.28).51

The use of deep eutectic solvents (DES) under microwave irradiation is 
rare. These systems consist of a mixture of compounds that has the lowest 
melting point. Depression of freezing point is related to the strength of inter-
actions between the two components. Many components are inexpensive, 
non-toxic, non-flammable, biodegradable and versatile. As such they are 

Scheme 1.26  ��Microwave-assisted reactions in toluene with addition of ionic 
liquids.

Scheme 1.27  ��Microwave-assisted alkylation of imidazoles in solvent-free 
conditions.
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considered to be green solvents and they have properties related to those of 
ILs. However, DES materials show unusual solvent properties:
  
	 - �T hey dissolve a wide range of solutes, e.g. salts, polar organics, metal 

oxides, amino acids, enzymes and surfactants.
	 - � Solvent properties can be markedly changed by altering the hydrogen 

bond donor (HBD).
  

The most common DES is a mixture of choline chloride and urea.
These materials have been used in combination with microwave irradia-

tion, particularly for extraction processes,52 and there are only a few examples 
in which organic synthesis has been carried out such media. For example, 
Nagarkar described the use of a deep eutectic mixture of choline chloride 
and urea (1 : 2) in the synthesis of nitriles from aldehydes under microwave 
irradiation in solvent-free conditions.53 The eutectic mixture was used as an 
eco-friendly catalyst (Scheme 1.29).

1.4.3  �Fluorous Chemistry
The chemistry of highly fluorinated compounds has grown significantly 
since its inception in 1994. This type of chemistry is related to the character-
istics of highly fluorinated materials, molecular fragments or solvents and 
it is based on carbon with a sp3 hybridization. This area also concerns flu-
orous media or solvents, fluorous separation techniques, fluorous tags and 

Scheme 1.28  ��Reactions with task-specific ionic liquids (TSIL).

Scheme 1.29  ��Microwave-assisted reaction with a deep eutectic mixture as catalyst.

http://dx.doi.org/10.1039/9781782623632-00001


23Microwave-Assisted Green Organic Synthesis

fluorous reagents and substrates. In this way, fluorous reactions and fluorous 
chemistry can be defined as concerning those materials in which a highly 
fluorous component is used in the reaction or synthesis.

The green character of fluorous chemistry is associated with the solvo-
phobicity to aqueous and organic solvents at room temperature, a property 
that is exploited in the development of new phase-tag-based separation tech-
niques. In many cases, a simple extraction can be employed to obtain the 
pure products, thus avoiding the use of distillation, recrystallization or chro-
matography, and this advantage leads to significant savings in energy and 
solvents.

However, it should be noted that fluorous solvents have debatable toxi-
cological properties; many perfluorocarbons are environmentally persistent 
and the low boiling point of perfluorocarbons is believed to be responsible 
for ozone depletion and global warming.54

Fluorous solid-phase extraction (F-SPE) increases the synthetic efficiency 
and reduces the amount of solvent required for purifications. Because of their 
solvophobic and fluorophilic nature, fluorous molecules can be retained in 
fluorous silica gel cartridges when eluted with a fluorophobic solvent. After 
separation of the non-fluorous molecules, the fluorous component is washed 
out from the cartridge with a stronger solvent.54

Microwave-assisted fluorous chemistry combines the advantages of micro-
wave irradiation during the reaction and the advantages of F-SPE, since 
microwave irradiation has a strong influence on the reaction but not on the 
separation and purification steps.

Curran and Hallberg reported the first example of fluorous chemistry 
under microwave irradiation.55 They described a series of coupling reactions, 
reductions, cyclizations and additions using tin derivatives with an F-21 tag. 
The high reaction rate under microwave irradiation and the subsequent easy 
purification makes this procedure an interesting alternative for use in combi-
natorial chemistry. The use of microwave irradiation makes compounds with 
F-21 an alternative to F-13. The corresponding tin derivatives with the F-21 
tag are highly insoluble in organic solvents, thus facilitating their purifica-
tion on silica gel or by liquid–liquid extraction (Scheme 1.30).

Scheme 1.30  ��Microwave-assisted Stille coupling and radical cyclizations with  
fluorous reagents.
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Larhed described the synthesis of diacylhydrazines by in situ carbonylation 
of aryl iodides using Mo(CO)6 as the carbon monoxide source. A fluorous 
phosphine ligand was used and the authors demonstrated that the catalytic 
system can be recycled up to six times (Figure 1.7).56

1.5  �Flow Chemistry
The synergistic combination of microwave irradiation and flow chemistry is 
an interesting approach to solve the problems associated with the scale-up 
of reactions under microwave irradiation and this will further enhance the 
synthetic possibilities.

Microwave irradiation is a volumetric limited heating process. At the typi-
cal microwave frequency (2.45 GHz), the penetration depth is of the order of 
a few centimetres depending on the dielectric properties of the material. The 
composition and consequently the polarity of the reaction medium changes 
during the reaction and this determines the penetration depth and the total 
absorption of the microwave energy. Therefore, the ability to scale-up a reac-
tion is always dependent on the reaction conditions. These characteristics 
have prevented the scale-up of microwave reactions in batch to a few litres 
and prevent their use in the production of compounds on a large scale.

An excellent review of microwave reactions under continuous flow condi-
tions has been published57 and in this section a selection of some key sys-
tems are discussed.

Synergy between microwave irradiation and flow was described by Strauss 
et al.,58 who developed a continuous microwave flow reactor (CMR) that 
enabled a complete range of parameters to be controlled (temperatures to 

Figure 1.7  ��Synthesis of diacylhydrazines with a fluorous phosphine. Reproduced 
from ref. 56 with permission © Georg Thieme Verlag KG.
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200 °C, pressures up to 14 bar and flow rates of 15–20 mL min−1). The appli-
cation of these conditions with a residence time of 1–2 min allowed the pro-
cessing of 1 L of reaction mixture in 1 h (Figure 1.8).

They described a series of reactions that included esterification, elimina-
tion, substitution and oxidation amongst others (Scheme 1.31).

Today microwave vendors provide commercially available flow systems 
(pumps, reactors, injection systems, etc.) that can be attached to the stan-
dard microwave systems – both single-mode and multimode.

However, several flow systems have been designed in-house for particular 
applications.

Haswell described a microreactor for the continuous-flow Suzuki reaction 
using a palladium catalyst and a gold bed.59 Use of microwave irradiation 
enabled the localized heating of the catalyst.

Two reactors shown in Figure 1.9 were designed, the first reactor had a 
catalyst channel that was 1.5 mm wide, 0.08 mm deep and 15 mm long. The 

Figure 1.8  ��Schematic illustration of the CMR. 1. Reaction mixture, 2. Pump, 3. 
Pressure sensor, 4. Microwave cavity, 5. Reaction coil, 6. Temperature 
sensor, 7. Heat exchanger, 8. Pressure control valve, 9. Electronic key 
pad and display and 10. Product mixture. Reproduced with permission 
from T. Cablewski, A. F. Faux and C. R. Strauss, J. Org. Chem. 1994, 59, 
3408–3412. Copyright (1994) American Chemical Society.58

Scheme 1.31  ��Examples of microwave reactions in flow with the CMR reactor.
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catalyst is introduced as a monolayer with a thickness of 45–63 mm. The effi-
ciency of the catalyst is reduced after the first cycle but in the next four cycles 
the loss of activity is very low. The main problem encountered with this sys-
tem was the difficulty in measuring the temperature with an IR sensor.

Organ described a microreactor for microwave-assisted organic synthe-
sis using microcapillaries.60 The internal diameter of the capillary was 
200–1200 mm and the flow rate varied from 2 to 40 mL min−1, which corre-
sponds to an irradiation time of 4 min. Capillaries were impregnated inter-
nally with a thin layer of Pd(0) and the system showed a great acceleration 
in coupling reactions such as the Suzuki reaction (Figure 1.10). Reagents 
can be injected into the capillary system and mixing and reaction occurs 
without the usual laminar flow problems that occur in microreactors. The 
authors described the impregnation with other metal catalysts and devel-
oped a multireactor, which can be applied to the preparation of libraries of 
compounds (Figure 1.10).

Bagley described a flow reactor to be used with supports.61 In this system 
a standard pressure-rated glass tube (10 mL) was fitted with a custom-built 
steel head. The flask was filled with sand (10 g) between two drilled frits 
(Figure 1.11) to minimize dispersion and effectively create a lattice of micro-
channels. The system was charged with solvent (5 mL), sealed using PTFE 
washers and connected to an HPLC flow system with a back-pressure regula-
tor. Reagents were introduced in the bottom of the vessel and they flowed to 
the top of the reactor. An IR detector in the bottom of the reactor was used 
to determine the reaction temperature. The authors tested the system in two 
previously reported reactions and they observed a significant improvement 
in yield and demonstrated the ease of scale-up.

Ley described the use of polyurea microencapsulated palladium (PdEn-
Cat) as a catalyst for the microwave-assisted Suzuki reaction described in 

Figure 1.9  ��Continuous-flow Suzuki coupling in microchannels. Reproduced from 
ref. 59 with permission from the Royal Society of Chemistry.
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Figure 1.10  ��Flow reactions in microcapillaries. Reproduced from ref. 60 with 
permission.

Figure 1.11  ��Set-up for flow reactions with solid support (sand). Reproduced from 
ref. 61 with permission.
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Figure 1.12.62 The authors reported a 48-fold rate increase under micro-
wave irradiation and considered that selective heating by direct coupling 
of metallic species with microwave irradiation was responsible for this 
improvement.

This procedure was applied for library synthesis and a modified protocol 
for flow-based Suzuki reactions was also described. In this system pulsed 
microwaves, 50 W for 30 s followed by 18 s of cooling with no power appli-
cation, were used in order to avoid the collapse of the polymer matrix which 
could melt and eventually block the tube.

Larhed described a non-resonant cavity that can be applied to a flow 
reactor.63

Microwaves are transmitted through a coaxial connector to the microwave 
applicator and they are applied to the reaction mixture in a tubular reactor. 
The axial-field microwave applicator uses a non-resonant structure that sup-
presses mode patterns (standing waves) in the applicator, thus avoiding hot 
and cold spots. The field is generated in a coil surrounding the flow reactor 
and this allows the microwave field to be concentrated axially inside the coil. 
The reactor consists of a straight tube made of microwave-transparent boro-
silicate glass (Figure 1.13).

The authors tested the system in several known palladium-catalysed cou-
pling reactions.

An important requirement for a continuous flow reactor and a key princi-
ple of green chemistry is the ability to continuously monitor and adjust the 
reaction parameters whilst in operation. This facilitates both easy reaction 
optimisation and the introduction of automated safety controls.

Gómez et al. described a flow microwave system with on-line monitor-
ing by nanoliter NMR.64 They reported the design and implementation 
of a microliter microwave reactor hyphenated with a custom-made nan-
olitre-NMR set-up, comprising a less than 2 mL reaction volume for the 
microwave flow cell and a 6 nL detection volume microfluidic NMR chip 
(Figure 1.14).

As the detection volume of the NMR chip was much smaller than that 
of the microwave cell, the reaction volumes were submitted to microwave 

Figure 1.12  ��Experimental set-up for a Suzuki coupling catalysed by PdEnCat. 
Reproduced from ref. 62 with permission.
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heating at different irradiation times. In this way, different starting positions 
in the capillary can be analysed within the same on-flow experiment. This 
set-up was used for the on-line monitoring and optimisation of a Diels–Alder 
reaction between 2,5-dimethylfuran and dimethyl acetylenedicarboxylate, 
with reaction volumes in the order of µL (Figure 1.15).

Figure 1.13  ��Non-resonance cavity. Application to a flow Suzuki reaction. Repro-
duced from ref. 63 with permission from the authors.

Figure 1.14  ��Set-up for on-line NMR analysis of a flow microwave-assisted reaction. 
Reproduced from ref. 64 with permission from the Royal Society of 
Chemistry.

http://dx.doi.org/10.1039/9781782623632-00001


Chapter 130

1.6  �Conclusions
In conclusion, in this review we have attempted to show how microwave 
irradiation can be used under green and sustainable conditions. Rather 
than providing a comprehensive review, we have tried to highlight the green 
applications of this methodology and the synergy with other green condi-
tions. The most obvious advantage, namely energy efficiency, requires a 
strong absorption of microwave irradiation by one component of the reac-
tion mixture—either the solvent, reagents, catalyst or a susceptor. In addi-
tion to energy efficiency, the application of microwaves in conjunction with 
other green conditions, e.g. solvent-free reactions, reactions in water or neo-
teric solvents, has enabled the green applications of this methodology to 
be expanded. Finally, the use of flow conditions have solved the problem of 
scale-up under microwaves, a step that is hindered by the small penetration 
depth of the radiation at 2.45 GHz. Flow conditions also allow the on-line 
monitoring by NMR and the optimisation of reactions in a single experiment 
on a very small scale.
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2.1  �Introduction
The biodiversity of plants has provided a boundless source of chemical com-
pounds with uses in medicine and as food, feed, cosmetics, fibre and energy 
throughout human history. Therefore, the exploration and exploitation of 
their inherent potential has always been at the centre of attention. Nowa-
days, numerous species are commonly used as first resources of edible oils, 
flavours, fragrances, pigments, and bioactive compounds. Also the re-use of 
industrial waste streams and by-products of plant origin is being widely con-
sidered in order to obtain high added-value components, fibres and energy 
sources, thus promoting an energy- and resource-effective future.
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In order to selectively separate these compounds from the plant matrix, dif-
ferent extraction processes are applied. As the substances of interest mostly 
have intracellular localization, the natural cells have first to be damaged in 
order to facilitate accessibility to the product in question. This primary stage of 
the processes is often recognised as the rate limiting step, causing slow process 
kinetics and therefore leading to long operation times, low recovery efficiencies 
or high operating costs. Among other novel cell disruption technologies, the 
use of microwaves has emerged as an effective and environmentally friendly 
technology, since microwave irradiation can improve cell wall rupture of high 
moisture plant materials. Due to the rapid heating and evaporation of intracel-
lular water, the resulting pressure gradient may lead to cell wall damage.

Microwave technology is already widely used for analytical purposes, 
achieving greener and more economical procedures and using less harmful 
solvents in rapid procedures. Despite the large number of research articles 
on this topic, the industrialization of microwave-assisted extraction pro-
cesses has not spread to the market. The use of expensive electrical energy 
to transfer microwaves into a material and the high cost of equipment can 
lead to high capital and operating costs in industrial-scale applications. For 
this reason, an effective and short microwave pre-treatment of the natural 
material may be more convenient prior to conventional processing. This 
additional stage would not replace the existing process, but may modify the 
cell structure in order to facilitate the conventional method, thus improving 
the kinetics of the conventional process.

This chapter aims to review first the basics of microwave heating, the inter-
action of plant matrixes with the electromagnetic field providing examples, 
and also the available bench-, pilot- and industrial-scale applications in the 
field of extraction processes. Second, some possible compounds of interest 
are outlined, and microwave-assisted extraction procedures are strategically 
explained, depending on conditions such as the presence or absence of sol-
vents or the operating pressure. In this section, the main driving parameters 
(energy, power, time, temperature, solvent, pressure and particle size) and 
their influence on process performance are also reviewed. Finally, extraction 
kinetics and modelling are discussed, and special attention is paid to the 
scalability of these extraction processes considering experimental quantifi-
cation of the absorbed microwave energy.

2.2  �Microwave Heating Foundations
It is very well known that dielectric materials are heated when high-fre-
quency electromagnetic waves are applied to them. Many scientists such, 
as Debye,1 Fröhlich2 and Daniel3 showed that the origin of microwave heat-
ing is based mainly on the capability of the electric field to polarise dipolar 
molecules and to move ionic charges within the dielectric materials. These 
materials are usually characterised by their electric permittivity, which is a 
macroscopic property that includes all the polarization effects occurring at 
microscopic levels within the material volume.4
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The absolute permittivity of a material, ε*, is a complex quantity that 
provides a description of the macroscopic interaction between the electric 
displacement field vector D→, and the electric field intensity vector, E→, as 
expressed in eqn (2.1):5

  
	 D→ = ε*E→ = ε0 εrE

→ = ε0(ε′ − jε″) E→	 (2.1)
  

where ε0 = 8.8541 × 10−12 is the vacuum permittivity, εr is the so-called com-
plex relative permittivity, ε′ is the dielectric constant, and ε″ the loss factor. 
It should be noted that despite this nomenclature the dielectric constant, in 
fact, presents a variable behaviour with frequency, temperature and humid-
ity, and therefore some authors prefer to use the term ‘real part of the relative 
permittivity’ to refer to the dielectric constant of materials.

The dielectric constant is responsible for electric field reflection at the 
material's surfaces. In fact, the higher the dielectric constant, the lower the 
electric field magnitude within the material. Additionally, when the dielec-
tric constant value increases then the electric wavelength within the mate-
rial decreases and, thus, maxima and minima of the electric field are closer 
within the material.6

The loss factor is responsible for converting electromagnetic energy into heat 
within the material. Usually, the loss factor includes several loss mechanisms 
such as dipolar or polarization losses, conduction effects, Maxwell–Wagner 
losses, etc., although at microwave frequencies dipolar and conduction losses 
are predominant.4 When the electric field goes straight through the dielectric 
material, electromagnetic energy turns into heat due to dielectric losses. This 
means that, as long as the electric field travels across the dielectric, it decreases 
its energy and the dielectric increases its temperature.

The ratio of the loss factor to the dielectric constant is called the loss tan-
gent, given in eqn (2.2), and is used to characterize dielectric losses.
  
	 tan

εδ
ε

=
″
′
	 (2.2)

  
In polar materials (such as water or products containing humidity—with 

molecules presenting asymmetric charge distributions) electric field changes 
force the reorientation of the dipolar molecules. At low frequencies the  
dipolar molecules have enough time to follow the electric field's sinusoidal 
variations and the dielectric constant shows a very high value, but at micro-
wave frequencies the dipoles are not able to reach their original positions 
when trying to follow the electric field reversals and under these conditions 
the dielectric constant decreases and the loss factor increases.

Table 2.1 shows the dielectric properties of some usual solvents and food 
products used in microwave-assisted extraction (MAE) processes at 2.45 GHz. 
It has been extracted and adapted from several authors.7–11

Obviously, when mixing solvents and solid products in order to perform 
MAE, the whole mix will also vary its properties when compared to individual 
components, and additional permittivity measurements are needed. Tem-
perature dependent measurements are also needed in order to determine 
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the behaviour of the solvent-solid mixture's permittivity during MAE. Unfor-
tunately, few data have been found for the dielectric properties of mixtures 
involved in MAE processes. These properties are, however, of the utmost 
importance for several reasons:
  

●● They characterize how the electric field will distribute within the ves-
sels or ducts during MAE and thus how heat will distribute within the 
mixture.

●● The knowledge of permittivity and the volume to be processed are nec-
essary to predict resonant frequencies of microwave applicators and 
their power efficiencies which are required for the proper design of 
microwave applicators12 and their associated filters.13

  

2.2.1  �Volumetric Heating Term
The volumetric heat (W m−3) caused by microwave energy can be derived by 
using the Poynting vector, some of Maxwell's laws and the divergence theo-
rem as explained in ref. 4. Since the electric field is not constant within the 
sample or liquid to be heated, and also the dielectric constant will vary with 

Table 2.1  ��Permittivities of solvents, fresh fruits and vegetables at 2.45 GHz. 
Adapted from ref. 7–11

Material ε′ ε″ Temperature (°C) References

Acetone 20.7 11 499 20 7–9
Acetronitrile 37.5 N/A 20 7–9
Apple 54 10 23 10 and 11
Banana 60 18 23 10 and 11
Cantaloupe 66 13 23 10 and 11
Carrot 56 15 23 10 and 11
Cucumber 69 12 23 10 and 11
Ethanol 24.3 6075 20 7–9
Ethyl acetate 6.02 3200 20 7–9
Grape 65 17 23 10 and 11
Grapefruit 73 15 23 10 and 11
Hexane 1.89 N/A 20 7–9
Kiwi fruit 66 17 23 10 and 11
Lemon 71 14 23 10 and 11
Mango 61 14 23 10 and 11
Methanol 32.6 20 864 20 7–9
Onion 64 14 23 10 and 11
Orange 69 16 23 10 and 11
Peach 67 14 23 10 and 11
Pear 64 13 23 10 and 11
Potato 57 17 23 10 and 11
2-Propanol 19.9 8933 20 7–9
Radish 67 15 23 10 and 11
Squash 62 13 23 10 and 11
Strawberry 71 14 23 10 and 11
Water 78.3 12 293 20 7–9
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temperature, the spatial volumetric heating term will depend both on the 
electric field spatial distribution and the dielectric properties at each point 
of the body to be heated.

Eqn (2.3) shows the volumetric heat term as a function of these spatial 
distributions:
  
	 Qgen(x,y,z) = ½ ωε0ε″(x,y,z)|E→(x,y,z)|2 = ωε0ε″|E→rms(x,y,z)|2	 (2.3)
  

where Qgen (x,y,z) is the volumetric heat distribution (W m−3), ε″(x,y,z) is 
the loss factor distribution, E(x,y,z) is the electric field vector distribution, 
E→(x,y,z) is the electric field vector spatial distribution expressed in peak val-
ues, and E→rms(x,y,z) is the electric field vector spatial distribution expressed 
in effective values.

Figure 2.1 shows the scheme of a cylindrical microwave applicator where 
the magnetron is directly applied to the cavity, whereas Figure 2.2 shows the 
volumetric heat pattern in the liquid contained in the inner PTFE Tube. The 
scheme simulates a PTFE tube containing a solvent with ethanol and water 
mixture and grape mill solid particles. The dielectric constant for the liquid–
solid mixture employed in these simulations was εr = 28 − 12i.

As can be seen from Figure 2.2, the volumetric heat pattern is not uniform 
for this applicator. However, in the case of liquids containing particles, three 
mechanisms will homogenize the temperature distribution:
  

●● Internal convection movements due to density differences in the liquid
●● Vaporisation processes
●● Liquid turbulence due to liquid movement.

  

Figure 2.1  ��Scheme of a cylindrical microwave applicator with a PTFE tube contain-
ing ethanol/water solvent and grape mill particles. Internal dimensions 
(cm): d1 = 13, d2 = 16.5, d3 = 0.5, d4 = 4, d5 = 4.2, d6 = 3.4 and d7 = 2.8.
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However, despite these effects, correct microwave heating patterns should 
be validated by using proper measuring techniques such as thermographic 
cameras or by having optical fibre thermometers properly positioned.

2.3  �Microwave-Assisted Extraction Systems
Nowadays, MAE publications mainly describe three types of microwave  
systems: modified domestic microwave ovens, commercial MAE systems 
including, in most cases, closed vessels with temperature and pressure 
monitoring, and continuous microwave applicators. Each of them has 
its own features, advantages and drawbacks that will be analysed in next 
sections.

Basically, a microwave heating system usually consists of a magnetron 
that irradiates at a power level controlled by a power supply. Waveguides 
transport the irradiated power into a microwave cavity where the chemi-
cal reactor is inserted. Depending on the microwave heating device used, 
these basic elements can be very different. Additional elements such as  
circulators for magnetron protection, directional couplers for incident 
and reflected power measurements, and temperature and weight sensors  
can be included in high quality microwave extractors also, thus increasing 
the system cost.

Figure 2.2  ��Volumetric heat distribution within the tube.

http://dx.doi.org/10.1039/9781782623632-00034
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2.3.1  �Usage of Modified Domestic Microwave Ovens
Although nowadays there are specialized microwave ovens for extraction 
purposes, the prices of domestic ovens make them very attractive for carry-
ing out MAE tests at low cost. Many works in literature make use of domestic 
ovens with some modifications to be able to extract the irradiated substances. 
For instance, domestic microwave ovens have been used for MAE of natu-
ral antioxidants from spent espresso coffee grounds14 and also to extract 
compounds from other vegetable substances such as Myrtus communis L. 
leaves,15 dragon fruit peel,16 mulberry leaves,17 Dunaliella tertiolecta,18 Equise-
tum arvense waste,19 cocoa (Theobroma cacao L.) leaves,20 carrot peel,21 grape 
seeds,22 cottonseed oil,23 etc.

Figure 2.3 shows a scheme of a typical configuration of a MAE test setup 
that makes use of a modified domestic microwave oven. Usually, the flask 
containing the solvent and materials to be processed is sealed, and a tube 
transports the evaporated substances into an external condenser and then to 
a graduated cylinder.22–24

Despite their low cost, researchers should take into account some import-
ant features of domestic microwave ovens when carrying out the MAE tests 
with these devices:
  

●● Microwave power cannot be controlled in these domestic ovens. The 
only available control of irradiation power is a very simple one: ON/
OFF. The indicated power, if any is present, is just an effective one since 
domestic ovens always irradiate at maximum power and then include 
some OFF working cycles to simulate different power level regimes. For 
instance, for a typical microwave oven irradiating at around 800 watts, 
the only way to produce an effective power of 400 watts is to use an OFF 
working cycle for 50% of the time.

Figure 2.3  ��Typical modified domestic microwave oven for MAE purposes: (1) 
microwave oven, (2) flask, (3) external condenser and (4) graduated 
cylinder.
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●● The temperature of the magnetron will rise during the process due to 
poor air refrigeration and, sometimes, high temperatures can switch off 
the microwave oven. Additionally, this temperature rise will also change 
magnetron power efficiency.

●● When using flasks rotating at the oven cavity or even for low loss con-
ditions within the microwave cavity, power and frequency pulling will 
occur. This means that both the power and operating frequency of the 
microwave oven will change as the reflection coefficient of the cavity 
changes during the process. Irradiated power levels could vary by up 
to 15% of the nominal value and the frequency could vary by around 
±0.2%.4 This means that for 800 watts of nominal power, the real irradi-
ated power of the domestic microwave oven could be around 680 watts 
under some reflection conditions. Therefore, good matching levels 
should be ensured in order to avoid these effects.

  
Due to these considerations, researchers using domestic microwave ovens 

for MAE should be aware that it is very complicated to know the real power 
used within the microwave cavity, and only thermodynamic measurements 
including evaporation, conduction, radiation and convection losses can be 
used for these purposes.4,25

2.3.2  �Usage of Commercial Microwave Reactors
In order to produce an efficient conversion of electromagnetic energy into 
heat in the most reproducible way, laboratory-dedicated microwave reactors 
should be chosen instead of domestic ovens. These systems use power sup-
plies able to produce continuous microwave irradiation, which allows easier 
power control. Additionally, the fixed containers and structures within the 
microwave cavity produce better process reproducibility.26

The basic features of these commercial microwave reactors can be summa-
rized as follows:26

  
●● homogeneous temperature profiles by using mode stirrers and/or vessel 

rotation
●● flask geometry design taking into account the penetration depth
●● temperature and pressure control within the reaction chamber for  

continuous monitoring and control of MAE
●● vessel safety mechanisms and proper microwave leakage filters.

  
Table 2.2 shows a summary of different commercial microwave reactors for 

extraction with different specifications.27–31 It can be appreciated that most of 
them allow working at high pressure levels, high power control, and high tem-
perature values. Additionally, most of them allow vapour and gas extraction 
when certain pressure levels are detected within the vessels and computer con-
trol and temperature uniformity are often offered in these systems.
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Table 2.2  ��Summary of commercially available microwave-assisted extraction systems.

Producer/model

Max. 
power 
(watts)

Max. 
pressure 
(bar)

Max. working 
temperature 
(°C)

Max. 
number of 
vessels

Vessel vol. 
(ml) Vessel materials Cavity Vessel Website

Anton paar/mono-
wave 300

850 30 300 1 Up to 30 PEEK Monomode Closed 27

Anton paar/master-
wave BTR

1500 30 250 1 1000 PTFE Multimode Closed 27

Biotage/biotage 
advancer

1200 20 250 1 350 PTFE Multimode Closed 28

CEM/star N/A Ambient 
pressure

N/A 2 250 Pyrex, quartz and 
PTFE

Monomode Open 29

CEM/MARS 6 1800 103 300 Up to 40 80 Silicon carbide, 
rhodium, glass, 
PFA teflon

Multimode Closed 29

Milestone/
FlowSYNTH

1000 30 200 Continuous 100/min Glass Multimode Closed 30

Milestone/
UltraCLAVE

1000 200 300 Up to 40 From 12 to 
2000

TFM, quartz Multimode Closed 30

Sineo microwave/
JUPITER

1300 40 250 12 100 PTFE and fiber 
composite

Multimode Closed 31
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2.3.3  �Continuous and High-Scale Microwave Applicators  
for MAE

Some continuous systems for MAE have been found in the scientific litera-
ture and in commercial firms. An industrial continuous microwave-assisted 
system to condition olive paste was built and implemented as an industrial 
process. The developed system was tested to assess its performance during 
implementation in an industrial olive oil extraction plant, showing great 
potential to become an alternative technique with which to condition olive 
paste. The reduced process time of the microwave system resulted in lower 
oxidation of the olive oil and consequently in a reduction in the peroxide 
value compared to the traditional method.32

Additionally, this also caused a reduction of the phenolic compounds usu-
ally associated with the spicy and bitter notes of olive oil. The microwave 
heater was manufactured in this case by EMitech.33

Advanced Microwave Technologies (AMT) produces a scalable continu-
ous-flow microwave applicator to heat liquids such as blood or fruit juices 
that can also be applied to microwave-assisted extraction processes.34 This 
patented technology is based on a metallic cylindrical cavity containing an 
inner dielectric tube that allows the material to be processed while flowing 
along the cylindrical applicator.35

Sairem also offers microwave continuous flow reactors working at 2.45 
GHz and 915 MHz frequencies.36 These reactors are equipped with auger-type  
stirring systems to ensure good homogeneity of heating and good product 
transfer. Püschner manufactures a 100 kW/915 MHz microwave flow-reactor 
for 1–2 ton h−1 production working at up to 30 bar and 300 °C.37

C-Tech Innovation has developed a continuous flow reactor that allows 
the scale-up of chemical reactions from lab scale to production scale.38 Their 
standard products allow power levels from 1 to 6 kilowatts, flow rates up to  
1 L min−1, pressure levels up to 30 bars and working temperatures up to 250 °C. 
Even higher yields have been achieved by Microwave Chemical.39 They have 
successfully developed a large-scale microwave flow reactor with a produc-
tion rate of 12 tons per day.

A very interesting literature review of self-assembled continuous flow 
microwave reactors can be found in ref. 39. Most of the systems described 
therein use a pump to flow the solvent and materials through a microwave 
cavity. Monomode or multimode microwave applicators are used to heat the 
moving fluid, and PTFE, PEEK and glass are the materials most used to direct 
the liquid flow through the microwave cavity.

2.4  �Plants and Components of Interest for 
Microwave-Assisted Extraction Processes

2.4.1  �Essential Oils from Herbs
Essential oil extraction from more than 3000 plants possesses consider-
able history within extraction technology and is of great interest also to the 
present world market. The oils are used mainly by the cosmetic and flavour 
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industries but also by the food and pharmaceutical industries as preserva-
tives and flavour components.

Essential oils are found in special secretory tissues (for example, oil-contain-
ing glands and trichomes) on the plant surface or within the plant tissues, pro-
ducing and discharging substances in order to provide healing and defensive 
capabilities to the plant.40 In order to induce the release of these compounds 
steam distillation is used, where the high temperature steam flows through 
the oil-containing secretory tissues and lets the oil content be released. The 
remaining secretory structure becomes deflated through the loss of its con-
tent.41 The conventional steam distillation and hydrodistillation processes 
can be replaced by microwave extraction technology offering a fast rupture of 
the oil-containing glands and thereby accelerating the process kinetics.42–44

2.4.2  �Phenolic Compounds and Antioxidants
Phenolic compounds belong to the group of widely variable secondary 
metabolites in plant tissues, where they are involved in the defensive reaction 
against ultraviolet radiation or the aggression by pathogens. Polyphenols 
can be classified into different groups according to the number of contained 
phenol rings and to the ring-binding structural elements. Groups are distin-
guished as follows: phenolic acids, flavonoids, stilbenes, and lignans, and 
their subcategories. In addition to this diversity, polyphenols may be asso-
ciated with various carbohydrates and organic acids and with one another.45

The great interest in the food industry has emerged not only due to their 
colouring and organoleptic functions, but also to their biological effects 
such as antioxidant capacity, antimicrobial activity and supposed anti-car-
cinogenic power. Through these features polyphenols improve the quality 
and nutritional value of foods as they are believed to protect against chronic 
human diseases such as heart disease, cancer, diabetes and hypertension.46,47

Among a wide variety of plants, herbs and fruits containing different poly-
phenol classes, microwave-assisted extraction of flavonoids was reviewed 
and compared to other novel extraction technologies such as pressur-
ized extraction, ultrasound extraction or supercritical extraction.45,48 More 
recently, maritime pine containing considerable amounts of condensed tan-
nins,49 as well as pomace of Red Delicious and Jonathan apple varieties50 and 
eucalyptus leaves51 were studied using microwave extraction technologies in 
order to obtain biologically active polyphenol agents. Beside the comparable 
or superior extraction quality and quantity obtained by microwaves, thermal 
degradation of the labile phenolic compounds (especially anthocyanins) can 
be avoided due to the short treatment required at high temperature.

2.4.3  �Oils, Lipids and Fatty Acids
The analysis of lipids and the fatty acid methyl ester profile of edible oils, 
such as soybean, rape and sunflower oil, are of interest to the food indus-
try. Microwave technology enabled their faster qualitative and quantitative 
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determination, generating less solvent waste during the analytical process 
compared to the existing ISO methods.52

Lately, the quality of the oils and their bioactive constituents came to be 
the focus of attention from the nutritional point of view due to their posi-
tive effects. Plants and seeds containing considerable amounts of polyun-
saturated fatty acids (PUFA), including omega-fatty acids, docosahexaenoic 
acid (DHA), triglycerides and triterpenoids, which have antioxidant, antisep-
tic and antifungal characteristics, have been studied using novel extraction 
technologies, also applying microwave irradiation with positive outcomes. 
The structural degradation of neem seeds due to microwave energy reduced 
the extraction time of oil from 10 h in a Soxhlet extractor to 24 min with MAE, 
without quality changes in the fatty acid profile of the extract.53 Likewise, the 
microwave extraction of soybean germs, seaweed54 or pitaya oil55 resulted in 
enhanced kinetics and extraction yield.

Another use of extracted lipids from non-edible plant tissues is the conver-
sion into biodiesel as was proposed in the case of Chinese Tallow seeds with 
a lipid content of 32.5%.56 Nevertheless, in the field of biodiesel production, 
the lipid extraction from microalgae covers a remarkable research area in the 
field of lipid recovery from plant tissues.57

2.4.4  �Polysaccharides and Pectin Extraction
Among polysaccharide extraction processes the extraction of pectin is widely 
used in order to valorise waste streams of fruit and vegetable processing. Pec-
tin is a complex polysaccharide composed of α-d-(1 → 4) galacturonic acids, 
which can be found in primary cell walls and in the middle lamellae of higher 
plant tissues. These high molecular weight compounds are closely connected 
with the other polymer components in the cell walls in order to inhibit their 
release from the cell matrix. Pectin is abundantly used by the food industry as 
a gelling, stabilizing and thickening agent. Conventional extraction methods 
involve the use of hot dilute mineral solutions imlying long extraction times 
depending on the raw material and the desired pectin quality.58 Due to the 
long processing times the extracted pectin suffers from degradation, thus sev-
eral pre-treatment processes have been proposed to enhance process kinetics 
by cell disruption and enzyme inactivation.59 Microwave pre-treatments and 
microwave-assisted extractions have been used in the case of citrus fruit resi-
dues such as orange,59 lime60 and grapefruit58 peels. Other fruit wastes such as 
apple pomace,61 jackfruit rinds62 and dragon fruit peel63 were also used as raw 
materials. In all cases microwave irradiation highly improved the extraction 
kinetics and resulted in equal, or even better, extract quality.

2.5  �Microwave-Assisted Extraction Techniques
Conventional extraction and maceration processes suffer from large amounts 
of solvent use, long processing times, sometimes at elevated temperatures, 
and thus the degradation of thermo-labile bioactive compounds. The use of 
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microwaves, due to their special heating mechanism, was first reported as a 
promising new technology in organic extraction intensification in 1986 by 
the development of extraction protocols for lipids, anti-nutritive and pesti-
cides from different materials including seeds and other foods.64–66 Besides 
its use for analytical purposes, considering the upscaling option, microwave 
extraction was proposed for further research concerning extraction processes 
on an industrial scale.67–69

Two main principles can be distinguished in microwave extraction tech-
niques:65 first, when the microwave irradiation is used for direct heating of 
the plant matrix and microwaves are absorbed by the material releasing the 
extractable components into the hot absorbing solvent, or releasing the com-
ponents together with the in situ water inside the plant, which evaporates 
during the process. Solvent-free microwave extraction (SFME), microwave-as-
sisted extraction (MAE) with non-polar solvents and microwave pre-treat-
ments can be classified under this first criterion. The second criterion is 
based on the absorption of microwaves by the polar solvent, which acts as 
a hot solvent with improved diffusion into the plant matrix and therefore 
achieves more effective extraction of the compounds of interest. Most of the 
MAE processes belong to this group, where polar solvents are used under 
microwave irradiation.

Another classification criterion considers the use of opened or closed 
vessels in the process.66 Opened extraction vessels only permit atmospheric 
pressure in the system, where the evaporating solvent and compounds may 
be collected outside or directed back through a reflux connection. This 
technique allows mild conditions as the maximum temperature depends 
on the solvent's atmospheric boiling point. With proper solvent selection 
or internal water heating, thermo-labile compounds can be successfully 
extracted. SFME techniques for essential oil extraction are based on such 
a system, but numerous refluxed open vessel processes can be also found 
throughout the literature.70 On the contrary, closed vessel extractions oper-
ate under high pressure, which enables extraction at a higher temperature 
and, in consequence, extraction kinetics are accelerated.48 Pressurized sys-
tems can be used both in the presence of solvent71 or in the absence of 
solvent.72

Besides the two above-mentioned classification criteria, processes are dif-
ferentiated according to the presence or absence of solvent in the system. 
Thus, SFME processes cover extractions where no additional solvent is used 
during the process, MAE processes encompass all extractions with solvent 
used under the microwave irradiation, including the possibility of different 
pressures. Finally, microwave pre-treatments are classified separately. When 
no solvent is used during microwave irradiation all the energy is absorbed 
by the plant material, damaging the cellular structure. In a later stage the 
solvent is added to the system, and the extraction itself takes place without 
the use of microwave energy.

Classification of microwave-assisted extraction technologies can be seen 
in Figure 2.4.
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2.5.1  �Solvent-Free Microwave Extraction
This technique has been widely used for the extraction of essential oils. 
During microwave irradiation to the plant material, heating and evaporation 
of the in situ water inside the plant takes place. Simultaneously, the irradia-
tion destroys the oil-containing glands and the essential oil evaporates and is 
transferred, together with the produced steam, out of the extraction vessel.73 
The outgoing steam is collected by condensation outside of the microwave 
equipment and oil-water phases are separated. From the first conceptual 
designs of domestic microwaves74,75 this technology has been improved and 
has reached the interest of commercialization and pilot scale use,76 both at 
atmospheric pressure.

Another approach in the field of atmospheric pressure SFME has been 
microwave hydrodiffusion and gravity (MHG).77 This extraction technique 
combines microwave heating and the earth's gravity at atmospheric pres-
sure. It has been used for the extraction of essential oils from different aro-
matic plants. Based on a relatively simple principle, this method involves 
placing plant material in a microwave reactor, without any added solvent 
or water, such as in the case of primary SFME explained above. In contrast 
to the first technique, here the mass transfer of the essential oil does not 
have to depend on steam production under microwave heating because the 
physical phenomenon known as hydrodiffusion allows the extract (water and 
essential oil) to diffuse outside the plant material and drop by under gravity 
out of the microwave reactor, falling through a perforated Pyrex disc. Water 
and essential oil are collected and separated in an external vessel. After the 
design of a successful laboratory application the process received interest for 
commercialization.

Additionally, microwave hydro distillation under vacuum (VMHD) has 
been used in order to obtain thermally-sensitive crude extracts, which may 
degrade under the conventional extraction method. In this case, the dry raw 
material is first hydrated by the addition of water. Next, microwave irradia-
tion is applied on the refreshed plant material which releases its extractable 

Figure 2.4  ��Microwave-assisted Extraction Technologies.
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content. In a third step, due to a pressure reduction to 100–200 mbar, an azeo-
tropic mixture of the water-volatile oil evaporates from the plant matrix.78

Pressurized SFME (PSFME) has been used for the extraction of antioxidants 
from sea buckthorn berries.79 The technique is based on the repeated irradi-
ation of the fresh plant material of high moisture content (>70%) in a closed 
microwave cavity. Microwaves penetrate into the plant matrix through their 
interaction with polar molecules, such as water, heat up the in situ water and 
the high pressure inside the cell destroys the cell wall structures releasing 
the solutes. Due to evaporation, the overall pressure in the cavity increases 
and as a consequence a higher temperature can be obtained inside the cells. 
This pressurized condition allows the dissolution and the extraction of less 
polar compounds (e.g. flavonol aglycons) which are not soluble in water at 
ambient pressure. A drawback of this technique is its limitation owing to the 
high moisture content required of the raw material and the thermo-labile 
extractable compounds.78,79

2.5.2  �Microwave-Assisted Extraction
In the present process classification it is understood that MAE processes 
always occur under microwave irradiation when solvent and plant material 
are placed together in the reactor. Consequently, both the solvent and the 
plant matrix absorb microwave energy and, according to their proportion 
and dielectric properties, the energy will be distributed in the sample. As 
a synergetic effect of the improved diffusion of the solvent due to heating 
and the altered plant matrix, effective extraction can be achieved in a very 
short time.66 This approach also makes possible the extraction of thermo- 
labile substances and the effective recovery of compounds which occur only 
in small quantity in the plant matrix. Both features are very important for 
the development of isolation procedures for accurate analysis of bioactive 
compounds in natural sources.48

MAE processes can be further divided into closed or open systems, where 
open systems are necessarily working at atmospheric pressure up to the 
boiling point of the solvent. When the extract is collected during the irra-
diation via condensation in an external condenser, the process is named 
microwave-assisted distillation or rather microwave assisted hydrodistilla-
tion (MAHD). Water is mainly used as a solvent for the extraction of essential 
oils and aromatic compounds.80–82 Otherwise, the evaporating solvent can be  
directly refluxed back to the microwave cavity whereafter the extract must 
be obtained through a separation process. However, this additional step 
increases the complexity of the extraction technique. Most of the conven-
tional extraction processes are already connected to extract-specific separa-
tion steps which can be used after a microwave extraction technique also.

Closed microwave systems may work under pressure, so-called pressurized 
MAE (PMAE), where higher temperatures can be achieved than the atmo-
spheric boiling temperature, or under vacuum, called vacuum-MAE (VMAE), 
where a lower boiling temperature applies during the extraction.
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Processes under pressure come with better diffusivity of the solvent into the 
matrix causing enhanced extraction kinetics. When this phenomenon is cou-
pled with microwave extraction, treatment times may be lowered drastically 
and in addition thermo-labile compounds can be extracted avoiding thermal 
degradation. This behaviour was observed in the case of winemaking by-prod-
ucts.83 Although extraction rate and efficiency are enhanced in this procedure, 
safety precautions must be taken in order to avoid hazards due to the use of 
high pressure and temperature in the presence of flammable solvents.84 PMAE 
procedures are also common in analytical applications where small sam-
ple amounts are treated under accurate pressure and temperature control. 
For example, triazine herbicides in infant nutrient cereal-based foods were 
determined by pressurized microwave-assisted extraction, coupled with high 
performance liquid chromatography-electrospray ionization mass spectrom-
etry, resulting in a more efficient and faster method compared to microwave- 
assisted extraction at atmospheric pressure, ultrasonic extraction or Soxhlet 
extraction.85 In another paper ginsenosides from Panax ginseng roots were  
successfully obtained under PMAE (4–6 bar) with enhanced kinetics and higher 
extraction yield compared to Soxhlet extraction, ultrasound-assisted extraction 
and heat reflux extraction.86 In a more recent approach, pressurization and 
microwave irradiation were applied consecutively to peanut roots in order to 
obtain resveratrol-rich extracts. Under optimized conditions of treatment time 
and solid/solvent ratio, a 1.72-fold yield increment was obtained compared to 
the conventional solvent extraction method.87

In VMAE the boiling of the extraction solvent is achieved at lower tem-
perature, thus avoiding the degradation of thermo-labile compounds such 
as many bioactive agents. Due to the vacuum process the synergetic effect of 
low temperature and an oxygen-free environment favours the extraction of 
colouring and antioxidant compounds.88,89 Vacuum MHG was used to extract 
polyphenolic compounds from the by-products of common yellow onion, 
applying reduced pressure between 200 and 900 mbar. Optimal extract yield 
was obtained at 700 mbar, where cell disruption was promoted, while a lower 
vacuum did not allow cell wall rupture due to lower temperatures.88 A low 
vacuum (270 mbar) also caused similar or lower extraction yields compared 
to MAE in the case of pigment extraction from phytoplankton, although both 
processes were completed in minutes instead of 0.5–1 hour.90 Another study 
focused on the vitamin C and E content of guava, green pepper, soy bean 
and tea leaves. These antioxidants are extremely sensitive to oxygen and high 
temperatures, thus being good candidates to evaluate the positive effects of 
vacuum-MAE (VMAE) compared to the MAE process at atmospheric pres-
sure. The VMAE process was performed at 400 mbar vacuum, where tem-
peratures, extraction times and solid/liquid ratios were all varied. The results 
showed that higher yields (up to 40% increment) of vitamin C and E were 
obtained using VMAE compared to MAE at atmospheric pressure, indicating 
the potential of an efficient microwave process at moderate temperature and 
in an oxygen deficient environment for the extraction of sensitive natural 
plant antioxidants.89
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2.5.3  �Microwave Pre-Treatment
A special class of microwave processes has emerged among microwave 
extraction techniques. As mentioned before, many MAE procedures are lim-
ited to analytical purposes. However, MAE has also evoked industrial interest 
due to the reported reductions in energy requirements and operating time. 
The cost of microwave extraction has two undesirable characteristics which 
diminish the advantages of the reduced energy and shorter extraction times: 
first, the high cost of a continuous microwave oven and, second, the cost of 
electrical energy in comparison to the less expensive heat from fuels. These 
drawbacks lead to a conceptual change, where microwaves are only used 
for a short time as a pre-treatment. After the pre-treatment, a more efficient 
conventional process can take place. Depending on the extraction process 
and compounds of interest, the addition of solvent can be performed prior 
to, or just after, the pre-treatment. Such a pre-treatment procedure was pro-
posed for the enhanced steam distillation of essential oils from rosemary. It 
was found that there was a specific energy range (0.3–0.6 kJ gdry plant

−1) where 
the essential oil containing glands are disrupted and the content is released 
on the plant surface where it can easily be removed by the steam flow in a 
shorter time. The energy consumption of the process can be kept low if the 
wall breakage of the glands is fast and no steam is generated from plant mois-
ture at this stage. Additionally, no vapour recovery is required in the contin-
uous microwave oven.42 Another example of microwave pre-treatment is the 
juice extraction from apple mash by pressing. Heat treatment prior to juice 
pressing is necessary in order to avoid enzymatic oxidation and to enhance 
the solubility of the phenolic compounds into the juice, thus improving juice 
quality. While conventional heat treatments are not able to homogenously 
heat large volumes, microwave pre-treatment leads to increased juice yield 
and antioxidant content and simultaneously faster enzyme inactivation, thus 
avoiding browning of the end product.91

2.6  �Extraction Fundamentals
Experimental evidence of the successful performance of MAE has been 
frequently reported in the literature. However, to understand the complex 
behaviour of this extraction method, the fundamentals must be properly con-
sidered. This knowledge will allow assessment of the influence of the operat-
ing variables on the performance of the process and permit correct planning 
of the experimental setup to obtain reproducible and scalable results.

MAE is a complex technique in terms of its fundamentals because of the 
numerous elemental phenomena to consider in order to obtain the whole 
picture of the process: electric field development, heat generation, trans-
formation and transfer, cell structure changes, degradation reactions, mass 
transfer, and thermodynamic equilibrium relationships (compound solubil-
ity and phase changes). In addition, the extraction system suffers changes 
in temperature and composition during the extraction process altering its 
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thermodynamic and dielectric properties. This is particularly relevant when 
there is a significant reduction in sample moisture because of evaporation. 
Moisture is often a major contributor to the dielectric property of the sample 
and its loss can cause a dramatic change in the dielectric constant and the 
loss factor of the medium.

The combination of these phenomena determine the efficiency of the pro-
cess, which can be assessed in terms of yield, extraction kinetics and product 
degradation.

These individual phenomena are described below along with the main 
aspects to consider in the case of each one.

2.6.1  �Heat Generation
Volumetric heat generated by microwaves was presented in Section 2.2.1. 
Eqn (2.3) shows how the corresponding electric field established at a certain 
location in the sample (E→), in combination with the dielectric properties of 
the material (ε″) and the frequency of the radiation (ω), determine the volu-
metric heat power released at that point (Qgen). The volumetric distribution 
of the electric field is governed by Maxwell equations. Because of the strong 
interaction of electromagnetic waves with the media (reflection, refraction, 
diffraction), even systems with homogeneous dielectric properties always 
show uneven distributions of the electric field. This makes it very difficult to 
achieve processes with homogenous heat distributions, even in customized 
setups specifically designed for a particular system, such as the one shown in 
Figure 2.2. Several papers in the literature describe the use of finite element 
methods to calculate temperature and concentration evolution in microwave 
extraction processes.21,73

The most immediate and effective way to reduce heat generation inho-
mogeneities is by using a stirring system. Unfortunately, when large solid 
samples are processed, stirring is not practicable. However, in most MAE pro-
cesses small solid samples are suspended in the solvent and the use of an 
impeller or a pumping system may be effective enough to improve homoge-
neity. In solvent-free microwave extraction (SFME) processes the solid sam-
ples are irradiated in the absence of solvent and stirring is more difficult to 
accomplish.

The volumetric heat generated by microwaves is absorbed by the media. 
This heat ultimately may split into four different destinations, depending on 
the media properties and conditions, as shown in Figure 2.5:
  
	 1. � Sensible heat. If the media temperature is below its boiling point some 

of the heat will be absorbed as sensible heat, increasing the local tem-
perature. This is the usual destination for the main fraction of the total 
generated energy at the beginning of the MAE process.

	 2. �E vaporation. If the sample container is not operating at a high enough 
pressure, the temperature of the solvent can reach boiling point and 
part of the solvent will evaporate, absorbing from the media the 
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corresponding enthalpy of vaporization. This enthalpy has a large 
value compared with the sensible heat and so this vapor may be 
responsible for a considerable fraction of the energy absorbed by the 
sample provided that a significant amount of vapor is generated in the 
microwave oven.

	 3. �H eat losses. Temperature differences between the sample container 
and the surrounding environment lead to heat losses. This phenome-
non is enhanced by air blowing inside the microwave oven. For short 
microwave processing extractions of a few minutes length this loss is 
usually negligible. However, it is usual to find extraction processes in 
the literature where extraction times of 30 minutes or even more than 
an hour are reported. In these cases, the fraction of absorbed energy 
converted into heat loss may be considerable.

	 4. �R eaction. Reaction processes can also be responsible for consuming/
producing energy. However—“the microwave photon is not sufficiently 
energetic to break hydrogen bonds; it is also much smaller than that of 
Brownian motion and obviously cannot induce chemical reactions”.92 Com-
parisons between conventional and MAE extraction processes gener-
ally show similar composition of extract and final extraction media. 
This provides evidence that, under the range of conditions used in 
extraction processes, relevant chemical reactions do not take place and 
that this fraction of absorbed energy can be neglected.

  

2.6.2  �Mass Transfer
Mass transfer is caused by the natural tendency of soluble compounds to be 
transferred from the raw material to the extraction solvent. The difference of 
concentration of the compound of interest between the raw material and the 

Figure 2.5  ��Scheme of volumetric heat transformation.
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solvent is the driving force. However, this transfer is not immediate because 
of mass transfer resistances, both internal and external:
  

●● Internal mass transfer. Before being extracted into the solvent the com-
pounds must be released from the interior of the raw material matrix. 
The location of compounds is very diverse depending on the type of com-
pounds and the raw material. In the case of ferulic acid, for example, only 
10% is found in a soluble, free form in wheat bran. Most of it is found 
chiefly in the trans form, esterified to arabinoxylans and hemicelluloses 
in the aleurone and pericarp, and several dimers of ferulic acid are also 
found in cereals and form bridge structures between chains of hemicel-
lulose.93 However, in the case of rosemary, the essential oil is inside glan-
dular trichomes,94 and it is readily accessible once the trichome cell wall 
is opened. Internal mass transfer usually becomes the limiting process in 
solvent extraction because of some or all of the following resistances to 
release of the compounds: compounds linked to cell structure, wall cell 
transfer resistance and mass transfer diffusion within the solid.

●● External mass transfer. Once the compound gets out of the matrix into 
the interface with the external solvent, it is distributed into the global 
phase of the solvent. This stage is determined by the external mass 
transfer coefficient (kx):

  
	 Wi = kxA (ci

* − ci)	 (2.4)
  

where Wi is the flow rate of component i transferred from the surface of 
the matrix to the solvent, A is the area of the matrix surface, and ci

* and 
ci are the concentrations of component i in the surface interface and the 
global phase, respectively. A reduction in the particle size of the material 
matrix will increase the area A, enhancing the external mass transfer. This 
size reduction will also improve internal mass transfer when diffusion 
is the main resistance but not when the binding of compounds to the 
cell structure or cell wall penetrability are the main resistances. Solvent 
and matrix mixing by proper stirring will boost external mass transfer by 
increasing the mass transfer coefficient (kx) by orders of magnitude, leav-
ing internal mass transfer as the rate-limiting stage in the extraction pro-
cess. This reason, together with microwave heating homogeneity, highly 
favours stirring during microwave-assisted extraction.

  
The success of MAE in solid-solvent extraction responds well to the com-

bined effect of fast heating and solvent action on internal mass transfer. 
Temperature increase and solvent interaction help to alter or damage cell 
structures facilitating solvent penetration into the matrix, component release 
from bound forms and solvent diffusion through cell walls. In some cases, 
as in the solvent-free microwave extraction (SFME) of rosemary, the effect of 
microwave heating is strong enough to burst the walls of the glandular tri-
chomes ensuring immediate release of the essential oil–water emulsion.95,96
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2.6.3  �Kinetics Modelling
Measurement and correlation of extraction kinetics is a powerful tool to get 
a deeper knowledge of MAE processes. Total yield determination is a valu-
able parameter as it reports information about the overall performance  
of the extraction. However, for complete information on the development of 
the process extraction, the kinetics should be measured and correlated since 
they report not only the final yield, but also allow determination of the effect 
of MAE on release rates.

To illustrate the benefits of measuring extraction kinetics, Figure 2.6 
shows possible results from two MAE experiments performed using differ-
ent conditions.

If only the final yield is measured (the last experimental point), the only 
conclusion inferred from the experiments is a higher yield for case B. When 
the kinetics are measured (all experimental points), a relevant additional 
conclusion may be obtained from the slope of the graph at the beginning 
of the extraction process—in case A the component has been extracted at a 
higher rate than in case B. This fact may be used to better assess the influ-
ence of MAE on the extraction process and to get a better understanding of 
the extraction mechanism and of the influence of the operating variables.

To quantify the information contained in extraction kinetics graphs, 
experimental values of concentration-time pairs should be regressed using 
mathematical models. For example, exponential models are extensively used 
to model extraction processes:
  
	 ci = ci

f (1 − e−kt)	 (2.5)

where ci is the concentration of component i in the solvent at time t. The 
equation has two parameters: ci

f, the final concentration of component i in 
the solvent (t = ∞), and k, the kinetic parameter. The value for the initial slope 
of the curve is given in eqn (2.6).

	 f
0 0

d
lim

d
i

it

c
V c k

t→
= = 	 (2.6)

  

Figure 2.6  ��Evolution of extract concentration in MAE experiments A and B.
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Correlation of experimental values to eqn (2.5) allows the effect of MAE 
to be quantified by using these two parameters (ci

f,V0) and enables proper 
assessment the effects of operating variables on process performance.

Many mathematical models are proposed in the literature to represent the 
behaviour of MAE processes.97,98

2.7  �Operating Variables
Operating variables used in microwave-assisted extraction are the same as 
those in conventional solid-solvent extraction processes (temperature, pres-
sure, solvent, particle size and time), plus those corresponding to the micro-
wave heating process (power, energy and dielectric properties).

2.7.1  �Time
Extraction time plays a double role in MAE processes: the contact time 
between the matrix and the solvent, and the microwave irradiation period.

The contact time between the matrix and the solvent allows components 
inside the matrix to be released into the solvent. Figure 2.6 shows the usual 
behaviour of conventional or MAE extraction processes. The rapid release of 
component at the beginning progressively slows until complete extraction is 
achieved. The main advantage when using MAE is the large reduction in the 
time required to complete the extraction. For example, the extractions of tea 
polyphenols and tea caffeine with MAE for 4 min were higher than those of 
extractions at room temperature for 20 h.99 However, reductions in extraction 
time are not always so marked, and extraction times of hours are not unusual 
in the literature.

The microwave irradiation period runs simultaneously with the extraction, 
however, they rarely have the same duration. Only in the case of short MAE 
treatments of a few minutes might the material be irradiated during the 
entire process. In all other cases, and for longer treatments, the use of con-
tinuous heating would lead to highly undesirable elevated temperatures 
unless very intensive cooling is provided or microwave irradiation is con-
trolled by ON/OFF regulation cycles. In the latter case, the actual value of the 
irradiation period would be uncertain. Although the magnetron power might 
be controlled, the power used in the process would be uncertain unless the 
irradiation power is properly monitored.

For analytical or research purposes long extraction times may be used. 
However, in industrial processes with larger processing capacities, maintain-
ing the sample in the oven for a long residence time requires large volume 
ovens. This is a complicated or expensive solution because of typical low 
penetration depths of microwaves in MAE systems. Should this be the case, 
the use of a short and intense microwave pre-treatment, followed by a con-
ventional extraction period out of the oven, should be considered.100,101 The 
purpose of this intense microwave pre-treatment is to produce destructive 
changes in the plant tissue, facilitating the release of the compounds in the 
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later extraction process.59 This means of operation exploits the main advan-
tage of MAE while reducing the irradiation time and the size of the oven.

2.7.2  �Microwave Power and Energy
Microwave power and energy appear as critical operation variables in many 
MAE processes. However, in conventional microwave ovens it is difficult to 
know the actual value of these variables.

In the case of power, the actual heating value is hidden by the efficiency of 
absorption of the microwave irradiation, as explained in Section 2.2 (Micro-
wave Heating Foundations). This efficiency may be as low as 40% in domestic 
ovens with low absorbing samples, or as high as 99% in laboratory equip-
ment under ideal and controlled conditions.102 In addition, the use of ON/
OFF working cycles implemented in some equipment to control the average 
power may create difficulties in estimating the actual value of the applied 
power unless specific measurement equipment, such as a high power reflec-
tometer, is used.

Often, the value of the energy used in the MAE process is calculated as 
the product of the selected power multiplied by the irradiation time. How-
ever, as previously explained, the selected power does not correspond to the 
actual heating power, nor does the extraction time match the irradiation time 
in domestic microwave ovens. The measurement of the electrical energy 
demands of the microwave during the MAE process also provides a value 
exceeding the energy absorbed by the sample, as the efficiencies in the mag-
netron and in irradiation absorption should be considered.

Reliable values of power and energy are, however, essential to obtain repro-
ducible experimental conditions, or for scale-up purposes. This is probably 
the main source of discrepancy when authors report different, or even contra-
dictory, results when studying the same system under similar conditions.103 
Moreover, energy values should preferably be reported in specific values (kJ 
kg−1 or kJ L−1) to make them independent of the size of the sample.

The amount of energy absorbed by the sample may be estimated from an 
energy balance. This microwave energy absorbed by the medium is split into 
four different terms, as explained in Section 2.6.1. (Heat Generation) and 
illustrated in Figure 2.5. These terms may be calculated from basic measure-
ments.103 Since the heat of reaction is usually negligible in MAE processes, 
the amount of energy absorbed by the sample (Eabsorbed) will be the sum of the 
sensible, latent and heat loss terms:
  
	 Eabsorbed ≈ Qsensible + Qlatent + Qheat loss	 (2.7)
  

The sensible heat (Qsensible) is calculated from the masses of solvent (ms) 
and matrix (mm), their respective specific heats (Cp,s and Cp,m) and the tem-
perature increment between the beginning and the end of the process (ΔT):
  
	 Qsensible = msCp,sΔT + mmCp,mΔT	 (2.8)
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The latent heat term (Qlatent) appears in processes were solvent evapora-
tion takes place, and is calculated from the amount of evaporated solvent 
(mvap) measured by weight loss after microwave treatment and its enthalpy of 
vaporization (ΔHvap):
  
	 Qlatent = mvapΔHvap	 (2.9)
  

The heat loss term (Qheat loss) from the container wall to the surroundings 
is calculated from the global heat transfer coefficient (UA) and the evolution 
with time of ambient (Ta) and matrix (Tm) temperatures:
  
	  final

heat loss m a0
UA d

t
Q T T t   	 (2.10)

  
The experimental value of the global heat transfer coefficient (UA) may be 

easily obtained in one experiment, where the sample in the microwave oven 
is allowed to cool at ambient temperature (Ta) by switching off the heating 
power from an initial temperature (Tinitial) to a final temperature (Tfinal) over 
a time tfinal:
  
	 s p,s m p,m initial a

final final a

UA ln
m C T m C T T T

t T T
Δ + Δ −

=
−

	 (2.11)
  

2.7.3  �Temperature
A higher extraction temperature helps to enhance extraction yield and  
kinetics. The benefits from a higher temperature are higher compound  
solubilities, improved mass transfer, because of higher diffusion coefficients 
and lower viscosity, and enhanced effect on components' internal binding 
and cell tissue damage.

Unfortunately, higher extraction temperatures can lead to thermal degra-
dation of heat-labile compounds, as is the case of many compounds obtained 
by MAE processes from natural products, such as pigments,90 isoflavones,104 
carotenoids,105,106 etc. MAE, however, can reduce this undesirable effect in the 
extraction process if fast cooling follows intense microwave pre-treatment. 
This is possible because the progress of degradation reactions depends 
not only on the temperature, but also on the time of exposure at a certain 
temperature.83

The boiling point of the solvent sets the maximum temperature level that 
may be reached in the extraction process. To exceed this value the extraction 
must be carried out under pressure.

2.7.4  �Particle Size
Particle size reduction also improves extraction kinetics. Size reduc-
tion favours internal mass transfer as it reduces the mass transfer path in 
the matrix when diffusion is the rate-controlling stage for release of the 
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compounds. Also, external mass transfer is enhanced due to an increase in 
the external surface area, although this is rarely the rate-controlling stage of 
extraction processes.

Care must be taken with size reduction of natural products, since mechan-
ical reduction can alter the internal structure of the matrix and enhance the 
release of undesirable components into the solvent.

2.7.5  �Solvent
The solvent in MAE plays an important role as it is involved in phenomena, 
all of which affect the performance of the extraction process.

First, the choice of solvent, coupled with the extraction temperature, deter-
mines the solubility of the compounds in the solvent. This value limits the 
maximum amount of compound that can be obtained in the solvent but it 
can also determine the driving force for mass transfer.

Secondly, the dielectric properties of the solvent determine the volumetric 
heating by the microwaves. Solvents like water, methanol or acetone, with 
high dielectric constants, are easily heated with microwaves, while others 
like hexane or toluene are more difficult to heat because of their low dielectric 
constants. In addition to the solvent, the dielectric properties of the matrix 
are also relevant to evaluate the volumetric heating produced by microwaves. 
In this case, the moisture content of natural products often makes the largest 
contribution to the final value.

Finally, the effect of the selected solvent, in combination with microwave 
heating, on the degradation of cell tissues is also an important effect. This is 
the effect through which MAE sometimes displays outstanding performance 
when compared to conventional or alternative extraction processes. How-
ever, the limited experience collected at present concerning this effect does 
not allow one to predict the effect of solvents on different natural structures 
under microwave conditions.

The combination of these three effects is the reason why sometimes mix-
tures of different solvents are used in MAE to achieve optimal performance.

An additional operational variable to determine when evaluating optimal 
conditions for MAE is the solvent/matrix ratio. The optimal value for this 
ratio will depend on the choice of solvent, since solubility, polarity, dielec-
tric constant and effects on the matrix structure will vary depending on the 
nature of the solvent.

2.7.6  �Pressure
Pressure must be considered an operational variable in MAE processes when 
the desired extraction temperature is higher than the boiling point of the 
mixture. Table 2.3 shows the minimum pressure required in the extraction 
container to avoid the boiling of the solvent as a function of the extraction 
temperature.
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2.8  �Conclusions
Microwaves can be successfully used to improve the extraction of natural 
products from plants. This improvement mainly affects extraction yield with 
a substantial reduction in processing time. Positive use of microwave-as-
sisted extraction has been proven in a wide variety of raw material extractions 
including herbs, fruits and algae or biomass residues. It has been used to 
extract a full spectrum of compounds of interest (essential oils, phenolics, 
antioxidants, lipids and fatty acids, polysaccharides, pectin, herbicides, etc.). 
This prolific number of extraction circumstances has led to the development 
of different extraction techniques able to take advantage of microwave irradi-
ation under very different process conditions: microwave steam distillation, 
microwave hydrodiffusion, microwave hydrodistillation, microwave-assisted 
extraction (MAE), vacuum MAE and pressurized MAE.

There are a large number of references in the literature describing micro-
wave extraction processes, most of them for analytical purposes, but also 
many others for industrial application. In order to provide relevant informa-
tion that can be helpful to other researchers, special attention must be paid 
to microwave fundamentals. Experiments must be performed and reported 
in such a way that conditions and results are reproducible. Experimental 
conditions, such as absorbed power and energy or irradiation homogeneity 
are critical to validate experimental results.
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3.1  �Microwave Technology
The definition of “microwaves” is somewhat arbitrary. According to the 
conventional definition the term “microwave” refers to electromagnetic 
radiation with wavelengths ranging from as long as one metre to as short 
as one millimetre, with frequencies between 300 MHz and 300 GHz (see  
Figure 3.1).1 The wavelengths between 1 cm and 25 cm are extensively used 
for RADAR transmissions with the remaining wavelengths used for telecom-
munications. In order not to interfere with these uses, domestic and indus-
trial microwave heaters are required to operate at either 12.2 cm (2.45 GHz) 
or 33.3 cm (915 MHz) unless the apparatus is shielded in such a way that no 
radiation losses occur. Domestic microwave ovens generally operate at 2.45 
GHz (see Figure 3.1B).
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3.1.1  �Microwave Technology Applications
Microwave (MW) technology is extensively used for communication,2 med-
ical (e.g. diathermy or hyperthermia)3 applications, microwave power trans-
mission4 and radio detection and ranging (RADAR) systems. For many years 
the driving application of microwave technology was military RADAR. The 
small wavelength of microwaves permits the realization of narrowly-focused 
beams to be achieved with antennae small enough to be practically steered, 
resulting in adequate resolution of target location. Long-distance terrestrial 
communications for telephony as well as satellite uplink and downlink for 
voice and video were among the first commercially viable applications of 
microwave technology. These commercial communication applications were 
successful because microwave frequency carriers (fc) offer the possibility of 
very wide absolute signal bandwidths (Δf) while still maintaining relatively 
narrow fractional bandwidths (i.e., Δf/fc). This allows many more voice and 
data channels to be accommodated than would be possible with lower fre-
quency carriers or baseband transmission. Microwave application in RADAR 
systems stimulated design and production of very powerful magnetrons (a 
high-powered vacuum tube that generates microwaves) which are one of the 
major elements of microwave technology. Microwave magnetrons used in 
RADAR systems span a wide range of applications, operating at frequencies 
from 300 MHz to 300 GHz with output powers from a few hundred watts to 
more than 10 megawatts.2

Figure 3.1  ��(A) Radio frequency (RF), microwave and infrared (IR) frequency band 
designations. (B) Industrial and IEEE designations. Diagonal hash-
ing indicates variation in the definitions found in the literature; dark 
regions in the bars indicate the IEEE radar band definitions.
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3.1.2  �History of Heating Application of Microwave Irradiation
Before World War II, there is little evidence of work on RF heating, much 
less on microwave heating—since microwaves were still in their infancy. 
Still, the patent literature shows some loose reference to the use of micro-
wave energy to affect materials for industrial purposes. Kassner, a German 
refugee living in England and Switzerland in the late thirties, mentions 
such industrial application of microwaves in two of his patents on spark-
gap microwave generators. More specifically, another of his patents in 1937 
discussed a “process for altering permanently as well as temporarily the 
energy content of dipolar substances by exposing them to rapidly oscillating 
electromagnetic fields”. Thus he was particularly interested in the “range 
of quasi-optical waves” … “having wavelengths of the range of fractions of 
a millimetre upwards”. This clearly is the presently recognized regime of 
microwaves. However, Kassner believed that he could achieve useful changes 
in materials without heating. He states that the object of the invention is not 
a rise in temperature but a change in the internal “energy content of dipo-
lar substance”, i.e. a change in the molecular state and hence its chemistry. 
In his belief in such a “non-thermal” effect, he no doubt was influenced by 
widespread belief in the non-thermal “specific” effects from diathermy, that 
widely entertained by medical doctors, especially in Germany.1 A reliable 
device for generating fixed frequency microwaves was designed by Randall 
and Booth at the University of Birmingham as part of the development of 
RADAR during the Second World War. This device, the magnetron, was pro-
duced in large numbers during the war with the aid of United States indus-
trial expertise. By almost universal acknowledgement, the first microwave 
oven was made by the Raytheon Manufacturing Company during 1945–46 
with Percy Spencer as the inventor and those who helped design and build 
the first model (Table 3.1).5

Table 3.1  ��Development of microwave technology

Year No. Title Assignee Author

1937 US2089966 A Process for altering 
the energy con-
tent of dipolar 
substances

None Kassner

1939 US 2161292 A Radiating device Lorenz C Ag W. M. 
Hahnemann

1944 US 2407075 A Ultra high fre-
quency power 
measurement

Gen Electric A. Gurewitsch

1946 US 2400777 A Electrical power 
absorber

Westinghouse  
Electric Corp

E. C. Okress

1948 US 2442114 A Method of and appa-
ratus for subject-
ing materials to a 
radio-frequency 
field

RCA Corp G. H. Brown
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Since World War II, there have been major developments in the use of 
microwaves for heating applications. The main applications of microwave 
heating today include food processing, wood drying, plastic and rubber treat-
ment and the curing and preheating of ceramics.5

3.1.3  �Microwave Equipment
Microwave equipment consists of three major components: the power 
supply together with microwave generator, the applicator, and the control 
circuitry. The power supply and microwave generator provide microwaves 
at the appropriate frequency. The power supply must be matched to the 
microwave source to ensure correct operation. The most common micro-
wave sources are the magnetron and klystron, the former being robust, 
efficient, frequency-stable and readily available, while the latter is more 
expensive, available in higher powers, but with a somewhat shorter oper-
ating life (80 000 versus 100 000 hours). Low power magnetrons for labora-
tory use typically come in the power range 1–6 kW and may be of fixed or 
variable power type, while higher power magnetron systems up 100 kW 
are available, usually at 915 MHz rather than the more common low power 
frequency of 2450 MHz. Power output from low power permanent mag-
net magnetrons can be achieved by thyristor control of the anode voltage, 

1949 US 2461372 A Tube forming device William F Stahl F. V. Collins
US 2463569 A Apparatus for treating 

gaseous media
Raytheon Mfg Co C. G. Smith

US 2467230 A Ultra high frequency 
dielectric heater

Gen Electric H. E. Rever-
comb and  
E. W. Donald

US 2480679 A Prepared food article 
and method of 
preparing

Raytheon Mfg Co P. L. Spencer

US 2480682 A Microwave heating 
apparatus using 
circularly polarized 
horn

Raytheon Mfg Co K. J. Stiefel

US 2483933 A Ultra high frequency 
dielectric heater

Gen Electric E. H. Rever-
comb and  
P. W. Morse

1950 US 2495170 A Microwave heating of 
dielectric materials

Westinghouse  
Electric Corp

T. P. Kinn

US 2495415 A High-frequency elec-
tromagnetic cook-
ing apparatus

Raytheon Mfg Co L. K. Marshall

US 2495429 A Method of treating 
foodstuffs

Raytheon Mfg Co P. L. Spencer

1955 US 2714070 A Microwave heating 
apparatus and 
method of heating 
a food package

Raytheon Mfg Co A. E. Welch
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while high power systems usually use an electromagnet to vary the anode 
current. It is usual to insert a circulator between the magnetron and the 
load. This is a 3-port structure that couples power clockwise between adja-
cent ports. As microwave power can be reflected, the circulator protects 
the magnetron from excessive reflected power by diverting reflected power 
to a water-cooled matched load, which may also be equipped with a power 
meter. The circulator is particularly important in preliminary investiga-
tions where the dielectric properties of the load are not well known and 
where a general purpose applicator is being used which may result in sig-
nificant amounts of reflected power. To provide a good impedance match 
between the magnetron and the load a stub tuner is often provided. Even 
with the use of a circulator it is sometimes found that significant power 
pulling (20% of nominal power) due to impedance mismatches can still 
occur. Both the stub tuner and the circulator are expensive and cope with 
powers of up to about 6 kW. For these reasons they are not generally used in 
high power industrial systems. Microwave applicators are metallic enclo-
sures that contain the material to be heated, and their design depends 
on the processing requirements. Travelling wave applicators are used for 
processing thin webs of material and would be of limited use in minerals 
processing. Single mode cavities, in which the electromagnetic field exists 
in a well-defined form, are useful for processing small quantities of mate-
rial (e.g. filaments), particularly those with low effective loss factors. Full 
descriptions are given in Metaxas and Meredith, 1983.6 The most common 
applicator is the multimode cavity, which is basically a large box, with at 
least one dimension somewhat larger than the free space wavelength of 
the radiation (122 mm at 2450 MHz). Microwave radiation entering a mul-
timode cavity undergoes multiple reflections to form a complex standing 
wave pattern, governed by the dimensions of the cavity and the nature 
of the load. The multimode cavity is versatile and suited to heating large 
loads and can be adapted for continuous processing. Unfortunately, its 
convenience is offset by problems of poor electromagnetic uniformity and 
difficulties in modelling and design. Specialized features such as mode 
stirrers and slotted waveguide feeds can overcome the former.7 The mode 
stirrer is the most common of these devices, consisting of a rotating, vaned 
metallic fan.8

3.2  �Heating
3.2.1  �General Discussion
The microwave dielectric heating effect uses the ability of some liquids 
and solids to transform electromagnetic energy into heat and thereby drive 
chemical reactions. This in situ mode of energy conversion has many attrac-
tions to the chemist because its magnitude depends on the properties of the 
molecules. This allows some control of the material's properties and may 
lead to reaction selectivity.9
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3.2.2  �Mechanism of Microwave Heating
A material can be heated by applying energy to it in the form of high frequency 
electromagnetic waves. However, not all materials can be heated rapidly by 
microwaves. Materials may be classified into three groups: conductors, insu-
lators and absorbers. This classification is illustrated in Figure 3.2.

Materials that absorb microwave radiation are called dielectrics, thus, 
microwave heating is also referred to as dielectric heating.10

In dielectric materials the microwave energy is converted irreversibly 
into heat. The level of this conversion is estimated by using a special char-
acteristic of the dielectric material, its “dielectric loss”. The term dielectric 
loss originated from the fact that in an ideal dielectric, energy cannot be 
lost but only accumulate in the form W = ε0εE2/2, where ε0 is the permittiv-
ity of free space (ε0 = 8.86 × 10−12 F m−1); ε is the relative dielectric constant 
and E is an electric field. In real materials a part of the microwave energy 
could be transformed into heat (another form of energy). The two main loss 
mechanisms for non-magnetic materials are dielectric (dipolar) loss and 
conduction loss. Conduction losses dominate in metallic, high conductiv-
ity materials and dipolar losses dominate in dielectric insulators. Dielectric 
heating, also known as the re-orientation loss mechanism, arises when a 
high frequency electric field is established within a material which is a poor 
electrical conductor. When microwaves penetrate and propagate through a 
dielectric material the internal field generated within the affected volume 
induces rotation of charge complexes, such as dipoles. A sample's heating 
is due to rotational excitation of its molecules and irreversible energy trans-
fer to translational energy by molecular collisions. Inertial, elastic and fric-
tional forces resist these induced motions (the dipoles are unable to follow 
the rapid reversals in the field) and cause losses, a consequence of which is 
volumetric heating. As a result of this phase lag, power is dissipated in the 
material. To describe the ability of a dielectric to dissipate energy in an elec-
tric field, engineering practice most often uses the angle of dielectric losses 

Figure 3.2  ��Microwave absorption in insulators, conductors and absorbers.
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as well as the tangent of this angle, often named the dissipation factor. The 
dielectric loss angle δ is the angle complementary to the 90° phase angle φ 
between the current and voltage in the capacitive circuit (see Figure 3.3). The 
word “loss” refers to the input microwave energy that is lost to the sample by 
being dissipated as heat. A high value for tan δ indicates a high susceptibility 
to microwave energy. The tangent loss factor could also be expressed as the 
quotient, tan δ = ε″/ε′, where ε″ is the dielectric loss factor, indicative of the 
efficiency with which electromagnetic radiation is converted to heat, and ε′, 
is the dielectric constant describing the ability of molecules to be polarized 
by the electric field.11

The power P absorbed per unit volume (W m−3) of the sample at any instant 
of time has been described by Sutton12 as
  
	 P = 2πfε0ε′ tan δ|E|2	 (3.1)
  

where E (V m−1) is the magnitude of the internal electric field and f is the 
frequency.

As stated earlier, two phenomena play a role in the dielectric heating 
of a material: (1) the polarization (represented by ε′) and (2) the ‘rubbing’ 
between the polarized molecules (tan δ). Both elements are contained in the 
definition of the loss factor ε″ (ε″ = ε′ tan δ). The loss factor is not a constant 
value for a given material. It is, among other things, dependent on frequency 
and temperature. The key for generating the heat by microwaves in liquid 
media containing polar molecules or ions is that the frequency of the oscil-
lating field should be appropriate to enable inter-particle interaction. If the 
frequency is very high, intermolecular bonds will not allow the charged par-
ticles to even start to move to follow the electromagnetic field, resulting in a 
lack of inter-particle interaction. On the other hand, if the frequency is too 
low, the charged particles will have sufficient time to align themselves in 
phase with the electromagnetic field. In both cases, no random interaction 
(friction and hence heat release) will take place between the neighbouring 
particles. The absence of the random interaction is also one of the reasons 
why sample temperature influences the efficiency of microwave heating. 
For example, hot water is significantly less well heated than water at room 

Figure 3.3  ��Dielectric loss angle.
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temperature, because the more mobile electric dipoles are able to follow the 
microwave field with less phase lag due to reduced friction.13

With increasing temperature, the loss factor will often increase. A material 
whose loss factor has a positive temperature coefficient will, starting from a 
critical temperature Tc, suddenly absorb much more energy. It is known as 
thermal runaway and can damage the product. Critical temperatures often 
arise around phase changes in the material. For example, the loss factor of 
food products typically demonstrates stepwise change around the melting 
point of ice as shown in Figure 3.4.14

It is important to note that water in an ice phase and bound water are 
scarcely heated because the electric dipoles cannot rotate due to the tightly 
hydrogen-bonded network of water molecules.13,15 This fact could be 
explained due to the very low energy of the microwave photon compared  
to the typical energy required to break molecular bonds (see Table 3.2).  
However, the dielectric loss tangent of water increases 178-fold from 0.0009 
in ice to 0.16 in water at 25 °C.16

Figure 3.4  ��Dielectric constant in different food products with temperature.

Table 3.2  ��Comparison of bond energies with microwave energy.

Bond type Bond energy (kJ mol−1) Bond energy/MW energy

Microwaves (2.45 GHz) 0.001 1
van der Waals 0.4–4 400–4000
Hydrogen bonds 10–40 10 000–40 000
Dipole attraction between 

molecules
40–400 40 000–400 000

Covalent single bonds 200–500 200 000–500 000
Covalent double bonds 500–700 500 000–700 000
Covalent triple bonds 800–1000 800 000–1 000 000
Ionic bonds 700–4000 700 000–4 000 000
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Therefore, microwave-caused excitation does not affect the structure of 
the molecules, and the rate of microwave heating (efficiency of interaction) 
increases around the temperature of phase transitions—events such as melt-
ing and softening.

3.3  �Microwave Pyrolysis/Torrefaction
3.3.1  �Introduction
The vast majority of research establishments have explored the thermal pro-
cesses of pyrolysis and torrefaction extensively, with significant focus over 
the past two decades on the conversion of biomass to gaseous and liquid bio-
fuels. From these studies, it has been established that the thermo-chemical 
route of pyrolysis provides one of the simplest paths for the production of 
chemicals that can be adapted for use with current liquid fuel-based technol-
ogy. Nevertheless, significant challenges have arisen in these processes due 
not only to the desired, but also to undesired chemical species being pro-
duced. These possess significant undesirable properties such as wide prod-
uct distributions, high oxygen contents, high water contents, low pH values 
and the presence of significant levels of alkali metals.

The literature on low-temperature pyrolysis using microwaves or conven-
tional heating is very limited. This is due to the infancy of the research topic, 
hindered by the research community using microwave heating to replicate 
conditions of high temperature conventional heating. Using microwaves as 
a heating source is not as efficient as conventional heating, however using 
microwaves as a “catalyst” allows their power to be realised.

However, recently the application of microwave energy has been explored 
as a potential route for the conversion of biomass, with microwave pyroly-
sis and torrefaction becoming prevalent in the research community as far 
back as 1980, with journal articles reporting microwave pyrolysis of biomass 
and its constituent components. The main focus of these studies has utilised 
microwaves to heat lignocellulosic materials to high temperatures, in excess 
of 500 °C, which has been shown to have some advantages over conventional 
thermal routes but still presents a significant challenge in the refinement of 
the products produced, with many of the limitations seen in conventional 
pyrolysis work still present, as evident in the work of Domínguez et al.17 
However, little work has been performed to establish whether the conversion 
of biomass can be achieved through the use of low temperatures (<400 °C), 
especially on the individual components of cellulose, hemicellulose and lig-
nin.18 Nevertheless, the work that has been performed showed the potential 
for the collection of higher value chemicals with simpler product distribu-
tions and the potential for production of high value platform molecules.19–21

Low-temperature microwave pyrolysis and torrefaction has had a limited 
range of research performed, however, fundamental investigations have been 
undertaken looking at the decomposition of the constituents of biomass, 
these being cellulose, hemicellulose and lignin,20,22,23 as well as investigations 
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into biomasses such as oil palm, wheat straw, reed canary grass, softwood, 
bracken, waste office paper, barely dust, macro algae, oil palm shell, tea 
waste, coffee hulls, sewage sludge, willow, bagasse and corn cob.

3.3.2  �Low-Temperature Pyrolysis of Constituent Biomass 
Components

The technical challenge of understanding and developing conventional 
pyrolysis-based chemicals has been largely examined from basic principles, 
with products being controlled to the greatest extent by manipulating reac-
tion conditions, such as heating rate and maximum pyrolysis temperature.24 
However, the microwave heating process is very much dependent on the 
fundamental dielectric properties of a material, the reaction temperature 
and the density and wavelength of microwaves. As such, logical progression 
in the field would benefit by understanding the fundamental interactions 
between microwaves and biomass constituent components.

The first experiments on the microwave decomposition of cellulose were 
undertaken by Allan et al.,25 in which the solid, liquid and gaseous prod-
ucts were examined. Following this, two research groups led by J. H. Clark 
from the University of York in the UK and the other by Y. Fernandez from 
the National Institute of Carbon in Spain, published a number of papers on 
the microwave pyrolysis of biomass and the components of cellulose and 
lignin.20,26–29

Of these, only a handful have been undertaken by us in the Green Chem-
istry Centre of Excellence, University of York, in which the low-temperature 
microwave pyrolysis of cellulose or lignin has been investigated and currently 
no work has been published on hemicellulose.30

3.3.2.1 � Cellulose
The low-temperature microwave pyrolysis of cellulose has been presented 
in a number of papers. Of these, Allan et al.25 demonstrated the principle of 
microwave pyrolysis of cellulose, with a deeper understanding developed by 
Ollivon et al.23 in which the dielectric changes of cellulose were investigated. 
From ref. 23 (see Figure 3.5) it was possible to determine that a temperature 
of 180 °C demonstrated a significant change in the dielectric properties of 
cellulose, with a maximum being reached. At this point, the rate at which 
temperature increases is at its greatest, after which a reduction in the dielec-
tric properties of cellulose occurs as the temperature increases and the sam-
ple undergoes decomposition.

The change in the dielectric properties of cellulose is accompanied by its 
phase transition, the point at which cellulose changes from a glass state to an 
elastic state.31,32 This occurs at approximately 220–250 °C for dry cellulose.33 
This is extremely high, close to the temperature at which initiation of con-
ventional thermal decomposition of cellulose occurs—approximately 250 °C.

http://dx.doi.org/10.1039/9781782623632-00064


Chapter 374

Budarin et al. examined the changes in crystallinity of cellulose with tem-
perature, finding that a significant reduction occurred at 180 °C.20 This was 
subsequently linked to major dielectric changes when the sample underwent 
microwave heating. It has to be proposed that it was the changes in crystal-
linity within the regions undergoing phase transition that gave the increased 
dielectric response. The author further proposed that cellulose was consid-
ered to have greater molecular freedom as the structure became amorphous, 
resulting in an increasing number of CH2OH groups within the intra-molec-
ular arrangement to undergo microwave heating by dipolar polarisation (see 
Figure 3.6).

The interaction of microwaves dependent upon the crystallinity of cellulose 
and the resulting changes in its dielectric properties have also been linked to 
changes in product distributions during the decomposition process.

When looking at char/torrified material it was found that when compar-
ing chars prepared under microwave and conventional thermal conditions, 
microwave-produced chars have significantly greater calorific values (LHV) 
(see Figure 3.7).20

The significant shift in the calorific values of chars obtained from micro-
wave pyrolysis at 180 °C was observed to correlate with the glass transition 
temperature of cellulose, with amorphous areas of the cellulose most likely 
initiating the decomposition process. This was confirmed within this study  
by deuteration of the amorphous regions of cellulose, with the results  
displaying a much slower decomposition of the deuterated cellulose than of 
the protonated form.20

Figure 3.5  ��The dielectric properties (right: T = temperature, left: ε′ and ε″) of cellu-
lose with increasing temperature.23 Reproduced from Thermochimica 
Acta, volume 125, M. Ollivon, S. Quinquenet, M. Seras, M. Delmotte and 
C. More, Microwave dielectric measurements during thermal analysis, 
page 151, Copyright 2016, with permission from Elsevier.
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Figure 3.6  ��Crystalline and amorphous regions of cellulose.
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During the low-temperature microwave decomposition of cellulose it is 
found that four major components are formed, these being levoglucosan, 
1,6-anhydro-β-d-glucofuranose, 1,4 : 3,6-dianhydro-α-d-glucopyranose and 
levoglucosenone. These have been recognised as the major decomposition 
products of cellulose pyrolysis from a conventional thermal process24,34–37 
and indicate that the fundamental chemistry of cellulose decomposition is 
largely unchanged. A generalised model of cellulose decomposition is pro-
posed and is shown in Figure 3.8.

The model summarises that the first stage of cellulose decomposition is 
to form active cellulose, undergoing depolymerisation to oligosaccharides. 
These undergo further depolymerisations until individual sugar units are 
formed. The first of these is levoglucosan, formed through the cleavage of 
the 1,4-glycosidic linkage in the polymer followed by intramolecular rear-
rangement of monomer units.37 Levoglucosan undergoes further dehydra-
tion reactions to form 1,4 : 3,6-dianhydro-α-d-glucopyranose with the loss of 
one water and levoglucosenone from the loss of two waters. The route that 
this decomposition takes is unclear with simultaneous competing pathways 
forming both products directly, however it is also possible to form levoglu-
cosenone from further dehydration of 1,4 : 3,6-dianhydro-α-d-glucopyranose. 

Figure 3.7  ��Calorific value of char obtained from cellulose processed convention-
ally and in the presence of microwaves. Cellulose that was initially deu-
terated and then microwave treated is also shown. The calorific value 
derivative of the microwave treated cellulose is shown emphasising a 
peak at 184 °C.20 Reproduced from Bioresource Technology, volume 
101, V. L. Budarin, J. H. Clark, B. A. Lanigan, P. Shuttleworth and D. 
J. Macquarrie, Microwave assisted decomposition of cellulose: A new 
thermochemical route for biomass exploitation, page 3777, Copyright 
2016, with permission from Elsevier.
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Nevertheless, the isomer of levoglucosan, 1,6-anhydro-β-d-glucofuranose is 
also present during this decomposition process and is thought to go through 
dehydration losing two waters to form leveglucosenone (Figure 3.9).

The phase transition temperature of cellulose is important in the micro-
wave decomposition process.

The use of MDSC was employed so that the structural changes of crystalli-
sation and melting could be determined. The technique offers increased sen-
sitivity over that of conventional differential scanning calorimetry (DSC).38,39 
Like DSC, MDSC determines phase changes by measuring the difference in 
heat flow between a sample and a reference, quantifying endothermic and 
exothermic events from this. MDSC modulates the heating rate the sample 
is exposed to, allowing for the simultaneous detection of both endothermic 
and exothermic events. This is subsequently mathematically corrected so 
that reversing and non-reversing heat flows can be derived.40,41

Figure 3.8  ��Proposed route of cellulose pyrolysis.
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From the MDSC trace, it was possible to determine the phase transition 
temperature (Tphase) and the reverse heat capacity (ΔCp

rev). The MDSC shows 
the reverse heat flow trace, which does not directly show the phase transition 
temperature, but rather the change from a metastable to the thermodynam-
ically stable crystalline state, hence the reverse heat flow. This is the reverse 
phase transition.

3.3.2.2 � Hemi-Cellulose
Little work has been published on the microwave decomposition of hemi-cel-
lulose apart from that performed by Lanigan (2010) in which the microwave 
and thermal decomposition of hemicellulose was investigated for changes 
in calorific value by irradiating hemi-cellulose at between 120 and 300 °C 
and by conventional thermal conditions from 250–450 °C, respectively. The 
results of this can be observed in Figure 3.10.

The pyrolysis of hemi-cellulose appeared to proceed at temperatures 
around 100 °C lower during microwave decomposition than during con-
ventional thermal decomposition, whilst also occurring 130 °C lower than 
cellulose—at 250 °C,30 a result of the depolymerisation arising through rear-
rangement of the more heterogeneous polysaccharide structure. Decom-
position of oligosaccharides and monosaccharides then occurs at 300 °C 
to produce char, CO, CO2 and H2O.22 Further to this, the study found that 
a significant increase in the calorific value of hemi-cellulose char could be 
achieved in comparison to conventional thermal means with final differ-
ences of 6.0 kJ g−1 achieved by the comparable temperature at approximately 

Figure 3.9  ��MDSC reverse heat capacity traces for unprocessed microcrystalline 
cellulose.
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300 °C. When compared to the changes observed in cellulose, it was found 
that an increase of circa 30 kJ g−1 as opposed to 24 kJ g−1, for hemi-cellulose 
and cellulose after microwave irradiation respectively, is, believed to be as 
a result of hemi-cellulose thermal degradation taking place at significantly 
lower temperatures.22

To date, studies of the microwave decomposition of hemi-cellulose have 
not been able to identify the decomposition mechanisms that occur. How-
ever, if the mechanisms recognised in the microwave decomposition of cellu-
lose are applied to hemi-cellulose, then it can be surmised that the increased 
molecular freedom of movement due to its amorphous structure allows for 
groups within hemi-cellulose to undergo dipolar polarisation and increase 
the interaction between microwaves and hemi-cellulose. This is thought to 
decrease the barrier of activation to degradation, leading to decomposition 
at lower temperatures. No further investigations have been performed on the 
low-temperature microwave pyrolysis of hemi-cellulose, hence understand-
ing of the decomposition process and resulting materials is limited at this 
time.

3.3.2.3 � Lignin
The nature of lignin is such that a high degree of variability can be seen 
across different sources of the material; this is considered to be largely 
dependent on the species from which it was derived.42 However, it is com-
monly defined as an amorphous, polyphenolic material arising from the 
enzymatic polymerisation of three phenylpropanoid monomers, each having 

Figure 3.10  ��Calorific values of chars obtained from hemicellulose (xylan) pro-
cessed conventionally and in the presence of microwaves.22 Repro-
duced with permission of Brigid Lanigan.
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a three carbon chain attached to a six atom carbon ring structure and called 
phenylpropane. Issues arise in the microwave heating of lignin due to the 
largely sterically hindered complex structure, in which the lack of hydroxyl 
groups does not promote the heating of its mass. The result being that it is 
highly resistant to degradation and poses a poor dielectric in comparison to 
cellulose and hemi-cellulose making it less susceptible to microwave heat-
ing, requiring significantly greater microwave powers to induce pyrolysis.43

It is generally recognised that in lignocellulosic materials the presence of 
cellulose is required as an initiating compound, triggering the breakdown of 
the relatively inactive compounds (lignin) during microwave decomposition. 
As such, there are few investigations into the microwave decomposition of 
lignin itself, but rather investigations into lignocellulosic materials.

Nevertheless, key investigations have indicated that the microwave pyrol-
ysis process displays a number of key differences over that of a conventional 
pyrolysis process with results demonstrating fundamental changes in the 
balance of decomposition pathways over those normally seen.

3.3.3  �Microwave Pyrolysis of Lignocellulosic Biomass
The increasing number of studies performed on the microwave pyrolysis of 
biomass has increased significantly since the mid-2000s with both the num-
ber of patents and articles published reaching new heights in 2010.44 The 
range of biomass investigated is noteworthy but with a distinct focus on bio-
mass wastes, e.g. agricultural and forestry residues or food wastes, due to the 
diversification away from food-competitive crops. This has led to few studies 
looking at grains and grasses but rather industrial by-products such as soft-
wood, wheat straw, rice straw, corn cob, oil palm, coffee hulls and then the 
cultivated micro/macro algae. This means there is little research on any one 
given source of material at this moment in time, but rather a number of short 
studies investigating each of these potential new resources.

3.3.3.1 � Wood
Woods have been investigated substantially both by conventional thermal 
pyrolysis and in the microwave pyrolysis community. Wood constitutes 
the greatest body of research over any other given type of biomass. The 
first significant piece of research undertaken was by Miura et al.19 in which 
the microwave pyrolysis of larch (Lalix leptolepis Gordon) was undertaken. 
During this experimentation larch samples were irradiated for given periods 
of up to 14 minutes, after which mass balance and compositional analysis 
of oils were performed. From the mass balance it was found that it was pos-
sible to decompose the wood block by up to ∼80 wt% and from that collect  
∼26 wt% tar. When analysed for its composition the tar largely consisted 
of levoglucosan, furfural, phenol, o-cresol, veratorol, guaiacol, levoglucose-
none, xylosan, eugenol, galactosan, mannosan, alcohols and aldehydes. Of 
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significant interest during this study was the significant production of levo-
glucosan (∼2.6 wt%) which can be used as a platform molecule for the pro-
duction of many different chemicals.

Further studies have also been performed into Douglas fir by Ren et al.45 in 
which the torrefaction (pyrolysis) of Douglas fir took place by low-tempera-
ture microwave pyrolysis with maximum temperatures reaching 310 °C. The 
results of his investigations are summarised in Table 3.3.

In his experimentation he found that, with increased reaction tempera-
ture and time, the mass of torrefied biomass decreased whilst bio-oil and 
non-condensable gases were increased. The bio-oils produced from the 
microwave torrefaction of Douglas fir contained valuable products such as 
furans, guaiacols, ketones/aldehydes, and sugars, furans ranged in percent-
age from 18.49% to 29.07% and were primarily composed of β-methoxy-(S)-2- 
furanethanol, furfural, 2-furanmethanol and tetrahydro-2,5-dimethoxyfuran.  
Sugars in bio-oils ranged from 2.74% to 17.9% and comprised 1,6-anhy-
dro-β-d-glucopyranose, 1,4 : 3,6-dianhydro-α-d-glucopyranose, and d-man-
nose. Non-condensable gases comprised mainly CO2 and CO with their 
proportions significantly influenced by reaction temperature. The calorific 
values (HHVs) of torrefied Douglas fir pellets ranged from 20.3 MJ kg−1 to 
25.4 MJ kg−1 and were also increased as the reaction temperature and time 
increased, with energy yields of 67.03% to 90% which decreased with higher 
reaction temperature.

3.3.3.2 � Wheat Straw and Rice Straw
Straws present themselves as an interesting source of biomass as they are 
often co-products of food production with both wheat and rice straw having 
little use in comparison with other types of straw, which are often used as 

Table 3.3  ��Summary of experimental results from torrefaction of Douglas fir,45 
reproduced with permission from S. Ren et al., Energy & Fuels, 2012, 26, 
5936–5943. Copyright 2016, American Chemical Society.

Actual Value Yield (%)

Reaction 
temperature X1 Reaction time X2 Bio-oil

Non-condensable 
gases

Torrefied 
biomass

250 10 13.12 3.74 83.15
300 10 32.57 8.33 59.11
250 20 17.66 5.82 76.52
300 20 36.35 11.04 52.61
240 15 14.06 3.55 82.39
310 15 32.62 11.32 56.07
275 7.93 22.08 5.61 72.31
275 22 26.79 7.29 65.93
275 15 23.41 5.75 70.85
275 15 25.56 6.25 68.20
275 15 24.56 7.15 68.29
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cattle fodder or bedding. Further to this, the high volumes produced on an 
annual basis around the world are potentially a substantial resource. How-
ever, a number of disadvantages related to its density present themselves.

Nevertheless, a number of studies have been completed on these two 
straw types with the authors Budarin et al.,20,26 Zhao et al.46 and Huang et al.47  
having performed research into their low-temperature microwave pyrolysis.

Budarin et al.26 examined the low-temperature microwave pyrolysis of 
wheat straw at temperatures less than 180 °C. This resulted in identifying 
trends in the decomposition process and when volatiles were released from 
the wheat structure (see Figure 3.11).

Budarin et al.48 demonstrated that during the microwave decomposition 
of wheat straw, volatiles produced showed two major fractions at 110 °C con-
taining low molecular weight carboxylic acids and aqueous soluble compo-
nents (FTIR spectra I and II, Figure 3.11) and a second fraction at 180 °C 
thought to correspond to an organic fraction with low water content (FTIR 
spectrum III, Figure 3.11). This supported the finding from previous investi-
gations that the decomposition initiation temperature of cellulose is within 
its amorphous range and indicates that that cellulose is likely to be the active 
component in MW pyrolysis of wheat straw. Within the bio-oil it was found 
that the major component formed was benzofuran (∼28%), with less abun-
dant chemicals such as levoglucosan (∼10%) and phenols (∼11%). Further-
more the oils were found to have extremely low water contents (<1%).

Microwave pyrolysis of rice straw was performed by Huang et al.,47 in 
which the use of a single mode microwave was employed and the key find-
ings were that increased microwave power resulted in greater heating rates 

Figure 3.11  ��In situ FTIR analysis of volatiles during pyrolysis.48 Reproduced from 
ref. 48 with permission from The Royal Society of Chemistry.
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and maximum temperatures, both of which demonstrated a linear relation-
ship, hence they concluded that the results of microwave operating condi-
tions could be relatively predictable in the consequent thermal conditions. 
The resulting products from the pyrolysis were analysed and the liquids 
produced were shown to contain alkanes, polycyclic aromatic hydrocarbons 
and phenols as major components. The fraction of gas produced form the 
decomposition was found to be significant with around 40% of the rice straw 
converted to gas. The major components were hydrogen: 50.67%, carbon 
dioxide: 22.56%, carbon monoxide: 16.09% and methane: 7.42%—together 
comprising 96.73% of the total. This large production volume of gas was  
suspected to be a result of catalysis due to the large volume of inorganic  
compounds found within the rice straw.

3.3.3.3 � Macro and Micro Algae
Further work on macro and micro algae was largely performed by Budarin et 
al.49 and Du et al.50 Unfortunately, the experiments performed by Du et al.50 
were at high temperature hence do not fall within the category of low-tem-
perature microwave pyrolysis. Macro algae, including seaweed, are a signif-
icant source of polysaccharides, these being alginates, polygalactose and 
anhydrogalactopyranose. Budarin et al.49 found that upon microwaving the 
seaweed Digitata and Ascophyllum nodosum significant gaseous release was 
achieved at very low temperatures, in the region of 130 °C. With the whole 
microwave process performed at 200 W (single mode) this produced up to 
16 wt% oil and 70 wt% char, with the low overall yields of oil and gas being 
accounted for by the extremely high levels of inorganic material found within 
the seaweed. During these investigations it was also found that the mass of 
seaweed used was critical, with smaller masses resulting in the production 
of sugars and anhydro- sugars, while greater masses were dominated by the 
production of phenolic compounds. This indicated that differing decompo-
sition pathways could be elucidated by varying the mass of sample used.

3.3.3.4 � Oil Palm
Oil palm was largely investigated by Salema et al.51 wherein the components 
of oil palm fibre and shell were examined. From this it was found that micro-
wave heating was highly effective in pyrolysing the material which would  
otherwise have been difficult by conventional techniques. It was found that 
the temperature of the material used could not be raised above 200 °C when 
only the raw material was present (see Figure 3.12).

A microwave absorber was added in ratios of 25 wt% and 50 wt% which 
served to raise the temperature of the pyrolysis process. However it was found 
that this only had a significant effect for oil palm fibre with temperatures well 
in excess of 1000 °C being achieved. Bio-oil produced during this process was 
found to contain phenols, ketones, aldehydes and carboxylic acids. Salma 
concluded that low-temperature microwave pyrolysis of oil palm shell was 
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an efficient route to bio-oil production, but the use of a microwave absorber 
could assist operation at low power input, reducing the need for high-power 
microwave pyrolysis.

3.4  �Commercial Applications of Microwaves
One of the common feedback comments received on academic microwave 
chemistry research is that microwave processing is not able to progress to a 
commercial scale. This comment is unfounded, however, and this part of the 
chapter aims to highlight the established and broad range of applications in 
which microwaves are employed. Studies have been carried out investigat-
ing the efficiency of microwave processing for various chemical transforma-
tions16,52 and these describe the cases under which microwave processing is 
more efficient than conventional heating. However, the real world is more 
telling than the academic literature, so here are various examples of com-
mercial microwave usage. For example, most pre-cooked bacon for sand-
wiches and pasta sauces is cooked by microwave.53 The systems employed 
typically offer smaller footprints, lower capital cost, higher throughput and 
reduced operating costs along with a reduction in acrylamide formation. 
The examples shown are all in the public domain, however, the companies 
involved in reactor design produce many more systems for their customers 
for applications which are under confidentiality agreements. This secrecy in 
the industry may be responsible for the lack of public awareness. It is not 
clear whether the use of microwaves is kept secret due to the innovation in 
the processes or to protect reputation, as the public perceive the microwave 
to be a “shortcut” just as it is in the home kitchen environment.

Large commercial microwave systems are built through additive wave-
guides where multiple magnetrons are combined to produce higher power. 
As described in Section 2.3 various microwave sources are available, from low  

Figure 3.12  ��Real temperature profiles of oil palm shell (left) and oil palm fibre 
(right) when exposed to 450 W microwave irradiation (T1 = bed tem-
perature, T2 = surface temperature).51 Reproduced from Bioresource 
Technology, volume 102, A. A. Salema and F. N. Ani, Microwave 
induced pyrolysis of oil palm biomass, page 3391, Copyright 2016, 
with permission from Elsevier.
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(sub-200 W), to very high (>100 kW), powers. Any magnetron size is, in  
theory, possible, however the microwave industry tends to work with a 
smaller number of well-developed, well-understood and easy-to-replace 
units such as the 6 kW at 2.45 GHz, and 100 kW at 915 MHz, ones. These 
can be relatively easily combined additively to create systems of hundreds of 
kilowatts, thereby allowing either:
  

●● Higher power input to a modest size static system to achieve a high 
power density.

●● High power input to a continuous system for high product throughput.
●● High power input across a large static system for larger batch sizes.

  
Application systems can be developed in a number of ways including tun-

nels for continuous processing of solids, ovens/cavities for batch processing 
and flow systems for liquids/slurries. There are also a number of specialist 
application systems which will be described below in the application case 
studies. The most common microwave processing systems are for cooking 
(e.g. ready meals) and food-related processing, such as sterilising and pas-
teurising.54 Microwave heating can be used for tempering of products such 
as meat and gums (see Figure 3.13). By using microwave tempering, prod-
ucts can be prepared, frozen for long-term storage then defrosted in a rapid 
but controlled manner, whereby product quality is maintained. The tech-
nique is often used in the meat supply chain and for managing stock e.g. at 
Christmastime.

3.4.1  �Drying Apparatus
Drying is one of the most common applications of large commercial micro-
wave systems. For example, a search of www.alibaba.com indicates over 15 000 
microwave drying systems available in August 2015.

This is a natural technology solution, with microwaves specifically heating 
the water rather than the bulk leading to less product damage and, in theory, 

Figure 3.13  ��Tunnel for tempering, thawing and defrosting of meat blocks.72 Repro-
duced with kind permission of Sairem SAS – http://www.sairem.com/.
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lower energy costs. However low-temperature drying can be less efficient due 
to the energy costs of generating microwaves. Furthermore, microwaves can 
cause issues in certain drying situations if not applied correctly due to chan-
nelling of the water vapour. Ceramic drying and curing is one area which 
benefits from microwave heating.

One unusual benefit of microwave heating is the ability to not influ-
ence the non-water part of a product to be dried. The drying of herbs and 
other plant materials is particularly interesting. When drying lavender or 
basil under air flow and microwave heating, less flavour/fragrance is lost as  
volatiles and furthermore better colour in the plant is maintained. This is a 
distinct advantage as clients prefer the bright green or purple plant material 
over a dulled, browned or discoloured one.

Some of the largest single microwave cavities have been developed for tim-
ber drying applications. Two such batch systems are shown in Figure 3.14. 
Due to the tightly-bound lignocellulosic structure, water is traditionally very 
slow to diffuse from wood during drying; furthermore, rapid, forced drying 
can cause warping of the wood. Microwave heating has been proven to speed 
this process up, thereby offering savings.

3.4.2  �Other Processes
The following applications are variations on heating at relatively low tem-
peratures: drying, cooking, thawing and defrosting. The academic literature 
has provided examples of much stronger applications using microwave heat-
ing whereby microwave systems can offer transformations which cannot be 
achieved without microwave heating, ones which are better with microwave 
heating and applications where microwaves are simply more effective/effi-
cient heaters. Some of these applications are gradually being developed into 
commercial processes.

Figure 3.14  ��Large batch microwave cavities for wood drying.72 Reproduced with 
kindpermission of Sairem SAS – http://www.sairem.com/.
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Exfoliated vermiculite is a low density material used for insulation, as a 
growth medium, in packaging, for holding water and for other applications. 
Traditionally it is manufactured by heating crude vermiculite mineral in 
a furnace until exfoliation occurs. Researchers at the National Centre for 
Microwave Processing at the University of Nottingham55 and E2V have col-
laborated to  commercialise the ProWave® system.56 The system offers a 90% 
energy saving by directly heating the water and not the bulk mineral. Fur-
thermore, product quality improves by offering greater control and reducing 
waste. This is a superb example of utilising the selective heating phenome-
non of microwaves through selectively heating the water trapped in pores; 
both energy-savings and improved exfoliation are possible. The same scenario 
is possible during steam distillation whereby oils can be extracted from plant 
products through selective boiling of the water.

Radient Technologies Inc. (Canada) have commercialised the extraction 
of natural products using microwave assisted processing.57 Their technology 
(MAP™) offers increased product purity, increased yield and reduced waste 
along with the more traditional microwave advantages of lower footprint and 
lower energy consumption.

Advanced Microwave Technologies Ltd. have developed a very high power 
density system and currently promote its use in pasteurisation applications.58 
They have proven that microwave heating achieves the same level of microbe 
kill as conventional thermal pasteurisation at 15–20 °C lower temperatures 
and reduced contact times. Less product degradation therefore occurs and 
a better tasting product can be produced. The unique feature of the system 
is the extremely high power density offered by Dr Zadyraka's patented wave-
guide/magnetron design; with high microwave field density rapid heating 
rates can be achieved.

C-Tech Innovation UK59 have developed a novel process and product com-
bination which utilises microwave heating to deconstruct garments at the 
end of life or end of season which allows better recycling or even reuse by 
allowing separation of embroidered logos and different fabric components.

Pressurisation and microwave heating is an emerging area. By employ-
ing the advantages of microwave energy input to feedstock above the boil-
ing point, additional benefits may be possible. The majority of laboratory 
research synthesis and digestion microwaves allow this,60–62 however the 
ability to take this from millilitre bench scale to pilot or commercial scale 
has been limited. Sairem have developed a novel microwave “wand” appli-
cator.63,64 This allows microwaves to be introduced into batch or flow vessels 
which can be pressure vessels. This appears to be a solution to the dichotomy 
of the thick, mechanically strong walls required for holding pressure limits 
trading-off against microwave transparency.

3.4.3  �Microwave-Assisted Biomass Activation
Despite all the good reasons outlined earlier in this chapter, commercial use 
of microwaves for thermochemical processing has been very limited. With a 
small footprint and no penalty for small units, microwaves lend themselves 
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to biomass processing as they can be taken to the biomass processing site 
seasonally thereby leaving by-products such as water on-site allowing the 
products to be transported directly to their user. However, the distributed  
versus centralised processing argument for biomass has other aspects, 
including downstream processing, to be considered.

In the arena of microwave-assisted torrefaction targeting biochar, Carbon-
scape of New Zealand65 are the most active company. They have progressed 
through pilot scale to commercial, and produce biochar and pyrolysis oils. 
Initially the biochar was marketed as a soil improver but their technology 
has now matured and it is suitable for use as green coke in the steel industry 
and activated carbon.

Pyrolysis, the thermochemical process for making bio-oil and other liq-
uid products, struggles within product markets. Bio-oil has the potential 
for direct use as a heavy oil, can be upgraded for use in transport fuels or 
refined into chemical feedstocks. However, due to the relative immaturity of 
the technology, upgrading solutions are still in infancy. One of the leaders 
in development of these technologies is Future Blends.66 Initially created by 
the UK government's Carbon Trust organisation, Future Blends has worked 
actively in conventional bio-oil formation, microwave pyrolysis and bio-
oil upgrading. In Norway, the Scandinavian Biofuels Company67 has large 
equipment carrying out microwave pyrolysis of a range of waste materials 
including sludge, plastics and biomass. To aid the commercialisation of the 
technology, demonstration centres exist in York, UK at the Biorenewables 
Development Centre68 and in Minnesota, USA at the Center for Biorefining's 
Department of Bioproducts and Biosystems Engineering.69 These facilities 
offer access to demonstration-scale microwave equipment to allow users to 
trial the technology.

Gasification has not been reported using microwave heating, however 
microwave-induced plasma gasification is gaining interest as a methodol-
ogy.70 Plasma gasification generates syngas (carbon monoxide and meth-
ane) which can subsequently be rebuilt into conventional chemical building 
blocks using Fischer–Tropsch chemistry. Microwave-induced plasma is, how-
ever, different to microwave activation of biomass and beyond the scope of 
this discussion.

Beyond biomass, pyrolysis lends itself to processing waste plastics and 
packaging. Currently, at best, plastics can be recovered as recycled plastics 
or burnt for energy recovery in a solid recovered fuel (SRF) system. Most 
packaging is however composite and therefore not suitable for simple recy-
cling and energy recovery is the bottom of the value chain in comparison 
to pyrolysis. Alternatively, pyrolysis and microwave induced pyrolysis have 
been applied to plastic packaging, where products including monomers and 
liquid fuels have been produced. On searching for microwave pyrolysis one 
is overwhelmed with used tyre pyrolysis systems. Due to the nature of tyre 
rubber, pyrolysis is relatively easy—the carbon black filler acts as a strong 
absorber which allows for the depolymerisation of the rubber. With the steel 
reinforcement, carbon black and rubber separated, the waste issue is dealt 
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with. However, carbon black has limited market value and, due to the high 
sulfur content, the bio-oil has yet to find a commercial outlet. Within the 
UK a system for recovering energy and the aluminium metal from laminates 
and Tetrapak® cartons using microwave pyrolysis has been developed by the 
University of Cambridge spin-out, Enval.71 The system is attracting strong 
interest from many large food producers.

3.5  �Conclusion
The wide range of academic papers and commercial applications presented 
in this review shows that microwave pyrolysis is a feasible process at low  
temperatures (below 300 °C). The link between the maximum microwave inter-
action and specific thermodynamic phase transitions of structure components 
of biomass has been demonstrated. The observed changes were reproduced 
by independent calorimetric measurement, for each component changes were 
shown to be below 250 °C reinforcing the observed low-temperature process.

It is very important to note that there are a lot of commercially-available 
microwave processes which operate at low temperature (below 300 °C). For 
example, microwaves have been used for many years for drying and cook-
ing purposes; they are highly suitable due to the strong interaction between 
microwaves and water. However, microwaves also offer other benefits 
including better flavour retention. It is to be noted that the low-temperature 
pyrolysis process temperatures are in the range of standard materials of con-
struction—PTFE and Pyrex®—and therefore apparatus already in existence 
is suitable for low-temperature microwave pyrolysis.

The systems employed typically offer smaller footprints, lower capi-
tal cost, higher throughput and reduced operating costs along with other 
process benefits such as less side-product formation. Naturally, this is not 
always the case and microwaves cannot replace every heating process, there 
are examples where microwave heating does not compete. The generation of 
microwave energy is not as efficient in comparison to burning gas to gener-
ate steam or hot air for example.

We have not even touched on the neighbouring technologies of RF and 
ohmic heating, or the complimentary infra-red heating, but the authors hope 
technologists will start to consider heating methods beyond the conventional 
direct convective heating as the benefits often far exceed those of the latter.
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4.1  �Introduction: The Limitations of Thermal 
Reactor Activation

Enabling chemical reactor operation under tailored and selective heat-
ing at macro- and microscale is a major chemical reaction engineering 
challenge. Thermal activation of chemical reactors is conventionally done 
by means of conductive heating through the reactor walls. Conventional 
heating is inherently (1) non-selective towards chemically active and inert 
elements of the reactor (reactants, products, solvents, catalyst, support, 
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walls) and (2) slow (in most cases), giving rise to uncontrolled spatial 
and temporal temperature gradients. Both limitations are detrimental in 
terms of energy and chemical efficiency (yield and product distribution). 
On the contrary, electromagnetic fields, mainly in the form of microwaves 
(almost exclusively at the operating frequency of 2.45 GHz), have been 
investigated for three decades1,2 mainly by chemists as an unconven-
tional heating method to perform chemical reactions. In several cases, 
significant process enhancement compared to conventional heating is 
reported; the enhancements usually include reduction in process time, 
improved selectivity and the enabling of reactions that would otherwise 
be impossible.3–43 For certain systems the positive results obtained can 
be attributed with a fair degree of certainty to specific microwave heat-
ing characteristics, such as fast volumetric heat generation, superheat-
ing of polar molecules above the boiling point and selective heating of 
catalytic sites. In other cases, some researchers claim what are known as 
non-thermal microwave effects. Non-thermal effects are usually reflected 
in higher pre-exponential factor in the Arrhenius law or lower activation 
energy. The former is justified on the basis of increased molecular col-
lision efficiency, due to effective mutual orientation of polar molecules 
involved in the reaction. Lower activation energy is assumed to occur 
due to the lower contribution of entropy to its value, as dipolar polariza-
tion tends to decrease the extent of randomness or disorder in a system. 
Nevertheless, despite the potential of microwaves for process intensifica-
tion,44 and despite the undisputed distinct heating characteristics men-
tioned above, there is still a fair amount of uncertainty as to: when the 
technology enhances a process; under what conditions; through which  
thermochemical mechanisms; and the overall efficiency compared to  
conventional processing.45–55

Further, in spite of several success stories, a very limited number of appli-
cations in the chemical industry are reported. To a large extent, the reasons 
behind these issues are to be attributed to known limitations of standard 
microwave equipment for chemical processing including poor definition and 
controllability of the electromagnetic field, limited scalability and mediocre 
energy efficiency.

Tailoring heating patterns is crucial for a number of applications. Some 
obvious ones include multistep chemistries in which different chemical steps 
are optimized at different conditions. For example, in catalytic partial oxida-
tion reformers involving combustion, steam reforming and water gas shift, 
optimal thermal coupling and temperature profiling between the different 
chemistry zones in the reactor is important. In other applications, tempera-
ture uniformity is a requirement. For example, in material syntheses, local 
temperature gradients in a solution arising from conventional heating would 
cause crystallization at different locations and times, resulting in various 
coexisting intermediate compounds which would potentially interact with 
each other, or in poor product quality.
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Spatially uniform thermal conditions are also required in applications 
targeted at fundamental chemistry studies and kinetic measurements. 
In order to achieve a tailored microwave field pattern, heating rate and  
temperature distribution as well as electrodynamics and electromagnetic 
engineering aspects must be taken into consideration. It will be shown in 
this chapter that microwave equipment currently used in microwave-assisted 
processing research is limited in its ability to generate tailored electromag-
netic patterns. For successful microwave-enhanced processing, one should 
aim for integrated concepts of microwave field applicator and reactor design. 
Although it cannot be excluded that for some applications the currently used 
equipment types yield satisfactory results, more advanced novel integrated 
equipment types are proposed here that may serve more demanding process 
applications.

This chapter primarily deals with microwave field applicator concepts 
and how they can be integrated into the design of combined reactor- 
applicator systems. As control over the microwave field is a major issue 
in microwave-assisted processing, the applicator concepts are discussed 
in order of increasing control over the spatial microwave field distribu-
tion. Commonly, microwave equipment that is typically used in micro-
wave-assisted chemistry research is classified as either a single mode or a 
multimode system. What these devices have in common is that they are res-
onant cavity systems in which the microwave field is characterized by non- 
uniform and unpredictable interference patterns. This results in unpredict-
able patterns of heat generation. This chapter first discusses the resonant 
cavity systems and the nature and limitations of the microwave fields that 
they employ. The types included here are generic multimode systems, the 
celebrated CEM Discover microwave synthesis system, and custom-built 
TE10n systems. This is followed by a discussion on novel applicator systems 
that aim to have better performance in terms of predictability, controlla-
bility and efficiency of microwave activation in chemical processes. In this 
frame, the Labotron system built by Sairem is presented first; this type of 
equipment uses an internal transmission line to enhance the distribution 
of the microwave field. Finally, the concept of a coaxial traveling microwave 
reactor is discussed, which is a novel concept that does away with resonant 
fields.

Several simulation results are presented to illustrate the topics in this 
chapter; the environment of these simulations is Comsol Multiphysics 3.5 56 
and dielectric data were taken from Meredith.57

4.2  �Resonant Microwave Cavities
Usually, when microwave heating is applied, it is done by means of an 
applicator cavity.58 This is essentially a metal box – a Faraday cage – which 
contains the microwave field. The walls of this box form one single intercon-
nected electrically conducting entity. As opposed to a system with multiple 
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conducting terminals, this means that the cavity can only support electro-
magnetic field patterns whose wavelength is short enough to fit inside. Fur-
thermore, due to the cavity being fully enclosed, the microwave fields reflect 
back and forth in it, interfering constructively and destructively in an alter-
nating standing wave pattern. The following two facts are essential to under-
stand the properties of cavity applicator systems:
  
	 1 �T here is an integer number of wave patterns that can be supported by 

a cavity. Above a certain wavelength threshold or, equivalently, below  
a frequency threshold, no field pattern fits; just below the critical  
wavelength, one wave pattern fits and with decreasing electromagnetic 
wavelength more wave patterns will fit.

	 2 �T he microwave fields resonate. They are a superposition of multiple 
wavefields traveling in different directions. The interference between 
these fields causes a non-uniform distribution of field intensity, heating 
rate and, ultimately, temperature distribution. In addition, phase shifts 
in the wave fields caused, for example by varying medium properties, 
result in hard-to-predict shifts in the resonant wave patterns.

  
The resonant nature of the standing wave patterns is what hampers con-

trol over the electromagnetic field; the alternating standing wave pattern 
results in strong variations in heat generation and temperature. Mode stirrers  
and chemical sample rotation and/or agitation/stirring are frequently 
applied in an effort to improve heating uniformity, but this does not pre-
vent the electromagnetic energy from being dissipated non-uniformly 
inside the process fluid. Heating therefore occurs through a process of 
combined microwave, convective and conductive heating with the latter 
two homogenizing the non-uniformities of the former. Consequently, pro-
cesses become partially conventionally heated and any direct microwave 
effect would be limited in cases where it would occur. Often, continuous 
and vigorous stirring is proposed as a means to improve the uniformity 
of processing conditions, but this can only apply to temperature and con-
centrations; the distribution of the intensity of resonant microwave fields 
is inherently non-uniform. Moreover, in processes where mechanical mix-
ing is impossible, ineffective or undesired (e.g., fixed-bed reactors, viscous 
liquids, tubular reactors), the problem of uncontrolled heating patterns is 
even more difficult to resolve.

This section continues with a discussion on specific types of cavity  
applicators. As their name implies, multimode cavities support multiple 
resonant electromagnetic patterns. This is a consequence of their large size 
relative to the electromagnetic wavelength. This microwave applicator is 
well known, as it has spread worldwide in the form of the domestic micro-
wave oven. Single mode cavities are rarer. Typically, they are smaller and 
aimed at specific fields of application. The following section discusses the 
performance and limitations of multimode cavities in general, followed 
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by a discussion on single mode cavities. In the latter context, two partic-
ular types of single mode applicators used in microwave-assisted chemis-
try research are discussed: the CEM Discover and the TE10n class of cavity 
applicators.

4.2.1  �Multimode Cavities
The best known microwave applicator type is the multimode cavity. The most 
common example of this type is the domestic microwave oven, but dedicated 
multimode heating devices for laboratory applications have been developed 
as well. Its construction amounts to a relatively simple rectangular metal box 
with dimensions ranging in the order of 20 cm to 50 cm, with a door on 
the front side. Typically microwave energy is generated by a magnetron tube  
and this energy is led into the cavity by a short waveguide. For microwave- 
assisted chemistry research, the cavities are usually fitted with attenuated 
access pipes to accommodate fluid inlets and outlets, stirring rods and  
sensor access.

As its name implies, this type of cavity supports multiple resonance modes 
in the vicinity of the operating frequency.57,59 This is a consequence of the 
size of the cavity relative to the wavelength of the microwave field. Despite 
its geometrical simplicity, the electromagnetic analysis of this type of sys-
tems is very complicated. The difficulty lies in the resonance modes that are 
excited simultaneously; it cannot be determined practically how energy is 
distributed over these modes. Typically, resonance modes are very sensitive 
to variations in geometries and medium properties involved with the elec-
tromagnetic field, as well as the frequency of the field. In addition, a number 
of phenomena summarized below render the electromagnetic field pattern 
highly complex and, for practical purposes, impossible to predict. These  
phenomena are listed as follows:
  
	 - �E lectromagnetic medium properties are changing with respect to both 

the composition of the reacting media and its temperature,
	 - �M anufacturing tolerances of glassware are limited,
	 - �T he media are flowing i.e. continuously moving,
	 - �T he operating frequency of magnetron tubes is not stable and can spread 

over a range of around 50 MHz.
  

Although mode stirrers have been suggested to improve uniformity, these 
add an additional source of complexity to the problem. Therefore, mode 
stirrers cannot be expected at all to improve the predictability of the micro-
wave field. The complexity is illustrated by thermal imaging and simulations 
in Comsol 3.5. Figure 4.1 presents modal patterns in a multimode cavity60 
by means of thermal images (SP Thermoview 8300) of an expanded polysty-
rene plate supporting a thin water film heated in a multimode cavity (Sharp 
R-2S57); these images were made with a similar procedure as in Karstädt  
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et al.61 The images clearly show the non-uniformity of the resonant micro-
wave field in the horizontal direction. Furthermore, these images demon-
strate the dependence of the microwave field on the vertical direction; 
compare Figure 4.1a and b, where the wet surface is at a height of 40 and  
120 mm, respectively, above the cavity bottom. The resonance patterns 
between these images bear no similarity, although it cannot be ruled out 
that the three-dimensional electromagnetic field is affected by the changed 

Figure 4.1  ��Thermal imaging of a water film in a multimode cavity, (a) with the film 
at 40 mm from the bottom; (b) at a height of 120 mm above the bottom; 
and (c) with the film at 40 mm and with a water-filled beaker placed in 
the cavity. The complex field patterns in the plane of the film change 
both with the height and with introduction of the beaker.60 (Reprinted 
from Chem. Eng. J., 243, G. S. J. Sturm et al., Microwaves and Microreac-
tors: Design challenges and remedies, 147–158, Copyright (2014) with 
permission from Elsevier.)
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position of the plate. Compare also the differences between Figure 4.1a 
and c. In Figure 4.1c, a water-filled beaker is introduced into the cavity. The 
microwave field pattern that presents itself in the empty space of the cavity 
via thermal imaging is affected by the introduction of the beaker, which is 
most notable in the far left corner. The resonant pattern emerges from an 
electromagnetic field that is coupled throughout the entire microwave sys-
tem of the device. Any disturbance that locally affects the microwave field is 
apparent over the total microwave field.

The thermal imaging results demonstrate the sensitivity of the microwave 
field in multimode cavities around a heated object, but they do not reveal the 
effects on the heating rate distribution in the load. In order to illustrate the 
heating rate distribution inside a load, the microwave field in a multimode 
cavity with a 250 ml beaker containing 200 ml water placed inside is simu-
lated. Figure 4.2 presents slice plots at a height of 30 mm above the beaker 
bottom at a frequency of 2.45 GHz (Figure 4.2a) and 2.46 GHz (Figure 4.2b). 
This 10 MHz shift in frequency would fit well within the frequency spectrum 
generated by a typical magnetron tube.

The simulation results demonstrate that there is a high degree of sensitiv-
ity to disturbances of the multimode microwave field inside the load too—a 
relatively small frequency shift may double the total energy absorption. Fur-
thermore, the results show that there is an interference pattern of alternating 
high and low electromagnetic dissipation inside the water volume. Notably, 
this interference pattern does not follow the exponentially decaying trends 

Figure 4.2  ��Slice plot of heating rate 30 mm above beaker bottom in a 250 ml bea-
ker filled with 200 ml water (εr = 77 − 13i) placed in the middle of a 190 
mm × 290 mm × 285 mm (h × d × w) cavity with a 1000 W field fed into 
the cavity. In (a) the field has the nominal frequency of 2.45 GHz and 
in (b) the frequency has shifted slightly by 10 MHz. In both simulation 
results, the interference pattern is quite apparent; note that the shape 
has varied subtly. More obvious is the increase in heating rate for the 
shifted frequency; the overall heat generation in the water has more 
than doubled. At 2.45 GHz the absorbed power is 370 W, while at 2.46 
GHz it is 770 W. Note that an inverted color map has been applied to 
improve the clarity of the figure.60 (Reprinted from Chem. Eng. J., 243, G. 
S. J. Sturm et al., Microwaves and Microreactors: Design challenges and 
remedies, 147–158, Copyright (2014) with permission from Elsevier.)
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that would follow from the often-mentioned penetration depth limitation 
of microwave fields. Furthermore, there are variations in the morphology of 
the microwave field too due to the frequency shift.

4.2.2  �Single Mode Cavities
One of the drawbacks of multimode cavities, which is often mentioned as 
being mitigated by the use of single mode cavities, is their limited field 
intensity. This is said to be traded-off against the volume of the cavity, which 
results in limited scale-up possibilities of single mode cavities. This expla-
nation may be too simplistic, however. Behind the performance of single 
mode cavities lies the fact that the smaller volume of these cavities in the-
ory should only support one single microwave field pattern. Consequently, 
if, due to the design of the cavity, this single modal pattern absorbs micro-
wave energy well, then it follows that the cavity will perform well in terms 
of energy absorption and efficiency—at least, better than multimode cavi-
ties that support far more resonance modes, which cannot all be expected to  
perform well in terms of energy absorption, thus compromising the overall 
performance. However, it cannot be guaranteed that the single resonance 
mode of a single mode cavity always performs well, it requires careful design 
and tuning to ensure this. In terms of predictability, however, the single 
mode cavity can be expected to outperform multimode systems, because 
there is only one single modal pattern to consider.

Two types of single mode cavities are discussed here to demonstrate 
the behavior of the resonant field. These two cavities represent two design 
philosophies for single mode resonant microwave cavities. The two types are 
the CEM Discover and a class of system known as TE10n cavities.

4.2.2.1 � CEM Discover
The CEM Discover62 is a celebrated microwave heating device for laboratory 
applications. Its performance follows from the unique design of the micro-
wave circuit63 (Figure 4.3) consisting of a cylindrical cavity that is small when 
compared to multimode cavities. It is therefore limited in the number of 
microwave field patterns it supports and hence is a single mode cavity. The 
cavity is enclosed by a rectangular waveguide, which is connected to a mag-
netron microwave source. The wall between the cavity and the waveguide is 
slotted, so the microwave field generated by the magnetron is coupled via 
the waveguide through these slots into the cavity and the load. The slotted 
or radiating waveguide57,64 is an effective structure to expose a load that is 
placed in its proximity to a microwave field. Consequently, the Discover is 
able to heat small samples efficiently and rapidly, making it an ideal tool for 
small scale non-contact laboratory heating.

Although the Discover generates a stable and relatively intense micro-
wave field, this does not mean its microwave field is uniform or well defined. 
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In fact the distribution of the microwave field forms quite complex three- 
dimensional patterns. We demonstrate this by experiment and simulation. 
In Figure 4.4, results of a study65 on microwave heating with the Discover 
of a water filled vial are presented. Figure 4.4a shows two strips of thermal 
fax paper that were immersed in the water contained by the vial while it was 
being heated. This paper decolorizes irreversibly when it reaches a tempera-
ture of around 67 °C. From the strips it is apparent that heating occurs rather 
non-uniformly; the front view strip has two hot zones to the side of the strip, 
while the side view strip has a dominant hot zone in the back. This trend is 
also found in the simulated three dimensional electromagnetic heating rate 
distribution in the vial presented in Figure 4.4b. In the front view of Figure 
4.4b, two hot zones to the side are found; in the side view slice plot, a domi-
nant hot zone against the back wall appears.

Another study that investigates heating with the Discover is concerned 
with methanol steam reforming in a packed bed.66 Figure 4.5 presents the 
reactor setup. It consists of a glass vial with a catalytic bed placed into it. 
The bed is fed with a gas phase mixture of water and methanol, which is 
led underneath the bed with a glass tube and then passes through the bed 
upwards towards the outlet. For comparison, the reactor assembly is heated 
in two separate experiments by either a microwave field in the Discover or 
conventionally by an electric heating coil. Two glass sensor guides are placed 
in the bed for temperature measurement, one in the center of the bed and 
the other near the wall of the vial. These sensor guides enable variation of 
the vertical sensor position, so the temperature can be evaluated at different 
axial positions in the bed.

It was found that strong temperature gradients exist in the bed; these gradi-
ents are more pronounced for microwave heating than for conventional heat-
ing. As opposed to the inwards heat flux, which is the case for conventional 
heating, the heat flux in the case of microwave heating is outwards as heat 

Figure 4.3  ��Microwave circuit63 of the Discover. The load is placed in a cylindri-
cal cavity that is enclosed by a rectangular waveguide. One end of the 
waveguide is connected to a magnetron microwave source. Microwave 
energy is coupled through slots in the wall of the waveguide into the 
cavity and the load.
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is generated inside the catalytic bed. This results in an inverted temperature 
profile over the bed with the lowest temperatures on the outside. Figure 4.6 
presents the temperature profiles obtained during the steam reforming pro-
cess. The case presented in Figure 4.6 has a spatially-averaged temperature of 
210 °C. It was found that for this same average temperature, methanol con-
version to syngas is 1.23 times as high for microwave heating as it is for con-
ventional heating, which indicates that selective heating of the catalytic sites 
may indeed occur. However, the temperature is non-uniformly distributed in 
complex patterns and the spatial distribution of heating rate and tempera-
ture are beyond any form of manipulation in this particular microwave field 
applicator. Consequently, despite the indications of the existence of selective 
heating, the complex non-uniform resonant microwave field patterns inhibit 
harnessing the full potential of this phenomenon if it indeed exists.

Figure 4.4  ��Distribution of heating rate in a 12 mm inner diameter vial filled to a 
level of 40 mm with water that is heated in the CEM Discover.62 In (a), 
strips of thermal fax paper inserted in the vial are presented followed 
by one second exposure to a microwave field at the maximum power 
of the device. The left strip was positioned with the ink covered site 
facing the front of the device and the right strip was positioned with 
the rightmost edge of the strip pointing towards the back of the device. 
The thermal paper strips indicate that there are two hot zones on either 
side of the vial and one dominant hot zone in the back of the vial. In 
(b), simulation results with Comsol 3.5 of the microwave field in the 
Discover and the vial indicate a similar distribution of heating rate; a 
slice plot crossing the front/back dividing plane indicates distribution 
with two more or less symmetrical hot zones on either side of the vial, 
while a slice plot in the left/right dividing plane indicates a dominant 
hot zone in the back of the vial. Moreover, both the experiments and the 
simulation indicate a highly non-uniform and complex spatial distribu-
tion of heat generation.
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4.2.2.2 � TE10n Cavities
A different design philosophy is found in the TE10n resonance cavity. Instead of 
the slotted waveguide that couples energy into an applicator cavity, as used in 
the Discover, the TE10n cavity has the load placed directly into the waveguide. 
These systems usually are custom built. This approach towards applicator 
design has been suggested in the past for heating materials and fluids,57,64,67 
and since it has been proposed to supply energy to reactive processes, such as 
reactive distillation processes,68 flow reactors,69–71 and high-temperature reac-
tions.72 It typically consists of the following parts as indicated in Figure 4.7:
  
	 - �A  microwave source
	 - �A n isolator that absorbs reflected fields before they can travel back to the 

source
	 - �A n impedance matching section that can be tuned to prevent reflection 

out of the applicator section. Proper tuning of this part keeps microwave 
fields inside the applicator where they can be dissipated into useful heat 
instead of being reflected out of the applicator and lost in other parts of 
the system

	 - �A n applicator section in which a load is placed to be exposed to the 
microwave field

	 - �A n adjustable reflector at the end of the cavity to vary the position of the 
microwave field in the applicator section

  

Figure 4.5  ��Layout of the methanol steam reforming reactor as reported in Durka 
et al.66 indicating the catalytic bed and the sensor positions. (Reprinted 
from Int. J. Hydrogen Energy, 55, T. Durka et al., Microwave-activated 
methanol steam reforming for hydrogen production, 12843–12852, 
Copyright (2014) with permission from Elsevier.)
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Figure 4.6  ��Temperature distribution in the catalytic bed of the methanol steam 
reforming from Durka et al.66 Temperature is measured at differ-
ent heights, both along the centerline of the bed and near the wall. 
(Reprinted from Int. J. Hydrogen Energy, 55, T. Durka et al., Micro-
wave-activated methanol steam reforming for hydrogen production, 
12843–12852, Copyright (2014) with permission from Elsevier.)

Figure 4.7  ��General layout of a TE10n microwave heating system. The basis of the 
microwave system is a standard rectangular waveguide size, for exam-
ple WR-340 with dimensions of 86 × 43 mm that is typically used with an 
operating frequency of 2.45 GHz. The system consists of a source that 
generates microwave fields and sends them into an isolator that lets the 
fields pass in the forward direction, but absorbs them when reflected 
back, thus preventing exposure of the source to reflected fields. When 
the impedance transformer is properly tuned it enables highly efficient 
operation. Connected to the impedance transformer is the applicator 
cavity, which applies the microwave field to the load that is to be heated. 
The applicator can take a variety of forms, depending on the particular 
requirements on the system. The microwave system is terminated by a 
variable reflector that houses a reflective wall whose position can move 
along the length of the circuit. The reflector can thus be used to posi-
tion the standing microwave field inside the microwave circuit.
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The waveguide is typically a standard size waveguide, for example WR-340 
(86 × 43 mm cross-section), used for the 2.45 GHz frequency. The microwave 
field is constrained in this kind of cavity to relatively simple and predictable 
patterns73 (Figure 4.8). When oriented with the broad side of the waveguide 
sections in the horizontal plane, this waveguide has a height of less than 
half a wavelength, which is too short for an empty cavity to support a stand-
ing microwave pattern in that direction. Therefore, the microwave field is 
invariant with height. The width of the waveguide on the other hand is nar-
row enough to support just one standing wave antinode. The length of the 
waveguide is such that it supports a number of standing wave antinodes. The 
designation 10n for this type of waveguide refers to the number of standing 
wave antinodes in an empty cavity in the three spatial directions: one over 
the width, none over the height and a number n over the length. Introduc-
ing a load in the cavity influences the field to an extent that depends on the 
geometry and medium properties of this load; typically, a smaller load has a 

Figure 4.8  ��Simulation in Comsol 3.5 of the electric field component of a microwave 
field at 2.45 GHz in a WR-340 rectangular (86 × 43 mm) waveguide. The 
field, incident from the open left end with a power of 1.0 kW, travels through 
the waveguide and is reflected at the closed right end. The reflected field 
then travels back toward the open end and exits there. The forward and 
backward traveling wavefields interfere: they combine constructively and 
destructively in a standing wave pattern of alternating high and low field 
intensity. Two slice plots are included in the geometry of the time-average 
electric field intensity. The cones indicate the electric field direction and 
intensity at an instant in time; it is not a static field, but it oscillates with 
the field vectors continuously reversing their directions. The field has one 
antinode (field maximum) over the width of the waveguide, it is invariant 
with height, and an unspecified number, n, of antinodes occur over the 
length of the waveguide. Furthermore, the electric field vector—rather 
than the magnetic field vector—is perpendicular to the direction of prop-
agation of the microwave field. The standing wave pattern thus formed is 
therefore denoted transverse electric one zero n—or TE10n.
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weaker effect. Consequently, for a small object heated in this type of cavity, 
the simple empty cavity field patterns already give an adequate description 
of the microwave field. To demonstrate the operation of this type of cavity 
we present results of a study with a TE10n cavity concerning the effective cou-
pling of microwave fields with flowing process fluids.

Placing a narrow cylindrical load, a vial or a continuous flow tube, verti-
cally in this type of cavity has the additional advantage that the wavelength of 
the microwave field is long enough to have relatively little variation in the pla-
nar cross-section of this load, which means that the load is heated uniformly; 
the narrower the load is, the more uniform the heating.74 Moreover, due to 
the field being invariant with height—whether truly or by approximation—a 
uniform heating pattern can be achieved in three dimensions.

The orientation of an object in a microwave field plays an important role in 
the transmission and dissipation of energy. Figure 4.9 presents a photograph 
of a tube (LDPE, outer diameter 2.5 mm, wall thickness 0.3 mm) entering a 
TE10n cavity from the bottom, running along its axis for approximately 30 cm, 
and exiting through the bottom again. Note that this cavity has a removable 
top side. It was found that in the vertical orientation the interfacial interactions 
between the tube and the cavity space are optimized, because the electric field 
vector of the microwave field runs parallel to the tube/air interface over the full 
circumference of the tube. This is not the case when the tube is oriented hor-
izontally; in that case, the electric field is also oriented perpendicularly with 
respect to the tube/air interface. Figure 4.10 presents the boundary conditions 
for the electric field over the interface in both parallel and perpendicular ori-
entation.73 For the parallel orientation, which is the case for vertically oriented 
tubes, the electric field intensity is constant over the interface, whereas in the 
perpendicular orientation it is not. In the perpendicular orientation, which 
occurs over a large portion of the interface in the horizontal tube orientation, 

Figure 4.9  ��Thin water-filled polyethylene tube inside a TE10n cavity. Most of the 
tube is horizontally oriented and running along the centerline of the 
cavity. The inlet and outlet though are bent towards the holes in the 
bottom of the cavity to accommodate inlet and outlet of a continuous 
flow medium. The tube has an outer diameter of 2.5 mm with a wall 
thickness of 0.3 mm.
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the field intensity is reduced with the ratio of the electric permittivities inside 
and outside of the tube. Effectively, in the horizontal orientation, the micro-
wave field is pushed out of the tube according to the boundary condition.

The configuration in Figure 4.9 had water flowing in it at a rate of 15 ml 
min−1. It was heated by a microwave field while the temperature inside was 
measured with a thin fiberoptic probe (uncladded Neoptix T1 75). The tem-
perature distribution measured over the length of the tube is presented in 
Figure 4.11. It can be seen that in the vertical sections that enter and exit the 

Figure 4.10  ��Boundary conditions over an interface with different electric permit-
tivities on either side. It depends on the direction of the electric field 
vector how its intensity changes over the interface. If the electric field 
vector direction is tangent—or parallel—to the interface (left), then 
its intensity does not change over the interface. On the other hand, if 
the electric field vector direction is normal—or perpendicular—to the 
interface (right), its intensity is scaled by the ratio of the permittivi-
ties, reducing when going to a medium with increasing permittivity as 
indicated by the equation in the right-hand figure.

Figure 4.11  ��Temperature distribution along the length of the tube in the configu-
ration in Figure 4.9 for a water flow rate of approximately 15 ml min−1. 
The vertically oriented section near the inlet and the outlet of the tube 
experience a heating rate that is much higher than the middle section, 
which is horizontally oriented.
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waveguide the temperature increase is much higher than in the horizontal 
middle section of the tube, even though the middle section is much longer. 
This is a result of the electric boundary conditions with respect to the tube 
orientation. This is verified by a simulation in Comsol 3.5 (Figure 4.12) that 
shows that in the two vertically oriented sections near the inlet and outlet 
the field strength inside the tube is relatively large. This contrasts with the 
horizontal section where hardly any heating occurs.

From the results presented above it follows that in order to have an effec-
tive coupling of microwave energy in a load, the load has to be in a vertical 
orientation. This can pose a rather limiting constraint on the residence time 
in continuous flow systems as the length available in the vertical orientation 
is short. To resolve this, one could consider a system with multiple vertical 
sections inside a TE10n cavity. Although in such systems the standing reso-
nant wave patterns in the microwave field will cause differences in the field 
distribution between the vertical sections, such an approach allows efficient 
coupling of microwave energy in a long flow system. Additionally, because of 
the strongly constrained microwave field, the heating rate distribution is still 
quite predictable.

Figure 4.13 presents a similar tube in a spiral structure supported by an 
expanded polystyrene block that is placed in the TE10n cavity. As the pho-
tograph shows, a large proportion of the tube is in a near vertical orienta-
tion. Figure 4.14 presents a thermal image (SP Thermoview 8300) of the tube 
after heating and removal of the top side of the cavity. It demonstrates that 
high temperatures can be reached over the entire length of the continuous 
flow configuration. The heating rate is not perfectly uniform however; there 
are short horizontal sections in the tube and the standing wave pattern in 
the cavity is superimposed over the heating rate distribution too. In spite of 

Figure 4.12  ��Simulation in Comsol 3.5 of the heating rate distribution of a thin 
water-filled tube entering a TE10n cavity from the bottom, running 
along the centerline of the cavity for some length and then exiting the 
cavity though the bottom. The vertical inlet and outlet sections are 
heated considerably more than the horizontal middle section.
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this, the configuration has a number of notable advantages. Aside from the 
efficient energy coupling and the high temperatures, the field is stable and 
well-predictable. Furthermore, the concept can be tailored to specific appli-
cations by varying the length of the spiral and, if needed, the cavity.

The spiral configuration was used as a microwave reactor system for the 
synthesis of n-propyl propionate from the esterification of n-propanol with 
propionic acid. The reaction mixture was fed with a flow rate of 0.5 ml min−1 
into the spiral in a 1 : 1 molar ratio and was catalyzed by zinc triflate dissolved 

Figure 4.13  ��Spiral flow configuration in TE10n cavity. A thin tube is wound around 
an expanded polystyrene placeholder. As such a configuration is  
created with a relatively large portion of tube length that is oriented 
vertically, parallel with the electric field vector of the microwave field 
supported in the cavity.

Figure 4.14  ��Thermographic image (SP Thermoview 8300) of the tube surface 
with an n-propanol/propionic acid reactant mixture heated in it. The 
experiment was run with a continuous flow of reactants at a 0.5 ml 
min−1 flow rate and a microwave power of 80 W. The microwave power 
was stopped and the lid on top of the cavity was opened to view the  
temperature development inside with the thermal camera. This  
configuration enables heating up to the boiling point of the liquids.
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in the reactant mixture as a homogeneous catalyst. The total tube length was 
4.5 m, resulting in a residence time of 30 minutes. Three experiments were 
conducted at different catalyst loadings of 1, 2 and 3 wt%. The power applied 
was 80 W in all three experiments. Boiling and condensation phenomena 
in the reacting mixture caused an oscillating outlet flow with a temperature 
varying between 50 and 60 °C. Analysis of the thermal imaging results of  
the surface temperature of the tube reveals that the average temperature of the 
process lies in the same temperature range. The outlet conversions in the 
three experiments are presented in Figure 4.15. It can be seen that over 30 
minutes of residence time satisfactory conversions are attained (equilibrium 
conversion 66% 76), which increase with increased catalyst loading.

4.3  �Advanced Non-Cavity Applicator Types
In the previous section, different cavity applicator systems were presented 
for the application of microwave fields to heating processes. It was demon-
strated that these systems only allow for limited predictability, control and 
optimization of the distribution of microwave energy supplied to the process. 
These drawbacks were linked to the resonant field, which is inherent to cavity 
systems.

In contrast to microwave heating, radio frequency heating applications 
never use cavity applicators. What is interesting about radio frequency heat-
ing in the context of microwave-assisted chemistry is that it causes heating 
by the same mechanisms of dipole rotation and charge translation, but that 
the relation between the characteristic dimensions are entirely different. 

Figure 4.15  ��Conversion versus catalyst loading in a continuous esterification  
reaction. The reaction is the synthesis of n-propyl propionate from 
n-propanol and propionic acid in a 1 : 1 molar ratio with zinc triflate 
as the homogeneous catalyst. The average reaction temperature is 
between 50 and 60 °C and the residence time is 30 minutes. The catalyst 
loading is varied and presented versus conversion.
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More specifically, while the electromagnetic wavelength in microwave heat-
ing applications is of the same order of magnitude as the heated objects, in 
radio frequency heating, the wavelength is much larger. Consequently, cav-
ity applicators would be far too large to accommodate the electromagnetic 
field. Instead, a variety of electrode configurations is used for radio frequency 
heating;64,77 the electrodes are terminals that support the electric component 
of the electromagnetic field. The long radio frequency wavelengths render 
resonant patterns much less of an issue and due to the freedom in shaping 
the geometry of the electrodes there is much greater potential to predict and 
control the radio frequency field. The heating rate is more limited when com-
pared to microwave heating though, as the heat generation rate is propor-
tional to frequency. Nevertheless, radio frequency heating has already been 
applied by Izadifar et al.78 enabling a uniform temperature in a packed-bed 
extraction process.

Since microwaves are essentially short radio frequency waves, it follows 
that they do not necessarily have to be applied by cavities, and that the dif-
ficulties linked with resonant field patterns may be avoidable. The follow-
ing section presents a discussion on advanced microwave field applicator 
concepts. First, the Labotron system pioneered by Sairem is presented. 
This system uses a transmission line to improve the distribution of micro-
wave energy. Then, a novel coaxial traveling microwave reactor concept is 
discussed. This concept circumvents resonant field patterns altogether and 
enables a high degree of optimization with respect to the morphology of the 
microwave field.

4.3.1  �Internal Transmission Line
Recently, Sairem (microwave and radio frequency technology provider) 
launched a new range of integrated reactor and microwave transmission sys-
tems, under the generic name Labotron,79,80 especially designed to carry out 
microwave-assisted synthesis and extraction processes in batch or in contin-
uous flow both at laboratory and pilot scale. The novelty in this type of equip-
ment, as opposed to conventional single mode or multimode cavity types lies 
in the use of an internal transmission line to bring selectively a great quantity 
of energy directly inside the reaction mixture. Most importantly, this work-
ing principle enables the possibility of scaling up microwave-assisted multi-
phase processes in both batch and continuous flow. Sairem claims that the 
Labotron equipment covers a wide area of chemical processes ranging from 
a few grams per hour to more than 1 kg hour−1. Two types of reactor/applica-
tor systems are available (Figure 4.16):
  
	 - � Batch reactor with volumes from 1.5 to 20 liter. A 100 liter scaled-up ver-

sion is currently under development. The reactor is made of stainless 
steel and is equipped with a cooling jacket and a mechanical stirrer.

	 - � Continuous flow helix-type reactor mounted on the U-shaped waveguide. 
The available internal volumes range from 40 to 150 ml.
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In these systems, a microwave field is fed via a U-shaped waveguide and 
transmitted into the reactor via the internal transmission that is placed 
in the middle of the reactor in direct contact with the reaction mixture. 
Sairem lists a number of advantages among which are the following: the 
internal transmission line helps to overcome the penetration depth lim-
itation; the system is adaptable for specific processing needs in terms of 
volume and batch versus continuous operation; control of forward and 
reflected power, minimization of reflected power and a high utilization 
efficiency of microwave energy; high power density; and efficient cooling 
via a cooling jacket.

4.3.2  �Traveling Microwave Reactor
The grand challenge in the context of microwave-assisted chemistry is to 
engineer microwave fields to enable chemical processing under tailored 
and controlled heating conditions at macro- and microscale. Macroscale 
refers to optimization of spatial and temporal heating patterns; microscale 
refers to optimization of selective microwave-matter (e.g. catalyst, reactant) 
interactions.

As was shown earlier, resonant fields are limited in terms of spatial con-
trol over microwave fields. Therefore, an alternative approach is presented 
here based upon the use of traveling electromagnetic waves as opposed 
to standing electromagnetic waves as an unconventional means of ther-
mochemical activation. Traveling electromagnetic waves do not occur in 
confined spaces. They travel through a medium in one direction without 
being reflected by reflective surfaces, such as the cavity walls. As they move, 

Figure 4.16  ��Batch reactor (left) and SPIN M (right) continuous flow reactor that 
mount on the Labotron microwave processing system.79,80 (© 2013 
Springer Science + Business Media, reprinted from Li et al.79 with per-
mission from Springer Science + Business Media.)

http://dx.doi.org/10.1039/9781782623632-00093


113Microwave Reactor Concepts: From Resonant Cavities to Traveling Fields

part of the electromagnetic energy is dissipated to heat, according to the 
dielectric properties of the medium, and the remainder of the energy is 
transported downstream. Due to the absence of interference between the 
traveling waves incident in one direction and reflected portions of the these 
waves traveling in the opposite direction, resonant standing wave patterns 
arising from superposition of interfering waves do not occur. Contrary to 
resonant standing wave fields, non-resonant traveling wave fields can be 
precisely controlled and optimized according to different objectives for 
chemical reactor activation.

Figure 4.17 shows a photograph of a typical coaxial cable. It consists of 
two concentric conductors with dielectric filler between them. Between 
both conductors a microwave field is supported. In the coaxial traveling 
wave reactor concept this is a traveling microwave field that propagates 
in only one direction along the system. Because there is no microwave 
field traveling in opposite direction, no interference pattern emerges that 
would be detrimental for uniformity and predictability of the microwave 
field intensity distribution. The concept has the process fluids positioned 
between the conductors, thus being exposed to the microwave field. Two 
process system configurations are presented here to demonstrate the con-
cept of a coaxial traveling microwave reactor (TMR): a liquid phase process 
and a gas phase/solid catalyst process. We show how both reactor concepts 
can be geometrically optimized to fulfill a specific set of requirements. A 
two-step approach towards optimization is employed. First, the cross-sec-
tion is optimized, followed by the inner conductor diameter profile in the 
axial direction in order to bring the axial heating rate distribution in accor-
dance with the specification.

An important feature of the TMR is operation below the cut-off frequency 
of higher order modes. Electromagnetic propagation in waveguiding 

Figure 4.17  ��RG-59 coaxial cable. It consists of (A) an inner conductor, (B) a dielec-
tric filler, (C) an outer conductor, and (D) an outer insulator.
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Figure 4.18  ��Modal patterns at 1 W power transmission of (a) the fundamental 
transverse electric magnetic (TEM) propagation mode and (b) the TE11 
propagation mode in a RG-141 coaxial cable at a frequency of 35 GHz. 
The TEM mode propagates at all frequencies, while the TE11 mode 
only propagates above a 34.5 GHz cut-off frequency. The relatively 
low propagation mode β = 174 rad m−1 indicates that the TE11 mode is 
close to the cut-off condition. It can be seen that for the TEM mode, 
the field intensity does not fall to zero at the outer conductor and that 
the intensity distributes uniformly over the circumference. Therefore, 
an array of channels positioned in the field against the outer conduc-
tor will be exposed to uniform field. This is not the case though for 
the TE11 mode. Care must be taken to prevent operation in any other 
mode than the TEM mode.
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structures has an integer number of propagation modes that is, ways in 
which the electromagnetic waves propagate. Figure 4.18 presents the low-
est, fundamental propagation mode and the next higher order propagation 
mode of a coaxial waveguide; these propagation modes are denoted TEM 
(transverse electro-magnetic) and TE11 (transverse electric), respectively. 
The TEM mode can always propagate in a coaxial waveguide, the TE11 can 
only propagate above a certain frequency for a given waveguide. Effectively, 
the electromagnetic wavelength has to be sufficiently small (or, equiva-
lently, the frequency has to be high enough) for the TE11 mode to “fit into” 
the waveguide.

The concept of TMR requires that it is dimensioned such that only the 
TEM propagation mode can propagate and that all higher order modes are 
cut off. In fact, the tangential non-uniformity observed in the TE11 mode in 
Figure 4.18b is a standing wave pattern, whose avoidance is the primary aim 
of the TMR concept. Moreover, limiting the propagation modes to only the 
TEM mode enables predictable microwave fields, because energy can only be 
distributed over this single mode.

Finally, we note that the electromagnetic field pattern cannot attain a 
true TEM mode in systems with a non-homogeneous medium distributed 
between the conductors, so the propagation mode is more correctly referred 
to as quasi-TEM.

4.3.2.1 � Liquid Phase Process Configuration
For liquid phase processes, microchannels in the filler are cut against the 
outer conductor. In the concept presented in Figure 4.19, the one-direc-
tional microwave field would be supported by these conductors. Fluids or 
reactants that flow in the channels would thus be exposed to and heated 

Figure 4.19  ��Coaxial traveling microwave multichannel liquid phase reactor 
concept.
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by the microwave field. The goal is to achieve a uniform three-dimensional 
heating rate distribution in the process fluid. This is important as the pres-
ent resonant microwave cavities perform partial and non-uniform exposure 
of the process fluid to the microwave field in an uncontrolled manner. It is 
reasonable to assume that for those processes that can be intensified via 
microwave exposure, the effect can be optimized and fully harnessed only 
when the entire process fluid is exposed to uniform and controlled micro-
wave field conditions. Besides, it is only under such conditions that one can 
decouple microwave from thermal effects and study microwave–chemistry 
interactions.

As shown in Figure 4.18, the field intensity in TEM or quasi-TEM distrib-
utes uniformly over the circumference of the outer conductor.73 Heat gener-
ation would thus be distributed uniformly among the channels. Note here 
that the channels can be cooled through the outer conductor surface. Doing 
so would not expose the coolant to the microwave field. This avoids the need 
for special coolants that do not absorb microwave energy. Besides, optimiza-
tion of the field distribution can be locally controlled through the structural 
parameters of the TMR that is, optimization of size, shape and materials of 
the different structures of the TMR.

The optimization of this system is presented for a case of a liquid phase 
TMR configuration that consists of 12 water filled channels with a 0.2 mm2 
cross-sectional area each.60,81 Figure 4.20 presents the degrees of freedom 
that are available to actuate on heat generation over the cross-section. A con-
stant temperature of 25 °C is assumed. The system is analyzed via modal 

Figure 4.20  ��Geometrical degrees of freedom in the cross-section of the coaxial 
traveling microwave multichannel liquid phase reactor concept. The 
radii r2 and r4 and the angle α2 are available for optimization of the 
channel cross-section. The inner conductor radius r1 can be varied to 
manipulate the axial distribution of heat generation.
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analysis of the waveguide configuration involving an electromagnetic model 
combined with optimization routines. Figure 4.21 presents the heating rate 
distribution in the optimized segmental cross-section.

In a second step, the axial heating rate distribution is optimized by manip-
ulating the profile of the inner conductor diameter. If the inner conductor 
were to be constant over the length of the reactor, the field intensity and 
heating rate would attenuate exponentially over the length of the reactor. 
To compensate for this, the inner conductor diameter can be increased over 
the length of the reactor to gradually concentrate the microwave field more 
into the channels. The approach taken in the optimization is to calculate the 
characteristic impedance of the system for a set of inner conductor diame-
ters. The impedance in this context is the ratio between the electric potential 
between the conductors and the electric current that flows through them; 
impedance is related to the measure of wave reflection and transmission 
between waveguide sections. The reactor is then discretized; for each dis-
crete part the impedance is interpolated and from this the axial heating rate 
distribution is determined. Then, an optimal diameter profile resulting in 
uniform heating rate distribution is determined by means of an optimiza-
tion routine. Figure 4.22 presents the diameter profile of the inner conductor 
for a 1.6 m long reactor with the channel cross-section mentioned above. In  
Figure 4.23 the axial heating rate distribution over the system is presented. 
The two-step approach was successfully validated by means of a three- 

Figure 4.21  ��Segment of the coaxial traveling microwave multichannel liquid phase 
reactor with an optimized channel cross-section. The channel is opti-
mized for a 0.2 mm2 cross-sectional area and a uniform heating rate 
distribution.
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dimensional simulation of a segment of the coaxial traveling microwave 
reactor. The 3D simulation results are shown in Figure 4.24. It was found that 
the greatest variation of ∼15% occurs in the cross-section rather than in the 
axial direction. The performance in terms of heating rate uniformity is much 
better than can be achieved in resonant systems.

Figure 4.22  ��Optimized diameter profile over the length of the liquid phase reactor.

Figure 4.23  ��Optimized axial heating rate distribution over the length of the liquid 
phase reactor.

http://dx.doi.org/10.1039/9781782623632-00093


119Microwave Reactor Concepts: From Resonant Cavities to Traveling Fields

4.3.2.2 � Gas–Solid Phase Process Configuration
Another possible application of coaxial traveling microwave reactors con-
cerns selective and uniform catalyst heating in heterogeneous gas–solid 
chemistries.37 As opposed to the liquid phase reactor, the focus now lies 
in selective catalyst heating. This is, in principle, beneficial not only in 
terms of energy savings, as inert parts of the reactor are not directly heated, 
but also in terms of chemical efficiency as undesired side-reactions in the 
bulk phase may be suppressed. In the concept proposed herein, the space 
between the inner and outer conductor contains a dielectric material and 
a monolithic (cordierite/silica) multichannel layer adjacent to the outer 
conductor. The channels' volume will be occupied by the gas phase. The 
channel walls transverse to the outer conductor will be functionalized with 
metal catalyst. Unlike the system for liquid phase processing discussed in 
the previous section, the goal here is to focus the electric field on the metal 
nanoparticles (selective/direct catalyst heating) in the monolith walls and 
to attain heating rate uniformity along the axial (flow) direction. The latter 

Figure 4.24  ��Three dimensional simulation of heating rate of one optimized liquid 
phase reactor segment. The slices are spaced 0.2 m apart. Note that 
this figure has a high degree of perspective distortion, the geometry is 
only about 2 mm high, while it is 1.6 meter long.

Figure 4.25  ��Coaxial traveling microwave gas phase monolith reactor concept.
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can be achieved by gradually increasing the radius of the inner conductor, 
as shown in Figure 4.25, in order to compensate for wave attenuation along 
the reactor length.

Figures 4.26 and 4.27 are based on a preliminary modeling study of the 
configuration in Figure 4.25. Figure 4.26 shows the electromagnetic energy 
dissipation (heat generation) over a cross-section of the TMR. Due to the 
filler material having a higher permittivity compared to the effective permit-
tivity of the outer monolithic layer containing the gas phase, the electric field 
is “pushed” towards the outer conductor. The densified field in the mono-
lithic layer results in evenly distributed and focused heating of the transverse 
channel walls as shown in Figure 4.27. The transverse channel walls repre-
sent monolithic walls functionalized with metal catalyst nanoparticles which 
have a high dielectric loss factor thereby selectively absorbing the microwave 
energy.

Figure 4.26  ��Simulation of the heating rate distribution over the cross-section of 
the gas phase monolith reactor.

Figure 4.27  ��Simulation of the temperature distribution over the cross-section of 
the gas phase monolith reactor after 12 s of microwave exposure.
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Finally, the exact inner radius profile is optimized according to the 
approach described for the liquid phase system. The results for optimized 
and non-optimized (constant) radius profiles are shown in Figure 4.28. The 
solid line in Figure 4.28 corresponds to the optimized inner conductor diam-
eter profile and shows that the heating rate along a 40 cm length remains 
almost invariant although >70% of the microwave power at the inlet has 
been absorbed along the way (not shown).

As the take home message, locally-tailored heating patterns at macro- and 
microscale can be achieved in TMRs through iterative numerical optimiza-
tion of the channels' cross-sectional geometry, the inner conductor diameter 
as function of length and the filler material permittivity. This can be achieved 
neither with conventional heating nor with conventional microwave equip-
ment used for chemical processing.

4.4  �Conclusions
This work discusses design aspects of different microwave applicator con-
cepts suitable for chemical processing. Up to now, in the research area of 
microwave-assisted chemistry, discussion of the design of electromagnetic 
field applicators and their integration into reactor systems has been limited 
to single mode cavity versus multimode cavity arguments. Herein, we extend 
the discussion beyond this limited scope by presenting advanced non-cav-
ity applicator types that can be used for microwave activation of chemical 
reactors. In this context, our main conclusion is that well-controlled and 

Figure 4.28  ��Axial heating rate distribution for both the constant inner diameter 
profile and the inner diameter profile optimized for a constant axial 
heating rate distribution.
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optimized microwave-assisted chemical processing requires transition from 
the current processing paradigm of chemical reactors activated by standing 
wave fields in conventional resonant cavity-based equipment to chemical 
reactors activated by traveling electromagnetic fields.
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5.1  �Introduction
Cavitational reactors based on the use of sound energy or the energy associ-
ated with the fluid flow, offer immense potential for process intensification. 
The driving mechanism in the case of cavitational reactors is the generation 
of cavities based on alterations of pressure followed by growth and collapse of 
the cavities, releasing a significant amount of the accumulated energy during 
the growth phase.1–3 The active area of cavitational events and the release of 
energy are at the microscopic level, which could also mean that the energy is 
released at the specific point of transformation thereby increasing the energy 
efficiency. Due to significant energy release over a very small active area, it 
is expected that conditions of very high pressures and temperatures (a few 
thousand atmospheres and a few thousand degrees) are generated locally at 
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microscopic levels.4 Due to entrapment of vapours in the cavitating bubbles, 
free radicals are generated by pyrolytic dissociation reactions, which can lead 
to intensification of chemical reactions or may even result in the propagation 
of certain reactions.5–7 The physical effects of cavitation in terms of the gen-
eration of local turbulence and acoustic streaming dominate the intensifica-
tion of physical processing applications as well as reactions limited by mass 
transfer, as it is expected that the physical effects would enhance the rates of 
transport processes.

In practice, cavitation can be generated in the reactor using different 
approaches to energy transfer, and a basic distinction in terms of the type of 
cavitation can be made based on the mode of energy dissipation. Acoustic 
cavitation is based on the use of sound energy (mostly ultrasound) whereas 
hydrodynamic cavitation is based on the use of fluid energy in terms of pres-
sure/velocity alterations based on the principle of Bernoulli's equation.8 The 
two other types of cavitation, though not having significant potential for 
physicochemical transformations, are based on the use of light energy (optic 
cavitation) and energy associated with moving particles (particle cavitation). 
Another approach to distinguishing cavitation is on the basis of the type of 
collapse of the generated cavities. In the case of transient cavitation, it is 
expected that the generated cavity grows to a few hundred times the original 
size and then collapses within a very short duration generating very high 
energy densities. The effects of transient cavitation would be mostly chemi-
cal in terms of hot spots or the generation of free radicals and suited more to 
the intensification of chemical processing applications. On the other hand, 
stable cavitation involves multiple cycles of growth and slow collapse of the 
generated cavities creating milder conditions in terms of pressure and tem-
perature. Also, the maximum growth of cavities associated with the stable 
cavitation is much lower as compared to the case of transient cavitation. The 
mild effects of stable cavitation would be more suited for physical processing 
applications or chemical reactions limited by mass transfer as in the case of 
heterogeneous reactions. It is important to identify the controlling mech-
anisms for intensification and tune the type of cavitation for the desired 
effects so that the intensification per unit energy input can be maximized.

The efficacy of the cavitational reactors, especially in large-scale oper-
ations, is decided by the active cavitational volume and the cavitational 
intensity which can be quantified in terms of the collapse pressure or the 
quantum of free radicals generated.9 The important aspects in deciding the 
active volume and intensity would be the maximum size reached during the 
growth phase, the lifetime and type of the cavity and the number of cavities. 
The maximum size would govern the energy released by the collapsing cav-
ity whereas the lifetime of cavity and the number of cavities generated in 
the reactor would govern the active cavitational volume. The type of cavity 
produced i.e. cavity containing gas or vapour, or mixture of gas and vapour 
also affects the final collapse conditions and the quantum of energy released. 
The aim of any equipment designer dealing with large-scale designs should 
be to maximize both the cavitational volume and collapse intensity which 
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can be achieved by a proper selection of the geometry of reactor (including 
the arrangement of transducers in the case of acoustic cavitation-based reac-
tors) and set of operating parameters including the equipment and the liquid 
physicochemical properties.

After providing a basic understanding of cavitation, the chapter will now 
provide an overview of the mechanism for intensification, design configura-
tions for both acoustic and hydrodynamic cavitation, guidelines for selection 
of operating/geometric parameters and finally some case studies related to 
process intensification in the areas of green chemistry and separations.

5.2  �Mechanism of Cavitation-Based Process 
Intensification

The exact mechanism of intensification due to the use of cavitational reac-
tors would be dependent on the type of system i.e. homogeneous or heteroge-
neous, and the controlling effects governing the specific transformation.6,7 It 
is expected that the homogenous systems, especially in the case of chemical 
reactions, would be more affected by chemical effects such as local hot spots 
and the generation of radicals, whereas for heterogeneous systems, physical 
effects in terms of liquid turbulence and circulation would be dominant for 
the intensification.

In the case of homogeneous liquid phase reactions, the generated cavity 
is likely to contain vapors of the liquid and these vapors would be subjected 
to hot spots in the collapsing cavities (the temperature inside the cavity 
would be an order of magnitude higher than the bulk liquid and the cav-
ity liquid interface) generating highly reactive free radicals. In the specific 
case of wastewater treatment applications,10 water would be dissociated into 
hydroxyl radicals which can oxidize the majority of the contaminants present 
in the wastewater and, in addition, a variety of other oxidants will be gener-
ated based on the series of radical reactions. The generated radicals can react 
either within the collapsing bubble or migrate into the bulk liquid and react 
with the non-volatile components present in the bulk. It is also expected that 
the rate of chemical reactions in the collapsing cavity would be significantly 
higher compared to that observed in the bulk liquid. Another mechanism 
that can drive the intensification in homogeneous systems is the sudden  
collapse of the cavities which can create significant shear forces in the sur-
rounding liquid capable of breaking chemical bonds.

In the case of heterogeneous systems, the processing rates would be 
decided by the rates of transport processes which can be intensified due to 
the turbulence generated by cavitation. In a solid/liquid system, where the 
solid can be either a reactant or a catalyst, the micro-scale turbulence can 
lead to enhanced surface areas as well as activation. The collapse near the 
surface of solids can create an asymmetrical inrush of the liquid, generating 
effects similar to the high-pressure/high-velocity liquid jets used for cleaning. 
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The net effect would be either in terms of activation or cleaning of the solids 
or even in terms of breakage of the solids leading to an enhanced surface 
area available for reaction. The turbulence and liquid circulation leads to 
enhanced mass transfer to and from the surface based on the disruption of 
the interfacial boundary layers whereas the ability to dislodge the material 
occupying the active sites leads to cleaning effects. The collapse intensity 
and the impact on the surface transfers enough energy to cause fragmenta-
tion of the solids, which would be more suited to the case of solid reactants 
or where agglomeration of solids needs to be avoided. Depending on the spe-
cific application, for example involving a catalyst or solids, the cavitational 
intensity needs to be controlled so as to maximize the benefits.

In the case of heterogeneous liquid/liquid reactions, cavitational energy dis-
sipation at, or near, the interface results in the formation of very fine emul-
sions and the available surface area for the reaction between the two phases is 
significantly increased due to the formation of fine emulsions—generally the 
drop sizes would be in the micro range or even sometimes in the nano range. 
These effects of cavitation can also be beneficial in the cases of a reaction cat-
alyzed by a phase–transfer catalyst although it is important to note here that 
usually cavitation cannot replace the need of a phase–transfer catalyst.

The use of cavitational reactors either as a complete replacement for con-
ventional reactors or as a supplement would be dependent on the controlling 
mechanism of the expected intensification.1 If the cavitational enhancement 
only results in an improved mixing or enhanced surface area, especially in 
the case of heterogeneous systems, cavitation pretreatment or treatment at 
intermittent conditions (for cleaning or avoiding agglomeration) would be 
sufficient to give intensification at much lower energy input. The time of 
application and the exact duration of treatment using cavitational reactors 
can be decided based on the identified controlling mechanisms so as to opti-
mize the energy consumption. The approach of pretreatment or intermit-
tent application can also be very useful in the case of crystallization where 
a tailor-made crystal size distribution can be obtained using the approach 
of periodic application. The scale-up of the pretreatment vessel would be a 
relatively simple task when compared to designing a new main cavitational 
reactor. If the effect is truly based on cavitation chemistry involving the for-
mation of radicals or hot spots driving the reactions, then the application of 
cavitation would be required continuously throughout the transformation.

The scientific database established using the laboratory study or the anal-
ysis of reported literature can be used to understand the most effective para-
metric window of operation based on the controlling effects of the operating 
parameters on the cavitational intensity and hence on the expected levels 
of process intensification.1 An important step in this approach would also 
be to understand the mechanisms of interaction so that the effect can be 
maximized at minimum possible energy consumption. Proper design guide-
lines would also be required to generate a uniform cavitation field of desired 
intensity at a larger scale.11 The physicochemical properties of the medium 
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will also play a major role in deciding the extent of benefits and the required 
costs for the expected intensification. For example, high viscosity media will 
require higher energy to generate cavitation whereas the presence of gases or 
solid particles will facilitate cavitation. Overall, it can be said that a detailed 
analysis in terms of controlling mechanisms for the intensification and 
interaction of the operating/design parameters with the cavitational effects 
is very important and will decide the balance between the degree of process 
intensification and economic implications.

5.3  �Reactor Configurations
5.3.1  �Sonochemical Reactors
Reactors based on acoustic cavitation generated by the passage of ultra-
sound are more commonly described as sonochemical reactors. Passage 
of ultrasound (frequencies in the range of 16 kHz–2 MHz) through liquid 
media results in pressure variations due to alternate compression and rar-
efaction cycles. When a sufficiently large negative pressure is applied to 
the liquid based on the pressure amplitude and operating frequency, a cav-
ity will be formed if the average distance between the molecules due to the 
stretching action exceeds the critical molecular distance required to hold the  
liquid intact. The oscillating pressure field created by the compression and 
rarefaction cycles drives the different stages of cavitation.4 The passage of 
ultrasound is usually effected with the help of a transducer and the energy 
transfer efficiency into the reactor, as well as the cavitationally active volume, 
strongly depends on the type and geometry of the transducer. Transducers 
typically operate at a fixed frequency of irradiation but can be tuned to give 
variable power dissipation, also the area of irradiation can be varied based 
on the number of transducers or the dimensions of a single transducer. The 
different types of transducers commonly used are electromechanical, liq-
uid-driven and gas-driven. The electromechanical transducers viz. piezoelec-
tric and the magnetostrictive transducers are the most versatile and widely 
used types of transducers. Piezoelectric transducers work on the principle 
that the piezoelectric material expands and contracts in an oscillating elec-
tric field resulting in the propagation of sound waves (pressure waves) into 
the liquid medium. On the other hand, magnetostrictive transducers expand 
and contract in an alternating magnetic field and the typical materials that 
are used are nickel alloys. Liquid-driven transducers (e.g. a liquid whistle) are 
not so commonly used for chemical processing applications requiring signif-
icant power dissipation, and are generally recommended for homogeniza-
tion and generation of very fine emulsions. Similarly, gas-driven transducers 
(simple whistles such as dog whistles and sirens with high frequency output) 
are only used to break foams and agglomerates of dust or for the accelera-
tion of drying processes. Most of the earlier designs were based on the use  
of transducers in direct contact or attached to flat surfaces such as the bottom 
of reactors. Recent developments allowing the bonding of transducers to 
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reactor walls has led to development of new designs giving much higher  
flexibility in operation.12

The ultrasonic horn has been the most commonly used design, especially 
at the laboratory scale of operation and is recommended for all exploratory 
studies. In this design the transducer is usually attached to the tip of the horn 
and systems can deliver large power directly to the medium giving significantly 
higher cavitational intensity around the transducer. The power dissipation can 
be controlled by changing the amplitude and these designs operate at con-
stant frequency of irradiation. The flexibility of operation in terms of introduc-
ing pulses also gives the designer a means to control the cavitational intensity 
which would be very important in the case of delicate applications such as 
enzymatic reactions. Most of the ultrasonic horn type designs have been used 
in a batch mode of operation although continuous designs are indeed possible 
by inserting ultrasonic horns at multiple locations in flow systems.13 Using 
a number of such transducers in series can give extended treatment times 
though the design (Figure 5.1) would have some problems associated with 
possible leakage especially in the case of high pressure operation. One major 
disadvantage of the ultrasonic horn is due to direct contact of the process fluid 
with the immersed transducer which can lead to possible contamination of 
the processed liquids. Also, the cavitational activity is concentrated very close 
to the transducer and diminishes at a distance of few cm away from the trans-
ducer in both (axial and radial) directions depending on the dissipated power 
and the geometry of the transducer. Use of a horn with vibrations in the lateral 
area and a significantly higher area of irradiation14,15 compared to the conven-
tional design allows efficient processing at the pilot-scale capacity with higher 

Figure 5.1  ��Schematic representation of flow systems based on ultrasonic horn. 
Reprinted from Ultrasonics Sonochemistry, 14, K. Nickel and U. Neis, 
Ultrasonic disintegration of biosolids for improved biodegradation, 
450–455, Copyright (2007) with permission from Elsevier.13
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energy efficiencies, established by calorimetric measurements. The design 
provides dual advantages of higher irradiating surface area (lower intensity 
of irradiation and higher active volume) coupled with better distribution of 
the energy in multiple directions. Dion16 has also described a new design that 
can be operated in a continuous manner based on the high-power converging 
acoustic waves in a tube. The design is reported to produce an acoustic cavi-
tation zone spreading over a relatively large volume and leads to better cavita-
tional activity distribution.

Cleaning tank type configurations, also commonly described as ultrasonic 
baths, are the other most commonly used designs, especially when an indi-
rect mode of irradiation is preferred, for example, to avoid contamination of 
the processed liquids or to prevent exposure to high intensity cavitation such 
as in the case of enzymatic reactions. The transducers are typically attached 
to the bottom and either single or multiple transducers can be used depend-
ing on the volume of the reactor. The active cavitational zone is typically 
restricted to a vertical plane just above the transducers and the arrangement 
of the transducers can be altered so as to achieve good distribution of the 
incident energy.17 During the processing, a reaction vessel can be immersed 
in the coupling fluid though this will restrict the applications especially in 
terms of operating temperature. On the other hand, the ultrasonic bath can 
also be used as the reaction vessel but this might restrict the use of any toxic 
or corrosive materials and would also require additional mixing equipment, 
especially for large-scale application.

The development of continuous flow systems is essential, especially for 
large volume systems or where the ultrasonic reactor is to be operated as 
a supplement to the main conventional reactor. The design of continuous 
systems can be based on transducers attached to the walls of the reactor 
or on the coupling of multiple ultrasonic horns/baths sequentially. Multi-
ple horns can be inserted in a flow system either in the external flow loop 
or by using T sections. Recent improvements in the bonding method have 
allowed the development of flow cells with different geometries including 
parallel plate reactors,18 hexagonal reactors19 and cylindrical reactors. Use of 
multiple transducers with lower power dissipation levels allows achievement 
of uniform distribution of the cavitational activity and avoids the possible 
decoupling losses giving a higher energy transfer efficiency. The multi-trans-
ducer units can effectively concentrate intensity at the central zone of the 
reactor and, most importantly, away from the vessel walls, which can reduce 
the problems of erosion and particle shedding. Multiple frequency operation 
can also be facilitated in these configurations to give intense cavitational 
activity compared to single frequency reactors under conditions of similar 
power dissipation.20 Certain modifications in the designs as demonstrated 
in Figure 5.2 can also allow the use of simultaneous irradiations with incor-
poration of the ultraviolet lamp in the central annular tube giving irradia-
tions from the center to the outside, along with ultrasonic irradiations from 
the walls towards the center.

http://dx.doi.org/10.1039/9781782623632-00126


133Greener Processing Routes for Reactions and Separations

Although most of the research into sonochemical reactors has been at 
laboratory/pilot scale, there have been some reports dealing with large-scale 
operation at a capacity suitable for commercial applications. Son et al.21 
reported the use of a design with a working volume of 250 L having a rectan-
gular type cross-section with dimensions 1.2 m × 0.6 m × 0.4 m. The design is 
based on a transducer module consisting of nine transducers located on the 
walls of the reactor and having different frequencies in the range 35–170 kHz 
but having a fixed power rating of 400 W per transducer. Asakura et al.22 also 
reported a similar design based on the use of twelve transducers (frequency 
of 500 kHz and maximum power rating of 620 W with location at the bottom 
or on the walls), though with a lower capacity of 112 L. Vinatoru23 has also 
reported the application of a sonochemical reactor with a working capacity 
of 750–800 L for the extraction of active ingredients from herbs.

5.3.2  �Hydrodynamic Cavitation Reactors
The governing principle in the case of hydrodynamic cavitation reactors is 
the alterations of fluid velocity and local pressure based on the classical Ber-
noulli principle. If the kinetic energy associated with the liquid increases 
significantly due to the incorporation of a constriction such as simple valve, 
orifice or venturi, the local pressure can fall below the vapor pressure gener-
ating cavities.24 Similar increases in the local velocity can also be achieved 

Figure 5.2  ��Schematic representation of hexagonal flow cell with possibility of 
simultaneous irradiations.
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using high speed rotational equipment. Usually downstream of the constric-
tion or away from the impeller/rotor blade, the pressure is recovered due to 
sudden or gradual increase in the flow area driving the different stages of 
cavitation. There is a significant loss of energy in the form of pressure drop 
across these constrictions or during the flow, which is utilized in generating 
high intensity turbulence. The intensity of turbulence and, in turn, the cavi-
tational intensity would be dependent on the design of the constriction and 
the flow conditions of the liquid in terms of driving pressure or the speed of 
the rotational equipment.

One of the earliest designs for hydrodynamic cavitation reactors is the 
high-pressure homogenizer based on the use of a high-pressure positive dis-
placement pump supported by a throttling device. The liquid pumped at very 
high pressure is subjected to sudden constriction, most commonly in the 
form of two-stage valves, generating cavities. The typical range of operating 
pressure is 50 atm to 300 atm and usually cavitation is observed only beyond 
a critical discharge pressure.25 Intense shear is also generated in these reac-
tors due to the fluid flow and impingement of high velocity jets on the solid 
wall.

The high-speed homogenizer is another design mainly based on the use of 
a stator–rotor assembly and the typical operating range for speed of rotation 
is 4000 to 20 000 rpm. The stator–rotor assembly will be mostly of cylindrical 
cross-section and different surface indentations/irregularities can be intro-
duced on the rotor to increase the cavitational intensity. As with the high-pres-
sure homogenizer, there exists a critical speed for obtaining significant benefits 
of cavitation.26 It is imperative to note here that the energy consumption in 
these types of reactors is significant and also there is not much flexibility in the 
design parameters so as to control the intensity of cavitation.

Figure 5.3  ��Schematic representation of hydrodynamic cavitation setup based on a 
flow loop housing a cavitation chamber.
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A versatile design of hydrodynamic cavitation reactor based on the use of 
a cavitation chamber in a recirculation loop has been described by Gogate  
et al.18 A schematic representation of the setup has been presented in Figure 5.3. 
The flow through the main line passes through a cavitation chamber and a 
bypass line can also be used to control the flow through the main line and that 
being subjected to the cavitating conditions. The cavitation chamber can be 
based on the use of a venturi, a single hole orifice, multiple holes on an orifice 
plate or use of sequential orifice plates.8 Schematic representations of different 
types of cavitating devices have been given in Figure 5.4. The recirculation type 
setup allows a good control over the cavitational activity based on the varia-
tion in the operating parameters such as inlet pressure and flow rate as well 
as geometric parameters such as the different designs of cavitation chamber. 
Sampathkumar and Moholkar27 reported a new design based on the use of a 
converging–diverging nozzle with a facility of introducing bubbles or nuclei in 
the flow. The design provides flexibility for introducing different gases at vary-
ing conditions of flow rate, pressure and bubble size (based on the variation in 
the gas distributor).

In a recent work, Gogate et al.28 have described a reactor based on the 
static mixing elements to generate hydrodynamic cavitation. The specific 
arrangement of mixing elements within a pipe creates conditions similar to 
the use of multiple orifices generating cavitation as well as efficient mixing, 
which is key to the explored application of water treatment based on the 

Figure 5.4  ��Types of cavitating devices used in hydrodynamic cavitation reactors.
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utilization of ozone. The combined operation of hydrodynamic cavitation 
and sonochemical reactors has also been utilized in this advanced oxida-
tion reactor with great success in water recycling operations for oil and gas 
explorations.

5.4  �Guidelines for the Selection of Cavitational 
Reactor Designs and Operating Parameters

The degree of intensification obtained due to the use of cavitational reac-
tors will be strongly dependent on operating and geometric parameters, as 
the cavitational intensity is usually controlled by these parameters. Typi-
cally most of the applications of cavitation have been based on the use of 
ultrasound-based (sonochemical) reactors and only recently have hydrody-
namic cavitation reactors been proposed as an alternative to ultrasound- 
based processing. Sonochemical reactors generate higher intensities of 
cavitation but offer scale-up limitations whereas hydrodynamic cavitation 
has been shown to be more energy efficient, offering good possibilities 
for scale-up, but these reactors generate less intense cavitation and only 
limited areas such as synthesis and wastewater treatment, etc. have been 
explored so far.

The important parameters in the case of sonochemical reactors are the 
power dissipation (intensity of irradiation and power density are affected), 
frequency of irradiation, liquid phase physicochemical properties (deter-
mines the ease of generation of cavities as well as their initial size), tempera-
ture, arrangement of the transducers (number, size and pitch in the case of  
multiple transducer units) and geometry of the reactor. For hydrodynamic cav-
itation, the important parameters are inlet pressure (initial speed depending 
on the reactor), type of cavitation chamber, geometry of the reactor, tempera-
ture and liquid phase physicochemical properties. A detailed understanding 
of the effect of operating parameters on the overall cavitational intensity and 
its distribution can be established on the basis of bubble dynamics simula-
tions.29–34 Such a detailed analysis can be helpful in obtaining an efficient 
design for the large-scale operation and can be used effectively for improved 
processing as well.

In the case of sonochemical reactors, the frequency of irradiation is 
usually fixed for the transducer used in the reactor. Generally it has been 
observed that low frequency operation (over the range 20 to 50 kHz) gives 
dominant physical effects, in terms of turbulence and liquid streaming, 
with some chemical effects. Use of high frequency irradiations (usually 
optimum over the range 200 to 500 kHz) result in dominant chemical 
effects in terms of the generation of free radicals. Use of multiple frequency 
operation can intensify the cavitational intensity which also permits good 
control over the active cavitational volume due to the use of multiple trans-
ducers. Typically a combination of low frequency irradiation over the range 
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20 kHz to 50 kHz is the most efficient way of intensifying the cavitational 
activity with only minimal drawbacks in terms of possible erosion or high 
power requirements.

Power dissipation is another important parameter as it affects the inten-
sity of irradiation, deciding the cavitational intensity as well as the number 
of cavitation events in the reactor. Typically, as higher power dissipation as 
possible until an optimum35 (the value depends on the specific application 
and the reactor system), using higher areas of irradiation, gives higher cavi-
tational yields (viz. net output per unit power dissipation).

The important liquid phase physicochemical properties having similar 
effects in both sonochemical and hydrodynamic cavitation reactors are vapor 
pressure, viscosity and surface tension. Usually liquids with lower vapor pres-
sure, lower viscosity and higher surface tension are preferred to give maximum 
cavitational activity in the reactor. Water is the most favored liquid medium for 
efficient processing in the various applications of cavitational reactors.

The effect of operating temperature is usually ‘double-edged’ and hence 
optimum selection would be required based on the specific application. On 
the one hand, enhanced temperature would favor generation of cavities as 
well as enhanced kinetic rates, on the other the presence of vapors in the 
formed cavities significantly reduces the cavitational intensity. Energy anal-
ysis studies36 have confirmed that the energy released in a vaporous cavity 
collapse is much lower compared to a gaseous cavity due to the cushioned 
collapse of cavities.

The cavitational intensity can be enhanced based on the use of process- 
intensifying parameters such as the presence of dissolved gases (air, ozone 
and argon), salts (NaCl, NaNO2 and NaNO3) or solid particles (TiO2, CuO and 
MnO2). Such an approach would be more efficient in the case of chemical 
processing applications and some of the used additives can also act as a cata-
lyst. It is important to note here that optimum loading of the additives would 
be required to maximize the effects.37,38

In terms of the geometric parameters for sonochemical reactors, using 
higher areas of irradiation and multiple transducers is beneficial for large-
scale processing and optimum values of the ratio of the diameter of the 
transducer to the reactor diameter, the immersion depth or the liquid height 
need to be selected. The positioning of transducers in the reactors based on 
the multiple transducer arrangement should be tailored to obtain maximum 
and uniform cavitational activity. Overall it can be said that the, multiple 
transducer design would be the most suitable option for large-scale process-
ing, giving advantages of better cavitational activity distribution with a lower 
degree of problems like erosion of the surface.

In the case of hydrodynamic cavitation reactors, a reactor design based 
on the use of a recirculation flow loop through a cavitation chamber viz. a 
venturi, orifice or a series of orifice plates is most flexible. This design would 
allow the generation of different levels of cavitational intensity depending 
on the application and hence can give a cost-effective operation. Among the 
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venturi and orifices, the use of a venturi results in dominant stable oscillatory 
radial bubble motion due to a linear pressure recovery gradient, whereas in 
the case of an orifice, the presence of an additional oscillating pressure gra-
dient due to turbulent velocity fluctuation results in a transient cavity behav-
ior more suited for chemical processing requiring intense conditions. The 
extent of permanent pressure drop across an orifice is higher compared to 
a venturi meaning that a larger fraction of energy is available for cavitation. 
However, a higher pressure drop would also mean higher pumping energy 
requirements and this needs to be weighed against the possible benefits that 
can be obtained in the processing. The geometrical design of the venturi as 
well as the orifice also plays an important role in deciding the cavitational 
intensity. For the venturi, a higher intensity can be obtained by using a lower 
length of venturi or lower venturi throat to pipe diameter ratio. For an orifice 
plate, a lower flow area would give higher intensity and the possibility of 
adjusting the number of orifices and the diameter of individual holes gives 
enhanced flexibility in the operation.

Higher inlet pressures into the system or the use of higher rotational 
speeds in the case of high speed homogenizers would result in higher cav-
itational intensity, though beyond a certain limit there is a possibility of 
supercavitation where a large cavity cloud is formed giving much lower cavi-
tational effects. The optimum conditions for the operating pressure or speed 
would be dependent on the geometry of the reactor as well as the specific 
application in question.

5.5  �Comparison of Two Modes of Cavity Generation
Passage of ultrasound through the liquid medium creates a fluctuating 
pressure field which drives the cavitation phenomena, while in the case of 
hydrodynamic cavitation, fluctuations are brought about by alterations in 
the geometry of the fluid flow. The majority of earlier research concentrated 
on the use of ultrasonic reactors for process intensification whereas in the 
last decade or so, the use of hydrodynamic cavitation has been reported to 
show promise for intensification of applications such as chemical synthesis 
and wastewater treatment. It is interesting to compare these two modes of 
cavity generation especially in terms of the similarity of the operating param-
eters in controlling the bubble dynamics and the net effects obtained per 
unit energy dissipation. Typically the amplitude of oscillation of cavity/bub-
ble radius and the lifetime of the bubble are the two important parameters 
deciding the cavitational intensity and the active cavitational volume, which 
in turn will control the net effects per unit power dissipation—generally 
described as the cavitational yield.

Moholkar et al.39 compared the effects of operating parameters on the 
bubble dynamics in both ultrasonic and hydrodynamic cavitation reactors 
and reported that the operating parameters in both these types of reactors 
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showed similar effects on the cavitational intensity. It was established that 
the time required for the pressure recovery in hydrodynamic cavitation 
and frequency of irradiation in the case of acoustic cavitation had similar 
effects on the lifetime of the cavity (and hence the cavitationally active vol-
ume). Similarly, the amplitude of cavity oscillations (and hence the collapse 
pressure) was strongly dependent on the intensity of ultrasonic irradiation 
and the magnitude of pressure in hydrodynamic cavitation (both depicting 
the energy dissipation into the reactors). The study was one of the earliest 
studies to establish that hydrodynamic cavitation can also be used for the 
physicochemical transformations being intensified by the use of ultrasonic 
reactors.

In the case of hydrodynamic cavitation reactors, the degree of cavitation 
can be suitably controlled by operating parameters such as inlet pressure 
and geometric parameters such as the design of the cavitation chamber 
(type of constriction, shape and number of holes). Similarly for acoustic 
cavitation, the controlling parameters are frequency and intensity of irra-
diation as the operating parameters, and number of transducers, mode of 
irradiation and geometry of the transducer as the geometric parameters. 
Significantly higher variations are possible in the case of hydrodynamic 
cavitation reactors to control the cavitational effects thereby prompting 
an energy-efficient operation. The modifications can be in terms of using 
orifice, venturi, valve or a rotating valve as the cavitating device; using 
multiple such devices or deliberately introducing nuclei at the upstream 
location or at the constriction. Different studies have been reported in 
the literature confirming the superiority of the hydrodynamic cavitation 
reactors as compared to the acoustic cavitation-based sonochemical reac-
tors.40–42 The effects have been mainly quantified in terms of the cavita-
tional yields (described as net chemical or physical effects per unit power 
dissipation). The lower energy effectiveness of ultrasound-based reactors 
is attributed mainly to the significantly higher pressure amplitudes (3 to 
10 atm) in the case of ultrasound reactors than that required for cavita-
tion inception (typically 1 atm for systems containing nuclei, which most 
of the time are presented by the dissolved gases or impurities). On the 
other hand, for the case of hydrodynamic cavitation reactors, such high 
amplitudes are not used giving higher energy efficiencies. Also due to the 
recirculating operation of the hydrodynamic cavitation reactors, signifi-
cantly higher cavitationally active volumes would be obtained, whereas 
in the case of ultrasonic reactors the active cavitational zone is concen-
trated very near to the transducer surface. The scale-up of hydrodynamic 
cavitation reactors has also been considered to be comparatively easier as 
vast amounts of information about the fluid dynamics downstream of the 
constriction is readily available.8 The use of sophisticated mathematical 
simulation programs is easy for predicting the pressure fields and cavita-
tional intensities as a function of geometry in order to arrive at optimum 
designs.
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5.6  �Overview of Intensification of Chemical 
Synthesis

Sonochemistry or, in general, the use of cavitational reactors is a lucrative 
option for obtaining greener synthesis routes, mainly on the basis of the  
following distinct advantages.2,6

  
	 a. �T he possibility to change the course of a reaction giving enhanced 

selectivity, which also means reduction in the waste generation.
	 b. �T he improvement in the rates of chemical reactions, giving higher 

yields coupled with energy savings.
	 c. �T he possibility to use greener reagents, even aqueous media, giving 

reduction in the use of hazardous chemicals.
	 d. � Use of ambient conditions leading to inherently safer operation and 

energy savings.
  

The degree of cavitational effects and the beneficial effects for process 
intensification will be dependent on the type of the reaction, mainly homo-
geneous or heterogeneous. The mechanisms of intensification in these types 
of reaction need to be understood first so as to obtain significant benefits 
by the application of cavitational reactors and result in an energy-efficient 
operation. In the case of homogeneous reactions, cavitational effects will 
mainly affect reactions which proceed via radical or radical-ion intermedi-
ates and this also means that the ionic reactions will not be affected much by 
the use of cavitational reactors. This is attributed to the fact that the sudden  
collapse of bubbles in the case of homogeneous systems results in an inrush 
of liquid to fill the void generated by the collapsing cavity. This inrush is so 
powerful and produces significant shear forces in the surrounding bulk liquid 
capable of breaking the chemical bonds leading to radical formation. In the 
case of heterogeneous reactions, the mechanical effects of cavitation, mainly 
in terms of the liquid turbulence and acoustic streaming, are more dominat-
ing when compared to the chemical effects, such as free radical formation. In 
the case of heterogeneous liquid–liquid reactions, the enhanced rates of pro-
cessing can be obtained mainly on the basis of generation of fine emulsions 
which can provide a large surface area for the reaction. Also, these emulsions 
are stable and require little or no surfactant to maintain stability. In the case 
of solid–liquid reactions, the beneficial effects would again be mainly in terms 
of higher surface areas if the solid is a reactant or in terms of both enhanced 
surface area and cleaning action on the solid particles if the solid used is a 
catalyst. The cleaning action would be significantly useful especially when the 
catalyst is getting deactivated during the reaction as this can enhance the life 
of catalyst giving higher productivity. It is also important to understand that 
the use of cavitational reactors is not a substitute for the catalysts, especially in 
the case of the phase transfer type, but can serve as a useful supplement giving 
beneficial results in terms of significantly faster processing.

Apart from its use in the actual chemical reactions, ultrasound can play 
an effective role in obtaining better quality catalysts in terms of the lower 
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size and/or better distribution of active ingredients on the supports. Appli-
cation of ultrasound during the synthesis provides essential nuclei as well 
as avoids the formation of agglomerates leading to the formation of cata-
lyst particles with lower mean size and narrow particle size distribution. 
Ultrasound application in the catalyst synthesis leads to a more active cata-
lyst as compared to the more commonly used synthesis routes such as sol–
gel, microemulsion, reverse micelles, wet impregnated and hydrothermal  
methods etc. In addition, increasing the ultrasonic irradiation time during the 
synthesis (in some cases optimum time would be essential) leads to decrease 
in the agglomerations of the catalyst. Ultrasound treatment also improves the 
catalytic activity of the material and hence increases the yield and rate of 
the specific reaction. Some of the examples of catalyst synthesis43–45 where 
ultrasound has been shown to be effective are nanosized metals like gold,  
silver, platinum, palladium etc., metal carbides, metal oxides, bimetallic cata-
lysts and different types of supported catalysts such as palladium on carbon.

After understanding the different benefits and the possible mechanisms 
for intensification, we now present a brief overview of earlier studies to get 
an idea about the quantitative benefits that can be obtained from the use of 
cavitational reactors.

Waghmare et al.46 investigated the application of ultrasound for the trans-
esterification of glycerol to glycerol carbonate (GlyC) from dimethyl carbonate 
(DMC) using commercial immobilized lipase (Novozym 435). A detailed under-
standing into the effect of operating parameters revealed that the optimum 
ultrasound parameters were 25 kHz frequency, 100 W rated power with 50% 
duty cycle. Under these conditions, application of ultrasound treatment resulted 
in significant intensification in the process with reduction in the reaction time 
by 10 h as compared to the conventional stirring method. Use of the conven-
tional approach required 14 h for a conversion of about 95% whereas ultrasound 
coupled with stirring resulted in a conversion of 99.75% in only 4 h of reaction. 
It was also demonstrated that ultrasound alone could not give enough mixing of 
the reaction mixture and the conversion using only ultrasound was around 64%. 
Thus a combination of ultrasound and stirring was essential so as to give ben-
eficial results. The other demonstrated advantages of the combined processing 
were the requirement of lower enzyme loading and the use of milder conditions 
(atmospheric pressure and 60 °C) throughout the processing.

Mannich reaction is one of the carbon–carbon bond forming reactions of 
significant value in organic synthesis because it produces synthetically and 
biologically important β-aminocarbonyl compounds, the intermediates for 
the construction of various nitrogen-containing natural products and phar-
maceuticals. Zeng et al.47 investigated the use of ultrasound for intensifying 
the synthesis of β-aminocarbonyl under ambient conditions based on the 
following scheme of reaction:
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A summary of the important results obtained in the work have been repro-
duced in Table 5.1 and it can be clearly seen that the use of ultrasound resulted 
in significant intensification. It was demonstrated that the use of ultrasound 
reduced the reaction time from 18 h to 1.5 h and also the requirement of reagents 
(NH2SO3H) reduced from 10 mol% to 5 mol% to obtain similar levels of conver-
sion (88%). Use of a loading of 10 mol% in the ultrasound assisted approach 
could improve the conversion to 95% but any further increase in reagent loading 
could not intensify the reaction.

Bandyopadhyay et al.48 reported a green synthesis approach in terms of the 
ultrasound-assisted aza-Michael reaction being performed in water without 
non-benign solvent as per the following reaction scheme.

The comparison between conventional stirring and the effect of ultrason-
ication (US) confirmed significant process intensification benefits. It was 
reported that the conventional approach resulted in a yield of 92% in 30 min 
reaction time whereas the ultrasound-assisted approach was six-fold faster 
than conventional stirring with a 98% yield in only 5 min.

Safari and Javadian49 investigated the application of ultrasound in a one-
pot synthesis of 2-amino-4H-chromenes by condensation of aldehydes 
with malononitrile and resorcinol in water using magnetic Fe3O4-chitosan 
nanoparticles as the catalyst as per the following reaction scheme:

The reported results have been reproduced in Table 5.2 and it can be 
clearly seen that under optimum conditions the reaction could be inten-
sified though the degree of intensification was limited compared to some 

Table 5.1  ��Important results for the Mannich reaction study47 (Ultrasound oper-
ating frequency of 40 kHz and power of 600 W). Reprinted from Ultra-
sonics Sonochemistry, 16, H. Zeng et al., One-pot three-component 
Mannich-type reactions using Sulfamic acid catalyst under ultrasound 
irradiation, 758–762, Copyright (2009) with permission from Elsevier47

Entry
NH2SO3H  
(mole%) Method Time (h) % yield

1 10 High speed stirring 18 88
2 3 Ultrasound 1.5 79
3 5 Ultrasound 1.5 88
4 10 Ultrasound 1.5 95
5 15 Ultrasound 1.5 94

http://dx.doi.org/10.1039/9781782623632-00126


143Greener Processing Routes for Reactions and Separations

of the earlier illustrations. In addition, it was demonstrated that using too 
much power to generate high cavitational intensity does not give better 
results and hence it is very important to evaluate the benefits in laboratory- 
scale operation before actual application at the commercial scale can be 
decided.

Apart from the illustrative examples of the process intensification bene-
fits that can be achieved using cavitational reactors, a brief summary50–57 of 
the ultrasound intensified reactions, highlighting the benefits, has been pre-
sented in the Table 5.3. Overall it can be said that the application of cavita-
tional reactors intensifies conventional routes of chemical synthesis leading to 
greener processing with higher yields, faster processing, and the requirement 
of ambient conditions as well as use of greener reagents in lower quantum.

5.7  �Overview of Applications in the Area of 
Wastewater Treatment

Cavitation can be used effectively for the destruction of the contaminants 
in water because of the generation of conditions of local hot spots (sig-
nificantly higher temperature and pressure) along with the generation of 
oxidizing species such as hydroxyl radicals and hydrogen peroxide. The 
efficacy of treatment would strongly depend on the type of the pollutants 
present in the effluent stream and typically the nature of the compound 
(hydrophobic or hydrophilic) plays a major role. Hydrophobic compounds 
usually migrate towards the collapsing cavity and hence the extent of deg-
radation is likely to be higher due to maximum cavitational activity in and 
around the collapsing cavity. Hydrophilic compounds are likely to accumu-
late in the liquid bulk and react with radicals that can migrate from the col-
lapsing cavity, but the quantum of these radicals is significantly lower. The 
degree of intensification can be enhanced by suitable optimization of the 
operating parameters such as energy density, energy intensity, frequency 
of irradiation and the nature and properties of the saturating gas or any 
additives that can intensify the cavitational activity.

Table 5.2  ��The effect of ultrasonic power on the synthesis of 2-amino-4H-chromene.49 
Reprinted from Ultrasonics Sonochemistry, 22, J. Safari and L. Javadian, 
Ultrasound-assisted green synthesis of 2-amino-4H-chromene deriva-
tives catalyzed by Fe3O4-functionalized nanoparticles with chitosan as 
a novel and reusable magnetic catalyst, 341–348, Copyright (2015) with 
permission from Elsevier.

Entry Max. power (%) Intensity (W) Time (min) % yield

1 High speed stirring (w/o US) 31 90
2 20 40 29 72
3 40 80 25 75
4 60 120 22 76
5 80 160 20 99
6 100 200 21 86
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The variety of contaminants that have been degraded using cavitational 
reactors, though in different equipment and on different scales of opera-
tion are pesticides, such as triazophos, dichlorovos, methyl parathion and 
alachlor; pharmaceutical compounds such as ibuprofen, ciprofloxacin, oflax-
acin etc.; dyes such as acid orange, rhodamine B, brilliant green etc.; phenolic 
compounds such as p-nitrophenol, 2,4,6-trichlorophenol, 2,4-dinitrophenol 
etc. and halogenated compounds such as trichloroethane, pentachlorophen-
ate, CFC 11 and CFC 113, o-dichlorobenzene and dichloromethane as well 
as inorganic compounds such as potassium iodide, sodium cyanide, carbon 
tetrachloride among many others. The detailed discussion on the kinetic 
aspects and mechanisms of degradation can be obtained from some of the 
excellent reviews available in the literature.58,59

Cavitational reactors can also be combined with other advanced oxidation 
processes resulting in synergistic effects. The similarity between the mech-
anism of destruction, mainly in terms of generation and subsequent attack 

Table 5.3  ��A summary of different reactions intensified using ultrasound.

Sr. Reaction Effect of ultrasound Reference

1 Oxidation of  
cyclohexanol in 
presence of PTC

●● Reaction time reduced Chatel et al.50

●● Reaction yield improved
●● Milder reaction conditions

2 Oxidative esterifi-
cation of 4-nitro-
benzaldehyde

●● Reaction time reduced Mirza-Aghayan 
et al.51●● Reaction yield improved

●● Milder reaction conditions
3 Synthesis of substi-

tuted 2-amino-3-
cyano-4H-pyran 
derivatives

●● Reaction time drastically 
reduced

Tabassum  
et al.52

●● Reaction yield improved
●● High temperature requirement 

avoided
4 Aldol condensation 

reaction
●● Catalyst use avoided Cravotto et al.53

●● Water as solvent
●● Improved yields in less time

5 N-alkylation of 
imidazole

●● Use of solvent avoided López-Pestaña 
et al.54●● Improved yields and conversion

6 Bromination of  
aromatic 
compounds

●● Mo-catalyzed bromination of 
various aromatic compounds 
was accelerated by ultrasound

Lévêque et al.55

●● Reaction did not proceed  
without catalyst

7 Dehydrogenation of 
2-oxo-1,2,3,4-tet-
rahydropyrimi-
dine-5-carboxam-
ides

●● Use of ultrasound reduced the 
reaction time

Memarian and 
Soleymani56

●● The required amount of oxidant 
was also reduced

●● The nature of 4-substituent 
greatly influenced the time of 
oxidation

8 Stille coupling 
reaction

●● Improved yields in less time Domini et al.57
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of the hydroxyl radical, points towards the possible synergism between these 
methods and the fact that combination with advanced oxidation processes 
should give better results compared to individual techniques.60 The different 
combinations involving cavitational reactors that have been synergistically 
used for degradation include cavitation/ozone, cavitation/H2O2, sonophoto-
catalytic oxidation, cavitation/Fenton, cavitation/perfulfate etc. Combination 
approaches work on the principle of enhanced generation of hydroxyl radi-
cals which can eventually result in higher oxidation rates, of course depend-
ing on the type of the pollutant. The efficacy of the process and the extent of 
synergism depend strongly on the reaction rates between the radicals and the 
pollutants and also on the type of the oxidation approaches used in the combi-
nation. The mechanistic details about the combined techniques, its applicabil-
ity for different wastewater streams and the optimum conditions for obtaining 
the synergistic effects can be obtained from published literature.61–66

Although the use of cavitational reactors has been very successful in laborato-
ry-scale applications, the treatment costs associated with the cavitational reac-
tors (especially the ultrasound-based reactors) have been reported to be higher64 
compared to some of the conventional approaches such as chemical or biolog-
ical oxidation. Cavitational reactors can be effectively harnessed as a pre-treat-
ment to increase the biodegradability so that conventional biological oxidation 
occurs at a faster rate and with enhanced effectiveness. The pretreatment would 
be highly effective for a complex stream where bio-refractory compounds are 
present in the effluent stream, as these compounds significantly reduce the effi-
cacy of the biological oxidation techniques. Sangave and Pandit65 investigated 
the efficacy of ultrasonic irradiation as a pretreatment step for the treatment of 
one of the most polluting industrial effluents, the distillery spent wash, espe-
cially in countries such as India and Brazil having maximum production of sug-
ars. Use of an ultrasonic bath resulted in negligible change in the COD value 
and hence it was established that the role of ultrasonic irradiation was only to 
restructure the molecules present in the waste, which can generate more uti-
lizable molecules for subsequent biological oxidation. It was reported that the 
extent of degradation achieved using the ultrasound pretreated sample was 
44%, which was about twice that obtained using the fresh sample (untreated, 
where the extent of degradation was only 25%) in similar treatment times (72 h).

It is important to note here that there have been some studies related to 
the use of cavitational reactors for the treatment of real industrial effluents, 
and even demonstrated on the commercial scale. Some representative case 
studies have been presented now for a better understanding into the capabil-
ity of cavitational reactors in water treatment applications.

Hydraulic fracturing is one of the common operations that has been 
applied to increase the productivity of oil and gas wells. In this process, water 
is pumped into the well at a high pressure so that it fractures the rock per-
mitting the extraction of the petroleum gas. A significant quantum of water 
is required in this operation and water recycling is one of the important fac-
tors deciding the economic efficiency of the operation as the expected trans-
portation costs are significant due to the remote locations of the oil wells. 
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About 10–30% of the water sent into the wells is expected to come back to 
the surface (described as the flowback water or frac water). It is imperative 
that this water must be treated so as to avoid the problems associated with 
contaminants such as microorganisms and recycled to avoid the need to 
make up fresh water that would enhance the treatment costs. Gogate et al.28 
described a hybrid oxidation reactor that has been applied successfully over 
1200 installations in the USA. The Ozonix® reactor is based on the combi-
nation of hydrodynamic cavitation, acoustic cavitation, electrochemical oxi-
dation/precipitation and ozone. The reactor is scalable, modular and can be 
fitted on a trailer which makes it an efficient onsite treatment solution. The 
optimized combination of the oxidation processes significantly enhance the 
treatment rates attributed to the enhanced utilization of ozone, generation 
of additional oxidants including hydroxyl radicals and chlorine-based spe-
cies and the elimination of mass transfer resistances. It has been reported 
that the mobile reactor was deployed and commercialized at different shale 
plays in the USA viz. Woodford, Fayetteville, Marcellus, Haynesville, Permian 
Basin and Eagle Ford. Apart from treating the water for microorganisms and 
other organic contaminants, treatment also provides advantages in terms of 
zero scale deposition and increased flowability confirmed by the dynamic 
tube blocking test method.

Rasheed et al.67 investigated the treatment of wastewater from petroleum 
refining using a combination of ultrasound and dispersed zero-valent iron 
particles. The wastewater obtained from a local petrochemical complex had a 
COD of 40 000 mg L−1 and a pH of 5.4. It was reported that the degradation of 
organic pollutants using the combination approach followed first-order reac-
tion kinetics. Detailed investigation into the effect of operating parameters 
revealed that optimum treatment conditions as: initial pH of 5 and loading 
of the iron nanoparticles as 0.15 g L−1 where more than 90% reduction in the 
COD was obtained. It has been also reported that the combination of iron 
with sonication gave better results compared to sonication alone. The better 
efficacy for the combined approach has been attributed to enhanced cavita-
tional activity due to the presence of solid particles (nucleation due to the 
deformities giving an enhanced number of cavitation events) as well as gener-
ation of enhanced oxidants in the system. It is important to note that loading 
of the solid particles plays an important role as having too many particles in 
the system reduces the energy transfer giving lower cavitational effects.

Phenolic derivates are another class of organic compounds most com-
monly found in the effluents of many types of industry and give high levels of  
toxicity and also foul odor even at small levels. It becomes imperative to develop 
efficient treatment strategies and hydrodynamic cavitation has been reported 
to be effective for the treatment of real industrial effluent containing pheno-
lic derivatives as the major constituent. Chakinala et al.68 investigated the 
combination of hydrodynamic cavitation and an advanced Fenton process 
(iron metal particles with hydrogen peroxide). The effect of important oper-
ating parameters, such as operating pressure and oxidant loading as well as 
the extent of dilution on the extent of degradation has been elucidated. A 
dilution ratio of 50, operating pressure of 1500 psi and stage-wise addition 
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of hydrogen peroxide (in each stage loading is kept constant at 1900 ppm)  
have been reported to give a maximum extent of removal of the TOC as 60% 
within a treatment time of 150 min. It is important to note here that proper 
optimization of geometry and the flow conditions can allow use of much 
lower operating pressures giving an energy-efficient operation. Another 
approach for giving an economic treatment is based on the concept of latent 
remediation where the use of cavitation treatment in combination with 
oxidants is restricted for an optimized duration beyond which the residual 
oxidants bring about the desired reduction. The combined treatment offers 
flexibility in terms of the operation by way of selection of multiple orifice 
plates, oxidant loading (ratio of iron particles and hydrogen peroxide), stage-
wise addition of oxidant, etc., and hence can be optimized to give an ener-
gy-efficient operation especially at lower dilution ratios which should make 
this process industrially feasible.

This overview of studies related to water and wastewater treatment has 
established considerable promise for cavitational reactors for treating a 
variety of contaminants, also studies have demonstrated actual commercial 
level applications or using real industrial effluents. Combined treatment 
strategies based on the optimized conditions can give synergistic results as  
compared to the individual operations and in an energy-efficient manner.

5.8  �Overview of Cavitational Reactors for Intensified 
Separations

Cavitational reactors can be effectively applied for intensifying separations 
mostly on the basis of physical effects such as turbulence and liquid cir-
culation which help in eliminating the mass transfer resistances and also 
sometimes in altering the thermodynamics of the process. Application of 
cavitational reactors can also give better productivity especially in terms of 
the desired characteristics. The important separation processes discussed 
in the present work include crystallization, extraction, adsorption and 
distillation.

5.8.1  �Crystallization
Separation and purification of a desired component from a solution is 
achieved by the process of crystallization. The important characteristics 
deciding the efficacy of the process are polymorphism, morphology of the 
crystals, size of the crystals and particle size distribution. All these charac-
teristics must be maintained within standard limits especially in the case of 
pharmaceutical applications, as the important properties of the drugs or the 
active ingredients are strongly dependent on these characteristics. The differ-
ent approaches used to crystallize the component are cooling crystallization, 
evaporative crystallization, reactive crystallization and antisolvent crystalliza-
tion. The application of ultrasound in these crystallization processes (mostly 
described as sonocrystallization) can have positive effects on the nucleation 

http://dx.doi.org/10.1039/9781782623632-00126


Chapter 5148

stage as well as in controlling the particle size distribution with reduced mean 
size due to avoidance of particle agglomeration. Sonocrystallization induces 
rapid nucleation that generally yields smaller crystals with a more narrow size  
distribution compared to conventional crystallization processes.

The application of ultrasound to improve crystallization has been reported 
over decades now though the use of hydrodynamic cavitation has not been 
much reported perhaps due to lack of indirect operation and the problems 
of particle settling on the walls of the reactor in possible direct contact type 
operation. Some of the representative literature dealing with sonocrystalliza-
tion will be presented now to understand the important concepts and guide-
lines for the operating parameters.

Miyasaka et al.69 investigated the ability of ultrasound to induce primary nucle-
ation, and the possibility of the existence of a threshold energy input for the 
crystallization of acetylsalicylic acid. Ultrasonic irradiation was applied using a 
titanium probe operating at 20 kHz and the effect of time and power dissipation 
was investigated. Optical microscopy was used to determine the number of crys-
tals formed after primary nucleation and the total number of crystals after 72 h. 
The obtained results confirmed that a low amount of ultrasonic energy (<100 J) 
was found to inhibit crystal nucleation as compared to the crystallization per-
formed in the absence of ultrasound. Beyond the threshold ultrasonic energy, 
ultrasound was able to eliminate the induction period completely, confirming 
that nucleation was dominant in the presence of ultrasound. The duration of 
ultrasound also showed similar effects and a narrow band for the treatment time 
was observed to give beneficial results based on the power input.

Dalvi and Yadav70 investigated the dependency of the induction time, meta-
stable zone width, nucleation rates and solid–liquid interfacial energies for 
antisolvent crystallization of curcumin solution in ethanol on the applica-
tion of ultrasound and stabilizers. Ultrasound-assisted crystallization (with 
or without stabilizer) was reported to decrease the metastable zone width 
(MSZW) significantly as compared to the conventional mode, which can be 
attributed to an enhanced frequency of inter-particle collisions in the pres-
ence of ultrasound. The presence of stabilizers increased the MSZW in the 
absence of ultrasound due to the interaction of stabilizer with curcumin. The 
nucleation rates of curcumin were reported to be enhanced by two orders of 
magnitude in the presence of ultrasound. The application of ultrasound was 
also reported to decrease the induction time and the effect was significant 
only at lower antisolvent mole fractions.

Devi et al.71 investigated the crystallization of glycine in the presence of 
ultrasound (high frequency over the range of 1–10 MHz) and compared 
the effect with the conventional approach. It has been reported that high  
frequency ultrasound creates a feasible environment for crystallization with 
formation of smaller and larger numbers of bubbles significantly promot-
ing the nucleation and formation of crystals. Application of ultrasound was 
reported to give reduction in the induction time and also the metastable zone 
width changed favorably. It was also established that the α form of glycine is 
formed dominantly under the influence of high frequencies.
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Jordens et al.72 investigated the effect of application of ultrasound on the 
crystallization of paracetamol over a wider range of operating frequencies. 
Whereas on one hand, where ultrasound has favorable effect on the crystal-
lization, it also has a detrimental effect on the compound as the production 
of free radicals can induce degradation. The effect of frequency was investi-
gated using a single reactor setup, with exchangeable ultrasound transduc-
ers, and the power dissipation was kept constant at 8 W as established using 
the calorimetric measurements. It was reported that all frequencies gave a 
reduction in the MSZW as compared to the conventional approach. Interest-
ingly, all the frequencies also gave degradation of paracetamol via the radical 
mechanism confirmed using addition of the radical scavenger 1-butanol. A 
detailed study revealed that lower frequency (typically 20 or 41 kHz) gave 
the most favorable results with improved crystallization. The low frequency 
application allowed faster nucleation with lower sonochemically induced 
degradation of the products as compared to the higher frequencies.

An overview of the literature on the sonocrystallization confirms that 
the positive influence of ultrasound (US) on crystallization is in terms of 
reduction in the induction period as well as favorable changes in the super-
saturation conditions and metastable zone width. Application of ultra-
sound during the growth phase also enhances the mass transfer rates and 
promotes the crystal formation making the crystallization process faster. 
Also the energy dissipation at the microscale avoids agglomeration of the 
crystals maintaining the desired crystal size distribution. The important 
variables that play a major role in deciding the degree of intensification 
include the ultrasound variables such as frequency, intensity, ultrasound  
time and power as well as the geometrical characteristics such as reactor type, 
size and the transducer arrangement. In summary, some of the important 
guidelines for effective utilization of the ultrasound in the crystallization 
operation are as follows:
  
	 1. �A pplication of ultrasound helps in reducing the induction time for the 

onset of crystallization and the observed effect is predominant at lower 
supersaturation levels.

	 2. � Ultrasound can induce spontaneous nucleation and hence can avoid 
the requirement to introduce seeds into the solution. However, some 
seeding may be required especially in the case of racemic mixtures as 
the final dominant form of crystals obtained is dependent on the intro-
duced seeds.

	 3. � Ultrasound application at low power dissipation levels is sufficient 
for reducing the metastable zone width and, in these cases, it is not  
recommended to introduce higher power as this can lead to detrimental  
effects in terms of degradation of the compounds.

	 4. �T he solvent properties such as vapor pressure and surface tension  
usually do not significantly affect the nucleation process (including the 
MSZW) though some effect may be observed on the cavitational inten-
sity and hence the expected process intensification benefits.
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	 5. �T he typically recommended frequency range of ultrasound is the 
low-frequency range. Higher operating frequencies (>100 kHz) are not 
recommended due to the possibility of radical-induced degradations.

	 6. �T he crystal size distribution is affected by the ultrasonic power dissi-
pation, time of application of ultrasound as well as the total duration 
and the geometry of the ultrasonic transducers. A proper optimization 
of these parameters (especially the time and duration of ultrasound 
pulse) can allow tailoring a specific crystal size distribution.

	 7. �A pplication of ultrasound to a polymorphic system at the right level 
of supersaturation can help in obtaining the ground-state polymorph 
(the most thermodynamically favored and less soluble), which is of  
significant importance particularly in the pharmaceutical industry.

	 8. � In crystallization processes where supersaturation is induced by the addi-
tion of an antisolvent or in the case of reactive crystallization, there is a 
chance that high supersaturation levels are produced locally and very rap-
idly. In such cases, application of ultrasound ensures uniform mixing of 
the added antisolvent or the reactants, and helps in achieving the desired 
crystal size distribution as well as intensifying the crystal formation 
process.

  
It is important to note here that commercial-scale technologies are avail-

able for sonocrystallization. Ruecroft et al.12 have presented a detailed over-
view of the different options that can be applied at varying capacities of 
operation. The scaling-up is mainly based on the use of multiple transducers 
and using a flow cell type configuration. The possibility of direct bonding of 
the transducers to the walls of the reactor has allowed development of these 
configurations and the designs can give a uniform acoustic pattern above 
the cavitational threshold and, more importantly, throughout the entire 
working volume. The use of low power output transducers also avoids the 
problems related to the acoustic decoupling as the power density close to the 
tip of transducer is not significantly higher. The multiple transducer units 
can be tailored using suitable geometry to concentrate the ultrasonic inten-
sity towards the central axis and definitely away from the vessel walls, which 
reduces the problems of material erosion. It has been reported that these 
ultrasonic vessels can be operated in batch mode or, for larger scale opera-
tion, in continuous mode with units being combined in a modular fashion, 
which also gives increased residence time.

5.8.2  �Extraction
Solid–liquid extraction using a specific solvent is an important operation 
in many biotechnological, food and pharmaceutical sectors and the main 
objective is the recovery of valuable ingredients. The operation can also be 
of vital importance even in the wastewater treatment applications so as to 
separate the toxic contaminants present in the effluent stream, though this 
area is still an often neglected one. The increasing demand towards the use 
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of natural products especially in the pharmaceutical, perfume manufactur-
ing and dyes sectors has given significant importance to research into devel-
oping intensifying approaches for solid–liquid extraction. Vegetable sources 
usually contain only a small fraction of the active solute on a weight basis 
but the high value associated with these active compounds justifies the need 
for developing high-performance separations. An important need of these 
processes is also to maintain the activity of the ingredients, though this can 
induce some restrictions on the operating conditions. The conventional 
extraction techniques are often limited by the mass transfer resistances 
due to the multi-phase nature of the process and hence these methods can 
require significantly longer time and also complete recovery may not be  
possible, sometimes making the overall process economically unfeasible.

Solvent extraction of organic compounds contained within the bodies of 
plants and seeds can be significantly improved by the use of power ultrasound. 
The observed intensification will be dominantly affected by the mechanical 
effects of ultrasound which provide a greater solvent penetration into the cellu-
lar materials coupled with the enhanced mass transfer. The collapse of cavities 
near the surface results in significant shear forces and the impingement by 
micro-jets which results in surface peeling, erosion and particle breakage. All 
these effects create additional surface area which is very important in decid-
ing the rate of extraction. The dominant effects of ultrasound on the solid 
materials and creation of additional surfaces has been clearly established on 
the basis of scanning electron microscopy analysis of the specific samples of 
soybean flakes73 and almond powder.74 Also the application of ultrasound can 
result in the disruption of biological cell walls which can also facilitate the 
release of contents. The cavitational effects especially the microscale turbu-
lence induces cracks in the cell wall increasing the overall permeability, which 
in turn facilitates the entry of the solvent into the inner part of the material as 
well as washing out of the extracts back to the surface. It is also important to 
note that the effects will be observed only until a specific energy dissipation 
limit75 and this optimum would be dependent on the specific system that can 
be established using the laboratory scale investigations.

The different classes of products that have been extracted using the inten-
sified approach based on ultrasound include flavonoids, aroma compounds, 
essential oils, citrus compounds, natural dyes, pigments, medicinal prod-
ucts, etc. Some of the specific examples include vanillin from vanilla pods, 
health-promoting phenolic compounds like ferulic, syringic, p-coumaric, p-hy-
droxybenzoic, and vanillic acids from wheat bran, tannins from myrobalan 
nuts, salvianolic acid B from the roots of Salvia miltiorrhiza, anthraquinones 
from Morinda citrifolia (noni), tartaric and malic acids from grapes and grape 
seeds, etc. Vinatoru76 and Shirsath et al.77 have reported an exhaustive overview 
of the different products that can be recovered using ultrasonically assisted 
extraction. Similarly, Vilkhu et al.78 have also discussed the applications of the 
ultrasound-assisted extraction for the specific food industry sectors.

The optimum selection of the operating parameters is also a must so 
that the maximum benefits are obtained giving an economically feasible 
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operation. The controlling factors include the reactor configuration, power 
dissipation, frequency of irradiation, sonication time, temperature and the 
type of solvent. The selection of the reactor configuration is often dictated by 
the ease of extraction decided by the location of the product inside the source 
as well as the stability of the product. Direct immersion reactors such as 
ultrasonic horn give significantly higher cavitational intensity as compared 
with the reactors such as ultrasonic bath or the flow cells where an indirect 
mode of irradiation exists. For the case of thermally unstable compounds, it 
is important to select the indirect mode of irradiation with the transducers 
being attached to the walls or the bottom of the reactor. Similar to crystal-
lization, low frequency operation is recommended and most of the litera-
ture dealing with extractions reports the use of frequencies over the range of 
20–50 kHz. Selection of optimum power dissipation is also essential and the 
value will depend on the specific application under question as well as the 
ultrasonic system used for the extraction. Sonication time also plays a major 
role in deciding the efficacy of operation and the required time depends on 
the type of material and the distribution of the active ingredient in the cell 
matrix. Many a times an optimum treatment time would exist beyond which 
either no intensification could be obtained or even reduced yields can be 
observed possibly due to the degradation of the product.

A distinct advantage of the ultrasound-assisted extraction is that similar 
levels of extraction can be obtained using much lower operating tempera-
tures as compared to the conventional approaches. Most investigations have 
revealed the use of lower temperatures over the range of 30–40 °C in the 
case of the ultrasound-assisted approach as compared to the reflux condi-
tions being used in the conventional approach. The feasibility of using lower 
temperatures offers promise for the recovery of the heat-sensitive materials 
using the ultrasonic extraction.

The selection of the solvent is more controlled by the extraction parame-
ters than the efficacy for the cavitational effects. Solvents such as alcohols, 
acetone and ether, etc. are generally preferred for the extraction of bio- 
active substances from natural sources. Water is the most preferred solvent 
to extract polar ingredients such as carbohydrates, glycosides and amino 
acids. All these solvents offer the desired properties in terms of the surface 
tension and viscosity providing enough cavitational intensity such that the 
application of ultrasound can give the suitable levels of intensification.

Ultrasound-assisted extraction can also be coupled with other extraction 
approaches79–81 such as enzymatic extraction, microwave-assisted extraction 
and supercritical fluid extraction. The combined approach can give enhanced 
effectiveness and possibly synergistic effects for intensification.

Overall, it can said that ultrasound-assisted extraction offers significant 
advantages when compared to the conventional mode in terms of reduction 
in the processing time, operation at lower temperature, requirement of lower 
quantum of solvents and higher recoveries. Use of ultrasound for extraction 
of high-cost raw materials can be an economical alternative offering excel-
lent prospects for commercial-scale application.
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5.8.3  �Adsorption
Adsorption is the process by which a solid adsorbent can remove a pollutant 
from either a liquid or gas stream by forming an attachment based on the for-
mation of a physical or chemical bond. The typical advantages of adsorption 
process are simplicity in operation, lower treatment costs compared to other 
separation methods and no sludge formation. Adsorption using activated 
carbon has become a widely acceptable method especially for the pollutant 
removal from liquid effluents. It is a simple operation giving high efficiency 
though the costs of producing good quality activated carbon are significant 
and the regeneration or disposal of the spent carbon is often problematic. 
The high cost of adsorption operations on commercial activated carbons 
has motivated the search for alternative adsorbents, which can be based on 
cheaper alternatives involving agricultural and other wastes. A number of 
low cost, biodegradable and effective adsorbents obtainable from natural 
resources have been developed but the operation is hampered by reduced 
adsorption capacities and hence higher treatment times as compared to the 
commercial form of activated carbon. An intensification approach for reduc-
ing the treatment times as well as increasing the adsorption capacities can be 
in terms of application of ultrasound either in the actual adsorption process 
or in the preparation of efficient adsorbents.

Hamdaoui and Naffrechoux82 investigated the adsorption of 4-chlorophe-
nol (4-CP) from aqueous solution containing tert-butyl alcohol (10% v/v) using 
granular activated carbon (GAC) in the presence of ultrasound operating at 
different frequencies (516, 800 and 1660 kHz) and acoustic powers (15.2, 
21.5, 31.1 and 38.3 W). The obtained results showed that both the adsorp-
tion rate and adsorbed amount were significantly enhanced in the presence 
of ultrasound for all the studied frequencies and powers with enhanced 
effects being obtained at higher power dissipation levels. The reported val-
ues of the intra-particle diffusion coefficient in the presence of ultrasound 
confirmed that the transfer rates were increased due to the physical effects 
of ultrasound. The diffusion coefficient was also reported to increase with an 
increase in the power dissipation for all frequencies. The initial adsorption 
rate as well as the intra-particle diffusion coefficient were higher at lower 
frequencies with the order of 516 kHz > 800 kHz > 1660 kHz.

Hamdaoui et al.83 investigated the use of dead needles of Aleppo pine 
(Pinus halepensis) as a possible adsorbent for the removal of malachite green 
from aqueous solutions in the absence and presence of ultrasound. It was 
reported that both the rate and the quantum of malachite green adsorbed 
markedly increased in the presence of the ultrasonic field. The combination 
of stirring and ultrasound led to a significant improvement in the removal 
of dye, confirming that the bulk liquid circulation induced using the ultra-
sonic irradiations is not sufficient to ensure complete dispersion of adsor-
bent particles. Estimations of the intra-particle diffusion coefficient revealed 
that combined operation gave 3.6 times higher value as compared to the 
conventional approach. The effect of ultrasound on the improvement of dye 
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adsorption was attributed to a variety of mechanical effects of cavitation 
phenomena.

Roosta et al.84 investigated the optimization of ultrasonic assisted adsorp-
tion of safranin O using tin sulphide nanoparticles loaded on activated  
carbon and it was reported that the adsorption rate of safranin O (SO) on the 
tin sulfide nanoparticles loaded on activated carbon (SnS-NPAC) was accel-
erated by ultrasound. It was demonstrated that optimized conditions of 4 
min of sonication time, 0.024 g of adsorbent loading, pH of 7 and 18 mg L−1 
SO initial concentration resulted in near complete removal of the dye (98%) 
and the adsorption capacity was 50.25 mg g−1. It was clearly established that  
equilibrium was reached much faster in the presence of ultrasound, 
attributed to the enhanced rates of transfer processes.

Sayan and Esra Edecan85 investigated the decolorization of reactive blue 
19 using different approaches based on ultrasound and activated carbon 
prepared from sustainable resources. Under the optimum conditions, the 
use of only ultrasound, only activated carbon and combined ultrasound/
activated carbon resulted in the extent of decolorization as 36%, 91% and 
99.9%, respectively. The results established the beneficial effect of ultra-
sound power on the decolorization using the combined ultrasound activated 
carbon approach. It was also established that the dye concentration, time of 
treatment and activated carbon loading are important process parameters 
affecting the decolorization. It was reported that the physical effects of son-
ication enhanced the decolorization from aqueous solutions by adsorption.

It is also important to understand that even though ultrasound enhances the 
rate of adsorption significantly, it can also have an effect on the rate of desorp-
tion from the adsorbent especially if weak interactions are present between 
the adsorbate and the adsorbent molecules. Hamdaoui et al.86 investigated 
the effect of ultrasound (frequency of 21 kHz) on the adsorption–desorption 
characteristics of p-chlorophenol on granular activated carbon (GAC). It was 
reported that the extent of desorption of p-chlorophenol on GAC was more 
dominantly affected by the cavitational effects generated by the ultrasound. 
It was also established that the stronger the power intensity of the ultrasonic 
field, the smaller was the adsorption capacity of p-chlorophenol on the acti-
vated carbon, which was attributed to the stronger effect on the desorption. 
Thus, depending on the system, proper adjustments need to be made (such as 
selection of pH or the operating temperature or the ultrasonic power dissipa-
tion and time of treatment) so as to inhibit the desorption process and yield 
higher extents of adsorptive removals from the process.

In addition to the use of ultrasound in enhancing the actual adsorptive 
separations, ultrasound can also be used to synthesize an effective adsor-
bent, especially in the polymer composites. Shirsath et al.87 investigated the 
use of ultrasound for synthesis of poly(acrylic acid) hydrogel composite with 
kaolin clay (PAA-K hydrogel) and subsequent application for the removal 
of brilliant green dye. Transmission electron microscopic (TEM) images of 
the dried PAA-K hydrogel revealed that the particle size of the kaolin clay 
was found to be in the range of 20–50 nm and fine and homogeneous clay 

http://dx.doi.org/10.1039/9781782623632-00126


155Greener Processing Routes for Reactions and Separations

dispersion was achieved in the hydrogel matrix due to the ultrasound effects 
during the synthesis.

In summary, it can be said that use of ultrasound can give improved adsor-
bents with higher activity and also the rate of adsorptive removals can be 
intensified using ultrasonic irradiations. The ultrasound operating parame-
ters need to be optimized with the important objective of reducing the rate 
of desorption of the compound from the adsorbent, but this would be more 
specifically dependent on the type of system.

5.8.4  �Distillation
Distillation is one of the preferred separation processes though it is also one 
of the most energy intensive operations and also offers significant difficul-
ties in separating mixtures with very close boiling points and mixtures where 
there is a possibility of formation of an azeotrope. Continuous improve-
ments have been targeted to either add-on facilities or use alternative tech-
nologies. Use of ultrasonic equipment in assistance to the distillation system 
can result in higher separation efficiencies and the cavitational energy in this 
case is useful in altering the physical properties of the mixtures and enhanc-
ing the mass and heat transfer processes giving an intensified vapor–liquid 
separation. Though, there have not been many investigations in the area of 
ultrasound assisted distillation operations, recent works from some groups 
have highlighted the benefits that can be obtained using the application of 
ultrasound.88–92 Ultrasound application has been reported to give enhanced 
relative volatility of the mixtures as well as enhanced separation efficiency in 
the actual vapor liquid separations.

Mudalip et al.88 investigated the application of ultrasound for the separa-
tion of a mixture of cyclohexane (Chx) and benzene (Bz), which is one of the 
most complicated separation processes in the petrochemical industry due 
to the very small differences in the boiling points (about 0.6 °C). The study 
reported a detailed investigation into the effect of different frequencies and 
intensity of irradiation on the relative volatility. It was demonstrated that the 
ultrasonic waves at different intensity and frequency had the potential to 
change the relative volatility of Chx/Bz mixtures and the optimum conditions 
for the maximum benefits were established as an intensity of 100 W cm−2 and 
frequency of irradiation of 40 kHz. Any increase in the intensity as well as  
frequency beyond this optimum resulted in a decrease in the relative volatil-
ity and also altered the azeotropic point of Chx/Bz unfavourably. An increase 
in the frequency beyond the optimum results in lower duration of the rar-
efaction cycle, which also means that there is formation of smaller cavita-
tion bubbles and smaller vacuum effects within the liquid medium, which 
reduces the degree of vaporization of the more volatile component. Similarly, 
higher acoustic intensities beyond the optimum result in formation of too 
many cavitation bubbles giving a cushioning effect and hence lower degree 
of separation. Under the optimum conditions, it was reported that maxi-
mum relative volatility of 2.505 was obtained and the azeotropic point was 
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totally eliminated. Ripin et al.89,90 have also reported similar results for the 
enhancement in the relative volatility of methanol–water and methyl tert-bu-
tyl ether–methanol mixtures. It is important to understand that the degree of 
intensification would indeed be dependent on the type of mixtures. Also the 
optimum conditions of frequency and intensity of irradiation for maximum 
benefits are dependent on the type of mixture. Ripin et al.89 reported that 
the maximum average relative volatility for the methanol–water mixture was 
obtained as 29.413 under the optimum conditions of intensity (200 W cm−2) 
and frequency (25 kHz).

In continuation of the work on identifying the effect of ultrasound on the 
relative volatility, Mahdi et al.91 developed a mathematical model for the single 
stage distillation system based on conservation principles, vapor–liquid equi-
librium and sonochemistry. The model results were validated using the etha-
nol–ethyl acetate mixture data and the model was demonstrated to explain the 
effects of the intensity of irradiation and operating frequency. It was demon-
strated that the model is only able to explain the intensification at lower inten-
sities of irradiation as it could not consider the effects of cushioned collapse 
of the cavitation bubbles at very high intensities of irradiation. The presented 
results confirmed that the azeotropic point of the ethanol–ethyl acetate mix-
ture can be totally eliminated using optimized sonication parameters, and the 
maximum relative volatility of 3.1 was obtained under the optimum conditions 
of intensity of irradiation (485 W cm−2) and frequency (26.3 kHz).

It is also important to understand that the exact mechanism of intensi-
fied separation due to the use of ultrasound has not been conclusively estab-
lished. Spotar et al.92 investigated the application of ultrasound for separation 
of ethanol from the binary mixture of ethanol and water and demonstrated 
that the enhanced separation is purely due to the intensified heat effects. 
It was established that there is an enhancement in the total vapor–liquid 
interfacial area due to the generation of atomized mist droplets but this is 
with the same composition as the bulk liquid under similar conditions of 
temperature and pressure.

Overall, it can be said that the application of ultrasound for intensified 
distillation is an upcoming area and detailed investigations are required to 
elucidate the controlling mechanisms and demonstrate the working proto-
types before commercial-scale applications can be thought of. Some of the 
presented studies do confirm the significant benefits that can be obtained 
using ultrasound in terms of easier separation and possible conversion of 
the azeotropic distillation into a simple one-stage process due to the elimi-
nation of the azeotropic points.

5.9  �Summary
Cavitational reactors show considerable promise for intensification of differ-
ent chemical processing applications, such as synthesis using greener routes 
and wastewater treatment, that can lead to a greener environment. Also, cav-
itational reactors (especially based on the use of ultrasound) offer a lucrative 
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option for intensified separations including crystallization, extraction, adsorp-
tion and distillation. The current chapter has given a detailed understanding 
into the mechanistic details, the types of reactor configurations and guidelines 
for optimum selection of geometric and operating parameters so as to achieve 
maximum benefits. The different experimental illustrations depicted in the 
work have clearly established the benefits that can be obtained using the appli-
cation in a quantitative manner. Overall, cavitation is a well-established tech-
nology for greener processing at laboratory-/pilot- scale and some applications 
in recent years have also been harnessed at an industrial scale of operation, 
especially for the water treatment and crystallization applications.
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6.1  �Introduction
Magnetic separation techniques are widely encountered in practice from 
the laboratory to industrial plants and are part of everyday practice in  
science and engineering.1 Addressing specific applications in chemical  
engineering and biotechnology, we have to take into account specific issues 
not well explained in the classical books on magnetic separations.1,2 The chap-
ter refers to techniques based on magnetic particles with non-functionalized 
(native) and functionalized (tailored) surfaces as well as mechanical mag-
netic separations such as aerosol filtration and sedimentation. At the begin-
ning the main issues will be briefly outlined.
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6.1.1  �Magnetic Separations at a Glance
The traditional areas of application of conventional separation techniques are 
numerous, being applied to problems of chemical engineering, metals indus-
tries, food, drink and tobacco manufacturing, minerals processing industries 
and environmental protection and remediation technologies. Magnetic fields 
are already commonly applied to achieve the separation or filtration of particles, 
cells, substances, etc. The most significant applications are encountered in the 
separation and filtration techniques in the minerals processing industries.1,2 
In the last decade the breadth of area where magnetic separation may be suc-
cessfully applied has potentially (and in some cases, effectively) increased. In 
this context, chemical engineering and biotechnology are scientific areas which 
contain broad spectra of problems and relevant separation applications.

There are some typical industries in which magnetic separations are 
well-established techniques, namely:
  
	 1. � Steel industry – where resultant waste waters contain different pollut-

ants with non-negligible magnetic susceptibility values.1,2

	 2. � Power plants – with corrosion products within equipment parts such 
as iron-, cobalt- and nickel-based composites.1,2 Moreover, coal-based 
and thermal power plants release huge amounts of fly ash1 containing 
pollutants such as aluminium, iron or titanium oxides.

	 3. � Water treatment – where contaminant removal by application of mag-
netic fields is a continuously evolving area based on developments in 
magnetic tagging and carrier technologies.

	 4. � Reaction chemistry – where fluidized catalytic cracking (FCC), common 
in the petroleum industry, uses catalysts contaminated with nickel, 
iron and other heavy metals with high magnetic susceptibility values. 
Some methods based on drum magnetic separators have been devel-
oped3,4 for catalyst recovery.

  
These are well-known applications, but the present chapter presents 

another structured presentation of magnetic separations applicable in 
chemical engineering and biotechnology. The structure of this analysis is 
based on the type of magnetic particles used and the technologies of their 
organization in separation devices. Complicated equations are avoided and 
the emphasis is on the physics of the processes. In this context, the illustra-
tions (the figures) used present the basic ideas and do not copy the original 
published counterparts.

6.1.2  �Topics Analyzed at a Glance
The term “magnetic separation” can, of course, have widely differing mean-
ings for different areas of application5 and the proper discussion requires a 
clear presentation of the technical information. The overview will be devel-
oped in three principal directions relevant to chemical and biochemical 
applications of magnetic separation techniques.
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6.1.2.1 � Mechanical Magnetic Separations
The magnetic particle attraction and separation from flow to surfaces of 
large magnetic bodies is an old technique involving fixed-bed operations 
in the so-called magnetic matrix filters.6 This separation technique has a 
well-developed theory with good support from experimental data. Aerosol 
filtration is among the oldest application of magnetically-assisted beds. It 
is thoroughly analyzed on the basis of published experimental data and the 
new insights developed through models.9 Magnetically-assisted gravity sed-
imentation together with high-gradient magnetic separation is among the 
oldest technique used in the mining industry for removing fine minerals 
from liquid–solid suspensions.

6.1.2.2 � Separations Involving Non-Tailored Magnetic Solids
The second trend in magnetic separation envisages specific involvement of 
magnetic solids such magnetite (natural or synthetic) and iron for separation 
of hazardous species from aqueous solutions including dangerous organic 
contaminants, heavy metals, etc. The principal point here is that the surfaces 
of the magnetic solids employed are natural, i.e. they are not tailored or func-
tionalized. Cementation of metals by iron in magnetically-assisted particle 
beds is a good example. Here, the magnetic separation itself is the second 
step in the final stage of the process, where the magnetic solids with depos-
ited species on their surfaces have to be removed and subsequently treated 
(utilized, deposited or processed).

6.1.2.3 � Separations Involving Magnetic Solids with Tailored and 
Functionalized Surfaces

Separations with tailored solids having magnetic properties form the third 
major trend in magnetic separations. Here, the mechanical magnetic sepa-
ration from liquids is a secondary step, while the principal one is the specific 
adsorption onto the functionalized particle's surface.

6.2  �Mechanical Magnetic Separations
Mechanical separations by gravity (or other physical fields) are old processes 
encountered in the mining industry and process separation units as well as 
in many technologies such chemical and pharmaceutical and in modern bio-
technology, etc. There are no published systematic analyses relevant to such 
applications even though some particular reviews on coal beneficiations7,8 
and mechanical separations by magnetically-assisted fluidized beds9 were 
published in the last decade.

We start with particle–particle separation, exploiting the possibility of the 
magnetically-assisted fluidized beds to attain different regimes controlled by 
the fluid flow and the field intensity. Hence, the controllable apparent bed 
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density and rheological parameters form the background for development 
of the solids–solids separation based on the “dense medium” approach—the 
lighter components of the mixture float upwards to the top surface while the 
heavier ones sink.

The fluidized bed is always recognized as a technique that can be used for 
particle separation either by size or density. Since the minimum fluidization 
velocity depends on the size and the density of the fluidized bodies, we get 
directly a possibility for segregation along the bed depth. The easily-fluid-
izable particles go to the top while the others requiring a high energy to be 
fluidized remain in the bottom section. Hence, with equal density, the finest 
particles float to the top and the particle size increases with depth towards 
the supporting grid. Alternatively, with almost equal particle sizes but in a 
mixture of powders with different densities, the heavier form the bottom sec-
tion while the lighter ones flow to the top. Some basic features of magneti-
cally-assisted fluidization which form the basis of separation processes are 
present next.

6.2.1  �Magnetically-Assisted Fluidization (MAF)
Magnetic field-assisted fluidization, in general, employs magnetic solids 
as catalysts, bubble breakers or bio-supports, whose motions and spatial 
arrangements within the working volume can be controlled by external  
magnetic fields. From a general point of view, the possibility to control the 
solid-phase motion affects the external diffusion resistance with respect 
to heat and mass transfer, depending on the hydrodynamic conditions at 
the vicinity of the solid–fluid interface. The latter, as a well known fact, is 
pre-determined by the size of solids used and the fluid viscosity—increase 
in the particle size increases the working flow rate but reduces the fluid–
solid contact area and vice versa. These comments are valid for all mass 
transfer (separation) operations where solids back-mixing is undesirable, 
such as adsorption, ion-exchange and special separations based on the 
same principles. In fact, the limits just mentioned above are natural restric-
tions imposed by the fact that all existing chemical technologies are gravity- 
dependent ones. That is to say, fluid–solids contact can be performed in 
either fixed-, fluidized beds or in transport flows.

The possibility of applying an external physical fields, i.e. magnetic, results 
in additional body and surface forces acting on the magnetic solids and leads 
to: (1) particle arrangements impossible in the gravitational field alone;10 (2) 
operations beyond the point of minimum fluidization9,10 (in the absence 
of a magnetic field) without particle mixing, or in conventional terminolo-
gy—we get fixed bed conditions at high fluid throughput and low hydraulic resis-
tance10 (see later in this chapter); (3) point 1 and 2 simply mean that particle 
size reduction is possible, affecting both external diffusion resistance and 
intra-particle transport (in the case of porous solids).

In a magnetically-assisted reactor (separator) the field assists the process 
acting on the magnetic solids inside the reactor but the main energy source 

http://dx.doi.org/10.1039/9781782623632-00161


165Magnetically Assisted Separations in Chemical Industry and Biotechnology

creating mixing of all phases involved is due to the fluid flow, as in the classi-
cal fixed- and fluidized bed reactors widely encountered in practice.10

6.2.1.1 � Operating Modes
MAF can operate with two-phase (fluid–solids)10–16 and three-phase (gas– 
liquid–solids)17,18 systems as can all non-magnetic counterparts encountered 
in contemporary fluidization technologies. With respect to flow organization 
of the phases, we have: (a) fixed-bed with upward and downward fluid flow 
(two-phase systems); (b) moving-bed with countercurrent (upward) fluid 
flow, mainly for gas–solids systems; and (c) fluidized bed mode.

The magnetic field is additional to the existing gravitational one (affect-
ing all phases) and can be applied in two basic operation (magnetization) 
modes: (a) Magnetization FIRST and (b) Magnetization LAST.
  

●● Magnetization FIRST10,11 implies application of the field on an ini-
tially fixed bed, i.e. batch solids mode, and then the fluid flow starts 
to increase—the bed is undergoing fluidization. This is the classical 
operational mode with many advantages because it allows creation of 
a “meta-stable” fixed bed, known as a “magnetically-stabilized bed” 
(MSB) with a structure depending on both the field strength and fluid 
flow, and predetermined, of course, by the field-lines orientation. The 
break-up of the MSB is the fluidization onset.10

●● Magnetization LAST10,12 means application on an already fluidized bed. 
The field action results in particle aggregation, bed collapse (reduction 
in bed height) and increase in the solid–fluid slip velocity. The increase 
in the field intensity results ultimately in a fixed bed, known as a “frozen 
bed”, where all solids are completely settled at the column bottom  
(supporting grid). The structure of the final “frozen bed” is entirely 
dependent on the orientation of the field applied.13

●● On–Off (Pulsed field) magnetization. This is a rarely-employed technique, 
but there are literature sources,10,14 mainly on gas–solids systems. The 
bed alters between a completely fluidized state and a “frozen bed”, i.e. 
this is a rapidly performed Magnetization Last during the On periods 
(field turned on).15

  

6.2.1.2 � Magnetic Fields Used
Magnetically-assisted reactors employing magnetizable solids operate (in 
general) with steady state (DC) magnetic fields.10 There are some attempts10 
with alternating (50–60 Hz) current-energized magnetic systems but the 
results are unsatisfactory with respect to those obtained with DC. The 
coils generating alternating fields have high inductances and reluctance  
resistances thus reducing the field intensities required to attain sufficient 
interparticle forces to allow control of the bed structure.
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The fields are mainly generated by coils without iron elements and based 
mainly on long solenoid systems (Figure 6.1a), multicoil systems (Figure 
6.1b) or Helmholtz pair (Figure 6.1c) or saddle coils (Figure 6.2). The first 
three types of magnetic systems (Figure 6.1) generate fields parallel to their 
axes of symmetry. In contrast, the saddle coils create a field with lines trans-
verse to the coils' vertical symmetry axes. Taking into account the tradi-
tional design of chemical reactors as columns with cylindrical cross-section 
arranged vertically, when such reactors are magnetically-assisted we get two 
principal configurations: Axial fields and Transverse fields.10

When the magnetic field has a strong non-homogeneity, mainly in a lat-
eral direction (i.e. along the column radius), then significant body forces 

Figure 6.1  ��Schematic of magnetic systems used in MAF for homogeneous axial 
fields (a) solenoids; (b) multicoil system; (c) Helmholtz pair, more 
details area available elsewhere.10

Figure 6.2  ��Schematic of saddle coils generating homogeneous transverse mag-
netic field Inset: field lines across the column cross-section. More 
details area available elsewhere.10
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pulling the suspended particles (e.g. in Magnetization LAST mode) toward 
the windings of the magnetic system occur and they adhere on the column 
wall. Therefore, the non-homogeneous fields lead to non-homogeneous dis-
tribution of the particles in the volume of the fluidization vessel and decrease 
the efficiency of the fluid-particle contacts. This is the reason for widespread 
use of homogeneous fields (see also the comments in the next section) despite the 
fact that, from a physical point of view, any field may act in accordance with the 
scenarios described above.

6.2.1.3 � Hydrodynamic Background
6.2.1.3.1  Solids Flow Through the Reactor: Operating Modes.  There 
are two operating modes with respects the solids flow through the reactor 
volume:10

  
●● Solids batch – an amount of solids is charged into the reactor and when 

the process is over the particles may be removed, or not, for the next 
step of regeneration. Solids Batch operations are also applicable to 
particle beds of admixtures of magnetic particles and non-magnetic 
bio-supports.10,18

●● Moving solids (or moving beds) – there is a continuous particle flow 
through the reactor. The creation of moving beds is possible with all the 
magnetization modes – Magnetization FIRST, Magnetization LAST and 
On–Off.15

  

6.2.1.3.2  Fluidization Vessels.  In general, fluidization is performed in 
cylindrical vessels (columns) allowing a homogeneous gas distribution 
across the bed cross-section. This a basic principle of fluidization and its 
magnetic version is generally studied in such devices.9,10,13–18 An alternative 
version to the classical “cylindrical” fluidization is the spouted bed created 
in conical vessels (see Figure 6.3) which is a relatively new trend in this 

Figure 6.3  ��Magnetically-assisted gas-fluidization in a tapered vessel (transverse 
field) More details are available elsewhere10,19–21
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fluid–solid contacting technique.19–21 The conical vessel is encircled by a  
saddle coil magnetic system tall enough to cover the entire volume of the 
bed, creating a field transverse with respect to the cone symmetry axis. The 
axial fields are not suitable for these systems due to the induced preferential 
channeling and the impossibility to cover deep beds.

6.2.1.3.3  Bed Regimes Map.  Commonly, the original studies are moti-
vated by the need to operate either: at high working velocities, impossible in 
fixed bed regimes or to retain low-density magnetic bio-supports in the work-
ing volume due to their low minimum fluidization velocities. This is true, but 
the main idea, from a chemical engineering standpoint, is quite simple: to 
achieve high particle-fluid slip velocity, i.e., to decrease mass transfer diffu-
sional resistance in the liquid phase that finally yields enhanced mass trans-
fer operations. This is an essential formulation of the main idea—how to 
apply external magnetic fields to fluidized magnetic solids, either on prelim-
inary fluidized-particle or on fixed beds, enabling creation of a “stabilized 
bed” regime. Mass transfer and separation operations impose additional 
requirements17 such as low axial dispersion, almost plug-flow regime, etc. 
The phase diagrams in Figure 6.4 demonstrate the principle bed regimes in 
axial and transverse fields.10

Figure 6.4  ��Schematic representations of phase diagrams (regime maps) (a)  
fluidization LAST (axial field); (b) fluidization LAST (transverse field); 
(c) fluidization FIRST (axial field); (d) fluidization FIRST (transverse 
field) Comprehensive information is available elsewhere.10
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6.2.2  �Magnetically-Assisted Particle–Particle Separations by 
Density

6.2.2.1 � Batch-Solids Separations
If a mixture of magnetic and non-magnetic particles undergoes fluidization 
in a magnetic field10 then segregation by size and density occurs.22 The  
segregation is a time-dependent process and its duration can be controlled 
by either the fluid flow or the field intensity.23 When the magnetic component 
in the mixture dominates, the separation process is easier, needs shorter 
times, lower gas flow rates and relatively low field intensities.23

Batch separations of particles were thoroughly investigated24,25 for removal 
of fluorite, barite, tantalite and tin with specific gravities of 3.2, 4.5, 6.6 and 
7.4, respectively, in the size range 2.00–2.38 mm by settling through magneti-
cally-assisted beds (axial fields). Separation of materials which are practically 
inseparable (Fe, Cr and Ca from limonite) by conventional techniques was 
successfully carried out considering such beds as magnetically controllable 
heavy media.26

The magnetic beneficiation of coal can produce fuels containing lower 
levels of sulphur and ash-forming minerals.27 Gas-fluidized magnetically- 
assisted beds of magnetic pearls were used extensively for studying  
possibilities of coal beneficiation.28–32 The pearls (recovered from coal ashes) 
are by-products of coal combustion in conventional plants and mainly 
comprise Fe3O4 in the form of hollow spheres with a density in the range 
1300–2200 kg m−3.

The separation in magnetically-assisted beds is strongly affected by the bed 
rheology which is strongly non-linear,13 exhibits Bingham-like flow proper-
ties with a field-dependent yield stress33 and depends on the regime attained 
beyond the fixed-bed regime of the magnetically-stabilized bed (MSB) with 
Magnetization FIRST mode.10

Magnetically-assisted fluidization was successfully tested in high-gradient 
magnetic separations of copper oxide superconducting particles.34,35 The 
experiments with YBCO pellets (Y2O3, BaCO3 and CuO), backed at 960 °C 
and ranged from 38–105 µm. The composition included 25 wt% orthorhom-
bic and 75 wt% tetragonal phases of YBCO compound. The fluidization was 
performed with Magnetization FIRST mode10 in an axial magnetic system 
generating a field with a strong vertical gradient. In fact, this is the unique 
magnetically-assisted fluidization carried out under cryogenic conditions of 
77 K. Looking for the mechanism of separation, the Meissner effect force FM 
acting on a particle with volume Vp and magnetic susceptibility χp has to be 
taken into account, namely
  

	 p p
M

0 p

d
1 3 d

V B
F B

z


 
 

    
	 (6.1)

  

http://dx.doi.org/10.1039/9781782623632-00161


Chapter 6170

Since the YBCO material exhibits a strong anisotropy, the Meissner force 
depends on the particle orientation with respect to the field lines. The  
Meissner force effect is that the free particles suspended in the gas particles 
are selectively driven towards the direction of the field gradient dB/dz. Short 
fluidization runs of about 30 min are enough to attain the equilibrium in 
the superconducting concentration profile. This separation technique 
requires almost calm conditions with ceased bubbling that can be achieved 
by approaching a fluidization of the Geldart's group A36 through reduction in 
the particle diameter or by control of the magnetic interparticle forces.9

6.2.2.2 � Continuous Cross-Flow MSB for Particle–Particle 
Separations

The cross-flow magnetically-assisted bed consists of a channel (Figure 6.5) 
with a bottom having slight inclination to enhance the movement due to 
gravity in a direction transverse to the fluid flow.13,32,37 The field can be cre-
ated in any direction by a magnetic system surrounding the channel, thus 
controlling the mobility of the magnetic particles.

A mixture of non-magnetic solids of different densities entering the bed 
near the bottom at the left end of the channels will be separated in compo-
nents floating towards the top with different speeds. The speed of motion 
of particular solids towards the bed top surface depends on the density and 
the size of the particles and can be controlled by the fluidizing flow and the 
field intensity, both of them affecting the density and fluidity of the dense 
magnetic medium.9,13

Figure 6.5  ��Schematic of continuous cross-flow magnetically-assisted bed for solids–
solids separation.
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6.2.3  �Particle Separation from Flow

6.2.3.1 � Magnetic Matrix Filters
Magnetic separation involves the selective capture of particles through the 
application of a magnetic force to overcome competing forces, such as hydro-
dynamic drag, gravity and, for <10 µm particles, interparticle surface forces. 
The magnetic force acting on a paramagnetic particle in a field of intensity 
H is given by38
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The high-gradient magnetic separation (HGMS) devices are based on sole-

noids as magnets, being the most economic devices for the generation of 
large uniform magnetic fields with strong enough field (H). By packing the 
solenoids with fine ferritic steel wire (called the matrix), the uniform fields 
produced by the solenoids are perturbed and very high field gradients are 
produced at points where the grains (or the wires) are in contact. The mag-
netic force on a given particle can, therefore, be increased by increasing the 
field intensity H and the field gradient dH/dx inside the magnetic packing of 
the matrix.

In general, the HGMS separation requires a preliminary treatment 
of the system containing particles that have to be removed. This initial 
step is mainly flocculation: magnetic flocculation by brief application of 
a magnetic field, chemical flocculation by adding flocculants or magnetic 
seeding (a heterogeneous flocculation of a magnetic host particle and a 
non-magnetic target particle). As a result of particle flocculation, the 
formed aggregates easily attract to the element of the magnetic matrix due 
to high field gradients inside the matrix structure. HGMS was successfully 
applied to magnetic seed filtration,39,40 copper removal,41 environmental 
applications combating eutrophication of inland waters,42 dissolved heavy 
metals (by an initial chemical coagulation and subsequent magnetic seed-
ing),43 paramagnetic dust filtration,44 radionuclides removal from techno-
logical wastewaters.45

We refer to HGMS as a step in separation technologies because, as it was 
mentioned, this is not a separate process, but more a stage in a technolog-
ical chain. In cases where flocculation is not needed, the flow with particles 
to be captured passes directly through the matrix46 and in these cases are 
cases of so-called magnetic filtration. The magnetically-assisted granular 
filters are almost the same as the classical deep-bed filters widely encoun-
tered for cleaning liquids and gases but the packing is magnetic, mainly iron 
spheres6,47–50 or strings (wires).51 The magnetic filter is a dynamical system 
with time-dependent accumulation of solids depending on the performance 
of the capture properties of the single elements building the matrix. In 
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general, the matrix should have porosity in the range 0.4–0.5 and the steady-
state filtration efficiency Ψ 47 depends on the filter length (depth) Lfilter
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The filter coefficient λf[m] is known also as absorption coefficient β[m]. The 
filter efficiency depends on the size of the particle to be removed and this 
effect becomes more prominent in the micron and sub-micron range.51,52 The 
filtration efficiency is inversely proportional to the fluid superficial velocity51 
and this effect is strongly related to the capturing mechanism by adhesion 
and magnetic attractive forces in the cavities close to the contact points of 
the magnetic beads.53 The common assumption is that the flow is within the 
Stokes' regime, that is the Reynolds number based on the particle (the grain 
forming the bed) size is Rep = 1. Both the capture and the collection in the 
cavities close to the contact points are limited from above by the critical dis-
tance, named the saturation radius rsat.53 Accumulation of particles beyond 
this limit leads to detachment and re-emission from the filter.

6.2.3.2 � MSB-Based Aerosol Filters
The magnetically-stabilized bed (MSB) is a meta-stable state with a fixed 
structure due to strong interparticle forces of induced magnetic cohesion10 
and suitable to be used as a magnetic filter.9 Some principle features of the 
MSB9,10 relevant to the filter performance should be outlined as:
  
	 (1) � MSB operates at velocities beyond the minimum fluidization point of 

the ordinary fixed bed (zero field intensity) forming the magnetic filter 
medium.

	 (2) � MSB has a structure dependent on the simultaneous action of both 
the fluid flow and the field intensity.

	 (3) � MSB filters are easily renewed by switching off the field and vigorous 
fluidization.

	 (4) � MSB can be created in various magnetic field orientations and the exist-
ing literature data reveal only two distinct situations:9 (a) MSB filters in 
axial magnetic fields and (b) MSB filters in transverse magnetic fields.

  
Because the field controls the particle arrangements in the bed body it 

is desirable to create structures having maximum capturing efficiencies. 
Obviously, any channeling, gaps and pockets in the bed body would reduce 
the capturing efficiency. Taking into account the knowledge about the MSB 
structure9,10 then particle arrangements almost transverse to the fluid flow 
are suitable solutions. This idea directly leads to application of MSBs created 
in transverse fields as filter media.

We have started speaking about MSB filters, which implicitly indicates we sug-
gested the Magnetization FIRST mode as the operation for the creation of the 
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filter medium. This is a natural stage in the development of the idea since the ini-
tial fixed bed undergoing fluidization is already well-known as a filter medium; 
thus, we only go beyond the minimum fluidization point in the absence of a 
field, enhancing the granular medium properties by applying external magnetic 
fields. However, we have to remember that magnetically-assisted fluidization in 
the Magnetization LAST mode can create the so-called “frozen bed12,13 when a 
sufficiently strong field intensity arrests any particle motions of the preliminary 
fluidized particles. This bed has loose and strongly anisotropic structure with 
bad filtration properties, as will be commented upon further in this chapter. 
However, the transverse magnetic systems based on saddle coils54 (see Figure 
6.6) create deep beds with structures suitable for effective particle capture.

6.2.3.2.1  Aerosols Capture in Magnetization FIRST Mode: Axial 
Fields.  This is the oldest application of MSB filters based on the doctoral 
thesis of Paul Geuzens55,56 with a magnetite bed assisted by an external axial 
magnetic field. The filtration efficiency, in general, decreases in time and 
depends on the bed depth Lf, namely:
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The filtration coefficient λf is a function of the overall bed porosity ε and is 

inversely proportional to the filter grain diameter dpf. In contrast to the dom-
inating studies with talc and non-ferrous dusts, the group of Macias-Machin57 

Figure 6.6  ��Aerosol filter in a transverse field. (a) filter bed with saddle coil mag-
netic systems and spouted-bed aerosol generator (SBAG), (b) schematic 
representation of the bed structure and flow paths.
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reported filtrations of iron oxide particles (axial fields). In general, these studies 
do no differ too much from the ones performed with non-ferrous dusts. How-
ever, the increase in the field intensity yields increased filter efficiency attaining 
a value of about 93% because some of the dust particles exhibit remanent mag-
netism allowing the capture mechanism to be enriched by a magnetic cohesion.

6.2.3.2.2  Aerosols Capture in Magnetization LAST Mode: Axial Fields.  The 
group of Tien58–60 developed the idea for MSB filters in more detail, applying 
the Magnetization LAST mode. These experiments of Albert and Tien58 per-
formed in the frozen bed filters9,10 revealed increased efficiency with respect 
to the bubbling bed.

6.2.3.2.3  Aerosols Capture in Magnetization FIRST Mode: Transverse 
Fields.  In axial fields, in order to create an almost homogeneous particle 
arrangement, the beds should be relatively short,9,10 which affects the filtra-
tion efficiency. Transverse field magnetic systems are rare in MSB filtration61 
but fields created by saddle coils allowed use of filters with depths about 
3 times the column diameter61 (bed heights never attained in axial magnetic  
systems). In addition, such MSB filters avoid bed channeling, and the reduced 
filtration efficiency per unit bed length (due to the looser bed structure) is 
compensated by use of tall beds.

6.2.3.3 � Aerosol Filtration by Magnetically Semi-Fluidized Beds
A successful combination of the features of the fluidized and fixed beds 
controlled by a magnetic field is magnetic semi-fluidization (MSF).62,63 In 
contrast to the classical non-magnetic semi-fluidization64,65 MSF uses a top 
screen (see Figure 6.7) with an aperture greater than the particle size, i.e., 
the particles flow through the screen in the absence of a magnetic field. The 

Figure 6.7  ��Semi-fluidized beds – basic schematics (a) non-magnetic version; (b) 
magnetic semi-fluidization.
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idea of MSF is to create a flexible partition over which permeability can be 
controlled by an external magnetic field.

In accordance with the classification of MAF,10 magnetically semi-fluid-
ization belongs to batch solids fluidized beds with the Magnetization FIRST 
mode. The mode suitable for aerosol filtration is the so-called “Type A”13,63 
when the field intensity at the position of the initial static bed is not enough 
to cause bed stabilization at the column bottom and the fluidization onset 
is unaffected. However, the field intensity is enough to stop the magnetic 
particle entrainment through the top screen and enables the formation of a 
fixed bed beneath it. This fixed bed filters the aerosols. The decontamination 
of the saturated bed is simple: the field should be turned off and the gas flow 
rate reduced to a value insufficient to transport particles to the top screen; 
hence it easily elutriates the accumulated aerosol from the bottom fluidized 
bed and ensures easy collection in bins or other vessels.

6.2.3.4 � Magnetically-Assisted Cake Filtration
This filtration, the oldest technique, was successfully enhanced by additional 
magnetic action66,67 by simple attachment of a magnetic system (a solenoid) 
to a filter press cell. The axial field (see Figure 6.8) generated by a supercon-
ducting magnet (up to 5 T) allows one to collect natural hematite with an 
average particle diameter of 4.7 µm. The filtration rate through the cake is 
governed by the Darcy law and the main idea comes from the basic law of 
magnetic flocculation caused by existing magnetic gradients. As a criterion 
for aggregation of a particulate system, the number EG,22 the inverse of the 
magnetic Bond number Bomg,16,68 was used:
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Figure 6.8  ��Schematic of basic principle of the magnetically-assisted cake filtration.
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The magnetic Bond number g
attractive forces between two grains

Bo =
Particle weightm  

is a measure of the stability of aggregates created by an external magnetic 
field against the destructive action of the forces of gravity.

6.2.4  �Magnetically-Assisted Gravity Sedimentation
Many processes in the production of hydrocarbons18 are catalyzed by iron, 
nickel or cobalt (see ref. 18 for many examples). In the slurry following the 
process, there are fine magnetic particles that have to be removed, recycled 
and used again. The main problems emerge when the particles are so fine 
that this results in a low settling velocity and a long processing time. How-
ever, when huge magnetic separators and strong magnetic fields have to be 
avoided, magnetically-boosted sedimentation is the clean, low-energy, easily- 
handled process avoiding complex equipment and maintenance.

In general, magnetically-assisted sedimentation (MAS) employs gravity as 
a driving physical field creating a relative motion of the solids with respect 
to the liquid (commonly almost stagnant) and does not require magnetic 
gradients to be created. There exist two principal scenarios for magnetically- 
assisted sedimentation to be carried out: (i) temporal, short time magnetiza-
tion (STM) of the suspension and consequent gravity sedimentation without 
field assistance and (ii) continuous magnetization (CM) during the entire 
process. Additional conditions such as field line orientation and duration of 
the magnetization process also affect the process efficiency.

Particles in a suspension exposed to an external magnetic field get induced 
magnetic moments. They start to aggregate when the magnetic attraction 
forces are strong enough to prevail over the fluid drag and any other surface 
or body forces stabilizing the suspension. The kinetics of flocculation is of 
key importance and of either fundamental or practical interest. Since the 
degree of flocculation depends on the intensity of the field applied at given 
properties of the suspended particles in weak fields, the attractive forces are 
comparable as an order of magnitude to the repulsive forces. Hence, there is 
threshold intensity for strong magnetic flocculation.9 Low field intensities 
promote the sedimentation of the aggregates because they are heavier and 
larger than the primary particles, so they settle rapidly. Further increase in 
the field intensity leads to strong aggregate–aggregate interaction, the for-
mation of large masses of particles, formation of skeletons of particles that 
actually do not allow the formation of sediment with the aggregates either as 
strings or rings.9

The experiments of White and Amornraksa69 (temporal magnetization) 
were motivated by the separation process of the Australian “Sirofloc” process 
developed for potable and waste water treatment using magnetic materials 
(finely ground mineral magnetite) to remove impurities.70 The fine magne-
tite was too costly, so its separation and recovery from the suspension was a 
mandatory step to reduce the process costs.71 Temporal magnetization is a 
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natural way to provoke flocculation of the induced magnetic dipoles, widely 
applied in the separation of minerals. It was successfully applied by Saxena72 
to the separation of micro-sized iron particles from hydrocarbons.

Refined tests concerning the field orientation effects and the magnetiza-
tion mode were carried out9,73 in magnetic systems used for magnetically 
assisted fluidization11 (without vertical gradients). The main outcomes of 
this study concerning the initial flocculation process can be summarized 
as:9,73 (i) stronger fields lead to shorter flocculation processes. (ii) The time 
required for particle aggregation increases in parallel with the liquid vis-
cosity, and (iii) the flocculation time is proportional to the single-particle 
settling velocity.

6.3  �Magnetic Separations Involving Magnetic Solids 
with Non-Tailored Surfaces

This section addresses separation involving magnetic particles with non-tai-
lored surfaces such as natural or synthetic magnetite, nickel, cobalt, iron and 
iron oxides. The principle of this separation approach is that target particles 
or species from aqueous solutions should have the ability to be adsorbed 
onto the surfaces of magnetic materials. The second separation stage could 
then be either filtration, sedimentation or high-gradient magnetic separa-
tions, all of them already discussed in the preceding section. Two principal 
directions are discussed next:
  

◼◼ Magnetic seeding, a process where fine, at a colloidal state, particles are 
attached at the surfaces of large magnetic particles by electrostatic, van 
der Waals and London forces, etc., thus allowing the larger aggregate to 
be removed by mechanical magnetic process as a subsequent step.

◼◼ Adsorption of heavy metals and hazardous (non-metallic) species from  
aqueous solutions by native or synthetic magnetic particles.

  

6.3.1  �Magnetic Seeding
Magnetic seeding flocculation, or more generally, particle–particle magnetic 
flocculation is a separation technique aimed primarily at separating non-mag-
netic or weakly magnetic particles from a suspension.74,75 The basic idea is 
that strongly magnetic particles, such as magnetite, are “seeded” into a fluid 
suspension where they coagulate with the “target” particles of interest. This 
technique has been widely used in the textile industry, the field of biology 
and in environmental protection.76–79 Furthermore, magnetic seeding floccu-
lation extends magnetic separation to include the removal of non-magnetic 
substances from a suspension. Additionally, magnetic seeding flocculation 
may be of enormous value in the remediation of radioactive groundwater 
contamination.80 In many applications,76,77,80 the overall goal is to maximize 
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the amount of target particles removed from the suspension while minimiz-
ing the amount of time required to carry out the separation process.

Although the feasibility and efficacy of magnetic seeding as a particle 
separation technique have been recognized for almost two decades,76–79 its 
mechanics are not very well studied. In the majority of magnetic seeding 
applications, a two-step process is employed (see Figure 6.9):
  

●● First, coagulation between magnetic seeds and target particles is pro-
moted either by exploiting the differences in magnetic susceptibilities 
of particles or by regulating their surface chemical properties.

●● Next, the removal of magnetic agglomerates from the fluid phase is 
facilitated by passing the suspension through a magnetized filter con-
sisting of a wire matrix, for example. Alternatively, the magnetic seed 
particles are removed from the fluid by a combination of magnetic and 
gravitational forces. An external magnetic field gradient exerts a net 
magnetic traction force.

  
For the separation of target particles that are weakly magnetic or non-mag-

netic, particles of higher magnetic susceptibility are introduced to form 
aggregates with the target particles. The aggregates have paramagnetic prop-
erties and thus can be easily removed by a magnetic filter. This process is 
called magnetic-seeding filtration. Magnetic-seeding filtration consists of two 
steps: (1) heterogeneous particle flocculation of magnetic and non-magnetic 
particles in a stirred tank and (2) high-gradient magnetic filtration (HGMF).

6.3.2  �Adsorption: Focusing on Magnetite as Adsorbent
We refer to the adsorption/desorption possibilities of the magnetite, both 
natural and synthetic, with respect to hazardous species dissolved in aqueous 
solutions.81 The analysis stresses the attention on typical hazardous contam-
inants such as uranium, cadmium, cobalt, europium and arsenic. This point 

Figure 6.9  ��Schematic representation of two-step magnetic seeding operation.
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is of primary importance when fashionable nano-scale magnetite particles 
are used for sorption. The choice of magnetite is special because this mineral 
exhibits strong magnetic properties easily allowing creation of devices and 
processes for both upstream (adsorption) and downstream (deposition) pro-
cesses carried out in fixed beds and magnetically-assisted beds. In addition, 
magnetite easily allows magnetic separation and remote deposition of the 
dangerous materials being handled.

Magnetite, or iron ferrite (FeO·Fe2O3) is a naturally occurring mineral, but 
can also be easily prepared in the laboratory from solutions containing ferric 
and ferrous ions82,83 in an Fe(iii)/Fe(ii) ratio of 2 (see more detailed analysis 
in ref. 81). Moreover, magnetite exhibits good adsorption characteristics with 
respect to a wide variety of species, such as dissolved metals, particulate mat-
ter, and organic and biological materials, as an economical and environmen-
tally inert material. Magnetite has a relatively low solubility in pure water 
where the pH is close to its point of zero charge (PZC) (established as PZC = 
6–6.8),84,85 but the solubility varies by changing pH and/or in the presence of 
complexing agents. In aqueous systems, iron oxides act as Lewis acids and 
adsorb water or hydroxyl groups (singly, doubly and triply coordinated to 
Fe atoms). Moreover, two OH groups can coordinate to one iron atom. The 
coordination of hydroxyl groups and number of surface sites depends on the 
crystal structure and morphology of the iron oxide.

There is an astonishing plethora of articles published on magnetite and its 
application in wastewater treatment. We focus the attention on two groups 
of magnetite particles: coarse particles and nanoparticles. The coarse magnetite 
particles dominated in the literature before the era of modern nanotechnol-
ogy. The coarse magnetite-based adsorbents exhibit surface areas compara-
ble to all other natural metal oxides used for the same purposes, i.e. water 
decontamination. The magnetite nanoparticles, in the last 10 years, and at 
present, are the only ones used for sorption processes in some aspects.

Coarse magnetite particles are sometimes found in large quantities in 
beach sand. Such black sands (mineral sands or iron sands) are found in var-
ious places, such as California and the west coast of New Zealand. Silicates, 
carbonates and other traces that affect both the color and the surface sorp-
tion properties commonly contaminate the grain surfaces. Desired fractions 
can be easily obtained by sieving.

Magnetite nanoparticles exhibit small particle size, large surface area, low 
cost and ease of preparation. Especially, with respect to wastewater treat-
ment, the nanoparticles offer great applicability but at the same time chal-
lenge development of new devices and operating conditions different from 
the classical ones operating with classical coarse adsorbents. These particles 
are easily separable from >98% of water solutions by the high-gradient mag-
netic separation (HGMS). Particularly for magnetite-based nanoparticles, an 
extremely small size of about 10 nm can be easily obtained thus providing a 
high contact surface area. The high surface area to some extent compensates 
for the increase in the mass transfer resistance due to increase in the thick-
ness of the stagnant liquid layer at the vicinity of the solid surface. Magnetic 
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nanoparticles display the phenomenon of super-paramagnetism, not keeping 
magnetized after the action of a magnetic field, which offers the advantage of 
reducing the risk of particle aggregation.

6.3.2.1 � Adsorption of Hazardous Species: Examples
6.3.2.1.1  Radioactive contaminants

Cesium. Milonjic and Ruvarac86 reported the adsorption of cesium (Cs), 
cobalt (Co2+ as less than 5 wt%) and cerium (Ce+) by magnetite at pH 2.2 
by batch experiments. In this context, the adsorptive properties of magne-
tite with respect to alkali metal ions were also investigated in batch experi-
ments.85 Tamura et al.87 reported adsorption of the long-lived isotope 60Co2+ 
onto spherical magnetite particles, a corrosion product from the inner layer 
of the cooling pipe systems in nuclear power stations. Catalette et al.91 used 
natural magnetite with some impurities (Fe3O4: 96 ± 0.6 wt%, SiO2: 2.4 ± 0.5 
wt%, CaO: 0.2 ± 0.1, Al2O3: 0.1 ± 0.1 wt%) in laboratory batch experiments 
for cesium sorption. The magnetite fraction <180 µm exhibited about 18.3 ± 
0.2 m2 g−1 specific surface area determined by the BET method. Marmier and 
Fromage92 commented especially on the cesium sorption on magnetite with 
silicate impurities. The experiments performed reveal that silicates can bind 
to the magnetite surface over a wide pH range with a maximum sorption 
different from 100%. According to Marmier and Fromage,92 the greater affin-
ity of cesium for silanol surface sites than for magnetite surface sites could 
explain the cesium sorption on natural magnetite with impurities.

Cobalt. Cotten and Navratil88 observed the adsorption of cobalt in a static 
field of a neodymium–iron–boron permanent magnet irradiating a fixed bed 
of magnetite. According to the authors, the ionic sorption is small in com-
parison to the particle sorption capacity: recall that cobalt is also magnetic, 
so the external field boosts the magnetic attraction to the magnetite surfaces. 
Tewari et al.89 reported absorption of Co2+ by oxides (Fe3O4, Al2O3 and MnO2) 
as a function of the solute concentration, pH and temperature. In all cases 
the adsorption increases with increase in pH within the range from 5.0–7.5.

Uranium. Uranium and associated radionuclides, in particular radium and 
radon, pose significant health risks to humans due to both radiotoxicity 
and chemical toxicity. Because isotopes of uranium have relatively long half-
lives (ranging from approximately 4.5 billion years for 238U to 245 thousand 
years for 234U,89) human ingestion of uranium causes only slightly increased 
risk of cancer. However, a more immediate risk is posed by the potential for  
kidney damage resulting from chemical toxicity. The mixed oxide, magnetite 
is assumed to be the main corrosion product of iron under anoxic condi-
tions. Thus, the role of magnetite in immobilizing uranium may be crucial. 
Because of the semiconductor character of magnetite, it can potentially function 
as a mediator of electrons in the reduction on the iron surface, leading to 
the precipitation of more insoluble UO2.90 In addition, magnetite contains 
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ferrous iron, which may also be able to reduce U(vi) species. The source of 
carbonate seemed to have no effect on the U(vi) removal by magnetite.

Europium. Being a typical member of the lanthanide series, europium (Eu), 
usually assumes the oxidation state of +3, but due to Eu2+ ion electron con-
figuration stability, europium also forms common compounds in oxidation 
state 2+, which are all slightly reducing. Europium has no significant biologi-
cal role and appears not to be particularly toxic compared to other heavy met-
als. It is as hard as lead but is the most reactive of the rare earth elements and 
rapidly oxidizes in air. Europium is produced by nuclear fission, also, but the 
fission products yield isotopes which are near the top of the mass range for 
fission products. Sorption experiments with natural magnetite91,93 revealed 
the effect of silica content on the efficiency of the process.

6.3.2.1.2  Heavy Metals

Chromium. Namdeo and Bajpai93 investigated deposition of a hexavalent 
chromium Cr(vi) onto synthetic magnetite nanoparticles from aqueous 
solutions in the temperature range 30–50 °C. The adsorption process follows 
Langmuir-type behavior and the sorption free energy (calculated by Dubi-
nin-Radushkevich as about 13.51 kJ mol−1) indicates the chemical nature of 
the adsorption process. The rate of chromium removal is reduced as the pH 
in the solution increases.94

Selenium. Selenium (a metalloid found in group VI of the periodic table 
below sulfur) is a natural trace element found in bedrock, but it is also intro-
duced into the environment by anthropogenic activities, such as mining and 
combustion of fossil fuels.95 Its environmental impact strongly depends on 
its speciation and concentration. In decomposition processes, Se2−is trans-
formed into Se(iv) (SeO3

2−) or Se(vi) (SeO4
2−). The former is more strongly 

adsorbed on the surface of iron oxyhydroxides and the adsorption process 
is largely pH-dependent. Martınez et al.96 studied the sorption of 79Se (Se(iv) 
and Se(vi)) onto magnetite because it is a mineral presented in the near-field 
of nuclear waste repositories that might represent an important retardation 
factor for the mobility of many radionuclides. For example, 79Se is one of 
the principal components of the radioactive wastes and the main selenium 
radioactivity will be due to the 79Se isotope (with a half-life of 6 × 104 years).

Arsenic. Arsenic is a heavy metal occurring in the environment in different 
oxidation states and form various species, e.g., As as As(v), As(iii), As(0) and 
As(–iii). Arsenic cannot be easily destroyed but can only be converted into 
different forms or at least transformed into insoluble compounds by contacts 
with other elements, such as iron, for instance. Inorganic arsenic generally 
exists in two predominant oxidation states, arsenite NaAsO2 and arsenate
Na2HAsO4, both of which are toxic to man and plants.98 Arsenic is a metal 
that can generate multiple adverse health effects because of the many chem-
ical forms it takes on. Arsenic-contaminated groundwater used as drinking 
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water has been a severe problem worldwide, especially in Bangladesh, India, 
some parts of Europe, South America and the United States.97,98 Convention-
ally, there are several methods for arsenic removal98 which include the fol-
lowing steps: coagulation and flocculation, precipitation, adsorption and ion 
exchange, and membrane filtration. In the context of the topic of the present 
analysis, we address the adsorption process, mainly by iron oxides, and onto 
magnetite in particular among these sorbents.

The iron oxides have a high affinity for the adsorption of arsenite and 
arsenate.99–101 Researchers have studied the effect of magnetite nanoparti-
cle size on the adsorption and desorption of arsenite and arsenate for water 
cleaning purposes. It was observed that decrease in the particle size results 
in increased adsorption maximum capacity for both arsenite and arsenate. 
On the other hand, the arsenic desorption was hysteretic, an effect demon-
strated strongly with decrease in the particle size. According to these authors, 
the hysteresis is due to higher arsenic affinity of the magnetite nanoparticles. 
All adsorption data were fitted with the Langmuir isotherm, but the As(iii) 
adsorption demonstrated pH independence.

6.3.2.1.3  Post-Adsorption Separations.  The next step, after the adsorption, 
is the removal of the magnetic adsorbents from the solution. Commonly, 
high-gradient magnetic separation (HGMS) is applied. As already mentioned in 
the cases of magnetic seeding and magnetic matrix filters, the conventional HGMS 
processes use fine steel wools or fixed beds of steel spheres to form a magnetic 
matrix.1,2,45,102–106 A common step in this process is the preliminarily floccula-
tion in order to create large particles (>1 µm in diameter). This approach is now 
widely applicable when magnetite nanoparticles are used as adsorbents. With 
coarse magnetic adsorbents, either HGMS is the suitable separation technique 
if large amounts of water have to be treated, or other techniques from the con-
ventional “arsenal” of the chemical engineering can be applied.

Therefore, as a natural consequence of the analysis of the absorption  
processes we like to focus attention on three principal issues affecting both 
the adsorption process performance and the separation step of magnetic 
particle removal from the aqueous solutions, namely:81

  
(a) � Perfect mixing in tanks (batch operations) followed by separations, 

either mechanical or magnetic, but this operating mode needs large 
volumes for the adsorption stage. The consequent separation process 
is either by filtration (membranes) or other magnetic methods.108

(b) � Adsorption in fixed-bed operations (in columns) where the deposited 
substances on the magnetic grain surfaces can be safely deposited 
afterwards. With respect to the magnetic adsorbent this operation is 
a batch one, while the wastewater flows continuously through the bed 
up the break-through point.

  
The classical fluid–solids contacting techniques using fixed or fluidized 

bed operations are limited by the particle size used. Decreasing the particle 
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size, we get the high surface area required for an efficient sorption process 
but at the same time this leads to reduction in the fluid flow rate which is lim-
ited from above by the minimum fluidization velocity. Moreover, the decrease 
of particle size results in bad flow distribution through the bed cross-section, 
channeling and fluid by-pass. The sorption process should avoid the solids 
back-mixing, so any problems emerging in the organization of a good fixed-
bed operation should be avoided.

6.3.2.1.4  Coarse Particles vs. Nanoparticles As Adsorbents.  The main 
problem in the sorption by nanoparticles is the impossibility to organize an 
efficient fixed-bed operation, because this contacting technique works quite 
well with particle sizes beyond 100 µm. Even with some micron-sized natural 
magnetite particles, the channeling and limited flow rate range do not allow 
the fixed-bed operation to be applied.

Hence, from the point of view of process organization, nanoparticles can 
operate in the batch perfect mixing mode, i.e., the same as in the laboratory 
flask, but at a larger scale, and then be removed by HGMS. The HGMS is not 
low-cost equipment and its application should be carefully analyzed before 
designing the entire separation process. On the other hand, coarse particles 
work quite well in fixed beds that are proven by many sorption operations 
and widely applicable.

What should be the technical solution following the laboratory experiments? 
Nowadays, the answer is straightforward: the nanoparticles are better due to 
the high surface area provided but inapplicable in large scale processes. The 
coarse particles are natural, have some impurities and work well in fixed beds, 
despite the fact that their specific surface area is lower than that exhibited by 
their nanoscaled counterparts. As usual, in the modern world, the common 
answer is: the choice is yours! However, realistic engineering should take into 
account all issues mentioned above and take a realistic decision.

6.3.2.1.5  Magnetically-Assisted Fluidization: An Alternative in the Adsorp-
tion Separations.  The sorption with magnetic adsorbents should compro-
mise the fixed-bed operation properties avoiding solids back-mixing and the 
use of coarse particles. The MSB operation practically avoids the use of a 
consequent magnetic recovery step when fine particles are collected from 
large liquid volumes. When the adsorption process is over, only a simple 
switching of the flow to another “fresh” column is necessary. Because, in the 
case of hazardous contaminants, either desorption or adsorbent recovery is 
undesirable, a remote removal of the saturated bed and a consequent safe 
deposition are necessary. Separations of various species from either gaseous 
or liquid flows are well analyzed.9,109

6.3.3  �Metal Recovery by Cementation
Cementation is a term describing an electrochemical precipitation of a metal, 
usually from an aqueous solution of its salts, by a more electropositive 
metal.110,111 It has been used for a long time in the industry for the recovery 
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of value metals, for example copper from iron scrap,112 from mine waters 
and process streams. The cementation (or contact reduction) is a process by 
which a more noble metal ion is precipitated from solution and replaced in 
solution by a metal higher in electromotive series. The general reaction for 
the cementation process is:113

  
	 mNn+ + nM = nMm+ + mN	 (6.6)
  
where N represents the noble metal and M denotes the reductant metal.

6.3.3.1 � Copper Cementation by Iron
Cementation by iron is used commercially to remove impurities from elec-
trowinning and electroplating solutions and to remove copper from a variety 
of leach solutions.114–116 Although there are many feasible cementation  
systems, the most intensively studied metal pair must be copper cementa-
tion by iron113

  
	 Cu2+ + Fe = Cu + Fe2+	 (6.7a)

due to different standard reduction potentials

	 Cu2+ + 2e = Cu (E0 = +0.34 V)	 (6.7b)
and
	 Fe2+ + 2e = Fe (E0 = −0.44)	 (6.7c)
  

The cementation occurs through shorted electrochemical cells in which 
the electrons for reduction of copper are transferred from the precipitant 
through the growing copper deposit.117 Cupric ion is reduced at the copper 
dendrite surface and iron, which supplies the electrons, is oxidized at anodic 
surface sites. The cementation process allows recovery of copper in a form of 
metal particles acceptable (when dry) in copper metallurgy. The cementation 
rate can be expressed as a first order chemical reaction113

  

	
2

2
c p

d Cu
Cu

d
k A

t


       	 (6.8)

  
[Cu2+] is the copper concentration, kc is the rate constant and Ap is the pre-

cipitant surface area.
The cementation process can be performed either in a fixed particle 

bed115,116 or in a suspended particle mode113,118 irrespective of the cementa-
tion couple, thus including fluidized beds.119 Particularly for copper cemen-
tation, Fisher113,120 recognized the fluidized-bed electrode and demonstrated 
the concept. In accordance with this concept, copper deposits broken away 
from the precipitant surfaces create a fluidized section near the iron surface.

Gros et al.121,122 used spherical martensitic steel shots (2.5 mm average diam-
eter ρS = 7440 ± 50 kg m−3) for copper cementation in magnetically-assisted 
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fluidized beds using a flat (i.e. 2D column placed between poles of an electro-
magnet with iron cores). The principal process variable is the liquid volumetric 
flow rate because the hydrodynamic effect on the external mass transfer diffusion 
resistance is of primary importance: this is the only way to control both the bound-
ary layer thickness around the particles and the deposit detachment. The facts 
confirm the mass transfer in copper cementation is under external diffusion 
control and may be manipulated by the fluid convection. Gros121 clearly demon-
strated that a magnetically stabilized bed of iron and zinc particles works quite 
well for copper cementation as a result of synergism of both the magnetic stabi-
lization, assuring good hydrodynamic conditions, and the combination of two 
cementation couples, copper–iron and copper–zinc, in same fixed bed.

6.3.3.2 � Silver Cementation by Iron
Silver is a naturally occurring element and a precious metal used in large 
quantities for many purposes, particularly in the photographic (and X-ray) 
industry as a unique light-sensitizing agent. When exposed to light, silver 
halides such as AgBr on photographic films are reduced to metallic silver. 
The waste X-ray/photographic films are very good sources for silver recovery 
with an amount of silver between 1.5 and 2.0 wt%. Silver recovery of spent 
photographic fixer solutions is of great economic and ecological importance; 
the ecologically acceptable concentration is <5 mg L−1Ag.123,124

Two of the most common methods of silver recovery from the fixer and 
bleach fix processing solutions are electrolytic recovery125,126 and metallic 
replacement127,129 (cementation). Silver ions will displace many of the com-
mon metals from their solid state. Cementation by iron (steel wool, iron 
shots, spheres or plates,130 and zinc plates131) and copper132 are among the 
oldest ones.133 Recently, natural magnetite was used for silver recovery.134

Silver cementation by iron spheres was carried out in magnetically- 
assisted beds created in axial fields.135 The magnetic field, in general, does not 
boost the cementation process itself, but the main effects on the silver recov-
ery are due to particle arrangement in the fluid flow and the larger fluid–solid 
contact area in the MSB. It was established135 that slightly expanded MSBs 
with increased fluid–solid contact areas and acceptable anisotropy in their 
particle arrangement are optimal for performance of high-efficiency recov-
ery processes. In any case the increase in the fluid flow rate yields increased 
silver recovery due to reduction of the external mass transfer resistance,  
irrespective of the particle bed structures used for cementation.135

6.4  �Magnetic Separations Involving Tailored and 
Functionalized Magnetic Solids

The presence of magnetic particles for separations in the literature is aston-
ishing and they are normally acceptable as materials that have to be developed 
for certain applications. However, we have to define the main targets in the 
development of magnetic particles for separations in an explicit way.
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Magnetic separations in biochemistry and biotechnolog have been 
restricted and of limited use up to the 1970's,136 before the boom in the per-
formance of nanotechnology. Since then, magnetic separation has found 
many useful and interesting applications in various biosciences and bio-
technology. Generally speaking, there are two types of magnetic bio-separa-
tions.136–138 In the first type, material to be separated is intrinsically magnetic 
so that magnetic separations can be performed without any modifications. 
Examples, such as red blood cells containing paramagnetic haemoglobin, 
magnetotactic bacteria containing small magnetite particles are just a few 
of the applications in biosciences. In the second type, one or more non-mag-
netic components or a mixture have to be rendered magnetic by the attachment 
of a magnetically responsive entity. The new-formed complexes have magnetic 
properties and can be manipulated by an external magnetic field.136

6.4.1  �Why Magnetic Beads?
Controlling the particle motion by the field is the primary objective, well-
known from the development of magnetic separations. The basic magnetic 
materials such as iron, nickel, cobalt and magnetite, do not work well as 
adsorbents for cells, proteins and viruses, which raises the problem for 
the creation of bio-compatible magnetic composite materials. Moreover, 
after the sorption of the target species from the solution subsequent down-
stream operations should be carried out. Separations by magnetic beads 
can be carried out by two approaches: Conventional downstream separations 
and separation focusing.

Separation of cells or enzymes from the culture medium is a mandatory 
step in downstream biotechnological processing. The traditional downstream  
operations such as thermal shock, filtration and disintegration techniques 
create stresses in the liquids containing the metabolic products, which are 
the final targets of the upstream processes. The thermal and mechanical 
stresses reduce the content and quality of useful metabolic products. The 
magnetic particles allow easy removal of immobilized cells, enzymes or 
other metabolite products from the processing fluid to avoid the negative 
effects on the classical downstream processing.

Separation focusing is another advantage of magnetic bio-carriers in the 
downstream processing. This simply means, making the particles magnetic 
with functionalized surfaces to be specific for adsorption of targeted sub-
stances of the multicomponent liquid.

6.4.2  �Magnetic Bead Manufacturing
Magnetic beads can be manufactured using inorganic materials or a number 
of synthetic and natural polymers.18 High mechanical strength, thermal  
stability, solvent resistance and resistance to microbial attacks are commonly 
desired features. The ease manufacturing and the excellent shelf-life make 
inorganic materials ideal supports. The main disadvantage of inorganic 
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supports is their limited functional groups for selective binding: the most 
useful method is the addition of reactive organic functional groups in silane 
coupling.

Magnetic beads are more commonly manufactured from polymers since 
they have a variety of functional groups that can be tailored to suit specific 
applications.139–141 The techniques described for the production of magnetic 
particles can be used for a variety of polymers. The polymer used as binding 
or coating agent will depend on the final application.18 The carriers must ful-
fill a number of criteria relating to their shape, size, rigidity, porosity, chem-
ical inertness, density, magnetic properties, hydrophilicity, surface charge, 
surface concentration of reactive groups, cost, ease of manufacture, steriliz-
ability, aggregation properties and mechanical strength.142–144

The magnetically susceptible supports are mainly porous beads created 
using different conventional materials applied as biocarriers or in chemi-
cal adsorption. Since many materials (polymers) are available as potential 
bio-supports from separations of proteins and cells from liquids, the key 
problems is: how to make them magnetic and selective?

There many methods to make the magnetic particle functionalized. We 
do not try to encompass all methods and types of particles available, but 
some examples are: magnetite distributed in cross-linked polysaccharide 
(chitin, agar, agarose, κ-carrageenan, dextran) beads and magnetite/cal-
cium alginate mixture,139,145–149 chitosan/polymer encapsulating magnetic 
particles,149,150 aminoalkylsilylated magnetite,151 poly(methyl methacry-
late) doped by magnetic particles;152,153 poly(methyl methacrylate) mag-
netic latex,154 magnetite included in polyacrylamide gel,155 thermo-sensitive 
polystyrene beads,156 composites based on vinylic templates,157 macropo-
rous polystyrene beads,139,158 duolite–polystyrene composite particles,140 
low-cost magnetic nitrocellulose159 and magnetically resposive carbons.160 
In general, the functionalized magnetic beads allow quick and efficient 
purification of crude cell extracts or recovery from other samples rich in 
cell debris, thereby eliminating the need for most of the pre-treatment 
steps, including centrifugation, filtration and membrane separation.161 
Therefore, there is a demand for low-cost, robust and reusable magnetic 
adsorbents.162

The use of non-porous magnetic particles for separations avoid problems 
emerging in the application of porous adsorbents since no intraparticle  
diffusion and binding are required to attain the desired separation.18 However, 
the incorporation of magnetic particles into the non-magnetic bio-active 
adsorbent materials may offer a possibility for it to bind specific proteins, 
for example, from the bulk of the liquid where the supports are immersed.

To complete this section we give some examples of magnetic affinity adsor-
bents, among them:
  

	(a) � Protein adsorptions:
●● Matrix containing magnetite colloids163 for protein adsorption.
●● Ni–Fe–B alloy-densified agarose gel for protein adsorption.164
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●● Magnetic macroporous cellulose cation exchangers for lysozyme 
recovery.165

●● Capture of lactoferrin from whey using magnetic micro-ion 
exchangers.166

●● Adsorption of bovine serum albumin on nanosized magnetic 
particles.167

	(b) � Bacteria capture and detection:
●● Vancomycin combined with FePt magnetic nanoparticles allows a 

sensitive and quick assay to allow Gram-negative bacteria, such as  
E. coli, to be captured and analyzed.168,169

	(c) � Enzyme removal:
●● Alginate microparticles as affinity adsorbent for removal of 
α-amylases.170

●● Covalently binding polyacrylic acid (PAA) on Fe3O4 superparamag-
netic nanoparticles for the recovery of lysozyme.171,172

  
The key problem in protein recovery by MSB is the particle design. We  

cannot encompass all specific problems of particle surface functionalization 
but recommend some references for further reading.137,138

6.4.3  �Examples of Bio-Separation Processes

6.4.3.1 � Affinity Chromatography
Magnetic supports with covalently-immobilized affinity ligands have proved 
to be effective in cell biology for affinity chromatography and human, ani-
mal and plant cell separation.145,173,174 Highly selective separation is achieved 
using the reversible complex formation between two or more interacting 
biological species. Enzymes are coupled specifically with substrates, inhibi-
tors, activators and coenzymes;175 antibodies bind to antigens; hormones to 
receptors; lectins bind to specific surface antigens, red blood cells and carbo-
hydrates,176 and magnetic agarose177 for protein adsorption.

Burns conceived a continuous contacting system with adsorption–desorp-
tion processing in an MSB-based device.145 The magnetically susceptible 
solids are introduced at the top of the bed in the magnetically stabilized bed 
(MSB) regime. The feed mixture containing the product is injected at the 
bottom of the bed. The desired product adsorbs on the supports while the 
non-adsorbed components travel up with the solvent. The magnetic solids 
are continuously removed from the bottom of the column and transported 
to a second stage with any MSB for a washing procedure and finally moved to 
a MSB-fluidized bed for desorption.

An MSB-based separator of proteins employing an axial field with a lysate 
entering the column at the bottom was developed by Noble.178 The exam-
ples in the patent178 claim that with increase in the free volume of the MSB, 
the lysate will pass through the separator without forming clogging, i.e. no 
fouling and plugging in the bed. The negative effect of the channeling was 
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compensated by recirculation of feedstock through the bed thus extending 
the residence time. In this context, magnetic agarose support (MAS) for  
protein adsorption in liquid–solid MSB was conceived.177

6.4.3.2 � MSB-Based Cell Affinity Separations
The separation of specific cells from mixed populations is essential for a 
complete understanding of the role of these cells in complex normal and 
pathological processes. In this context, Molday and Molday179 were pioneers 
in the field by using iron–dextran micro-particles and a high-gradient separa-
tor. The dextran was conjugated to Protein A to allow specifically labeling of 
red blood cells (RBC). The approach179,180 resembles screened magnetically- 
stabilized beds13 where the particles adhere magnetically on bars or wires 
with strong magnetic properties.

6.4.3.3 � Magnetic solid-phase extraction
Magnetic solid-phase extraction (MSPE) means adsorption of a desired com-
ponent onto a magnetic adsorbent recoverable from the suspension by 
appropriate magnetic separators.138,181,182 With this approach fine magnetic 
seed particles of magnetite (or silanized magnetite) were attached to yeast 
cell wall envelopes making them magnetic and amenable to separation.183,184 
In a similar way chitosan magnetic beads were developed for heavy metal 
removal.141,185,186

In MSPE, magnetic particles are added into the sample solution and the 
target analyte is adsorbed on the surface of the magnetic beads which are 
separated from the aqueous solution by means of an external magnetic force. 
In fact, the technique magnetic solid-phase extraction means a selective mag-
netic seeding. Making the surfaces of the coarse magnetic particles selective 
to specific substances by surface tailoring, it is possible to remove (extract) 
from the processing liquor only desired substances, in contrast to the clas-
sical magnetic seeding which is not selective with respect to the substances 
and particles attached.

Magnetic solid phase extraction methodology overcomes problems such 
as column packing and phase separation, which can be easily performed by 
applying an external magnetic field.138 To some extent, the MSPE technique 
resembles the one-step magnetic seeding as it was commented upon in the 
preceding sections of the chapter.

6.4.4  �Magnetic Membrane Separations
Gas separation and purification by polymer membranes is a promising 
technology with many advantages187 over the current separation methods 
such as cryogenic distillation and gas absorption. The low-energy con-
sumption and process flexibility when impurities have to be removed as 
well as the process's ability in allowing to separate molecules by size and 
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shape are attractive features, appealing for the feasibility of this separation  
technology.188–190 The effectiveness of the membrane separation depends 
on interaction of the active component to separate and the mainly active com
ponents of the membrane material. The contact between the penetrant and the  
polymer and the dispersion in the membrane body are of primary importance.187

Recently, a new concept to enhance gas separation processes, more pre-
cisely oxygen–air enrichment, by polymer membranes filled with magnetic 
powder (and consequently magnetized in a strong field up to 2 T), termed 
magnetic membrane separation,190–192 has been conceived.193 The common 
approach is to use polymer membranes prepared from ethyl cellulose and 
poly(2,6-dimethyl-1,4-phenylene oxide) (PPO) and filled with neodymium 
powder or iron oxides.194–197

The presence of the magnetic particle additives has an impact on the sep-
aration properties of the polymer matrix. Using this type of membranes in 
separation of gaseous mixtures restrains permeation of paramagnetic con-
stituents and promotes diffusivity of the diamagnetic component.197 In addi-
tion, the diffusion coefficient of nitrogen, for instance, increases from 8.66 
× 10−4 cm2 s−1 for the pure PPO membrane to 42.00 × 10−4 cm2 s−1 for that 
loaded with 10 wt% of Fe3O4 nanoparticles. However, under the same condi-
tions,197 in contrast to the nitrogen whose diffusivity increases about 5 times, 
the change in the diffusion coefficient of the oxygen is only from 8.71 × 10−4 
to 10.20 × 10−4 cm2 s−1.

If the membrane is made from a dense polymer, then the single gas dif-
fusion model can be described by the nonlinear Smoluchowski equation,198

  

	  
2

2

C C C
D k x

t x x
  

 
  

	 (6.9)

  
where k(x) is the coordinate-dependent drift coefficient and D is the dif-

fusion coefficient. The drift coefficient may vary from 0.1 up to 10 and is 
strongly affected by the presence of potential field (magnetic field in this 
case).193 In the simulations of Strzelewicz and Grzywna197 a value of k = 0.7 
corresponding to a field of about 0.3 T was used. Experimentally and by sim-
ulations, an almost linear relationship was established between the oxygen 
enrichment and the magnetic field strength.

Magnetic membrane separations offer a large area of application due to 
the possibility to control the process selectivity not only by the polymer prop-
erties but also by the external magnetic field applied to the filtration cell. 
This is a new and promising technology requiring much new experimental 
data and adequate mathematical models.

6.5  �Final Comments
These final comments avoid long and complicated decisions and stand-
points. Magnetically-assisted separation is a dynamic, developing area with 
novelties appearing every day in the scientific literature and practice. We 
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believe that the overview and the analysis made in this chapter and will serve 
as comprehensive source of information despite its limited format. How-
ever, for the scholars more interested in the field some further reading is 
recommended.1,7–10,12–18,109,136,138
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7.1  �Introduction
Development of efficient unit operations in chemical processing has always 
been one of the main goals in process intensification (PI). An efficient oper-
ation encompasses several subcategories from the safety, economy, environ-
mental and sustainability points of view. It results in diverse research fields 
and remarkable efforts to develop intensified technologies with beneficial 
consequences. Among the various aspects in the field of process intensi-
fication, maximizing the effectiveness of transport phenomena has tre-
mendous impact on intermolecular interactions, and interfacial and bulk 
materials processing.1 In every transport process, mixing has a crucial role in 
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homogenization of a specific property such as temperature or concentration 
and its effectiveness determines the unit energy consumption and size. This 
significant designation has a deterministic influence in chemical reactions 
that mixing and reaction rates are in the same order of magnitude in terms of 
characteristic time constants. In this case, mixing effectiveness affects prod-
uct distribution as well.2

In recent years, various external energy fields such as centrifugal, electric 
and ultrasonic were the subject of multiple studies to offer an alternative 
energy source for PI purposes. In this contribution, the magnetic field is 
introduced as a potential energy source to enhance homogenization in fluid 
phases. Basically, magnetic field energy transfer to a medium requires inter-
action with a magnetic material. The nonmagnetic nature of conventional  
fluids makes the magnetic-assisted mixing supposedly impractical. Nevertheless, 
magnetic suspensions obtained from dispersing magnetic particles in organic 
or aqueous liquid media make the general idea feasible. In addition, the con-
siderable, and also tunable, magnetization of magnetic suspensions and 
also well-established theories describing magnetic hydrodynamics enables 
modeling and design of magnetic-assisted mixing systems. In particular, the 
benign nature of most magnetic particles to biological samples, beside their 
multi-functionality and targetability, makes them attractive tools for lab-on-
chip or micro-total-analysis systems.3 However, utilization of magnetic manip-
ulation is not limited to this classification and can be extended to the broad 
concept of micromixing in chemical synthesis and processing with its advan-
tageous features in PI.4 Besides the mixing mechanisms based on particle–
field interaction, an electromagnetic field and an electrically conducting fluid 
lead to another type of interaction which is widely studied in the framework 
of magnetohydrodynamics. This type of interaction provides another opportu-
nity for fluidic manipulations without using a fluid with artificially bestowed 
magnetism but necessarily reliant on its electrical conductivity.

In this contribution, the main properties of magnetic nanoparticles (MNP) 
are introduced and subsequently the properties of their colloidal disper-
sions are discussed. After a brief presentation of the governing equations of 
motion of polar fluids, an analysis of how magnetic fluids can be actuated, 
driven and exploited in a mixing application is presented. Finally, the latest 
theoretical and experimental findings regarding the application of magnetic 
fields in the actuation of magnetic fluids for mixing purposes are thoroughly 
presented. In the last section, the theory of magnetohydrodynamics is briefly 
outlined to highlight the potential mechanisms envisaged in mixing applica-
tions despite the paucity of research activities in this emerging field.

7.2  �Mixing Based on Ferrohydrodynamics (FHD)
The application of magnetic nanoparticles in mixing processes has been 
studied for nearly a decade, however, the physical and mathematical princi-
ples of magnetic-assisted mixing phenomena have a substantial precedent 
in the context of FHD and magnetism. Accordingly, introducing an overview 
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in both of these topics can be instructive prior to the presentation of any 
practical application. Understanding the basic physical properties of mag-
netic nanoparticles (MNPs) is essential because they bestow the hosting fluid 
medium with a polar nature that is the main consideration in the derivation 
of the governing equations of motion for such nanofluids. The medium of 
interest in this current subject of mixing is basically fluid-phase, hence the 
properties MNPs when dispersed in a liquid carrier should also be studied 
form both magnetic and hydrodynamic aspects. It should be noted that such 
colloidal dispersions of MNPs are also known as ferrofluids. While Brownian 
agitation prevents nanoparticle sedimentation and, to some extent, magnetic 
dipole–dipole induced agglomeration, it is insufficient to undo agglomera-
tion by the short-range van der Waals attraction, thus requiring surfactant 
agents and/or the nanoparticles to be electrically charged to achieve stability 
of the colloidal system by providing sufficient steric or electrostatic repul-
sion forces on each particle surface in the carrier aqueous or organic liquid.5

Magnetization of magnetic particles is a size-dependent property. In the 
length scales ranging from several to tens of nanometers, MNPs are single 
domains and before approaching a critical diameter they exhibit superpara-
magnetism.5 This category of particle shows considerable saturation mag-
netization in magnetic fields while their magnetization drastically declines 
when the magnetic field drops to zero and consequently results in zero coer-
civity. Hence, superparamagnetic nanoparticles (SMNPs) are known as soft 
magnets since they intrinsically have no permanent magnetism.

Aligned magnetic moments of SMNPs in the absence of magnetic fields are 
randomized due to thermal fluctuations. Accordingly, an important param-
eter for characterization of soft magnets is defined as Neelian relaxation 
characteristic time, which determines the time scales of randomization of 
magnetic moments inside the crystalline structure as a result of thermal agi-
tation. This time scale is described by an expression in the form of eqn 7.1 6

  

	
p

B
n e

KV

k Tτ τ= 	 (7.1)
  

where kB is Boltzmann's constant, Vp is the magnetic particle core volume, 
K is an anisotropy constant, τ is the reciprocal of the Larmor frequency of the 
magnetization vector in the anisotropic nanoparticle field, and T is the tem-
perature. As the size of nanoparticle increases, the magnetic energy barrier 
(KVp) of domains becomes stronger and Neelian relaxation time increases 
exponentially. In this state, MNPs turn into hard magnets showing coercivity 
in their magnetization curve.7 As the particle size further increases, the single 
domain of magnetic moments splits into subdomains. This energetically- 
favoured transition from single domain to multi-domain structure occurs at 
a critical diameter which is unique for each magnetic material. As an exam-
ple, the magnetite critical transition diameter is estimated to be 128 nm.5 
Multi-domain magnets still show coercivity in their magnetization curves 
but it decreases drastically when the size of the nanoparticles increase.
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The decay of magnetization by the Neelian relaxation mechanism is insignifi-
cant for hard MNPs. However, this type of MNPs can exhibit another mechanism 
of magnetization shuffling in the colloidal state, known as Brownian relaxation. 
This mechanism stems from the fact that the dispersed particles are uninter-
ruptedly exposed to the Brownian movement of molecules in the carrier fluid 
the result of which is the perturbation of the magnetic moments via bodily 
movements of the nanoparticle. This relaxation time is given by eqn 7.2 6

  
	 H

b
B

3V
k T
η

τ = 	 (7.2)
  

where VH denotes the hydrodynamic volume of the particle including the 
surfactant layer and η is the dynamic viscosity of the liquid. It is important to 
note that as particle size increases τn increases exponentially while τb grows 
linearly. Thus, for larger particles, Neelian relaxation can be neglected when 
compared to Brownian relaxation.8

7.2.1  �FHD Transport Equations
Description of the governing equations of motion for an incompressible and 
polar fluid makes the inference of possible mixing mechanisms theoretically 
possible. Derivation of FHD transport equation as accomplished by Shlio-
mis9 requires analysis of both linear and angular momentum transport phe-
nomena. We can here provide a brief description of the physical basics of the 
mathematical derivation. In the absence of magnetic field, each nanoparticle 
follows the fluid velocity field (u) and can spin if the velocity field has a non-
zero vorticity (∇ × u ≠ 0). In the presence of a magnetic field, the exerted mag-
netic torque can impede or augment the intrinsic spin of nanoparticles.10 
The particles, as a result of external torque, gain an internal angular momen-
tum which is in continuous exchange with external angular momentum of 
the entire fluid resulting in a net total angular momentum of the colloidal 
suspension. Assuming magnetic colloids as a polar continuum—each fluid 
sub-continuum element is in both angular and linear momentum exchange 
with its surrounding classical linear momentum transport—is no longer 
valid in such systems. The asymmetric nature of the stress tensor in the 
equation of motion modifies the linear momentum transport formulation in 
the form given by eqn (7.3).
  
	             2D
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where ρ is the fluid density, ω is the spin density vector, p is the hydrodynamic  
pressure, ζ is the vortex viscosity and F is the sum of gravitational and magnetic 
body forces.

For the angular momentum transport, one has:
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where λ′ is the bulk spin viscosity, η′ is the shear spin viscosity and ρG is 
the magnetic angular momentum received from the external magnetic field 
(µ0M × H) to the magnetic body and its value is reduced or augmented by A. 
Physically, A is an outcome of the asynchrony between the rotation of fluid 
sub-continuum originating from inherent vorticity and magnetically-driven 
spin. Thus, this parameter should be a function of their difference correlated 
with a coefficient referred to as vortex viscosity:

	 A = 2ζ(∇ × u − 2ω)	 (7.5)
  

For a magnetic material, the magnetic body force density (Fm), also known 
as Kelvin force, is expressed as follows:6

  
	 Fm = µ0(M·∇) H	 (7.6)
  

where µ0 is the vacuum permeability, M is the magnetization vector and H 
is the magnetic field vector. Kelvin force manifests itself when there is a spa-
tial heterogeneity in the applied magnetic field or magnetic susceptibility of 
the colloidal suspension.

The magnetization vector in eqn (7.3) and (7.4) is not necessarily aligned 
with the applied magnetic field lines and may be shifted and perturbed from 
the saturation magnetization (M0) in a fluid experiencing a magnetic field. By 
introducing a mathematical description of each phenomenon playing a role 
in magnetization, a phenomenological equation for magnetization can be 
derived in the following form:9

  
	 ( )1

0
D
Dt

τ −= × + −
M

M M Mω 	 (7.7)
  

The first term in the right hand side of this equation represents the shift 
of the magnetization vector while rotating in an average angular velocity 
ω whereas the second term defines perturbation of the magnetization as a 
result of relaxation. MNPs exhibit dissimilar behaviors in response to vari-
ous magnetic fields. Consequently, in the following sections, the interplay 
between magnetic fields and MNPs, possible realizable mixing mechanisms 
and the most recent practical approaches will be explained.

7.2.2  �Mixing with Static Magnetic Fields (SMF)
SMF are invariant in time and can be spatially uniform or non-uniform. While 
a moderate intensity magnetic field applied to a stagnant and homogeneous 
ferrofluid cannot trigger any directional manipulation and movement of 
nanoparticles,8 a magnetic field applied to a sheared ferrofluid may affect 
the linear momentum or the angular movement of suspended particles. Any 
individual particle in a velocity field such that ∇ × u ≠ 0 freely rotates with 
fluid vorticity as result of hydrodynamic torque. A normal to vorticity mag-
netic field impedes free rotation of particles whereas the stationary magnetic 
torque resists the hydrodynamic torque. This resistance to rotation induces 
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an additional dissipation of fluid kinetic energy and is known as positive 
magnetoviscosity.11 In Section 7.2.4 the experimental attempts to explore 
mixing in this condition will be discussed.

If the magnetic field direction is in the same direction as the vorticity vec-
tor, the magnetization vector is superposed on the axis of rotation without any 
interference with the exerted hydrodynamic torque and accordingly particles 
have no angular momentum exchange with their carrier. In this condition, a 
linear momentum transport balance with an additional term accounting for 
magnetic body force (Kelvin force) will suffice to describe fluid flow.12 We will 
show how this situation can be exploited in a mixing application but primar-
ily, to better unveil the potential of Kelvin force on mixing, a vector operation 
on eqn (7.6) can be instructive. By using the vector identity:
  
	 (H·∇) H = ½∇(H·H) − H × (∇ × H)	 (7.8)
  

Assuming the magnetic susceptibility (χi) as being equal to the ratio of 
magnetization vector to magnetic field, then the Kelvin force can be rewrit-
ten as:
  
	 Fm = ½µ0∇(χiH·H) − H × (∇ × H)	 (7.9)
  

By applying Ampere's law for magnetic fields (∇ × H = 0):
  

	 ( ) ( )2
0 i 0 i

1 1
2 2
μ χ μ χ= ∇ + ∇ ⋅H H HmF 	 (7.10)

  
Eqn (7.10) suggests two conceivable mechanisms for driving a magnetic 

fluid. The first mechanism is based on the spatial heterogeneity of magnetic 
field intensity as expressed in the second term of the right-hand side of eqn 
(7.10). The second mechanism is based on the fact that magnetic suscepti-
bility is a concentration-dependent parameter. This means that, even in a 
uniform magnetic field and gradient magnetic concentration, a driving force 
for the movement of MNPs also possibly exists.

Tsai et al.13 presented the first application of SMF in mixing by placing 
a permanent magnet with moderate magnetization (2.2 Kg) underneath 
the channel of a Y-mixer with the magnetic field perpendicular to the flow 
direction. Mixing performance, characterized based on visualization in an 
observation window downstream of the channel, shows near complete mix-
ing between magnetic and nonmagnetic fluids flowing alongside each other 
in Reynolds numbers of about unity. Mixing between (nonmagnetic) water 
and a ferrofluid on the basis of pure diffusion shows no prominent evolution 
downstream of the channel, however, the indistinct and blurred interface 
confirms that MNPs protruded into the contiguous stream when the magnet 
was placed under the channel.

Characterization of mixedness based on visualization can reveal how 
MNPs are dispersed into a sample for specific applications when MNPs are 
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the targeted materials and their uniform dispersion in another sample is 
crucial. However, one may expect a thorough homogenization between fluids 
wherein MNPs act exclusively as mixers. The unique property of ferrofluids  
makes the latter objective possible. Every magnetic particle dispersed in 
a carrier liquid is in intermolecular interactions with chemisorbed surfac-
tant and solvent molecules. Particles moving in a specific direction will 
drag the accompanying solvent molecules inducing bulk movement of the 
whole nanofluid, a phenomenon analogous to electroosmotic flow. Zhu  
et al.14 experimentally verified such behavior in a microfluidic device 
designed for water/ferrofluid mixing studies and confirmed simultaneous 
homogenization of both MNPs and solvents. The geometry of the studied 
system is a circular chamber, 1 mm in diameter with three inlets. With such 
configuration of inlet channels, two flow patterns can be established. In one 
pattern, ferrofluid is the core stream and in the other one is the cladding one. 
A uniform magnetic field with adjustable intensities up to 10 mT is applied 
perpendicular to the main flow direction as depicted in Figure 7.1.

Prior to experimental investigations, the mixing efficiency between fer-
rofluid and water was predicted by solving the coupled linear momentum 
transport and advection–diffusion equation of concentration in the condi-
tions that Reynolds number is close to 1. By assuming a linear relationship 
between magnetic susceptibility and MNP concentration, velocity of the sus-
pension and concentration distribution of MNPs can be calculated. Despite 

Figure 7.1  ��Schematics of the flow of ferrofluid and water in (A) ferrofluid-core and 
(B) ferrofluid-cladding configurations. (Reproduced from ref. 14 with 
permission from the Royal Society of Chemistry.)
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the magnetic field direction being apparently normal to fluid vorticity the 
effect of angular momentum exchange on velocity profiles is neglected in 
the adopted formulation. Nonetheless, the simulation results depicted in  
Figure 7.2 show that in the absence of magnetic force all the velocity vectors 
include axially directed components while magnetic actuation can produce 
vertical components as well. This deviation from parabolic profile is even 
more severe in the cladding pattern in which the flow field in some regions 
exhibits remarkably irregular and vortical patterns. Thus, it is expected that 
the magnetic force perpendicular to the flow direction can drag magnetic 
fluid toward nonmagnetic regions and reduce the diffusion path.

Calculated and measured mixing efficiencies in the ferrofluid cladding 
configuration are higher for specified flow rates. However, for both configu-
rations, a magnetic flux ca. 10 mT is required to reach the maximum mixing 
efficiency and also a minimum magnetic intensity is required to trigger mag-
netic force and evince its effect.

Since the simulated and experimental mixing efficiencies are based on 
concentration distribution of MNPs, an uncertainty in concentration unifor-
mity of carriers in both flow patterns exist. To resolve this ambiguity, the 
authors devised an experiment in which a mixture of water and fluorescent 
dye flows on one side and ferrofluid flows next to it in the same fluidic cell. 
Analysis of fluorescent dye intensity in the entire cell under the action of SMF 
reveals a relatively uniform pattern and validates homogeneous distribution 
of the carrier fluid as well as the magnetic nanoparticles in the entire volume 
of the mixing chamber.

Wen et al.15 further scrutinized the mixing mechanism under SMF and 
demonstrated the effect of magnetic fields on stretching magnetic fluids 
and on the inception of instabilities in micro-devices. The observed and 
simulated transient concentration patterns provide a more vivid under-
standing of the dominant mechanism for the enhanced mixing. As depicted 
in Figure 7.3, the studied mixer consists of an electromagnet placed along-
side the exit channel of a Y-mixer with a 1000 × 150 µm cross-section.

Figure 7.2  ��Simulated velocity profiles (A) with no magnetic field, (B) with applied 
uniform magnetic field in ferrofluid-cladding and (C) ferrofluid-core 
configurations. (Reproduced from ref. 14 with permission from the 
Royal Society of Chemistry.)
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The fluids in contact are water and a ferrofluid consisting of 10 nm mag-
netite nanoparticles. The degree of mixing is quantified by grayscale analy-
sis of three observation windows nearby: up-, mid- and downstream of the 
channel. The adopted formulation to model the fluid motion is similar to the 
approach of Zhu et al., however, in the magnetic body force term, the gradi-
ent of magnetic susceptibility is neglected without justification and, instead, 
a magnetic force field as a result of gradient magnetic field is considered as a 
body force. Spatial non-uniformity in the magnetic field imposes some diffi-
culties in the calculation of the magnetic force field. It requires numerically 
solving Maxwell–Ampere's law and Gauss's law for magnetic flux density  
provided that the coil geometry and current in the electromagnet are known.

A mixing process without application of magnetic field would result in less 
than 20% homogeneity while a magnetic field having 90 Oe peak strength 
improves mixing up to nearly 95%. The simulated and observed concentra-
tion profiles confirm development of instabilities in the shape of narrow 
finger structures in up- and downstream channel regions as illustrated in 
Figure 7.4.

These structures reduce the diffusion path from the length scale of the 
device to the fingers. By virtue of a scaling analysis of diffusional transport, 
the role of instabilities in promoting mixing can be interpreted with order of 
magnitude estimations:16

  
	 tm = l2/Di	 (7.11)
  

where tm, l and Di are, respectively, the diffusion time, length and coeffi-
cient. The mixing time between two parallel streams in the length scale of 
1 mm with an approximate diffusion coefficient in the order of 10−9 m2 s−1 
can be estimated to amount to ca. 1 ks. The length of observation window 

Figure 7.3  ��(A) Microfluidic chip with electromagnet (B) simulated magnetic field 
lines with corresponding peak strength of H = 60 Oe. The three rectan-
gles in (B) represent observation windows for mixing quality evaluation 
based on grayscale analysis. (Reproduced from ref. 15 with permission 
from John Wiley and Sons. Copyright © 2011 WILEY-VCH Verlag GmbH 
& Co. KGaA, Weinheim.)
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in Figure 7.4 tests is 700 µm leading to finger lengths of the order of 100 
µm corresponding to a time scale of diffusion ca. 10 s. In accordance with 
scaling analysis, the experimental time for a complete mixing is about three 
seconds. It is important to note that development of fingers cannot be gen-
eralized to all the processes in which a magnetic fluid penetrates into an 
aqueous nonmagnetic fluid on account of the ferrofluid viscosity which is 
typically multiple times that of water.

In addition, magnetic field orientation has a pronounced impact on the 
formation of instabilities. In fact, the finger structuring is favored in the 
regions where the magnetic field is oblique to flow direction. In contrast, 
the parallel magnetic field lines between two poles have a stabilizing effect 
and can transmogrify fingers into parallel strips. In the downstream region, 
fingers are formed once again and finally the concentration gradients fade 
away. Such a stabilizing effect of parallel magnetic fields has been previously 
reported by Rosensweig.17

7.2.3  �Mixing with Oscillating Magnetic Fields (OMF)
Various parameters influence nanoparticle motion in an OMF and before 
any attempt to deduce a mixing mechanism, it is important to clarify 
nanoparticle and magnetic field interactions. The response of MNPs to an 
OMF is acutely reliant on intensity and frequency of the OMF, the relaxation 
time constant of MNPs (τB) and the hydrodynamic time constant (τh = 1/|∇ × 
v|).10,18 When the magnetic field oscillation time scale (τAC = 1/fAC) exceeds the 
nanoparticle Brownian characteristic time or the nanofluid hydrodynamic 

Figure 7.4  ��Experimental observation and numerical prediction of finger-shaped 
instabilities development in the observation windows at t = (A) 0 s (B) 
0.5 s (C) 2 s for magnetic field peak strength H = 60 Oe. (Reproduced 
from ref. 15 with permission from John Wiley and Sons. Copyright © 
2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.)
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relaxation, the magnetic field will not single out a preferred direction for a 
collection of rotating nanoparticles. Incidentally, as soon as the magnetic 
field intensity falls from the amplitude peak to zero or rises from the ampli-
tude valley to zero, in those brief moments where the field reaches nearly 
zero value, the magnetization vector becomes very loosely locked to the 
magnetic field direction and can thus be disrupted through hydrodynamic 
shear or, randomly, through Brownian relaxation. Thus, when the magnetic 
intensity reaches its highest algebraic value over the next quarter of an oscil-
lation, the magnetic moment vector of each nanoparticle aligns itself anew 
with that of the magnetic field. Such random orientation in each half-cycle 
will not allow the MNPs to rotate in single direction.18 In such case (τAC > τh 
or τAC > τB, see Figure 7.5a and b) the measured viscosity known in the liter-
ature as positive rotational viscosity (∇η > 0) is inflated.8 On the other hand, 
when the period of oscillation is fast enough (τB > τh > τAC), the competing 
phenomena are not able to significantly deviate the magnetization vector 
and the nanoparticles are forced to rotate in synchrony with the magnetic 
field. In the brief moment of zero intensity, the hydrodynamic torque will 
flip the nanoparticles to rotate in the same direction as the fluid vorticity. 
Furthermore, owing to the exerted magnetic torque, the nanoparticle angu-
lar velocity is accelerated to align its magnetization vector parallel to the  
magnetic field direction. This sequence replicates itself over each half- 
period and leads to a nonzero macroscopic angular velocity of nanoparti-
cles.18 In this case, energy transfer from the AC magnetic field to the fluid 
flow via rotating MNPs occurs. This oriented energy transfer decreases 
apparent viscosity of the ferrofluid and leads to a negative rotational viscosity 
(∇η < 0, see Figure 7.5c).

Figure 7.5  ��Impact of AC-field magnetoviscosity phenomena with respect to the rel-
ative order of Brownian, hydrodynamic and AC time scales: (a) τAC > τh > 
τB, Δη > 0; (b) τh > τAC > τB, Δη > 0; (c) τB > τh > τAC, Δη < 0
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Rotating microparticles and nanoparticles, as theoretically and experi-
mentally evidenced,19–21 can resemble a magnetic stirrer and can have a 
profound impact on mixing. If one wishes to implement mixing with OMF 
with a mechanism tantamount to rotating microparticles, the operating 
parameters should be appropriately adjusted. Normally, Brownian relax-
ation time of MNPs in the size of 10 nm in aqueous media, in the order 
of 10 µs, necessitates application of the OMF typically with frequencies as 
high as 100 kHz. Hence, moderate frequencies are practically inoperative in 
mixing applications. Experimental proof of this statement will be described 
in Section 7.2.4. However, an oscillating field with moderate frequency can 
also stir magnetic fluids to promote mixing on the basis of a similar Kelvin 
force-driven mixing mechanism as for SMF. Whether the Kelvin force is 
based on application of a spatially non-uniform magnetic field or magnetic 
susceptibility, the governing equations of motion are those described in 
Section 7.2.4 but in case of an OMF, the magnetic field intensity is time 
dependent, often sine wave-like.

Wen et al.15,22 investigated the mechanism for enhanced mixing between 
magnetic and nonmagnetic fluids in Y-mixers with similar characteristics 
as described earlier in Section 7.2.2 The pathway of mixing in the observed 
and simulated transient evolution of concentration profiles is analogous to 
what has been investigated in the case of SMF. Finger-shaped arrays sim-
ilarly developed under the action of OMF in the regions where the oscil-
lating field is oblique to the flow direction while in the midstream the 
interface is stabilized and perturbed again when passing the second pole 
of the electromagnet. The findings of Wen et al. also show that a magnetic 
field normal to the water/ferrofluid interface can produce fingers if the 
magnetic field intensity passes a threshold and a critical magnetic inten-
sity exists for the onset of instabilities on the interface. When the mag-
netic field intensity is less than a critical value, the narrow fingers evolve 
into broader shark-like fins whereby the mixing performance drops as a 
consequence.

Munir et al.23 reported application of residence time distribution (RTD) 
analysis in theoretical characterization of ferrofluid flow in a rectangular 
channel under OMF. The RTD of magnetic fluid was numerically predicted 
while the fluid is flowing in a channel with two current-carrying conductors 
on the top and bottom surfaces of the conduit (see Figure 7.6).

The direction of current in each conductor is perpendicular to the flow 
direction and can be in the same or opposite direction with respect to one 
another. In such configuration, each conductor generates a non-uniform 
circular magnetic field with higher intensity near the conductor surface. 
Once a concentration pulse of MNPs suspension is fed into the channel, 
the average concentration of MNPs at a point downstream of the chan-
nel can be calculated by solving the coupled convection–diffusion and 
linear momentum transport equations. According to these authors' sim-
ulations, the residence time distribution of the nanofluid in a magnetically- 
actuated system with various actuation scenarios is narrower in shape,  

http://dx.doi.org/10.1039/9781782623632-00198


Chapter 7210

i.e., of slimmer variance, in comparison to the conditions when axial disper-
sion is governed by diffusion and advection. The dependency of magnetic 
susceptibility on the MNPs' concentration triggers a Kelvin force and by 
manipulating the current direction in each conductor, periodic pulling and 
pushing forces on the MNPs prompt secondary vertical velocity compo-
nents. However, these simulations kept silent about the computed velocity 
profiles though in accordance with the narrower RTD signals, the magnetic 
field might possibly have altered the parabolic character of the velocity 
profile.24

The approach of Munir et al. to induce magnetic disturbances in a fluid 
flow undeniably requires MNPs concentration gradients. In absence of con-
centration gradients, thermal agitation is in permanent interference with 
magnetic energy to undertake nanoparticles' motion and would oppose mag-
netic forces to harness the MNPs. Therefore, the effectiveness of a magnetic 
field should be quantitatively assessed in comparison to thermal perturba-
tion of nanoparticles. To perform such analysis, a dimensionless number 
expressing the ratio of magnetic energy to Brownian kinetic energy can be 
used.8 This ratio is described by eqn (7.12).
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where d is the diameter of the MNPs. For a suspension of magnetite 

nanoparticles with the average size of 10 nm, the intensity of magnetic field 
should be larger than 100 kA m−1 to ensure R ≈ 1. This analysis reveals that 
nanofluid flow characteristics such as RTDs cannot be manipulated mag-
netically using a moderate OMF. An effective mechanism of mixing even in 
homogeneous ferrofluids will be explained in the category of rotating magnetic 
fields in the Section 7.2.4.

Figure 7.6  ��Schematic representation of confined space for numerical analysis of 
RTD.29 (Reproduced from Microfliud. Nanofluid., 10, 2010, Residence 
time distribution analysis of magnetic nanoparticle-enhanced mixing 
using time-dependent magnetic actuation in microfluidic system, A. 
Munir, © Springer-Verlag 2010. Reprinted with kind permission from 
Springer Science and Business Media.)
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7.2.4  �Mixing with Rotating Magnetic Fields (RMF)
Application of RMF in mixing with the assistance of magnetic particles was 
first theoretically conceived by Calhoun.25 A collection of magnetic particles 
can form various types of assemblies bound together by interacting magnetic 
dipoles. These assemblies rotate when they are subjected to RMF and can 
promote the mixing rate in two different regimes identified by the structure 
of chains. In the first regime, whenever stronger dipole interactions prevail 
between particles in comparison to the shear forces exerted on the assem-
bly's body, a collection of particles leads to stable magnetic chain stirrers. 
In the second regime, on the contrary, the shear forces are able to overcome 
and weaken the dipole interactions undoing the chains which experience 
continual formation and breakup. Demarcation between these two regimes 
is characterized by a dimensionless number proposed by Gao et al.26 which 
accounts for the ratio of hydrodynamic torque to magnetic torque for a  
collection of N particles in a RMF rotating with frequency f:
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It is experimentally shown and theoretically proven25,26 that rotation of 

particle assemblies is subject to reformation and breakup sequences for RT < 
1 whereby mixing times are lesser than for the conditions when RT > 1. When 
used in typical mixing applications, this method requires mixing times in the 
order of several minutes. In addition, Wittbracht et al.27 estimated effective 
diffusion coefficient with magnetic particle stirrers to be only 32% higher 
than pure diffusion.

It was argued earlier in Section 7.2.1 that rotating MNPs can exchange 
their magnetic angular momentum (or internal angular momentum) with 
the surrounding fluid. In an oscillating magnetic field, the state of momen-
tum transport is frequency dependent and also fluid vorticity is sine qua non 
a trigger for rotation. In a rotating magnetic field, in contrast, a magnetic 
torque is constantly exerted on the nanoparticles setting them into rotation 
even in the absence of bulk advective fluid flow. Magnetically-excited angu-
lar momentum can drive the carrier fluid and produce an external angular 
momentum which manifests itself as a torque-driven flow.28 Besides this 
macro scale effect of internal rotation of a magnetic fluid, another phenome-
non pinpointed in smaller scales by Hajiani and Larachi19 can prove to be an 
efficient mixing tool. The mechanism supporting this phenomenon is based 
on a conception that every nanoparticle will drag the surrounding fluid by 
means of viscous forces prompting vortex formation around each nanopar-
ticle. Spinning of the nanoparticles causes entrainment of their neighbor-
ing fluid elements resulting in an effective reduction of the diffusion length 
scales. The discussion to follow provides experimental evidence in support 
of such a postulated mechanism for the mixing ability of dispersed MNPs 
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in a fluid carrier subject to RMF. It is first instructive to have a glimpse on a 
recent study by Gravel et al.29 who used an optical method for the visualiza-
tion of the MNP suspension stimulated by RMF. An example of microscopic 
images of a suspension consisting of 16 nm MNPs at 0.005 volume fraction 
is shown in Figure 7.7.

Although vortices in the submicron range cannot be detected at such level 
of scrutiny in Figure 7.7, the coherent vortical structures in the larger scales 
are discernible. The work of Gravel et al. confirmed that formation of vortices 
and their size depends on various operating variables such as RMF frequency 
and intensity, and magnetic volume fraction and nanoparticle size. Prior to 
providing any explanation for the emergence of such vortices, it is worth men-
tioning that every two co-rotating vortices when reaching a critical distance 
go through an elliptical deformation, diffuse into each other and grow in size. 
The two deformed vortices will finally form a single structure. This phenom-
enon, known as vortex merger, is strongly dependent on vortex radius, a, and 
inter-vortex separation distance, b. Various criteria for the merging condition 
as a function of a/b ratio have been reported.30 By extension an analogy can 
be drawn between vortex merger at the micron scale, as discussed above, and 
the merger of vortices prompted by the rotating magnetic nanoparticles at 

Figure 7.7  ��Optical images of magnetic suspension of 16 nm magnetite nanopar-
ticles submitted to a uniform RMF of 31.4 kA m−1 with a frequency of 
(a) 10 Hz (b) 50 Hz (c) 100 Hz (d) 200 Hz. Suspension consists of 0.005 
volume fraction of MNPs.29 (Reproduced from Chem. Eng. J., 260, O.  
Gravel et al., Inception of vortical coherent structures from spinning 
magnetic nanoparticles in rotating magnetic fields – New nanofluid 
microscale mixing tool, 338–346, Copyright (2015) with permission 
from Elsevier.)
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the nanometer scale. Interestingly, as RMF frequency is increased, the coher-
ent structures become larger in size which is conceivably due to the larger 
spheroids around each nanoparticle as illustrated in Figure 7.7.

Vortex size cannot grow limitless but showcases a limiting size after a cer-
tain frequency of rotation is attained. Such a growth limit may be explained 
by considering the act of hydrodynamic forces on the larger assembly of 
MNPs inside a vortex and their subsequent breakdown, a process similar 
to deformation of rotating chains of magnetic microparticles. Ultimately, 
merging and deformation reaches an equilibrium state leading to a speci-
fied distribution of vortex size. Larger MNP concentrations tantamount to 
reduced inter-particle distances increase the likelihood of merging. Emer-
gence of these vortices within the MNP suspension is evocative of turbulent 
eddies in which motion is manifested into pseudo-turbulence by conversion 
of magnetic energy, via magnetic torque, into kinetic energy transferred to 
the carrier fluid.

Experimental studies by Hajiani and Larachi19 revealed that stimulated 
transport at such small scales in ferrofluids subject to RMF is prone to reduce 
significantly the diffusion time scales. For this purpose, self-diffusion coeffi-
cients of diluted ferrofluid in a capillary tube have been measured by means 
of an electrical conductimetry method. The capillary has 1 mm inner diame-
ter and 40 mm length with two pairs of conductivity wire electrodes located 
at equal distances from both ends. By injecting a brief tracer pulse at one 
end, the transient evolution of electrical conductivity near each probe can be 
monitored over time. A uniform rotating magnetic field is generated by six 
current-carrying coils on the periphery of a hollow cylinder and the capillary 
tube is placed in the bore space normal to the cylinder central axis as illus-
trated in Figure 7.8. Each pair of coils located across each other is energized 
with an alternating current (AC) with a specific frequency and the currents in 

Figure 7.8  ��Schematic of 2-pole 3-phase magnetic field generator top view and the 
inserted capillary cell.19 (Reproduced form Chem. Eng. Process., 71, P. 
Hajiani and F. Larachi, Giant effective liquid self-diffusion in stagnant 
liquids by magnetic nanomixing, 77–82, Copyright (2013) with permis-
sion from Elsevier.)
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each pair are phase shifted by 2π/3 thus providing a rotating magnetic field 
with a rotation frequency equal to the frequency of the AC currents. If two 
adjacent coils with the corresponding ones across them are energized with 
an AC current, the resulting magnetic field will be an oscillating one with the 
direction normal to the center axis of the magnet bore. A SMF with similar 
direction can also be generated if the AC current is switched to DC.

It was observed that the time required to reach equilibrium with equalized 
conductivities registered at both capillary ends is reduced from about 1300 
min to 10 min upon enabling RMF with frequency and intensity as high as 
100 Hz and 31.4 kA m−1, respectively. Initiation of other mixing mechanisms, 
such as those induced by Kelvin force, is precluded under such experiments 
because the injected tracer pulse consisted of the same magnetic concentra-
tion as the ferrofluid already present inside the cell. The estimated diffusion 
coefficient of such a magnetically-actuated system neared two hundred times 
the normal self-diffusion coefficient of the diluted ferrofluid. Furthermore, 
the diffusion coefficient increases with the magnetic field rotational fre-
quency though the enhancement tends to plateau beyond a certain frequency. 
This is in accordance with optical observations of Gravel et al.29 which reveal 
that after a specified frequency, vortex growth was halted. Likewise, amplifi-
cation of the magnetic field follows qualitatively a similar trend by strength-
ening the nanostirrers' agitation. Measurement of the diffusion coefficient 
at high frequencies as a function of RMF intensity shows an ascending trend 
confirming the advantageous effect of magnetic field intensity.

The concept of nanostirrers active within stagnant fluids has also been 
extended to dilute (0.001 to 0.005 volume fraction) ferrofluids in motion by 
Hajiani and Larachi.24,31 The authors showed that RMF active in the plane 
transverse to the flow direction can notably modify the flow characteristics 
reducing the axial dispersion coefficient (D) in laminar flow and also enhanc-
ing the lateral mixing. Dispersion was quantified by means of tracer pulse 
tests and by fitting an open–open axial dispersion RTD model.32 The axial 
dispersion coefficients thus obtained were found to decrease upon enabling 
the RMF. This can be visually picked up from the narrower residence time 
distributions despite Reynolds numbers corresponding to purely laminar 
flows. Figure 7.9 illustrates such dependency versus Reynolds number for 
various RMF frequencies. The magnetic field parameters have also consid-
erable effects on axial dispersion in a manner similar to that exemplified  
earlier in the case of self-diffusion coefficients. Similarly, higher frequencies 
of RMF drastically reduce axial dispersion while after a certain frequency, 
this exhibits no further reduction.

7.2.4.1 � Comparison of RMF with OMF and SMF in Lateral 
Nanomixing of Ferrofluid Capillary Flows

It was previously explained that low frequency OMF cannot result in any sin-
gle oriented rotation of MNPs. Yet another experimental evidence of such 
a phenomenon can be observed when the capillary tube is perpendicular 
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to the OMF direction. In the range of tested frequencies, i.e., 10 to 100 Hz, 
no pronounced variation in axial dispersion can be observed. Undoubtedly, 
Brownian relaxation for ca. 16 nm MNPs of the order of 10 µs is notably 
shorter than the RMF period (0.1 to 0.01 s). The momentary zero passage of 
OMF will reshuffle randomly the orientation of the MNP magnetic moments, 
thus over the whole cycle the net rotation direction of the nanoparticles is 
zero. Therefore a mechanism for mixing similar to RMF cannot be expected 
from low frequency OMF. Figure 7.10 portrays how RMF and OMF affect axial 
dispersion coefficients as a function of frequency.

The effect of SMF has also been studied by Hajiani and Larachi31 but in 
that case flow direction and magnetic field were set parallel to each other 
to investigate how competing magnetic and hydrodynamic torque affect 
the flow characteristics. SMF, depending on its intensity and also MNP con-
centration, can evince different impacts on axial dispersion. In low inten-
sity fields, the magnetic torque exerting on the nanoparticles is not strong 
enough to overcome the hydrodynamic torque, while after a certain mag-
netic field intensity, RTD signals broadened corresponding to inflating axial 
dispersion coefficients in contrast to the effect of RMF. This dependency is 
depicted in Figure 7.11.

Figure 7.9  ��Effect of Reynolds number and RMF frequency on axial dispersion coef-
ficient shown as a dimensionless number. Experiments performed with 
φ = 0.001, H = 31.4 kA m−1.24 (Reproduced from Chem. Eng. J., P. Hajiani 
and F. Larachi, Reducing Taylor dispersion in capillary laminar flows 
using magnetically-excited nanoparticles: Nanomixing mechanism for 
micro/nanoscale applications, 492–498, Copyright (2012) with permis-
sion from Elsevier.)

http://dx.doi.org/10.1039/9781782623632-00198


Chapter 7216

Figure 7.10  ��Ratio of axial dispersion coefficient under the effect of magnetic field 
(Deff) to reference axial dispersion coefficient at H = 0 and φ = 0 (D) 
as a function of RMF and OMF frequency.31 (Reproduced from Chem. 
Eng. J., 223, P. Hajiani and F. Larachi, Controlling lateral nanomixing 
and velocity profile of dilute ferrifluid capillary flows in uniform sta-
tionary, oscillating and rotating magnetic fields, 454–466, Copyright 
(2013) with permission from Elsevier.)

Figure 7.11  ��Relative axial dispersion evolution under RMF and SMF versus mag-
netic field strength. Magnetic volume fractions in RMF and SMF are 
0.001 and 0.005, respectively.31 (Reproduced from Chem. Eng. J., 223, 
P. Hajiani and F. Larachi, Controlling lateral nanomixing and veloc-
ity profile of dilute ferrifluid ferrifluid capillary flows in uniform sta-
tionary, oscillating and rotating magnetic fields, 454–466, Copyright 
(2013) with permission from Elsevier.)
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SMF with enough strength locks the MNPs to prevent their free rotation 
as a result of flow vorticity. These locked nanoparticles will impede the 
regular sliding of fluid layers in which the MNPs are present. Therefore, 
fluid velocity in these layers is flattened and a zero gradient region appear 
locally in the entire velocity profile. In return, the adjacent layers showcas-
ing MNP depletion will compensate fluid mass continuity by an increased 
axial velocity. This would result in a protruding axial velocity profile, the 
increased variance of which subsequently leads to inflated axial dispersion 
coefficients.

Alteration of the velocity profile under the action of RMF can also be con-
jectured since every rotating nanoparticle imposes a velocity component on 
the plane perpendicular to the flow direction. In addition, the reduced axial 
dispersion coefficient specifies a more flattened velocity profile whereas the 
fluid layers smear the injected tracer blob less than a parabolic distribution. 
Besides, the mixing ability of MNPs and their influence on velocity profile 
could prove promising in process intensification applications.1

7.3  �Lorentz Force-Driven Mixing
Unlike FHD, whose theoretical framework addresses fluid motion by means 
of magnetically stimulated MNPs, the study of the interactions between elec-
tromagnetic fields and electrically conducting fluids pertains to the realm 
of magnetohydrodynamics (MHD). In this section, the governing theory, as 
well as experimental and theoretical achievements in MHD-assisted mixing 
will be discussed. Since Lemoff and Lee33 divulged the ability of MHD for 
non-mechanical pumping of fluids, especially for applications in micro total 
analysis systems, numerous attempts have been devoted to exploit MHD in 
micro-pumps, heat exchangers, analytical and biomedical devices.34 In addi-
tion, Bau et al.35 reported the first application of MHD for stirring. Similar to 
the subject of FHD-assisted mixing, an introduction to MHD is instructive to 
better understand, compare and predict the behavior of conducting fluids 
subject to electromagnetic fields.

The principle of MHD is based on the Lorentz body force experienced by a 
current-carrying body in a magnetic field. The linear momentum transport 
equation including this body force is:
  
	 2D

D
p

t
ρ η= −∇ + × + ∇

u
J B u	 (7.14)

  
Where J is the current density which, according to Ohm's law, can be  

written as
  
	 J = σ (E + u × B)	 (7.15)
  
thus establishing a relationship between current density, electric field (E) 
and electrical conductivity of the solution (σ). The curl operator applying to  
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J and B in eqn (7.14) implicitly necessitates judicious implementation of 
magnetic and electric fields to induce a body force in the desired direction. 
The devices for generating electric and magnetic fields should be mounted 
on the fluidic devices in such a way that the produced fields result in a body 
force acting in the favored directions. This requirement imposes complexity 
in the design and manufacture when compared to devices utilized for MNPs- 
assisted mixing.

By rewriting eqn (7.14) in a dimensionless form, shown in eqn (7.16), a 
scaling analysis can be performed to predict the effectiveness of the Lorentz 
body force by using specific electromagnetic energy:
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where V̅ is the dimensionless voltage and the Hartmann number 
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 represents the ratio of electromagnetic force to viscous force 

and takes significant values for liquid metals.35 For an aqueous electrolyte 
with an electrical conductivity in the order of one S m−1, Ha2 is rather negligi-
ble in comparison to Ke = LσVB/Uη.

Bau et al.35 were the first group to numerically predict flow patterns in a 
conduit designated for mixing purposes and also verified experimentally 
their MHD-stimulated mixing simulations. The studied conduit is a rectan-
gular channel with a set of narrow band-shaped electrodes on the bottom 
surface, connected alternatively to positive and negative poles of a DC cur-
rent. Therefore, the current density direction in the channel varies in each 
section between two pairs of electrodes and at the same time interacts with 
the uniform magnetic field perpendicular to the bottom surface. Assuming 
a two-dimensional geometry, the momentum transport equations in x and y 
directions are solved to predict the velocity components in x and y directions. 
The coordination of magnetic and electric fields results in periodic upward 
and downward electromagnetic forces. In accordance with this arrangement, 
the velocity components taken among three adjacent electrodes, exhibit 
upward and downward horizontal components with central symmetry with 
respect to the coordinates' origin. The vertical velocity components are also 
symmetric with respect to the center of coordinate. The aforesaid velocity 
components, as illustrated in Figure 7.12, induce a circulatory pattern of 
motion in a set of adjacent electrodes.

In an experimental verification of the predicted motion of fluid, it was 
observed that an injected strip of dye on the conduit axis previously filled 
with water with conductance 2.23 10−4 S m−1 deforms once the currents are 
maintained and as the process continues eddy like patterns form in each 
paired section (see Figure 7.13). However these researchers approach for the 
evaluation of mixing is rather qualitative without providing any information 
on the mixing time or quantification of the mixing level.
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Figure 7.12  ��(A) Horizontal and (B) vertical velocity components as a function of 
x and y in space between dashed lines in Figure 7.13. Direction of 
x and y components are also shown in Figure 7.13.35 (Reproduced 
from Sens. Acutators, B, 79, H. H. Bau et al., A minute magneto hydro 
dynamic (MHD) mixer, 207–215, Copyright (2001) with permission 
from Elsevier.)

Figure 7.13  ��(a) The experimental observation of  deformation of an injected dye 
strip with the application of Lorentz force. (b) By reversing the polarity 
of the electrodes, the dye strip returns to its initial shape. (c) In the 
subsequent reversal of Lorentz force direction, the dye strip continues 
to deform in opposite direction. (d) With the passage of time, eddies 
become apparent, resulting in more uniform dispersion of dye strip in 
the channel.35 (Reproduced from Sens. Actuators, B, 79, H. H. Bau et al., 
A minute magneto hydro dynamic (MHD) mixer, 207–215, Copyright 
(2001) with permission from Elsevier.)
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Qian et al.36 expanded the MHD-assisted mixing concept to continu-
ous flow systems by utilizing another configuration of electrodes. In their 
approach, as depicted in Figure 7.14, electrodes are assembled across each 
other on the side walls of the conduit and the magnetic field is perpendicular 
to the bottom surface.

The odd numbered electrodes on one side and the even numbered ones on 
the other side are connected separately to DC current poles. Periodic energi-
zation of each electrode pair generates electric currents diagonal to channel 
axis resulting in a Lorentz force normal to current vector in the (x,y) plane. 
The y-component of the Lorentz force changes its sign when the energized 
pairs are switched from odd numbered electrodes to even and vice versa. The 
inferable effect of the Lorentz force is a wave-shaped force field that peri-
odically stretches fluid filaments toward the channel side walls. Qian et al. 
predicted the mixing performance of such an MHD device by coupling advec-
tion–diffusion transport equation to eqn (7.14) for two initially separated flu-
ids in the channel with concentrations of a passive tracer to be 0 and 1 in 
the two streams. Typical conditions used in the simulation are a magnetic 
field intensity of 0.4 T, a potential difference of 2.5 V and a conductivity of 
two streams 2.56 S m−1. Figure 7.15 illustrates the simulated concentration 
distribution in the channel middle plane over time.

Figure 7.14  ��Schematic top view of the stirring channel. Electrodes are denoted 
with Ci

+ and Ci
− on the side walls.36 (Reproduced from Sens. Actuators, 

B, 106, S. Qian and H. H. Bau, Magneto-hydrodynamic stirrer for sta-
tionary and moving fluids, 859–870, Copyright (2005) with permission 
from Elsevier.)

Figure 7.15  ��MHD-simulated concentration distribution of two fluids over time at 
(a) 0 s (b) 2 s (c) 6 s.36 (Reproduced from Sens. Actuators, B, 106, S. Qian 
and H. H. Bau, Magneto-hydrodynamic stirrer for stationary and mov-
ing fluids, 859–870, Copyright (2005) with permission from Elsevier.)

http://dx.doi.org/10.1039/9781782623632-00198


221Prospects of Magnetic Nanoparticles for Magnetic Field-Assisted Mixing

Formation of a mixed region between the two streams by the oscillatory 
motion of fluid gradually eliminates vertical concentration gradients. By 
defining a mixing index in terms of standard deviation of dimensionless 
concentration, the theoretical evolution of mixing as a function of time can 
be estimated. According to that index, Qian et al. performed an analysis to 
evaluate the Lorentz force order of magnitude on mixing quality.

Ha2 for the studied system is in the order of 10−3 and its order of magni-
tude in comparison to Ke which is in the order of unity, is negligible. Qian et 
al. studied the effect of Ke on mixing effectiveness in a flow-through mixer by 
defining it as JBL2 cos θ/Uη where θ is the angle between the diagonal line that 
connects the center of two electrodes in a pair and the y-axis. Simulations 
show that the mixing quality rapidly increases when Ke approaches unity and 
finally achieves an asymptotic value near 100% when Ke > 2. This analysis 
gives a practical criterion for the minimum required electromagnetic energy 
and electrolytic conductance to maintain an effective MHD-induced second-
ary flow for a typical MHD-based mixing process. Experimental implemen-
tation of the simulated mixer is qualitatively in accordance with theoretical 
predictions.

In the above mentioned approaches for exploiting the Lorentz force in 
mixing, the role of secondary flows in stretching fluid elements and shortening 
the diffusion path is dominant while the ultimate resultant flow field has no 
chaotic characteristics. It means that a trajectory of a hypothetical passive 
tracer is independent of its initial conditions and the tracer always follows 
the same streamline if injected at various positions. A mixing mechanism 
based on chaotic advection is also possible37,38 by electrodes energization in 
a cavity. Qian et al.37 accomplished this idea by assuming point electrodes 
on the bottom surface of a channel with the magnetic field perpendicular to 
it and two parallel rectangular electrodes on the side walls, see Figure 7.16. 
Each point electrode and the plate electrodes on the sides account for an 
independent electrode pair. When the potential difference is imposed across 
a pair, the resultant Lorentz force drives the electrolytic solution with a circu-
latory motion around the point electrode. The whole electrode pairs can be 
energized based on various algorithms but two possible ones, carried out in 
the work of Qian et al. are adopted to generate counter- and co-rotating flow 
fields with only two point electrodes across the channel, alternately ener-
gized with various time intervals.

Flow field simulation is based on solving eqn (7.14) for momentum bal-
ance where advection is neglected for small Re numbers. Potential alter-
ations between electrode pair are sufficiently slow so that for each pair the 
flow field is calculated based on steady solution of the momentum balance 
equation. Although the flow field for each pair of active electrodes is static, 
the entire field is time dependent as a result of applied on–off protocol in 
electrodes alterations. The electric field in each electrode pair can be calcu-
lated by solving Laplace's equation of electric potential in a charge-free space. 
Finally, by solving the equations of motion in two dimensions, the velocity 
field for individual pairs can be calculated. By superposition of individual 
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fields associated with each pair, the resulting field can be obtained. Qian et al. 
utilized trajectories of a passive tracer to study the chaotic nature of the flow 
field. These trajectories can be calculated by integrating the position vector 
(x) equation with various initial conditions:
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Valuable conclusions deduced from the stroboscopic images of passive 

tracer locations in the beginning and end of a period include the depen-
dency of tracer deformation pattern on the switching intervals (Ts) between 
two electrode pairs. This interval is a time scale equal to the ratio of velocity 
scale over the half-width of the channel. When Ts → 0, the system resembles 
two co-rotating flow fields with one hyperbolic fixed point between the point 
electrodes and two elliptic fixed points on the point electrodes. In this case, 
any tracer has only two groups of streamlines to follow. The first is a group of 
orbits encircling the elliptic fixed points and the second refers to orbits encir-
cling both of them. In contrast, as the time interval becomes longer, the flow 
pattern becomes more chaotic with shrinking regions where the tracer can 
travel in one single streamline. Any passive tracer in the center, in both visu-
alized and calculated flow fields, changes its streamline as a result of chaotic 
motion until it is totally deformed and dispersed in the conduit. Figure 7.17 
portrays the streamlines of both situations by both stroboscopic image and 
visualization of the process with an injected point of dye. The experimental 
and mathematical analysis proves the emergence of chaotic motion of fluid, 
but mixing evaluation is qualitative and homogenization of injected dye spot 
is not sensibly quantified.

Although MHD-based mixing seems an attractive approach for mixing 
especially in micro-devices, there are some serious drawbacks associated 
with this method. There is always a limit in maintaining DC current in the 
electrodes which is due to the possible electrochemical interactions. Depend-
ing on electrolyte concentration, formation of bubbles and also degradation 

Figure 7.16  ��(a) Top view (b) and side view of the stirring channel geometry for 
numerical simulation with rectangular electrodes (C+,C−) and three 
point electrodes (A-1,A0,A1).37 (Reproduced with permission from S. Z. 
Qian, J. Z. Zhu and H. H. Bau, Phys. Fluids, 2002, 14, 3584–3592. Copy-
right (2002), AIP Publishing LLC.)
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of electrodes after a certain voltage is inevitable.37 Application of AC current 
can be a possible solution, however, Lemoff and Lee33 experimentally con-
firmed that even in the case of AC currents, bubble formation may persist. 
Nevertheless, increasing frequency allows operation with higher currents 
whilst preventing bubble formation.

7.4  �Conclusion
This contribution briefly introduced, both theoretically and experimentally, 
the magnetic field-assisted mixing concept. In the subcategory of mixing with 
magnetic nanoparticles (MNP), the governing equations of fluid motion help 
gain insights into grasping the MNPs' interaction with magnetic fields and 
exploiting specific interactions in mixing applications. In static magnetic 
fields (SMF), the mixing mechanism is mainly due to the Kelvin body force as 
a result of inhomogeneity in magnetic field strength and material magnetic 
susceptibility. In oscillating magnetic fields (OMF), besides a similar mech-
anism to SMF, translation of magnetic energy into kinetic energy of MNPs 
is theoretically and experimentally proven, albeit this mechanism has not 
been used practically in mixing applications. Rotating magnetic fields (RMF) 
highlight another mechanism able to perform magnetic energy conversion 
into kinetic energy though with technically simpler methods. Experimental 

Figure 7.17  ��Illustration of stroboscopic images and experimental observation of a 
tracer when (A,C) Ts = 4 (s) and tracer is initially located at {0,0}, {0,±9} 
and {0,2.5}, (B,D) Ts = 8 (s) and tracer is initially located at {0,0}.37 (Repro-
duced with permission from S. Z. Qian, J. Z. Zhu and H. H. Bau, Phys. 
Fluids, 2002, 14, 3584–3592. Copyright (2002), AIP Publishing LLC.)
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evidence of RMF effectiveness in mixing applications makes it a promising 
tool to expand its applicability from microfluidics to larger scale processes.

Analogous to ferrohydrodynamics (FHD), which requires a magnetic 
medium to translate magnetic energy into kinetic energy, magnetohydrody-
namics (MHD) can also actuate fluids owing to the interaction of magnetic 
fields with a current-carrying fluid. By appropriate induction of magnetic 
and electric fields and adjusting electrical conductivity of the fluid, the gen-
eration of complex flow fields to enhance mixing is attainable. However, 
according to the scaling analysis, the effectiveness of the MHD-based mixing 
method strongly depends on electromagnetic energy and electrical conduc-
tivity of working fluids. Although sufficient electrical conductivity might be 
inherent in the working fluids, electrochemical degradation of electrodes 
and electrolyte is always a serious obstacle.

Nomenclature
A (N Kg m−5)	�E xchange between internal and external angular momen-

tum vectors
B (T)	� Magnetic flux density
B̅	�D imensionless magnetic flux density
E (V m−1)	�E lectric field vector
d (m)	�D iameter of magnetic nanoparticle
Di (m2 s−1)	�D iffusion coefficient
f (s−1)	� Frequency of magnetic field rotation
f0 (Hz)	�L armor frequency of the magnetization vector
fAC (s−1)	� Frequency of AC magnetic field
F (N m−3)	�E xternal body force density
Fm (N m−3)	� Kelvin body force density
G (Pa)	�B ody couple density vector
H (A m−1)	� Magnetic field vector
|H| (A m−1)	� Value of magnetic field vector
Ha	�H artmann number
I (m2)	� Moment of inertia density of magnetic nanoparticles
J (A m−2)	� Current density vector
L (m)	� Characteristic length
l (m)	� Scaled diffusion length
K (J m−3)	�A nisotropy constant
Ke	�D imensionless number in eqn (7.16)
kB (J K−1)	�B oltzmann's constant
L (m)	�L ength
M (A m−1)	� Magnetization vector
M0 (A m−1)	� Saturation magnetization vector
N	�N umber of magnetic particles
p (Pa)	�P ressure
p̅	�D imensionless pressure
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R	�R atio of magnetic energy to Brownian kinetic energy
Re	�R eynolds number
RT	�D imensionless number in eqn (7.13)
V (V)	� Voltage
V̅	�D imensionless voltage
VH (m3)	�H ydrodynamic volume of nanoparticles
Vp (m3)	� Magnetic particle core volume
t (s)	�T ime
t̅	�D imensionless time
tm (s)	� Scaled diffusion time
T (K)	�A bsolute temperature
U (m s−1)	� Value of characteristic velocity vector
u (m s−1)	� Velocity vector
u﻿﻿̄	�D imensionless velocity vector
x (m)	�P osition vector
ζ (Pa s)	� Vortex viscosity
η (Pa s)	�D ynamic viscosity
η′ (Kg m s−1 rd−1)	� Shear spin viscosity
λ′ (Kg m s−1 rd−1)	�B ulk spin viscosity
µ0 (N A−2)	�A bsolute magnetic permeability of vacuum
ρ (Kg m−3)	�D ensity
σ (S m−1)	�E lectrical conductivity
τ (s)	�E ffective relaxation time
τAC (s)	�A C magnetic field oscillation time scale
τb (s)	�B rownian relaxation time
τh (s)	�H ydrodynamic time scale
τn (s)	�N eelian relaxation time
χi	�I nitial magnetic susceptibility
ω (rd s−1)	� Spin density vector
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8.1  �Introduction
Heterogeneous photocatalysis is receiving much attention for its promise to 
enable more efficient and sustainable chemical processes. Since the discov-
ery of photocatalysis in 1972 by Fujishima and Honda,1 a great deal of effort 
has been devoted to improve the relatively low efficiency of photocatalytic 
transformations. Fujishima and Honda1 observed that when illuminated 

†�These authors contributed equally to this work.
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TiO2 is used as a photoanode for water splitting in combination with Pt as a 
cathode, the reaction occurs at a much lower potential than one would expect 
for the ordinary water electrolysis. Thereafter, much research has been con-
ducted on hydrogen production via water splitting with heterogeneous pho-
tocatalysis to convert solar energy to fuel. Later studies also demonstrated 
that organic and inorganic compounds can be oxidized with illuminated 
semiconductors in both liquid and gas phases.2 More recently, photocatal-
ysis has been successfully applied to degrade a large variety of organic con-
taminates including alkanes, alcohols, carboxylic acids, alkenes, aromatics, 
phenols, dyes and pesticides.3–5 The possibility of full mineralization of pol-
lutants to harmless compounds has raised much interest from academia 
and industry. Moreover, heterogeneous photocatalysis can degrade very low 
concentrations of pollutants. Therefore, heterogeneous photocatalysis is 
expanding rapidly as one of the main so-called advanced oxidation technol-
ogies (AOT) for water and air purification. Also, the demand for renewable 
energy resources is increasing dramatically due to depleting fossil fuels res-
ervoirs and enhanced global warming from CO2 emissions. In recent years, 
a renewed interest has been raised in the reduction of carbon dioxide over 
a photocatalyst as one of the promising solutions to convert harmful CO2 
to valuable chemicals such as methanol and acetaldehyde.6 Although sig-
nificant progress has been achieved, the process efficiency of CO2 reduction 
remains low and detailed mechanistic insights are lacking, which hampers 
economic viability.

Since the pioneering work of Fujishima and Honda,1 a great number of sci-
entists in catalysis attempted to enhance the so-called quantum efficiency, 
defined as ratio between the number of molecules produced in a photocata-
lytic reaction and the number of incident photons. Unfortunately, despite the 
efforts, in the vast majority of reported cases the efficiency does not exceed 
10%.3,7 After 40 years of intense research TiO2 remains the most investigated 
photocatalyst (ca. 50% of the publications in the field) and, to the best of our 
knowledge, the only one applied commercially. The constantly growing sci-
entific attention to this problem is reflected in the impressive 4200 publica-
tions in 2014.8 The captivation of photocatalytic reactions can be attributed 
to the abundancy of sunlight as an energy source. However, titania is only 
capable of operating under illumination of light with a wavelength shorter 
than ca. 400 nm that corresponds to its bandgap energy of 3.2 eV.9 The sun 
irradiation spectrum contains only 5% of photons with such desired ener-
gies.10 Therefore, one of the main pathways for obtaining highly active tita-
nia photocatalysts lies in sensitization of the semiconductor towards visible 
light absorption. Applied synthetic strategies and a few representative exam-
ples will be briefly given in this chapter. Since photocatalysis proceeds at the 
surface of semiconductors, another generally accepted solution for increas-
ing activity is employing TiO2 materials with high surface area. Addition of 
noble metals was proven to yield substantially higher photocatalytic rates, 
this applies to TiO2 and other semiconductors. Zinc oxide, CdS, WO3 and 
many other inorganic compounds were subjected to successful evaluation 
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in a variety of photocatalytic transformations. Despite the progress achieved 
with these more traditional semiconductors, the absence of the ultimate 
photocatalyst triggers the endeavours in seeking for new alternative materi-
als. Oxides like TiO2, ZnO and ZrO2 and many others suffer from the unde-
sirably large bandgap energies,11,12 hematite (Fe2O3) is characterized by fast 
electron–hole recombination,13,14 whereas sulphides such as CdS experience 
deactivation.15 The ultimate photocatalyst should have a narrow bandgap for 
capturing a large fraction of solar light, must be free of noble metals, be of 
heterogeneous nature and remain stable after multiple cycles of photocata-
lytic reactions while demonstrating a high quantum efficiency. Many novel 
materials emerged as potential photocatalysts over the last decades includ-
ing perovskites and heteropolyacids.

Another new class of advanced materials for photocatalysis is metal–organic 
frameworks (MOFs), porous solids of hybrid organic–inorganic nature. 
Although the first reports on photocatalytic activity of MOFs appeared in the 
early 2000's, these coordination polymers are receiving massive attention 
primarily due to their excellent tunability as well as extremely high surface 
areas. The idea to apply MOFs in photocatalysis most likely originates from 
the similarity between metal–organic frameworks based on a given metal 
and their corresponding metal oxides. However, this ‘at first sight’ analogy is 
false, as these solids possess properties very distinct from the ones found in 
classical semiconductors. This class of materials will be discussed in detail.

As with any heterogeneous catalytic process, the conversion of chemi-
cals with heterogeneous photocatalysis follows several steps: (1) reactants 
transfer from bulk to the catalyst surface, (2) reactants adsorb on the catalyst 
surface, (3) conversion of reactants on the catalyst surface, (4) desorption of 
products from the catalyst surface, (5) products transfer from the catalyst 
surface to the bulk. An important difference in heterogeneous photocatalysis 
is the method of catalyst activation. A photocatalytic process is driven by pho-
ton absorption to provide the required energy for the reduction–oxidation 
reaction. Favourable properties of heterogeneous photocatalysis that can 
make photocatalysis a suitable alternative for implementation of redox reac-
tions are, (a) availability of cheap semiconductors such as TiO2 that can be 
used as a catalyst, (b) mild reaction conditions, (c) ability to use solar energy 
directly, (d) possibilities for applications in both liquid and gas phases. How-
ever, industrial applications of photocatalysis require scalable photocatalytic 
reactors with high efficiency, which remains notoriously challenging. There-
fore, improving the efficiency of a photocatalytic process requires both the 
development of more efficient photocatalysts as well as innovative reactor 
equipment.

Several design challenges exist for photocatalytic reactors. First, an effi-
cient photocatalytic reactor needs to optimize the mass transfer of reactants 
and products. Second, a major challenge in the design of a photocatalytic 
reactor is efficient catalyst illumination.16 The former challenge is not 
unique for photocatalytic reactors, but applies equally well to any other 
catalytic reactor. However, the latter challenge complicates the design of 
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photocatalytic reactors compared to conventional catalytic reactors. Photons 
can be obtained directly from the sun or, indirectly, via electricity and subse-
quent use of artificial light sources. In any case, effective photon utilization 
within the reactor is important for economic feasibility. Scale-up of a photo-
catalytic reactor is a complex process, which has to take into account many 
factors including providing high catalyst surface area that is uniformly illu-
minated with an optimal dose and allows for high mass transfer of reactants 
and products. Despite important research efforts and significant progress, 
the development of photocatalytic processes for commercial purposes has 
been hindered by, amongst others, these scale-up complexities.17 Fundamen-
tal research to develop improved photocatalysts and novel design methods 
for improved reactor equipment that would provide a higher effective utili-
zation of photons is needed to enable future sustainable chemical processes 
that are driven by photocatalysis.

This chapter is organized as follows. First, novel developments in catalyst 
design will be discussed with a special focus on the application of MOFs. 
Second, the current state-of-the-art and challenges in the design of photocat-
alytic reactors are discussed including alternative options for the light source 
to enhance efficiency. The chapter ends with a summary and an outlook for 
both catalyst and reactor developments.

8.2  �Catalyst Development
The development of photocatalytic systems originates from using TiO2 as an 
electrode in photo-electrocatalytic water splitting in the early 70's. At that 
time, carrying out a photocatalytic reaction on a titania slurry was not a 
straightforward task.18 In one of the pioneering works published by Kawai  
et al. in 1980, the researchers tackled the problem of water splitting on a pow-
dered RuO2/TiO2/Pt system by adding various organic compounds, such as 
methanol, to the reaction mixture. This resulted in a quantum efficiency of 
44%.19 Already in this early work they speculated that most likely the reduc-
tion of protons occurs on the platinum surface whereas the oxidation coun-
terpart takes place at the ruthenium oxide component of the composite. This 
system demonstrated an activity two orders of magnitude higher than that 
of bare titania. Even from the early days of research in photocatalysis it was 
understood that pristine bulk titanium dioxide could not serve as an efficient 
catalyst unless modified or combined with other materials.

In a traditional sense, a photocatalytic process on a heterogeneous semi-
conducting catalyst proceeds as follows: at first the light of the energy exceed-
ing the bandgap energy is absorbed by a semiconductor and the charge 
separation takes place. Electrons are promoted from the valence band of the 
semiconductor to the conduction band leaving behind positively charged 
holes. Further, the free charges can undergo several pathways as they are 
travelling within the semiconductor bands. They can recombine and loose 
the acquired energy in radiative (photoluminescence) or non-radiative way 
(heat). In photocatalysis this scenario is undesired and different strategies 
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are applied in order to avoid a fast charge recombination. A few of them will 
be touched upon below. Another possibility for the photogenerated charge 
carriers is to migrate to the surface of the semiconductor crystallite and 
to react with various chemical species residing on the surface. It is worth 
noting that there is a driving force for the charge carriers to travel to the 
surface. This force is mainly caused by the charge concentration gradient 
as the charge carriers are spent on the surface due to the redox chemical 
transformations. Another factor contributing to this concentration gradient 
is band bending.20 Once the charge carriers reach the surface, oxidation and 
reduction of substrates are carried out by holes and electrons, respectively. 
For a long time it was generally accepted that the oxidation and reduction 
take place at different well defined crystal facets21,22 whereas the recent inves-
tigations show that this phenomenon is more complex.23 Moreover, redox 
reactions on the surface can only occur if the thermodynamic potentials of 
the valence and conductance band of the semiconductor are suitable for a 
given substrate, i.e. the valence band maximum is more positive on the NHE 
potential scale (more negative in the absolute energy scale) than the oxida-
tion potential of a substrate and the conduction band minimum is more neg-
ative on the NHE potential scale (more positive in absolute energy scale) than 
the reduction potential of the same or another substrate. This very simplistic 
representation of the mechanism of photocatalysis is essential for under-
standing the basic concepts behind the development strategies of heteroge-
neous catalysts. The important aspects of this mechanism in the view of this 
work can be split into the following: (1) absorption of light is the first vital 
step in initiating any photocatalytic reaction; (2) charge handling properties 
(mobility, recombination rate, etc.) are of crucial importance; (3) photocatal-
ysis is a phenomenon taking place on surfaces similar to any other heteroge-
neous catalytic process; (4) valence band and conduction band positions on 
the absolute energy scale are the ones defining thermodynamic capabilities 
of a certain photocatalyst to oxidize and reduce given substrates.

Nearly 40% of all solar photons reaching the surface of our planet have 
energies falling into the visible region of electromagnetic radiation. There-
fore the predictable trend in photocatalyst development was in tailoring 
absorption edges of catalysts towards visible light. Theoretically, the full 
water splitting can be accomplished by a catalyst with a bandgap of 1.23 eV. 
Proton reduction has a potential of 0 V vs. NHE while oxygen evolution hap-
pens at the potential of +1.23 V. In practice, an overpotential is often required 
and the more negative the conduction band potential the greater is the ther-
modynamic force for the proton reduction. Depending on the application 
of choice, one can select a photocatalyst with desired valence band and/or 
conduction band potentials. Applications such as water and air purification 
would favor semiconductors with largely positive valence band potentials 
while the reduction of CO2 and H2 evolution demand negative conduction 
band potentials. The conduction band electrons can be of great reduction 
potential of +0.5 to −1.5 V vs. NHE while the valence band holes typically have 
oxidative power of +1 to +3.5 V vs. NHE.3,24 The bandgap requirements are, 
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however, more universal and do not depend on a specific application—the 
lower the bandgap, the more photons captured. Balancing the low bandgap 
requirement and the band potentials yields an appropriate catalyst. In this 
part we will briefly discuss the synthetic strategies for lowering the bandgap 
of TiO2.

Among the most exploited pathways for increasing the visible light absorp-
tion, doping of titania is probably the most robust and has the greatest 
industrial potential. Titania can be doped with metals as well as non-met-
als. Chemical doping by metals is commonly carried out by adding Fe3+,25,26 
Cr3+,27,28 Ce4+,29 V5+ 30 and many other cations to TiO2.7,31 Such treatment leads 
to enhanced light absorption by the semiconductor, improved separation of 
charge carriers and often an increase in the photocatalytic activity. In these 
materials the cations exist on the titania surface in the form of small met-
al-oxide isles. However, sometimes these dopants may serve as recombina-
tion sites reducing the photogenerated charge carriers' lifetimes and thus 
photocatalytic activity.27 This drawback can be avoided by using the ion- 
implantation technique (bombarding TiO2 with high energy ions) developed 
by Anpo and co-workers instead of chemical doping.32 Another useful strategy 
is to dope titania with light elements like N,33 C,34 B35 and F.36 In the case 
of anion chemical doping the dopants can be incorporated into the TiO2 
lattice without disturbing the charge handling properties. Moreover, these 
materials have superior thermal stability with respect to the metal-doped 
titania. Sensitizing titanium dioxide with organic dyes was also documented 
in a number of reports.37,38 This approach was successfully implemented by 
Grätzel and colleagues in his dye-sensitized solar cells,39 however it was not 
widely applied in powdered photocatalysis due to the instability of organic 
molecules under the photocatalytic conditions. This particularly applies to 
photocatalytic oxidations in which the great oxidative power of TiO2 causes 
the destruction of the sensitizers. A special case of increasing the visible light 
absorption of TiO2 is achieved via the surface plasmon resonance (SPR) of 
gold nanoparticles residing at the semiconductor surface.40,41 The improved 
photocatalytic performance is not only due to the visible light absorption of 
the composite but also due to the suitable catalytic sites for hydrogen evolu-
tion at, or close to, the gold nanoparticles in the Au/TiO2 material.42

In photocatalysis by semiconductors such as TiO2 the lifetime of photo-
generated charge carriers is of crucial importance as well as the mobility of 
these species. Obviously, in a dense crystallite, charges can only react with 
substrates at the surface, meaning that charges generated in the bulk of the 
semiconductor have to reach this surface. The charge mobility within a TiO2 
crystal depends on a number of parameters such as preparation method, 
crystallinity, etc. It is worth noting that, on one hand high charge carrier 
mobility is beneficial as the charges can reach the surface faster, but on the 
other hand the high mobility increases the chances of electron–hole recom-
bination, unless one of the charge carriers is trapped. To date, a variety of 
methods for trapping charge carriers has been documented. Electrons may 
be commonly trapped by noble metal nanoparticles whereas alcohols are 
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used for hole trapping. Instead of increasing the mobility (speed with which 
charge carriers propagate over the crystal), one could also think of decreas-
ing the distance these charges have to travel. This can be accomplished by 
employing TiO2 nanoparticles as well as particles of desired morphologies.43 
At the same time, lowering the size of titania particles leads to an increased 
surface area that is immediately reflected in improved photocatalytic perfor-
mance. Unfortunately, this positive influence is achieved at the cost of band-
gap energy, as it increases while lowering the size, due to the quantum size 
effects in semiconductors.44,45 Moreover, synthesizing nanosized TiO2 retain-
ing its high crystallinity is challenging since a high crystallinity is generally 
achieved via thermal treatment causing particle agglomeration.46 An alterna-
tive route to increasing specific surface area in titania catalysts is to induce 
mesoporosity.47

In addition to the aforementioned functions of noble metal nanoparticles 
immobilized on TiO2, such as SPR and electron capture, another important 
role in the overall performance of M/TiO2 systems is to provide appropriate 
catalytic surfaces for assembling and/or splitting of certain molecules. Noble 
metals like Pt and Pd are known to promote photocatalytic hydrogen evolu-
tion as well as a variety of other chemical transformations.48,49 Fortunately, 
the use of additional catalytic sites is not restricted only to precious met-
als. Examples of employing cobalt-based molecular complexes50,51 as well as 
enzymes52 for this purpose are documented by Reisner and co-workers.

Metal–organic frameworks (MOFs) emerged as potential photocatalysts 
in the early 2000's.53,54 Most of the pioneering research was carried out on 
Zn-based coordination polymers55,56 that offered relatively high stability com-
pared to their predecessors of the same class.57 In the early beginning these 
solids were classified as semiconductors analogously to their corresponding 
metal oxides.55 The main argument supporting the semiconducting nature of 
MOFs was based on the UV-vis studies that demonstrated band-like spectral 
features as well as bandgap energies similar to the ones found in inorganic 
semiconductors.58,59 In spite of distinct differences between photocatalysis 
by MOFs and that by semiconductors revealed by further studies, this first 
false judgment triggered the interest of the scientific community. The char-
acteristic aspects of MOFs as photocatalysts, as opposed to TiO2 as a repre-
sentative example of heterogeneous photocatalysis by semiconductors, will 
be highlighted in this chapter as well as the clear similarities in the strategies 
for MOF-based catalyst development.

Metal–organic frameworks (MOFs) are crystalline solids constituted by 
infinite lattices of the inorganic secondary building unit (SBU: metal ions/
clusters) interconnected by organic linkers. This moderately strong bonding 
has a coordinative character. In contrast to traditional inorganic materials, 
MOFs are assembled from well-defined molecular building blocks due to the 
reliability of molecular synthesis and the hierarchical organization governed 
by crystal engineering. MOFs can therefore be seen as coordination com-
plexes arranged in a crystalline lattice.60 Extremely large surface areas and 
remarkable tunability have triggered applications in gas storage, separation 
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and molecular sensing.61–65 Bio-compatible scaffolds hold promise for med-
ical applications.66,67 Due to the affinity of MOFs for either organic or inor-
ganic materials, depending on the composition, various composites may be 
fabricated with applications ranging from (opto)electronic devices to food 
packaging materials and membrane separation.68,69 Finally, their tunable 
adsorption properties, outstanding dispersion of metal sites, uniform pore 
size and topology, along with their intrinsic hybrid nature, all point toward 
applications in heterogeneous catalysis.70–72

One of the first MOFs discovered to have photocatalytic properties was 
MOF-5. In this material Zn4O tetrahedra are interconnected by terephthal-
ates as shown in Figure 8.1.

Very shortly after the first reports on the MOF, a number of scientists com-
puted electronic properties of MOF-5 in order to assess the nature of elec-
tronic transitions possessed by the solid. The theory predicted a quantum 
dot-like behavior where Zn4O moieties can be considered as zinc oxide quan-
tum dots spaced by organic antennas.54 Despite the fact that the calculated 
bandgap energy for MOF-5 was 5 eV which would determine this material to 
be an insulator, the computational study revealed another important feature 
characteristic of this solid: the HOMO was mainly localized at the organic 
ligand (linker) whereas the LUMO was located at the inorganic SBU.73 This 
type of transition is referred to as ligand to metal charge transfer (LMCT). 
The authors also speculated that the HOMO–LUMO gap must be strongly 
influenced by the substituents on the aromatic rings of the linkers while the 
variations in metal nodes (Zn, Cd, Be, Mg, Ca) would not affect the bandgap 
energy, as predicted by Widom et al.74 Indeed, in 2008 Gascon and co-workers 
experimentally proved this concept by altering the bandgap of MOF-5 using 
various aromatic dicarboxylic acids (Figure 8.1). They found that, unlike 
classical semiconductors such as TiO2, ZnS and ZnO, MOFs possess excellent 
optical tunability. The energy required to induce LMCT transitions depends 
on the level of conjugation of the aromatic system of the ligand. Recent the-
oretical studies by Han and co-workers revealed that bandgap energies of 
materials adopting MOF-5 topology can also be tuned by substituting the 
oxygen atoms within the Zn4O tetrahedra by S, Se and Te,75 however this 
strategy is not yet synthetically accessible.

Later on, the photocatalytically active MOF-5 being unstable upon expo-
sure to water76 was replaced by more robust metal–organic frameworks based 
on Ti,77 Zr,78 Fe79 and others. At the moment, functionalized linkers such as 
2-aminoterephthalic acid (ATA) are employed. For instance, the NH2 group, 
once introduced to the aromatic system of the ligand, offers the lone pair of 
nitrogen for interaction with the π* orbitals of the benzene ring, donating 
electron density to the antibonding orbitals. As a result of this interaction, a 
new HOMO level, less positive on the potential scale, is obtained shifting the 
absorption to the visible region.80 This approach was documented for the first 
time by Garcia and colleagues.81 Using ATA instead of terephthalic acid for 
the synthesis of Zr-based UiO materials allowed them to sensitize the parent 
deep-UV-absorbing MOF to a fraction of the visible region. The enhancement 
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Figure 8.1  ��Structure of MOF-5 (also known as IRMOF-1) (left); bandgap energy of MOF-5 as a function of linkers constituting the frame-
work. Reprinted from ref. 57 – left and ref. 56 – right.
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of the optical absorption yielded a greater photocatalytic activity. Walsh and 
co-workers both computationally and experimentally found that the intro-
duction of the second amino-group to the same linker lowers the absorption 
edge from 2.4 eV (NH2-terephthalate as a linker) down to 1.3 eV for the diam-
inated MIL-125(Ti), whereas the MOF containing amine-free terephthal-
ates possesses the HOMO–LUMO gap of 3.6 eV.82 Similar theoretical83 and 
experimental studies on UiO-66-type frameworks additionally confirmed the 
influence of the substituents (NH2, NO2, Br) on the light absorption proper-
ties and the photocatalytic activity in As(iii) oxidation.84 Interesting results 
were obtained when a combination of linkers was used for constructing the 
UiO-66-type MOFs. The authors found that by combining 2-fluoro-1,4-ben-
zenedicarboxylic acid with 2-amino-1,4-benzenedicarboxylic acid the activity 
of the resulting mixed-linker-MOF in benzyl alcohol photocatalytic oxidation 
increased by a factor of 3 as compared to the pure NH2-UiO-66(Zr).85

In addition to the strategies altering the LMCT in MOFs, several exam-
ples of assembling a MOF of porphyrin-like linkers were documented.86,87 In 
these solids the framework is built of bi- or tetradentate porphyrinic entities 
having intrinsically high visible light absorption capacity. Such MOFs were 
also reported to demonstrate photocatalytic activity, although in this case 
the porphyrin core is likely to be responsible rather than the LMCT found in 
other coordination polymers, as the activity is observed even for materials 
with redox-inert metals such as Al.88

It is worth noting that obtaining a MOF that has desired framework func-
tionality by choice is not always synthetically feasible.89 In the work of Walsh 
et al., the MIL-125(Ti)-type framework could only be assembled when using 
a mixture of 10% of (NH2)2-TA and 90% of ATA; all the attempts to synthesize 
pure (NH2)2-MIL-125(Ti) phase were not successful. Considering these lim-
itations, post-synthetic modifications (PSM)90 of MOFs are of great impor-
tance. One example of such a PSM was recently reported by our group.91 In 
this work the NH2 groups of the ATA linkers were chemically transformed 
into dye-like molecular fragments after forming the MOF structure.92 This 
modification resulted in a material with a significantly red-shifted optical 
absorption as compared to the parent NH2-MIL-125(Ti). The modified frame-
work exhibited a greater activity in benzyl alcohol photocatalytic oxidation.

In contrast to the expected destruction of the dye-like moiety at the photo-
catalytic oxidation conditions, the catalyst remained stable upon recycling. 
This can probably be explained by the weak redox power of the photogene-
rated holes within the MR-MIL-125(Ti). Generally speaking, photocatalytic 
oxidations by MOFs are often mild and much more selective towards inter-
mediate oxidation products compared to those of the classical inorganic 
semiconductors.95 At the same time we should point out that many MOFs 
were successfully applied for decolorization of various organic dyes.96

For the purposes of photocatalytic reductions, MOFs can be post-syntheti-
cally loaded with organic dyes. Particularly, the UiO-66(Zr) MOF was sensitized 
with erythrosine B97 and rhodamine B98 that were applied in photocatalytic 
hydrogen evolution. Both of the systems afforded substantial amounts of H2 
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gas. However, the downside was that the dyes were dissolved in the catalyst 
slurry; the catalysts were not fully heterogeneous and the stability of the dyes 
was questionable. In 2015 Li and co-workers reported a very elegant post-syn-
thetic approach of increasing the visible light absorption of NH2-UiO-66(Zr) 
by substituting one of the zirconium atoms within the Zr6O4(OH)4 inorganic 
nodes by titanium as displayed in Figure 8.2.94 This route holds promise for 
future research considering the number of MOF structures there are and 
resembles the doping strategies of titanium dioxide discussed above.

In summary, the optical properties of metal–organic frameworks can be 
easily manipulated by employing a linker with a desired functionality at the 
synthesis stage or, alternatively, via PSM. Moreover, the optical response can 
be engineered by using mixed metal clusters (and/or ligands). Examples of 
such materials were already reported,99 yet at this stage rational design still 
appears challenging. Such tuning of optical properties yielded enhance-
ments of the photocatalytic activity of the MOFs. However, the activity of 
MOF photocatalysts reported thus far is very modest.

One of the intrinsic properties of MOFs that fascinates many researchers 
around the world is their extremely high surface areas reaching up to 7000 m2 
g−1 BET.100 For the frameworks that are most frequently applied in photoca-
talysis these values are somehow more modest, ca. 1500 m2 g−1 for NH2-MIL-
125(Ti)101 and 800 m2 g−1 for NH2-UiO-66(Zr),102 yet still more than sufficient 
for providing enough surface area for catalysis. The synthetic effort in the 
field of photocatalysis with MOFs is not therefore directed toward obtain-
ing materials with higher surface areas as is the case for TiO2. Moreover, the 
mechanism behind the MOF photocatalysis is substantially different from 
that typical for inorganic semiconductors. As highlighted in the beginning 
of this chapter, one of the key reasons for reducing the particle size of TiO2 
is to diminish the distance the photogenerated charge carriers have to travel 

Figure 8.2  ��Post-synthetic sensitization of NH2-MIL-125(Ti) with dye-like molec-
ular fragments yielding methyl red-MIL-125(Ti) (MR-MIL-125(Ti)) (A); 
post-synthetic metal-exchange in NH2-UiO-66(Zr) and its influence on 
light absorption properties (B). Reprinted from ref. 91 and 93 – left and 
ref. 94 – right with permission from the Royal Society of Chemistry.
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before they reach the surface and react with the substrates adsorbed on it. 
The necessity of having mobile charge carriers in MOFs is more question-
able. It should be noted that due to the extremely porous nature of coordina-
tion polymers, the substrates (reactants) can readily diffuse throughout the 
MOF crystallite. On the other hand, the rates of photocatalytic reaction can 
be different at the external surface and in the bulk of the MOF crystallite. 
This was pointed out by Garcia and colleagues as early as in 2006.103 They 
found that MOF-5 exhibited reverse shape selectivity in photocatalytic oxi-
dation of phenols meaning that bulky derivatives of phenol oxidized faster 
than phenol itself. The diffusion of the bulkier molecules was hindered due 
to the size restrictions imposed by the MOF lattice. We also speculate that the 
diffusion of substrates and O2 is not the only factor influencing this peculiar 
behavior. Another explanation can be the limited light penetration depth in 
the absence of photogenerated charge mobility. From that point of view, a 
detailed study of the photocatalytic activity of MOFs as a function of particle 
size would shed the light on these processes.

As mentioned above, MOFs were initially perceived as semiconductors 
based on their optical transitions often resembling band edges and photo-
chemical activity. At the same time photocatalytic activity does not have to 
originate from a semiconductivity. Inorganic semiconductors fulfill certain 
requirements such as presence of a delocalized valence band and a conduc-
tion band formed by an overlap of a nearly infinite number of orbitals close 
in energy and distance. Charge transfer in these cases proceeds through 
the bands. Analogous bands form in organic semiconductors via delocaliza-
tion over extended conjugated π bonds, allowing for charge carrier mobil-
ity. A similar overlap must also occur in MOFs in order to classify them as 
semiconductors.104 Obviously, the only measure of the semiconductivity of 
a certain material is a charge mobility within this material. It can either be 
determined by looking at the current through the material or directly mea-
suring the charge carrier mobility.

A small number of metal–organic frameworks have been reported to con-
duct charges. These MOFs, based on Cu(i) or Ag(i) ions,105 or dithiolene-based 
frameworks,106 generally have rather small, but discernible, conductivities 
of 10−9–10−3 S cm−1.105 Another rare example of a 3-D porous metal–organic 
framework that shows conductivity is based on triazole ligands. Out of a 
series of materials with the same topology, but having different divalent 
metal ions, only the conductivity of the framework with Fe(ii) ions has been 
documented.107 However, more recent works by Dincă and colleagues report 
an exceptional MOF exhibiting conductivities up to 40 S cm−1 as shown in 
Figure 8.3.108

We should emphasize that electroconductivity represents the ability of a 
given material to conduct electric current. When speaking of photocataly-
sis and, more generally, light harvesting, photoconductivity–the mobility of 
electrons and holes generated by electromagenetic radiation–is of greater 
importance. This parameter can be studied with the help of the photo- 
induced time-resolved microwave conductivity (TRMC) reported for some 
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Figure 8.3  ��MOF with exceptionally high electroconductivity (A); TRMC photoconductivity studies for MIL-125(Ti) at different tempera-
tures: thermal-activated hopping (B). Left – adapted from D. Sheberla et al., J. Am. Chem. Soc., 2014, 136, 8859–8862. Copyright 
(2014) American Chemical Society108 and right – reproduced from ref. 58 and 91 with permission from the Royal Society of 
Chemistry.
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frameworks (see Figure 8.3). The technique assesses the local charge mobil-
ity and is an indispensable tool when studying solids for photocatalysis. As 
a result of such measurements one obtains the product of the charge carrier 
density and the charge carrier mobility.109 The signal is obtained with nano-
second time resolution after light absorption. The reported mobility values 
are in the range between 1 × 10−5 and 4 × 10−5 cm2 V−1 s−1. The order of mag-
nitude is rather low compared to conjugated polymers where values of 10−3 
cm2 V−1 s−1 and greater are typical.109,110 These values have been reported for 
a MOF with stacked thiafulvalene ligands,111 a MOF that contains infinite 
Mn–S chains that should facilitate charge carrier mobility,112 and MIL-125 
a Ti(iv)113-containing structure that has also been studied for its photocat-
alytic behaviour.114 For the thiafulvalene, and Mn–S chains structures also, 
the amount of photogenerated mobile charges were determined. The quan-
tum yields are in the order of 10−4–10−3. This thus meant a high intrinsic 
charge mobility of 0.2 cm2 V−1 s−1 for the thiafulvalene framework, and 0.02 
cm2 V−1 s−1 for the Mn–S chain framework. For the latter structure this corre-
sponds to charge delocalization over 8–12 Mn–S units. However, only a very 
small fraction (10−4–10−3) of the absorbed photons lead to charges that are 
mobile.

Considering MIL-125(Ti) as the most representative example of photoac-
tive MOFs to date, it exhibits a low photoconductance (mobility ∼ 10−5 cm2 
V−1 s−1 upon 340 nm illumination, see Figure 8.1).113 Moreover, the conduc-
tance is directly proportional to the temperature at which the measurement 
is carried out, in clear contrast to titania showing mobilities of ∼1 cm2 V−1 s−1  
and nearly independent of temperature.115,116 This clear difference in 
behaviour of the two solids suggests that charge transfer in this MOF pro-
ceeds via so-called thermally-activated hopping due to the isolation of the 
Ti clusters by the organic linkers in the MOF.117 The Ti8O8(OH)4 clusters in 
MIL-125(Ti) are too far apart to fulfil the Mott transition conditions (ca. 4 
Bohr radii).118,119 Moreover, in most MOFs, the distance between linkers is 
too large as to allow efficient π–π stacking120 and there is hardly any orbital 
overlap, keeping the electrons preferentially in a localized state. This struc-
tural feature signifies, as recently pointed out by Lin and colleagues, that 
MOFs have to be understood as molecules arranged in a crystalline lattice.121 
In the case of photocatalysis, materials like MIL-125(Ti) should therefore be 
seen as an array of self-assembled molecular catalysts rather than as classi-
cal semiconductors. In view of this classification, optical absorption spec-
tra should be interpreted as sets of individual discrete absorption bands, 
and the HOMO–LUMO gap terminology appears to be more appropriate to 
describe the discrete character of the electronic transitions in these coor-
dination polymers. For MOF-5, the framework to which semiconductivity 
has been ascribed the most, Walsh et al. computed that no band disper-
sion occurs in this material, which is in agreement with localized charge 
carriers and low conductivity.104 These conclusions are in line with experi-
mental results reported by our research group when photocatalytic activity 
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of iso-reticular Zn-based MOFs and their corresponding monodentate ana-
logues were compared.122

Semiconducting behaviour of metal–organic frameworks occurs rarely and 
is so far of relatively low magnitude. Nevertheless, it has been demonstrated 
in the literature that upon absorption of photons electron–hole pairs can be 
generated in MOFs carrying redox activity. In contrast to classical semicon-
ductors, however, in most cases these charges are not mobile and this in turn 
has a certain influence on photocatalysis. Photocatalysis can be split into a 
reduction and oxidation half reactions. When the photogenerated charges 
are not mobile, this essentially means that the catalytic sites for oxidation 
and reduction must be present in close vicinity to the light absorption and/
or charge separation centre. Although the spatial proximity of the photo-
generated electrons and holes might cause faster charge recombination thus 
inhibiting the desired redox transformations, at the same time, the poros-
ity of MOFs facilitates diffusion of reactants and products throughout their 
crystals, which can compensate for the former.

Similar to the TiO2-based photocatalysts, MOFs were subjected to active 
site engineering (ASE).58 In the case of photocatalysis with MOFs, methods 
of including additional catalytic sites, to the best of our knowledge, have 
given the most promising improvements of photocatalytic performance. In 
contrast to classical semiconductors where ASE is normally restricted to the 
modification of surfaces by noble metal nanoparticles or, more rarely, transi-
tion metal complexes, the synthetic strategies employed for MOFs are much 
more diverse. The general pathways for using MOFs in photocatalysis are 
depicted in Figure 8.4.

The first approach is to utilize MOFs as such and carry out photocatalytic 
transformations by exploiting the LMCT: the MOF organic linkers can act as 
light absorbers, further transferring the energy of excited states to the clusters 
composed of only a few metal atoms. This approach generally results in the 
generation of free charges upon illumination at the appropriate wavelength. 
However, the photocatalytic performance in this case is rather low. The second 
strategy is to utilize the extremely large space within the MOF crystals. This space 
can be then occupied by photocatalytically active species either encapsulated in 
the cavities of the MOFs or even chemically bound. A variety of substrates can 
be encapsulated by following this approach: semiconductor nanoparticles,123 
transition metal complexes124 and others.125 In this case, the MOF can act either 
as mere container or participate in the charge transfer process (see Figure 8.4c 
where a ligand to metal charge transfer (LMCT) is indicated).

As mentioned above, one of the main advantages of using MOFs as car-
riers for photocatalytically active species is that these guests can be either 
covalently bound to the framework or encapsulated in its cavities. By doing 
so, one could prevent leaching of commonly homogeneous catalysts, often 
consisting of precious metals and being soluble under given reaction condi-
tions. Lin and collaborators reported a series of UiO-67(Zr) materials hosting 
Ir-, Ru- and Re-coordination complexes that were active in water oxidation, 
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aza-Henry transformations and CO2 reduction, respectively.126 The remark-
ably high photocatalytic performance compares well with one of the corre-
sponding homogeneous analogues. Moreover, the catalysts were proved to 
be recyclable evidencing their heterogeneity. A framework with the UiO-67 
topology was synthesized following a mixed-linker strategy. Biphenyl-4,4′-di-
carboxylic acid as the primary linker was combined with [Ir(ppy)2(bpy)]Cl- 
derived dicarboxylic acid (see Figure 8.5).127

This synthetic method resulted in a crystalline porous material with an 
iridium content of 2 wt%. Further, platinum nanoparticles (Pt NPs) were 
deposited within the cavities of the Ir-containing MOF by photodeposition 
(PD). The proposed mechanism of operation for this bi-functional catalyst 
was that light absorption takes place at the iridium complex which then 
separates charges and the photogenerated electrons are injected into Pt 
NPs. This catalyst assembly exhibited an extremely high activity in H2 evolu-
tion from H2O (3400 TONs), even outperforming the corresponding homo-
geneous analogue. The improved activity was associated with the more 

Figure 8.4  ��Synthetic strategies to obtain photocatalytically active MOFs: (a) the 
organic linker is acting as absorber and ligand-to-cluster charge trans-
fer occurs; (b) the MOF is used as a carrier for a photocatalyst that 
directly absorbs light and (c) charge transfer occurs between the MOF 
scaffold and the encapsulated catalyst.
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Figure 8.5  ��Coordinating molecular catalysts to UiO-67(Zr) frameworks: synthetic scheme (left), O2 evolution as a function of time (O2-
TON) for the doped MOFs and their corresponding homogeneous analogues (top right), recyclability tests (bottom right).127 
Reproduced with permission from C. Wang, K. E. Dekrafft and W. Lin, J. Am. Chem. Soc., 2012, 134, 7211–7214. Copyright 
(2012) American Chemical Society.
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intimate contact between the photoexcited Ir-complex and the Pt co-cata-
lyst facilitating the charge transfer. Inspired by enzymes found in nature, 
Ott and co-workers coordinated a molecular di-iron catalyst to the UiO-type 
MOF for catalysing H2 evolution.128 The light absorption was achieved by 
Ru(bpy)3 photosensitizer. In 2013 Xu and colleagues reported an analogous 
system based on the redox-innocent MOF-253(Al). In their catalyst the vis-
ible light absorption as well as the desirable catalytic site were introduced 
into the MOF by coordinating PtCl2 to the bipyridine motif of the organic 
linker.129 An analogous way of exploiting organic linkers as active catalytic 
sites was accomplished in porphyrin-based MOFs by Rosseinsky et al.88 They 
fabricated a MIL-60(Al) type MOF composed of meso-tetra(4-carboxyl-phe-
nyl)porphyrin active in H2 evolution when combined with Pt. Interestingly, 
the synthesized MOF was free of metal cores within the porphyrin rings, pre-
serving the possibility of engineering the active sites by addition of various 
metal ions. More recently, another Al-based MOF containing Cu-porphyrin 
linkers and Zn-based Sn(iv)-porphyrin MOFs were proved to catalyse the CO2 
reduction,130 however, the photocatalytic performance towards methanol 
was moderately low.131

Metal–organic frameworks were also utilized as matrixes for the encap-
sulation of polyoxometalates (POMs) for various catalytic applications.132–134 
A Ln3+-based framework containing [BW12O40]5− ions was recently employed 
for photocatalytic oxidation of thiophene with O2.135 The UV light-driven 
reaction was speculated to proceed via the charge separation within the Keg-
gin anions. Another example of a POM-based MOF photocatalyst contains 
[Mo6O18(O3AsPh)2]4− polyoxoanions and Cu(i) organic motifs. The material is 
able to catalyze methylene blue degradation.136

In all the examples above, the function of the MOF is restricted to that of a 
container or ‘nano-reactor’. It serves as a carrier for species that are active in 
photocatalysis whereas the remarkable ability of MOFs to absorb light and 
subsequently separate charges is largely unutilised. The strategy, however, is 
of great interest as it allows one to anchor active sites in a controlled fashion 
making them heterogeneous. One of the first examples in which a MOF is uti-
lized as both the container and the light-absorbing unit was reported by Mat-
suoka and co-workers.137,138 The presented composite catalyst consists of Pt 
NPs deposited on NH2-MIL-125(Ti). The platinum surface is acknowledged to 
be among the best platforms on which to assemble H–H bonds. As a part of 
the composite, Pt nanoparticles provide their surface as appropriate catalytic 
sites required for efficient H2 production. At the same time the MOF, NH2-
MIL-125(Ti), undergoes photoexcitation by visible light. Mechanistic studies 
revealed that absorption of visible light by the 2-aminoterephthalates is fol-
lowed by LMCT, giving rise to Ti3+ paramagnetic species detectable by elec-
tron paramagnetic resonance spectroscopy. The photogenerated electrons 
are then injected into Pt NPs acting as electron ‘reservoirs’ (see Figure 8.6).

The reaction occurs at the surface of the NPs. A similar positive influence 
was also documented for the case of Pt@NH2-UiO-66(Zr).139 Employing noble 
metal nanoparticles as additional catalytic sites is a common strategy for 
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classical semiconductors as well as MOF-based systems.97,98,140,141 However, 
as recently pointed out by Li et al., noble metals can influence the photo-
catalytic activity of MOFs differently.142 They found that Pt NPs substantially 
increased the activity of NH2-MIL-125(Ti) in photocatalytic CO2 reduction 
whereas gold had a negative effect on it. One of the latest examples of employ-
ing the full functionality of MOFs was reported by our group. In this work a 
photocatalytically active NH2-MIL-125(Ti) was loaded with a cobaloxime, a 
well-known electrocatalyst for H2 evolution.143 The encapsulation resulted in 
a highly active, recyclable composite Co@MOF that is free of noble metals. 
Moreover, the experimental proof for the MOF-to-cobaloxime charge transfer 
was provided (Figure 8.7).

Figure 8.6  ��Schematic representation of the mechanism of photocatalytic hydrogen 
evolution catalyzed by Pt-supported NH2-MIL-125(Ti). Reproduced with 
permission from Y. Fu et al., Angew. Chem., Int. Ed., 2012, 51, 3364–3367. 
Copyright (2012) American Chemical Society.101

Figure 8.7  ��Mechanism of hydrogen evolution catalyzed by Co@MOF composite.
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8.3  �Photocatalytic Reactors
A photocatalytic reactor has to bring the reactants into effective contact 
with the catalysts and facilitate effective transfer of photons from the light 
source to the catalyst. The details of reactor geometry and integration of 
a light source within the reactor design are, therefore, highly important. 
When using artificial light sources, the main expenses of the process are 
related to the light source (investment, electricity, maintenance).144 The key 
challenge for design is to integrate the photocatalyst and light source in 
such a way that each part of the catalyst receives the optimal number of 
photons with the right amount of energy, which complicates scale-up and 
optimization.

Considerable numbers of different designs have been proposed and inves-
tigated by different research groups.145 Some of the proposed designs are 
empirically developed whereas others follow more a first-principle approach 
using mathematical models.146 The design of photocatalytic reactors using 
rigorous mathematical models has been carried out mainly during the last 
two decades.147–155 Mathematical models are efficient tools to analyse and 
optimize chemical reactors at different scales. Studies on the mathemat-
ical modelling of photocatalytic reactors with integrated modelling of a 
radiation field have demonstrated great potential.147,156,157 The complexity 
of such integrated models poses significant challenges for analysis and for  
rigorous optimization. Furthermore, many degrees of freedom are avail-
able due to the large variety of designs, methods for catalyst preparation, 
catalyst materials, operating conditions, radiation intensity and light 
sources, which makes it difficult to optimize the performance of different 
photocatalytic reactors using all degrees of freedom. In general, photocat-
alytic reactors can be categorised into two main configurations based on 
the manner in which the photocatalyst has been deployed: (1) a reactor 
with suspended photocatalytic particles or, (2) a reactor with an immo-
bilized catalyst on an inert substrate. Within those categories numerous 
variations exist of which a number of common configurations are dis-
cussed in more detail below.

8.3.1  �Suspended Systems
In a suspended system, catalyst particles are mixed with a fluid. Suspended 
systems normally operate at higher catalyst loadings compared to most 
other photocatalytic reactors, since they utilize the whole volume rather 
than just a surface.158 Subsequently, the number of available catalytic active 
sites per unit of reactor volume increases resulting in an efficient contact 
between reactant and catalyst with excellent mass transfer characteristics. 
Although there is typically no external mass transfer resistance in a sus-
pended system, there are other limitations such as internal mass transfer 
limitations. In addition, achieving a uniform light distribution within this 
system is difficult, because the particles that are close to the light source 
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shield the particles that are further away. Therefore, when catalyst parti-
cles are suspended in the solution, the depth of light penetration is lim-
ited.17,158–160 The aforementioned limitations make it difficult to design a 
suspended reactor for large-scale applications. Slurry and fluidized bed 
reactors are two examples of suspended systems that are used for photo-
catalytic applications.

Slurry photocatalytic reactors have shown great potential to degrade 
contaminants in aqueous solution161,162 and to oxidize liquid hydrocar-
bons.163–165 However, the separation and recycling of fine catalyst particles 
from the treated stream remains a major disadvantage of this reactor type.166 
Post-separation of catalyst particles from the reactor effluent is necessary to 
prevent attrition of catalyst and, consequently, the introduction of new pol-
lutants, which may make the operation of slurry reactors troublesome.17,167 
Furthermore, internal mass transfer limitations may occur due to particle 
agglomeration.168

In a fluidized bed reactor, a fluid (gas or liquid) flows upward in the reactor 
resulting in suspension of catalyst particles. The catalyst is typically immo-
bilized on an inert support such as, for example, glass beads or sand grains 
to optimize fluidization. The fluid velocity should be chosen such that the 
particles are suspended, but are not carried out of the vessel. A fluidized-bed 
reactor has the ability to process large volumes of fluid with a low pressure 
drop. However, the success of this reactor type depends on the adequate 
attachment of the photocatalyst to the supporting particles, because of attri-
tion of the photocatalyst particles by the flowing stream.169 Figure 8.8 shows 
a schematic diagram of a bench-scale fluidized-bed that was used to degrade 
trichloroethylene in a polluted air stream by Dibble and Raupp.170 Titania as 
the photocatalyst was supported on silica gel which formed a titania-silica 
gel. In order to reduce the momentum of the catalyst particles and to prevent 
them from leaving the reactor with the fluid stream, the top of reactor was 
designed such that the cross-sectional area was 125% larger compared to the 
cross-sectional area in the lower part of the reactor to lower the fluid velocity.

8.3.2  �Immobilised Systems

8.3.2.1 � Flat Plate
Flat plate reactors have been widely used for heterogeneous photocatalysis 
studies due to the simplicity of the design and ease of operation.171–173 Flat plate 
photocatalytic reactors consist typically of two flat plates which are placed at 
a certain distance from each other forming a channel through which the fluid 
passes. The catalyst is coated either only on the interior surface of one the 
plates or on both of them depending on the position of the external or internal 
light source for illumination of the catalyst surface. Flat plate reactors usually 
provide a relatively low catalyst surface area and poor photon utilization,144,174 
but are relatively simple to design. An example of a flat plate photocatalytic 
reactor used by Estivill et al.175 is illustrated in Figure 8.9.

http://dx.doi.org/10.1039/9781782623632-00227


Chapter 8248

8.3.2.2 � Honeycomb Monolith Photocatalytic Reactor
Honeycomb monolith photocatalytic reactors have been widely used for emis-
sion control of automobile exhausts and for NOx reduction in power plant 
flue gases.150 Typically, honeycomb structures consist of several channels with 
an internal diameter of about 1 mm while the cross-sectional shape of the 
channels are normally square or circular. The catalyst is usually coated on the 
walls of the channels as a thin film. In order to achieve an energy efficient 
design, investigations have been conducted on the mathematical modelling 
of mass, momentum and radiation transfer within photocatalytic monolith 
reactors.150,154,156 The main advantages of this design are a large ratio of the cat-
alyst surface area over the reactor volume and a low pressure drop. Moreover, 
the scale-up of the monolithic reactor can be done simply by expanding the 
number of channels.176 However, insufficient radiation on the catalyst surface 
through honeycomb channels might result in a low reaction rate and, therefore, 

Figure 8.8  ��Schematic diagram of the fluidized-bed reactor used by Dibble and 
Raupp170 Reprinted with permission from L. A. Dibble and G. B. Raupp, 
Environ. Sci. Technol., 1992, 26, 492–495. Copyright (1992) American 
Chemical Society.170
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low process efficiency.16,177 An example of a monolith reactor for photocatalytic 
oxidation of formaldehyde as used by Raupp et al.150,156 is shown in Figure 8.10.

8.3.2.3 � Optical Fiber Photocatalytic Reactors
Marinangeli and Olis178,179 proposed the concept of applying optical fibers as 
both a support for catalyst immobilization and as a light-distributing guide 
for photocatalysis. Light travels through the optical fiber by reflection on the 
fiber wall. In a photocatalytic reactor constructed from such optical fibers, 

Figure 8.9  ��A schematic diagram of flat plate photocatalytic reactor used by Estiv-
ill et al.175 Reprinted (adapted) with permission from I. Salvadó-Estivill, 
A. Brucato and G. Li Puma, Ind. Eng. Chem. Res., 2007, 46, 7489–7496. 
Copyright (2007) American Chemical Society.175

Figure 8.10  ��Schematic diagram of the monolith reactor used by Hossain and 
co-workers.150,156 Reprinted from Hossain et al.150 with permission 
from John Wiley and Sons. Copyright © 1999 American Institute of 
Chemical Engineers (AIChE).
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the light beam striking the inner wall of a fiber splits into two parts: one part 
is absorbed by the catalyst layer coated on the fiber and the remaining light 
is reflected internally and transmitted along the fiber (see Figure 8.11a). This 
phenomenon repeats itself along the fibers resulting in the gradual distribu-
tion of photons along the reactor length.159

The advantages of such a reactor include the more even distribution of light 
that can be achieved, a large allowable distance between light source and cat-
alyst, and a versatile design in the number of fibers and the distance between 
them. Furthermore, the back illumination of the catalyst prevents the loss of 
photons due to scattering or absorption by the reacting medium.180 However, 
back illumination of photocatalyst might result in the generation of electron–
hole pairs far from the interface of the catalyst and reacting medium, which 
increases the possibility for recombination of generated electrons and holes 
before a reaction can occur.181 Moreover, the optical fibers usually occupy 
around 20–30% of the reactor space while supplying a relatively low area of 
catalyst surface.182 Consequently, the flow rate decreases due to an increase in 
pressure drop.16 Oxidation of acetone in an optical fiber photocatalytic reactor 
employing bare quartz fibers as TiO2 support was investigated by Choi et al.181 

Figure 8.11  ��(a) Schematic diagram and (b) images of photoreactor with catalyst 
coated optical fibers by Nguyen et al.183 Reprinted from Appl. Catal., 
A, 335, T.-V. Nguyen and J. C. S. Wu, Photoreduction of CO2 in an opti-
cal-fiber photoreactor: Effects of metals addition and catalyst carrier, 
112–120, Copyright 2008, with permission from Elsevier.
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Their results showed a 90% reduction of the intensity of light within 30 cm of a 
fiber coated with titania, which reveals an exponential decay in the light inten-
sity. Figure 8.11 shows an example of an optical fiber photocatalytic reactor for 
CO2 reduction to methanol, which was investigated by Nguyen et al.183

Lin et al.176 proposed an optical fiber monolith reactor for wastewater treat-
ment. They used a ceramic multichannel monolith as a support for the pho-
tocatalyst. They inserted the bare quartz fiber optics as both a light guide 
and catalyst support into the monolith channels. The reactor performance 
was tested for degradation of o-dichlorobenzene in water. They found an 
optimum photocatalyst film thickness of 0.4 µm coated on the fibers. This 
configuration provides a higher photocatalyst surface area compared to 
an optical fiber reactor. However, the short length of light propagation still 
remains a disadvantage due to the exponential decay of light along the fiber 
optics. Du et al.184 modified the proposed design by Lin et al. by using “side 
light” optical fibers instead of normal optical fibers to improve the photon 
utilization inside the monolith channels (Figure 8.12). Another difference is 

Figure 8.12  ��Schematic diagram of internally-illuminated monolith photocatalytic 
reactor.184 Reprinted from Appl. Catal., A, 334, P. Du, J. T. Carneiro,  
J. A. Moulijn and G. Mul, A novel photocatalytic monolith reactor for 
multiphase heterogeneous photocatalysis, 119–128, Copyright 2008, 
with permission from Elsevier.
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that they did not coat the fiber wall with photocatalyst to prevent the light 
attenuation at the interface of catalyst and reactant. Titania was coated on 
the inner walls of the monolith channels by a wash coating method. The 
internally illuminated photocatalytic monolith reactor was tested for photo-
catalytic oxidation of cyclohexane.

8.3.2.4 � Annular Reactors
In an annular reactor, the fluid flows through an annulus region that is 
bounded by two concentric pipes that have different diameters. The light 
source may be positioned either at the centre of the reactor or on the outside 
of the reactor. The walls of the tubes are coated with a layer of photocatalyst. 
The layer thickness should be thin enough to allow for the photons to illumi-
nate the entire catalyst surface. Similar to the flat plate type of reactor, annu-
lar photocatalytic reactors offer a relative low reaction surface.160 However, 
an annular geometry offers the advantage of a homogenous light distribu-
tion over the catalyst surface and, consequently, optimal photon utilization. 
In addition, it is possible to approach plug-flow in the annular geometry, 
which makes this reactor type ideal for studies of the kinetics of photocata-
lytic reactions.185 Due to the simple design and operation, annular reactors 
are the most widely applied photocatalytic reactors for photocatalytic stud-
ies.186 Figure 8.13 shows an annular flow reactor that was used by Imoberdorf 
et al.153,187,188 They proposed a scaled-up multi-annular photocatalytic reactor 
for the degradation of pollutants in air streams. Their design was composed 
of four, 177 cm long, concentric pipes of borosilicate glass while the UV 
lamp was located at the center. The interior walls of each annulus unit were 
coated by titania, which provided an active surface area of 5209 cm2. Such 
surface area significantly increased when compared to the laboratory reactor 
of 81 cm2 active catalyst surface area tested by the same research group. The 
multi-annular photocatalytic reactor was modelled based on mass, momen-
tum and radiation balances. The results predicted by the model were in good 
agreement with experimental results.

8.3.2.5 � Packed-Bed Photocatalytic Reactors
A packed-bed photocatalytic reactor is composed of a vessel that contains 
immobilized catalytic particles. The light sources can be located inside or out-
side of the reactor. The fluid, including the reactants, contacts the illuminated 
catalyst particles. Quartz and borosilicate glass, which are transparent to UV 
light, are often used as the packing material. The catalyst is coated as a layer on 
the catalyst particles, which should be thin enough to allow transmission of a 
fraction of the UV radiation to the particles that are located further away from 
the UV source. Consequently, the bed volume can be activated up to a certain 
depth by the light source. Therefore, the light absorption factor of the cata-
lyst layer is one of the key factors for the design of packed-bed photocatalytic 
reactors. Guidelines to design packed-bed photocatalytic reactors have been 
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proposed including a cost analysis.189 Raupp et al. developed a mathematical 
model to predict the behaviour of a continuous packed-bed photocatalytic 
reactor. Their reactor featured a lamp inside the tube as light source for the 
oxidation of a pollutant in a gas stream. The model includes a radiation field 
model within the reactor.149 The constraints that this design may have are a low 
surface area to reactor volume ratio and less efficient photon utilization when 
taking into account both photon absorption and scattering.149,190 Figure 8.14 
shows a schematic diagram of (a) single lamp and (b) multi-lamp packed-bed 
photocatalytic reactors, which were modelled by Alexiadis et al.189

8.3.2.6 � Microreactors
Micro-reaction systems have attracted much attention for chemical appli-
cations and demonstrated significant promise in a wide range of chemical 
transformations.191 Microreactors offer a small molecular path for mass 

Figure 8.13  ��Schematic diagram of the annular reactor used by Imoberdorf et 
al.153,187,188 Reprinted from Chem. Eng. Sci., 62, Gustavo E. Imoberdorf 
et al., Simulation of a multi-annular photocatalytic reactor for degrada-
tion of perchloroethylene in air: Parametric analysis of radiative energy 
efficiencies, 1138–1154, Copyright 2007, with permission from Elsevier.
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transport, fast mixing times, laminar flow conditions and a large specific 
surface area, which favour fast heat transfer. Microreactors also have a great 
potential for catalytic applications because of their large surface-to-volume 
ratio. The ratio of the irradiated surface area of catalyst to reactor volume is 
one of the crucial factors in the design of a photocatalytic reactor. A micro-
reactor can provide a specific surface area of about 1.4104 m2 m−3,192 which 
is much larger than the typical irradiated specific surface area of conven-
tional photocatalytic reactors.193 Another advantage of photocatalytic micro-
reactors is that a small light source, and therefore lower radiation cost, is 
required for a miniaturized reactor. Several studies have investigated the 
feasibility of using microreactors for photocatalytic applications.192,194–199  
Figure 8.15 shows a microreactor that was used by Gorges et al.194 to decom-
pose 4-chlorphenol in water. Their microreactor consisted of 19 channels 
each with a cross-section of 200 µm300 µm. Compared to conventional pho-
tocatalytic reactors, the irradiated specific catalyst surface area of this micro-
reactor is about 4–400 times larger.

8.3.3  �Light Sources
The design of the light source for photocatalysis has a key impact on the 
efficiency of photocatalytic applications. The rate of photocatalytic reactions 
depends in general on both the concentrations of the reactants and on the 
rate of photon absorption by the catalyst. The catalyst has to receive photons 
with a suitable amount of energy over a large area for optimal performance. 
At low photon intensities, the reaction rate typically increases linearly with 

Figure 8.14  ��Schematic diagram of (a) single lamp and (b) multi-lamp packed-
bed photocatalytic reactors used by Alexiadis et al.189 Reprinted from 
Chem. Eng. Process., 44, A. Alexiadis and I. Mazzarino, Design guide-
lines for fixed-bed photocatalytic reactors, 453–459, Copyright 2005, 
with permission from Elsevier.
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increasing light intensity due to the increased generation of electron–hole 
pairs.3 However, upon further increasing the light intensity, the rate of elec-
trons–hole pair recombination may increase faster than the rate of consump-
tion of electron–hole pairs by the chemical reaction.3 Therefore, careful 
design of the radiation field within a photocatalytic reactor is important to 
maximize reactor performance. Such radiation fields within photocatalytic 
reactors have been analysed by solving the radiative transfer equations (RTE) 
for different light sources by applying different numerical methods147,200–202 
including Monte Carlo methods.152,203–205 In general, the light sources that 
have been used to activate a photocatalyst can be categorized into two groups: 
solar radiation and artificial radiation, as described in more detail below.

8.3.3.1 � Solar-Based Photocatalytic Reactors
Since only 4–5% of the solar light that reaches the earth is UV light, a great 
deal of research has been conducted on the development of photocatalysts 
that can be activated with visible light.206 In addition to the required band-
gap, using sunlight as the radiation source imposes geometrical constraints 
to the design of photocatalytic reactors. Solar-based photocatalytic reactors 
normally have a flattened geometry and thus need a large footprint.207 Nev-
ertheless, it is expected that current interests and developments in the appli-
cation of solar energy for photocatalysis will even further increase due to 

Figure 8.15  ��Schematic diagram of a photocatalytic micro-reactor used by Gorges 
et al.194 Reprinted from J. Photochem. Photobiol., A, 167, R. Gorges, S. 
Meyer and G. Kreisel, Photocatalysis in microreactors, 95–99, Copy-
right 2004, with permission from Elsevier.
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the abundance and sustainability of solar energy. The design of solar-based 
photocatalytic reactors may be based on either an immobilized or suspended 
catalyst with the option to concentrate solar light before usage. Such concen-
trated systems use a reflector to direct solar radiation with a solar tracking 
mechanism. Compared to non-concentrating systems, concentrating sys-
tems need a smaller reactor volume for the same light harvesting surface 
area. Therefore, in the construction of the reactor, more expensive materials 
can be used. However, concentrated solar-based photocatalytic reactors are 
not able to harvest diffuse UV radiation, which is of importance especially 
on cloudy days. Even on a clear day, approximately 50% of the UV light that 
reaches the earth includes diffuse UV light,208 which limits the effectiveness 
of concentrating solar energy.

Non-concentrating solar photocatalytic reactors—whether using a reflec-
tor or not—are static systems. They are less expensive to construct and easier 
to operate compared to concentrating solar photocatalytic reactors.209 More-
over, they can collect both direct and diffuse UV radiation. Although the  
collection of solar energy is less efficient due to the absence of concentrating 
devices, the photonic efficiency is normally higher compared to concentrat-
ing reactors due to the lower rate of electron–hole pair recombination at lower 
radiation intensities.3 Furthermore, the optical loss is lower compared to the 
concentrating reactors, especially if no reflective surface is used.210 However, 
a much larger photocatalytic surface area is needed compared to concentrat-
ing systems and, consequently, the material to build such a reactor should 
be relatively inexpensive.210 Non-concentrating solar reactors operate usually 
at laminar flow, while turbulent flow is more favourable in the term of mass 
transfer efficiency.211

Parabolic trough reactors (PTRs) are an example of a concentrating 
solar photocatalytic reactor, which consist of parabolic reflectors that 
concentrate the solar light on a tube located in the centre of the parabola  
(Figure 8.16). The stream including reactants flows through a tube, which 
facilitates plug-flow behavior. The reactor size is small and the radiation 
intensity per reactor volume is high.212 However, compared to non-concen-
trating reactors, PTRs are relatively expensive while the optical and quantum 
efficiency is lower.212 PTRs have been used to degrade different pollutants in 
water successfully.213–216 Compound parabolic concentrator reactors (CPCR) 
are trough reactors, but with a low ability to concentrate solar light.217 This 
type of reactor has static reflectors and differs from a PTR reflector. The 
reflector of a CPCR usually consists of two parabolas, which are positioned 
side by side. The focal line is above the connecting line of two parabolas. This 
geometry allows for the collection of light beams from almost every direction 
to be concentrated on the focal line. CPCRs combine the characteristics of 
both concentrating and non-concentrating reflectors: they concentrate the 
solar light while they are static and collect the direct UV radiation as well 
as diffuse UV radiation. Figure 8.16a and b show the reflector profile and 
schematic diagrams of PTRs and CPCRs, respectively. The performances of 
PTRs and CPCRs were investigated in degradation of different compounds in 
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water.214,218–220 Results showed that CPCR performance is more efficient for 
photocatalytic applications compared to that of PTRs.

Thin-film fixed-bed reactors (TFFBR) are one of the first non-concentrating 
solar photocatalytic reactors. They generally consist of inclined plates that 
are coated with a thin film of photocatalyst. The feed stream flows over the 
catalyst plate as a thin layer.210 Figure 8.17a shows a schematic drawing of 
a TFFBR. The efficiency of a TFFBR and a PTR has been compared in some 
studies.146,210 Results showed that TFFBRs are more efficient compared to 
PTRs for the same operating conditions. Moreover, the cost of construction 
and operation of a TFFBR is considered to be lower than that of a PTR.210

A new type of non-concentrating solar photocatalytic reactor is the so-called 
double sheet skin photocatalytic reactor (DSSR).221,222 This reactor is made of 
a transparent box of Plexiglass® with several channels (Figure 8.17b). Some 
types of Plexiglass® are able to transmit the direct and diffuse UV light with 
wavelengths shorter than 400 nm. The flow including suspended catalyst 
and reactants is pumped into the channels. Dillert et al.223 studied a DSSR for 
the degradation of a biological pollutant in water. They found that to degrade 

Figure 8.16  ��Reflector profile and schematic diagram of (a) parabolic trough reac-
tor (PTR) and (b) compound trough reactor (CPCR).146 Reprinted with 
permission from R. J. Braham and A. T. Harris, Ind. Eng. Chem. Res., 
2009, 48, 8890–8905. Copyright (2009) American Chemical Society.146
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1 m3 of contaminated water per day, 50 m2 of the radiated reactor surface is 
needed to reach 90% conversion when applying suspended titania (P25) as 
a catalyst.

8.3.3.2 � Artificial Light Sources
Although many efforts have been made to develop photocatalysts that can 
harness visible light, titania is still the most frequently used photocata-
lyst which requires ultraviolet (UV) light to be activated. Artificial UV light 
sources offer independence from location, weather and the day–night cycle. 
However, additional costs in the form of investments, maintenance and elec-
tricity are required when using artificial light sources. In addition, the design 
of a reactor irradiated by an artificial light source is restricted by the geome-
try and the size of the light source. Nevertheless, the design of a photocata-
lytic reactor with an artificial light source can be based on a smaller footprint 
compared to one using solar light. Furthermore, artificial lights can provide 
a narrower spectrum of light that better matches the requirements of the 
photocatalyst compared to solar light.

Classical UV lamps have been used for laboratory and commercial pho-
tocatalytic applications. There are several studies dedicated to the analysis 
and modelling of the radiation field within a reactor based on conventional 
lamps as the light source.147 Such lamps have usually a cylindrical shape and 
are based on mercury discharge or fluorescence. Artificial light sources can 
be classified into two groups: high and low power UV light sources. High 
power UV sources, such as medium and high-pressure mercury lamps, gen-
erate high intensities of UV light, which can intensify the reaction. However, 
the quantum yield of titania is known to decrease at high radiation inten-
sities.207 Therefore, the high power UV sources are usually not favoured in 
photocatalytic applications.3 Using low power UV light sources, such as 

Figure 8.17  ��Schematic diagram of (a) thin-film fixed-bed photocatalytic reactor 
(TFFBR) and (b) double skin sheet reactor (DSSR).146 Reprinted with 
permission from R. J. Braham and A. T. Harris, Ind. Eng. Chem. Res., 
2009, 48, 8890–8905. Copyright (2009) American Chemical Society.146
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fluorescent or low-pressure mercury lamps, will enhance the quantum yields 
of photocatalysts. For example, Puma et al.224 compared the performance of 
low pressure mercury and fluorescent lamps in a falling film photocatalytic 
reactor for wastewater treatment. Their results showed that a mercury lamp 
was more efficient than a fluorescent lamp. However, the disadvantages of a 
mercury lamp include its fragility, toxicity, short life span and issues relating 
to the disposal of such a lamp.225

Alternatively, light-emitting diodes (LEDs) can be used for photocatalytic 
applications. LEDs are non-toxic, compact and can be applied flexibly within 
a photocatalytic reactor both in terms of space and time. In addition, LEDs 
can offer a narrow light spectrum with a peak wavelength tuned for a specific 
photocatalyst.

In the last few years, several studies have reported the feasibility of using UV 
LEDs as a light source for photocatalytic applications in both gas and liquid 
phases.226–229 These studies showed that LEDs can be promising alternative 
light sources to conventional UV lamps. This potential will further increase 
in the future in cases where the costs of LEDs continue to drop. In particular, 
investigation of the radiation field within a LED-based photocatalytic reactor is 
needed due to the importance of the rate of photon absorption in the reaction 
kinetics. Levine et al.229 compared the performance of high power UV LEDs 
and a black light blue (BLB) lamp for the oxidation of ethanol. Their results 
showed that at an equivalent average irradiance, the LED-irradiated reactor 
had a lower reaction rate. They concluded that uniformity of the irradiance 
on the catalyst surface had a great impact on the reaction efficiency, which 
stresses the importance of optimizing the arrangement and design of the light 
source together with the design of the reactor equipment itself to provide the 
optimum photon utilization in LED-based photocatalytic reactors.

8.4  �Conclusions
To unlock the full potential of photocatalysis for enabling a future generation 
of sustainable chemical processes, novel developments in the design of cat-
alytic materials and novel reactor configurations are highly promising. The 
synthetic strategies for catalyst development in the case of classical semicon-
ductors such as TiO2 and novel photocatalysts, such as metal–organic frame-
works, are rather similar. Both of them include sensitization towards visible 
light absorption and the introduction of additional catalytic sites. However, 
while in the case of TiO2 charge recombination processes have to be mini-
mized, the absence of intrinsic charge mobility in the case of MOFs imposes 
certain distinct differences. Moreover, MOFs possess extremely large surface 
areas and are highly tuneable which greatly enhances the possibilities of 
employing additional catalytic sites. At this stage semiconductors such as 
TiO2 often outperform the MOF-based systems but the growing attention on 
photocatalysis with MOFs as well as nearly infinite possibilities of designing 
such systems, provide evidence that this class of materials holds a promise 
for photocatalytic applications in the coming decades.

http://dx.doi.org/10.1039/9781782623632-00227


Chapter 8260

Improving mass transfer has been the subject of many studies in chemi-
cal reactor design and in this regard, efficient designs have been proposed 
and developed for different phases. On the other hand, improving the pho-
ton transfer within photocatalytic reactors still has much room for improve-
ment. So far, several photocatalytic reactors have been developed and tested 
to improve the mass and photon transfer simultaneously. Still for many 
applications, the photocatalytic process efficiency is not economically viable. 
Using the sun as a sustainable source of photons can improve the economic 
and environmental performance of the photocatalytic process. However, 
most of the photocatalysts need UV light to become activated. In this sense, 
a new generation of light sources such as UV-LEDs can be an attractive alter-
native for photocatalytic applications. Measuring the amount of photons 
received and absorbed by a photocatalyst within photocatalytic reactors is 
challenging, but feasible methods have been developed.230 Integrated use of 
in situ measuring principles and process modelling tools is a promising way 
forward to optimize the design of photocatalytic reactors.
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9.1  �Introduction
Photochemistry deals with the phenomenon of activation of electrons using light 
of specific wavelengths. This is different to activation with simple heating since 
the light excites the bond directly without making use of heat transfer.1 Exciting 
the bonds and electrons by light thus often yields reactions unattainable by heat. 
To be able to achieve such excitation solely with heat would pyrolyse the mole-
cule before activating the desired bond in most cases.1 Photocatalysis involves 
materials which can be easily activated by light and can catalyse reactions which 
are otherwise too slow or energy-demanding. Moreover, photochemical reac-
tions which need photons with high energy levels can be carried out by photoca-
talysis with lower energy photons, thus increasing the efficiency.

This chapter reviews and evaluates the reactor designs which have been 
reported to integrate photocatalysis in chemical processes. A large amount 
of scientific work has been performed on photocatalytic reactors in the last 
37 years, including 13 500 papers, reviews and reference works. However, the 
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integration of the photocatalytic reactors into industrial processes is still not 
achieved.2 Figure 9.1 shows the number of published papers and filed pat-
ents on photocatalytic reactors between 1977 and 2014.

The lack of implementation of photocatalytic reactors in industry is in 
part due to suboptimal designs.3 The reason for the difficulty in photocata-
lytic reactor design comes from their specific challenges. Several challenges 
for the design of photocatalytic reactors are inherited from conventional 
catalytic reactors such as the need to have a large specific surface area and 
high mass transfer rates. Therefore, various reactor configurations that are 
applied for conventional catalytic applications have been investigated for 
photocatalytic applications as well.2,4 Conventional designs, however, are 
currently being changed using process intensification tools and adapted to 
photocatalysis. The main optimization and intensification developments 
focus on the following approaches:2,4

  
	 1. �O vercoming mass transfer limitations: promoting fast adsorption–

desorption, increasing catalyst surface;
	 2. �O ptimizing photon transfer limitations: optimum lighting strategy 

and reactor geometry to maximize irradiance;
	 3. �I ndustrial integration: scale-up, catalyst separation, retrofitting to 

existing systems.
  

This work focuses on the different reactor designs in wastewater treat-
ment. Emphasis is on reactors which were patented and/or influenced the 
ongoing evolution to the optimum design for each application.

Figure 9.1  ��Cumulative evolution of published papers and filed patents per year 
with keywords “photocatalytic reactor”. Figures on papers are from  
Science Direct, figures on patents are from Google patent search.
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9.2  �Wastewater Treatment
Wastewater treatment is conventionally performed by biodegradation.5,6 This 
is still the predominant treatment method for both industrial and domestic 
wastewater. However, many of the pollutants are toxic for the biodegradation 
organisms and/or non-biodegradable.5 This led to the search for alternative 
degradation routes. Incineration and chemical processes, namely photolysis 
and advanced oxidation processes (AOP), were proposed as important routes 
to degrade the non-biodegradable pollutants.5,7 Conventional incineration 
is commonly thought to be a feasible alternative to landfill and diluted dis-
charge but, as presently practised, incineration has low energy efficiency as 
well as high CO2 emission since the majority of the fuel is spent in evaporat-
ing the wastewater. This limits the future use of incineration.

Photolysis treatment can be applied in two distinct approaches. Direct pho-
tolysis utilizes the light wavelength which is directly absorbed by the pollutants 
to degrade them. On the other hand, photocatalytic AOP utilizes photocata-
lytic reactions to generate radicals thereby oxidizing the organic pollutants. 
Even though AOP is indirect, it has an advantage over direct photolysis since, 
in most cases, organic intermediates of direct photolysis stop absorbing in the 
same wavelength range and cannot be further photolyzed, thus the chemical 
oxygen demand (COD) of wastewater cannot decrease further.8 The radicals 
generated by photocatalytic AOP are independent of the pollutant concentra-
tion. This enables elimination of organic pollutants and the degradation of 
intermediates in pseudo-first order reaction kinetics.9–11 This advantage was 
proven effective in the case of micropollutants with concentrations of µg L−1 
down to ng L−1 which exist in hospital and municipal waste waters and landfill 
leachates.12,13 Furthermore many of the pollutants which fall into the microp-
ollutant category are still not regulated and are good candidates for future reg-
ulation.13 New legislation can favour the usage of AOP since these pollutants 
cannot be eliminated completely with conventional methods.

The catalyst material used in photocatalytic treatment reactors is usually 
either pure TiO2 in crystal form or a doped version of this. These dopants 
can be another semiconductor,14 such as various transition metals including 
noble metals, or rare earth elements.7,15–17 Dopants are utilized to lengthen 
the maximum excitation wavelength of the photocatalyst and, potentially 
using the sunlight as the energy source, for radical generation. There are also 
alternative metal oxide catalysts such as magnetite and maghemite crystals.18 
Even though these dopants and alternatives were successful in broadening the 
photosensitization spectrum, by far the most common photocatalyst is pure 
crystalline TiO2.4 Among the TiO2 photocatalysts, the most widely-used one is 
P25 by Evonik. P25 is a mixture of crystalline TiO2 nanoparticles in both rutile 
(20%) and anatase (80%) forms. Figure 9.2 shows the photosensitization wave-
lengths of the P25 photocatalyst.19

The bands shown in Figure 9.2 indicate that light in the near UV spectrum 
is able to excite both structures. This enables usage of sunlight. However, 
due to the low UV content of sunlight an artificial UV source, a mercury lamp 
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being the most popular, is used in the research and development of photo-
catalytic reactors. The UV–LEDs have also been utilized for wastewater treat-
ment with AOP.20,21 LEDs have the advantages of low power, environmental 
protection, long lifetime, fast response time (µs) and good mechanical prop-
erties.22 The LED efficiency has reached close to 100 lumens per watt of input 
electricity whereas this value is around 55–70 lm W−1 for standard compact 
fluorescent lighting.23 Furthermore, the possibility of periodic illumination 
further extends the efficiency of LEDs.24,25

The majority of the research and exploitation of photocatalysis regarding 
environmental applications has been performed on effluent treatment, namely 
the degradation of organic pollutants in industrial wastewater.26 However, con-
ventional techniques are still in use due to their simplicity, lower operating 
costs and level of development. Recently, a strategy to combine both conven-
tional and new technologies was proposed, as shown in Figure 9.3.5

In this way the AOP can fit in parallel or in series with biodegradation reac-
tors. Figure 9.3 also gives an idea of the main drawback of AOP, namely the 
high operating costs.13,27 These operating costs are currently only justified 
by the successful removal of non-biodegradable pollutants or ones with very 
high toxicity which cannot be removed otherwise.

Optimal design and process integration alongside more strict environ-
mental regulations can lead the way to integrate the different reactors. This 
will be discussed in this section on the existing biodegradation systems.

9.2.1  �Slurry Reactors
Slurry reactors are the first concept in using photocatalysts for effluent treat-
ment. The advantage of using the slurry reactor is the minimal mass transfer 
limitations due to the large catalyst surface by dispersing the fine catalyst 
powder in the reaction medium. Theoretically, the catalyst surface in a slurry 
reactor can be as large as 170 000 m2 m−3 depending on the catalyst con-
centration, particle size and the degree of agglomeration.4 However, a large 

Figure 9.2  ��Photosensitization wavelengths of TiO2 crystals which constitute the 
P25 catalyst. Adapted and reprinted with permission from A. G. Agrios 
et al., Langmuir, 2004, 5911–5917. Copyright (2004) American Chemical 
Society.19

http://dx.doi.org/10.1039/9781782623632-00270


C
hapter 9

274

Figure 9.3  ��Strategy of combining biodegradation with AOP. Reprinted from Science of the Total Environment, 409, I. Oller et al., Combi-
nation of Advanced Oxidation Processes and Biological Treatments for Wastewater Decontamination – A review, 4141–4166, 
Copyright (2011) with permission from Elsevier.5
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surface area means smaller particles and as the particle size decreases, cata-
lyst recovery becomes an issue resulting in additional cost and lower space–
time yield. Larger particles and/or aggregates are simpler to separate but at 
the expense of catalyst surface area. Furthermore, light penetration in the 
reaction medium decreases due to absorbing catalyst particles. Depending 
on the reactor geometry, a portion of the catalyst will not be illuminated, 
thereby decreasing the reactor yield. Some of the significant studies focus-
ing on these drawbacks for designing industrially applicable photocatalytic 
slurry reactors are summarized in Table 9.1.

Even though different designs usually involve quite different geometries 
in the slurry reactors, there are some common physical parameters which 
govern the efficiency and productivity of all slurry reactors.32 These param-
eters are catalyst load, pH and irradiance distribution of the UV light in the 
reactor volume.

The catalyst load, at lower catalyst concentrations, is directly propor-
tional to the reaction rate. This is expected since more catalyst will introduce 
more surface area for the degradation process. However, after a threshold 

Table 9.1  ��Proposed slurry reactor designs in the literature.

Name Application Significance Reference

Multi-lamp 
reactor

Treatment of domes-
tic wastewater. 31 
L reaction medium

Reactor design aided by CFD 
and radiation model. No 
moving parts in the reac-
tor unit. The designed 
unit can be multiplied for 
scale-up. Volumetric reac-
tion rate is in the order of 
10−8 mol L−1 s−1

28

Rotating  
annular reactor

Phenol degradation. 
Up to 7.6 L reac-
tion medium

Scalable reactor design. 
Mixing by moving walls. 
0.06 × 10−4 mol L−1 min−1 
reaction rate achieved. 
The photonic efficiency 
achieved was 1.4

29

Fountain  
reactor

Created as a design 
concept. Not 
experimented

Industrially applicable 
design. Analytical mod-
elling has already been 
done for scaling-up. Up to 
10 g L−1 catalyst load can 
be utilized. Down to 0.5 
mm slurry film thickness 
can be reached

30

Photocatalytic 
membrane 
reactor

Various AOP applica-
tions were tested. 
Pharmaceutical 
degradation of 
contaminated river 
water was the prac-
tical application

Novelty is in the microfil-
tration membrane which 
solves the catalyst regen-
eration problem with flow 
rates up to 25 L m−2 h−1

31
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concentration, the additional catalyst has less or no impact on the degra-
dation rate. Moreover, due to shading, high catalyst concentration can even 
reduce the reactor performance.28 This threshold value is strongly case- 
dependent and varies in a broad spectrum of 0.1–8 g L−1.32

The pH affects the surface charge of the photocatalyst. Degussa P25 has 
a point of zero charge (pzc) at pH = 6.25.33 Lower pH values make the cat-
alyst surface positively charged which promotes the adsorption of anions 
(e.g. phenol, carboxylic acids).9,21,34 For phenol, a popular anionic substrate, 
the optimum pH was reported to be between 5 and 7.35 High pH, vice versa, 
is applicable for cationic substrates (e.g. methylene blue, cationic dyes).36 
A high pH promotes adsorption by attracting the cations to the negatively- 
charged surface.

Irradiance distribution in the slurry reactor affects the rate of generation 
of the electron–hole pairs on the catalyst surface and is in direct proportion 
to the reaction rate. However, similar to catalyst loading, this direct relation-
ship is maintained until a threshold irradiance. This critical irradiance was 
reported as 25 mW cm−2 as a universal threshold.32 For values higher than 
this irradiance the first order relationship between light intensity and reac-
tion rate becomes half-order, thus decreasing the overall photonic efficiency.

The reason for the existence of these two regimes lies in the mechanism 
of photocatalysis with TiO2 which is governed by the generation of electron–
hole pairs on the catalyst surface. These pairs are however not stable and 
they recombine within picosecond timescales. At lower irradiance, more of 
the generated electron–hole pairs get to partake in chemical reaction than  
in recombination. At the half-order regime, recombination becomes the 
dominant step.32

Although Carp reports the threshold as a global value, this threshold irra-
diance value was observed to be lower for immobilized catalysts, proving that 
mass transfer limitations also play a role in this phenomenon. This obser-
vation will be further discussed under the section on immobilized catalysts.

The reactor designs selected for Table 9.1 focus on industrial applicability 
and scalability which is in parallel with the line of this work. There are other 
slurry reactor designs which focus on obtaining kinetic constants or proving 
new lighting or catalyst concepts. They were not included since this chapter 
focuses on applicable reactor design concepts.

9.2.1.1 � Multi-Lamp Reactor (MLR)
This concept aims to optimize the lamp power, number of lamps and posi-
tioning of these lamps as well as the hydrodynamics inside the reactor. Its 
starting point is the annular reactor shown in Figure 9.4a. The standard 
annular reactor is the most popular slurry reactor,29 which is basically a tubu-
lar reactor with a single lamp at the axis. This design is used in this work as 
the benchmark continuous process for slurry reactors. Figure 9.4b shows the 
MLR design with 4 lower output lamps.
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As explained previously, a region in an annular reactor with too high an 
irradiance can have low photonic efficiency. Therefore, a single lamp reac-
tor design has an inefficient (but fast reacting) strongly-illuminated zone 
close to the lamp and a darker zone away from the lamp. The efficient zone 
is between these two zones. The MLR aims to keep every location in the reac-
tion medium at a similar irradiance, at values within the range of efficiency.

Figure 9.4  ��(A) Lateral view of a standard annular reactor,37 (B) axial views of MLR 
designs (2 and 4 lamps).28 (A) Reprinted from Chemical Engineering 
Journal, 172, N. Qi et al., CFD modelling of hydrodynamics and degra-
dation kinetics in an annular slurry photocatalytic reactor for wastewater 
treatment, 84–95, Copyright (2011), with permission from Elsevier and 
(B) reprinted from Chemical Engineering Science, 111, Y. Boyjoo et al., 
CFD simulation of a pilot scale slurry photocatalytic reactor and design 
of multiple-lamp reactors, 266–277, Copyright (2014), with permission 
from Elsevier.
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The efficient range can be identified for different catalysts, catalyst concen-
trations and substrate molecules with an easy assay. The rate of degradation 
increases linearly with increasing irradiance in the high photonic efficiency 
range. At high enough irradiance ranges, the irradiance does not improve 
the reaction rate linearly any more. The threshold for photonic efficiency has 
then been reached.

The MLR is a design concept which addresses photon transfer limitations 
while proposing a scale-up method with multiple lamps. An efficient MLR 
module can be replicated or extended to the desired size and may be oper-
ated with high throughput and efficiency. The main drawback is that it does 
not address the catalyst recovery issue.

9.2.1.2 � Rotating Annular Reactor (RAR)
The RAR was originally developed as a reactive separation platform in 1980.38 
Utilization of the RAR can be seen as another iteration of the annular reactor. 
In contrast to the MLR, all the lamps are positioned at the reactor's axis,29 
similar to the standard annular design. On the other hand, the RAR focuses 
on mixing of the slurry in order to irradiate all catalyst particles evenly and 
to eliminate concentration gradients in radial directions from the lamp. The 
design is shown in Figure 9.5a.

Figure 9.5  ��(a) RAR design. (b) Taylor vortices created in the reaction medium. 
Reprinted from Chemical Engineering Science, 65, M. Subramanian 
and A. Kannan, Photocatalytic degradation of phenol in a rotating annu-
lar reactor, 2727–2740, Copyright (2010) with permission of Elsevier.29
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Since the apparent reaction rate for the degradation is low, the residence 
time is usually maintained in the timescale of minutes, which results in a 
laminar regime. With this way of operating, the annular reactor has the dis-
advantage of limiting the radial mass transfer to diffusion. The RAR design 
overcomes this mass transfer limitation by forming Taylor vortices between 
the rotating and stationary walls, as shown in Figure 9.5b.

The mixing obtained by the RAR is not only enhancing mass transfer by 
creating laminar mixing but also enabling homogeneous irradiation to all 
the catalyst particles. Furthermore a higher catalyst concentration (up to 8 g 
L−1 is proven) can be utilized since light penetration does not need to cover 
all the reactor. Even though this high catalyst concentration blocks the light 
at a relatively shallow depths, due to the mixing all the catalyst particles will 
be irradiated evenly (Figure 9.5b).

Rotational motion in the RAR and the vortices created also result in a con-
trolled periodic illumination (CPI) operation. As the catalyst passes through 
the illuminated zone, the degradation reaction takes place and when the parti-
cles are in the dark zone only adsorption–desorption may occur. By controlling 
the ratio of the illuminated volume to total reactor volume by varying the cat-
alyst concentration and/or lamp output, the CPI duty cycle can also be varied.

The RAR is an improvement in both mass and photon transfer in photo-
catalytic reactors. It is also straightforward to scale-up by building it taller or 
multiplying smaller blocks. However, just like the MLR, this concept does not 
address the issues associated with slurry reactors and the catalyst recovery step.

9.2.1.3 � Fountain Reactor (FR)
The FR is a novel design concept invented in 2001.30 This concept consists 
of two constituents one being the main slurry reservoir and the second part, 
on top of the reservoir, is the actual reactor where the reaction takes place 
as shown in Figure 9.6. The reactor part is called the water fountain and can 
be designed as a parabolic plate or as a cone placed concentrically with the 
nozzle. The slurry flows as a film on the plate and is irradiated via a solar or 
an artificial light source.

Even though there is barely any geometrical resemblance, the FR design 
is focusing on the same problem as the RAR. This problem is mixing and 
irradiation homogeneity. By mixing the reservoir, all catalyst particles have 
the same chance to be irradiated and the catalyst concentration can, just like 
in the RAR, be much higher (up to 10 g L−1) than conventional continuous 
designs such as the annular reactor.

The residence time of the slurry on the fountain is an important parameter 
controlling the CPI duty cycle. The ratio of residence time on the fountain to 
residence time in the reservoir is the duty exactly. Furthermore the flowrate 
of the fountain also determines the flowing film thickness which should be 
set according to the light penetration depth at the operating catalyst concen-
tration. The film thickness varies from the nozzle to the edge of the fountain 
especially in a conic fountain. Parabolic fountain has a more homogeneous 
film thickness distribution.
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The FR concept has two main advantages. One is the ability for virtually 
limitless scale-up. It can be coupled to mixing tanks and the desired reaction 
rate can be supplied by varying the fountain area. It may even be possible to 
use solar energy during the day with reactors bearing large enough fountain 
attachments.

The main drawback of the FR design per se is that it is a slurry reactor 
and the catalyst separation step is still a problem. Its ability of integration to 
existing systems can be increased if the fountain is not operated as a slurry 
reactor but with the photocatalyst immobilized at its surface. This would help 
to integrate the fountain to the existing biodegradation reactors via using the 
algorithm shown in Figure 9.3. The FR is not a patented design and can be 
further intensified to fit modern industrial needs.

9.2.1.4 � Photocatalytic Membrane Reactor (PMR)
The PMR design with a slurry reaction medium is the only integration solu-
tion for slurry photocatalytic reactors within existing industrial water treat-
ment systems. The previous design concepts all focus mainly on the first two 
issues mentioned in Section 9.1 which are photon and mass transfer limita-
tions. The PMR on the other hand almost only focuses on the integration by 
attempting to solve the catalyst recovery step.

Membrane units in slurry PMRs can, and do, exist in three positions: before 
the reactor as a pre-treatment unit, within the reactor and after the reactor as 
catalyst recovery units.39,40 While using membranes before the reactor can be 
vital to eliminate any leak of light blocking biodegradation sludge from the 

Figure 9.6  ��Fountain reactor system with an illuminated rotating dome coupled to 
liquid reservoir.4 Reprinted from Chemical Engineering and Process-
ing, 46, T. Van Gerven et al., A review of intensification of photocatalytic 
processes, 781–789, Copyright (2007), with permission from Elsevier.
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ponds to the AOP unit, it is not a design concept at the focus of this work. 
From a chemical engineering point of view, integrating the previously men-
tioned slurry reactors with the aid of membranes is more interesting.

The most popular PMR designs are modifications of the most popular 
slurry reactors, the single lamp or multi-lamp annular reactors. Two of the 
annular PMR variants are shown in Figure 9.7. The common point on these 
reactors is the need for high-shear mixing at the surface of the membrane 
unit. This is needed to clean the photocatalyst particles from membrane sur-
face which may cause fouling. This shear is most popularly supplied by the 
sparger placed under the membrane,31,40,41 with the exception of a membrane 
agitator design (Figure 9.7b).42 The membranes utilized in the PMR setups 
are usually polymer microfiltration membranes (polytetrafluoroethylene or 
polypropylene) with pore sizes varying from 100 nm to 1 µm.

Another commonly-used way of using the membrane is after the reactor 
as a separate catalyst recovery unit. This method has the advantage of being 
independent of the reactor design. This is a hollow-tube membrane unit 
through which the slurry from the reactor is fed and looped back to the reactor. 
The flow rate is kept high to eliminate fouling; the permeate is free of catalyst 
particles and is discharged.

The external membrane unit is used in an industrially-applied photocata-
lytic slurry reactor, namely the Photo-Cat™, Purifics ES Inc. which is a PMR 

Figure 9.7  ��(a) Bubble-cleaned PMR annular reactor31 (b) membrane agitator PMR 
multi-lamp reactor.42 (a) Adapted from Journal of Membrane Science, 
322, K.-H. Choo et al., Use of photocatalytic membrane reactor for the 
removal of natural organic matter in water: Effect of photoinduced 
desorption and ferrihydrite adsorption, 368–374, Copyright (2008), 
with permission of Elsevier and (b) adapted from Separation and Purifi-
cation Technology, 71, R. A. Damodar and S.-J. You, Performance of an 
integrated membrane photocatalytic reactor for the removal of Reactive 
Black 5, 44–49, Copyright (2010), with permission from Elsevier.
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applied for removal of pharmaceuticals, endocrine-disrupting compounds 
and estrogenic activity from Colorado River water.39

The PMR concept appears to be the key to integration of the slurry reactors 
with industrial and domestic wastewater systems. The reactor designs with 
embedded catalyst systems are simple and yet still to be applied to practi-
cal needs. However, adding an external membrane unit to optimized reactor 
designs can close the catalyst separation gap between the slurry and immo-
bilized catalyst reactors.

9.2.2  �Immobilized Catalyst Reactors (ICR)
The concept of photocatalytic treatment of wastewater may be proven on 
slurry reactors but the diversity of reactor design concepts with immobilized 
catalyst is no less than with their slurry counterparts. Naturally, eliminating 
the difficult catalyst recovery step is the main idea behind coating all the 
catalyst content on a surface and then irradiating that surface. This is indeed 
a more practical approach and may seem one step closer to the integration 
of photocatalysis in industry. However, this concept intensifies the mass and 
photon transfer limitations, since the transport mechanism of the substrate 
molecule within the catalyst coating is limited by diffusion. Furthermore, 
the light penetration is limited to micrometer length scales. This limits the 
effective catalyst amount making the thickness of coating ineffective on the 
reaction rate after a certain thickness.9 The mechanism within the catalyst 
coating was recently modelled and investigated on a parallel plate reactor34 
using CFD and on a microreactor43 using analytical modelling.

Since all the catalyst is coated on a surface and light is vital, the reac-
tor geometry needs to maximize the irradiated surface. This is in contrast 
to maximizing irradiated volume which was the aim of the slurry reactors. 
Surface maximization without compromising irradiation is a new challenge 
for chemical engineering. Some of the designs proposed to meet these chal-
lenges are shown in Table 9.2.

Similar to the slurry reactor designs, common parameters govern the per-
formance of the reactor. The effect of pH is the same as in slurry designs 
whereas the irradiance and catalyst loading parameters have different effects 
on the reactor performance.

The irradiance measured on the catalyst surface is again directly propor-
tional to the reaction rate until the threshold light intensity. However, this 
threshold was observed to be lower than with slurry designs (<1 mW cm−2) 
in various studies.11,34,51,52 This may be due to internal mass transfer lim-
itations in the immobilized catalyst coating. In the slurry reactors there is 
mixing of the catalyst whereas in immobilized coatings the catalyst is sta-
tionary. This keeps the catalyst always under the light for the IC designs. The 
mixing of particles enables a cyclic operation where the catalyst is irradiated 
some of the time and in the dark the rest of the time. This allows the adsorp-
tion to take place in the dark zones and increases the photonic efficiency as 
explained in the RAR section. Slurry reactors also have the advantage of high 
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mass transfer areas which eliminates a major factor for decreasing photonic 
efficiency and which enables their efficient operation at higher irradiances.

Periodic illumination is also possible in the immobilized catalyst reactors. 
However improvement in reactor performance via periodic illumination is 
controversial as several studies report no improvement.29,33,53

Positioning of the catalyst layer is also an important parameter and its 
effect is case dependent. If the catalyst is placed before the reaction medium 
on the light path (back-lighting) the light intensity is higher than placing the 
catalyst after the reaction medium (front-lighting). However, due to the inter-
nal mass transfer limitations, back-lighting is not always favourable.54 On 
the other hand, another case favours back-lighting only at higher intensities 
(2 mW cm−2).51

The catalyst load in immobilized catalyst reactors is usually defined as  
the catalyst thickness. The thickness is usually between 0.5 and 5 microns. 
Vezzoli et al. have reported that any TiO2 coating thicker than 3 microns has 
no effect on the reactor performance for irradiances up to 5 mW cm−2.

As shown in Table 9.1, the parallel plate reactor is the starting point from 
which the microreactor, optical fibre and foam reactor gradually evolved. 
Spinning disc, on the other hand, is a new design concept with a consider-
able impact on photocatalysis.

Table 9.2  ��Proposed IC reactor designs in the literature.

Name Application Significance Reference

Parallel plate 
reactor

Various AOP applications 
in aqueous medium 
using, mercury lamps 
and LEDs

Simplest of the ICR. Easy to 
scale-up. Reaction rate 
constant – in the order of 
0.01 min−1 for 1–2 L  
reaction media

9 and 34

Microreactor Cortison 21- acetate 
removal from water

High conversion, high area/
volume ratio. Detailed 
analytical model. Rate 
constant was shown to be 
31 s−1 for 1.49 µL reaction 
medium

43

Optical fibre 
reactor

Pharmaceutical removal 
as well as photocata-
lytic oxidation of cyclo-
hexane. Using short 
arc mercury lamp

High area/volume ratio. 
Efficient irradiation. 
Ability to scale-up using 
monolith concept

44–47

Foam reactor 2,4 chlorophenol deg-
radation in synthetic 
aqueous wastewater 
using LEDs

High area/volume ratio. 
Flexible design concept 
able to be applied to  
different geometries. 0.01 
min−1 rate constant for 
500 mL solutions

48 and 49

Spinning disc 
reactor

Phenol degradation in 
synthetic aqueous 
wastewater with mer-
cury lamps

High area/volume ratio close 
to microreactor, with-
out the fluid handling 
problems

50
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9.2.2.1 � Parallel Plate Reactor (PPR)
The parallel plate geometry is the simplest attempt to increase the area to 
volume (A/V) ratio by thinking in 2D and keeping the third dimension (thick-
ness of flow area) smaller than the other dimensions. In most of the cases in 
the literature, this ratio of the third dimension to other dimensions is kept 
between 30 34 and 150.9 In other words, a 15 cm long reactor has a flow thick-
ness of 1–5 mm. These values are for the laboratory scale since the industrial 
reactor would be meters wide and long. The thickness of the PPR is inversely 
related with the A/V value giving the relation A/V = 1/ω where ω is the thick-
ness in meters. A typical 3–5 mm thickness reactor keeps the A/V at around 
200–300 m2 m−3. An example of parallel plate reactor is shown in Figure 9.8.

The biggest advantage of the PPR is scalability. Its straightforward con-
struction lets it to be built virtually without size limits as long as the capital 
costs for UV-transparent material are justified. However, size doesn't affect 
the A/V ratio since it only depends on the thickness of the PPR. This leads 
to the main drawback of the PPR which is the low A/V. This design needs to 
be built very large in order to achieve the space–time yield of slurry reactors 
which can carry more catalyst throughout the bulk volume and reach higher 
A/V than the PPRs. Furthermore, the light source is another issue with this 
design. Mercury lamps are omnidirectional and focusing their light on the 
PPR surface needs additional hardware. LEDs are a powerful alternative and 
a solution to this issue since they are unidirectional.

The natural solution to the drawbacks of PPRs would be further decreasing 
the thickness to achieve a higher area per volume. This leads to the sub-mm 
characteristic length and, thus, the microreactor range.

Figure 9.8  ��(a) Exploded view of a PPR (b) cross-section of the same PPR (ω = 1 
mm)9 both images are adapted from Applied Catalysis A: General, 404, 
M. Vezzoli et al., Investigation of phenol degradation: True reaction 
kinetics on fixed film titanium dioxide photocatalyst, 155–163, Copy-
right (2011), with permission of Elsevier.
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9.2.2.2 � Microreactor
When the characteristic length is decreased to less than a millimetre, the 
design is called a microreactor. Microreactors are 2D designs like the PPR. 
They are used in photocatalysis to overcome mass transfer limitations by 
exploiting the high A/V ratio. A photocatalytic microreactor designed by 
Takei and colleagues was an array microchannels placed on a TiO2 coating. 
The channels had a thickness (ω) of 3.6 µm and a width of 770 µm which gave 
the geometry an A/V ratio of 278 000 m2 m−3.55 This reactor design is shown 
in Figure 9.9.

Microreactors are not only advantageous due to the huge A/V ratio but 
also for their catalyst load. A recent patent reports 23.9 g L−1 of TiO2 load 
which is three times the load of an RAR.4,56 Furthermore, the wastewater 
treatment microreactor by Visan et al.43 was calculated to carry a catalyst 
load of 161 kg m−3.

Microreactors are a big intensification over the PPR, however they can be 
further optimized. The channel width of the microreactor shown in Figure 
9.9 may be increased for more area without compromising fluid distribu-
tion. The current design has empty spaces between the parallel channels. 
CFD can be a good aid to further optimize the channel width and length. 
Irradiation of microreactors would also be via the UV-LEDs to keep the 
overall size small4 and also for the advantages of these light sources dis-
cussed in PPR section.

The drawback of the microreactors is the scale-up as well as the light dis-
tribution. There are commercial solutions for microreactor scale-up which 
deliver industrial-scale throughputs however they are not yet optimized for 
photocatalysis. Maintaining the small characteristic length and scaling-up 
means folding the reactive surface into a manifold. To irradiate this manifold 
evenly is another challenge which may involve efficient lighting resources 
and photon transfer media such as optical fibres.

Figure 9.9  ��The three layers of microreactor4,55 Reprinted from Chemical Engineer-
ing and Processing, 46, T. Van Gerven et al., A review of intensification 
of photocatalytic processes, 781–789, Copyright (2007), with permis-
sion from Elsevier.
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9.2.2.3 � Optical Fibre Reactor (OFR)
Since high surface area is essential for the reactors with immobilized cat-
alyst, geometries with a manifold of milli- or even microchannels may be 
needed for more compact designs. The concept of OFR emerged to overcome 
the potential photon transfer issues in an immobilized catalyst reactor with 
a 3D geometry. This design uses optical fibres as light distributors and/or  
catalyst supports.57 Three main types of OFR design are to be considered 
here. These design types are shown in Figure 9.10.

The fibres exist in the reactor in three forms: shielded (no illumination just 
photon transport), stripped (illumination) and TiO2 coated (catalyst support 
and illumination). A downside of coating the fibre with catalyst is the loss of 
light intensity in the axial direction more quickly. The light intensity in the 
coated fibre decreases to 1% of the initial intensity in 10 cm whereas this 
value is 40% in a bare fibre,58 as shown in Figure 9.11.

The first type of OFR is built by coating the optical fibres with the pho-
tocatalyst (Figure 9.10a).44,45,57,59 This has the advantage of increasing the 
irradiated catalyst coating area dramatically, however since the illumination 
is behind the coating (back-illumination), due to the mass transfer limitations  
and decay of light intensity throughout the porous coating, the overall  
performance is compromised.4

To overcome the photon transfer limitations in the first OFR designs, the 
catalyst was coated on glass beads (Figure 9.10b) and the vessel was irradiated 
by a bundle of optical fibres.60 This approach of illumination by the fibres 
was also utilized for the slurry reactors.46 Fibres were used in this case to dis-
tribute light evenly throughout the vessel and because of the front-lighting, 
the limitations of the first OFR designs were addressed.

For maintaining front-illumination and increasing the surface area, a 
monolith reactor with TiO2 washcoat and square channels (5 mm cell edge) 
was utilized as a reaction vessel.46,47,61 A bundle of 100 optical fibres were used 
for light distribution from a 100 W short-arc mercury lamp (Figure 9.10c). 
This reactor was utilized for selective oxidation of cyclohexane and proved to 
have higher photonic efficiency than a top-illuminated tank reactor.

9.2.2.4 � Foam Reactor (FR)
Silicon carbide foams with medium surface area have been coated with TiO2 
photocatalyst to achieve a high surface to volume ratio.48,49,62 The 3D open 
alveolar structure gives the foam a surface area of 20–30 m2 g−1. This corre-
sponds to a 2.5 m2 cm−3 which is obtainable in 2D (parallel plate) geometries 
only by a microreactor with a characteristic length smaller than 1 µm.

The large surface to volume ratio may be a solution for mass transfer limita-
tions however the 3D geometry blocks the light and introduces photon trans-
fer limitations. Figure 9.12 shows the lighting conformation for the operation 
of this reactor. It can be seen that he flow distributor is also a light distributor.

The specific reactor shown above was utilized in fact for gas phase degrada-
tion reactions, however a similar design was proven effective for the aqueous 
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Figure 9.10  ��Three different OFR designs. (a) First OFR utilizing coated fibres44 (b) 
optical fibre illuminated reactor (c) internally-illuminated monolith 
reactor46,47 (a) adapted from Applied Catalysis B: Environmental, 62, A. 
Danion et al., Photocatalytic degradation of imidazolinone fungicide 
in TiO2-coated optical fibre reactor, 284–281, Copyright (2006), with 
permission from Elsevier, (b) and (c) adapted from Applied Catalysis 
A: General, 334, P. Du et al., A novel photocatalytic monolith reactor 
for multiphase heterogeneous photocatalysis, 119–128, Copyright 
(2008), with permission of Elsevier.
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2,4-dichlorophenol degradation.49 The reaction kinetics (0.0167 min−1) and 
photonic efficiency (0.002) were of the order of 2D PPRs which shows that 
this design is not yet optimized. The most probable cause of sub-optimal 
operation in this case is the photon transfer limitations which can be solved 
by using photon distributors such as optical fibres.

9.2.2.5 � Spinning Disc Reactor (SDR)
Another method used for decreasing the characteristic length of the 2D reac-
tors is to apply centrifugal force on the plate where the catalyst is immobi-
lized. This creates a thin liquid film on the catalyst increasing the A/V ratio.50 
SDR scheme is shown in Figure 9.13. The SDR principle was proven on  
photocatalytic degradation of 4-chlorophenol in aqueous medium. The SDR 
managed to decrease the organic substrate concentration of a 10 L vessel by 
close to two logarithmic levels in 4 hours.

Figure 9.11  ��Evolution of light intensity in bare and catalyst coated optical fibres.58 
Adapted from Chemosphere, 50, W. Wang and Y. Ku, The light trans-
mission and distribution in an optical fibre coated with TiO2 particles, 
999–1006, Copyright (2003), with permission of Elsevier.
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Although the SDR principle was shown for the first time on water treat-
ment, different new versions have also been developed for use in various 
reactions. The most interesting for environmental applications is the spin-
ning cloth disc reactor.63 This design uses cloths as spinning discs and 
increases the surface area and the residence times of the substrates. This 

Figure 9.12  ��Foam reactor scheme and flow distributor with LEDs mounted.48 
Adapted from Applied Catalysis B: Environmental, 154, N. Doss et al., 
Photocatalytic degradation of butanone (methylethylketone) in a 
small-size TiO2/β-SiC alveolar foam LED reactor, 301–308, Copyright 
(2014), with permission of Elsevier.

Figure 9.13  ��The SDR scheme with the mercury lamp on top. Reprinted from  
Chemosphere, 42, H. C. Yatmaz, The spinning disc reactor – studies 
on a novel TiO2 photocatalytic reactor, 397–403, Copyright (2001), 
with permission of Elsevier.50
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relatively new design can be developed using glass fibre cloth27 and applied 
to water treatment.

9.3  �Benchmarking Wastewater Treatment Reactors
As explained in the previous sections there are many different photocatalytic 
reactor design concepts. Trying to evaluate the performance of these reac-
tors is of paramount importance in order to integrate them within existing 
applications. Evaluation of the reactor's performance and also monitoring 
the weak points is the key to further process intensification.

Two benchmarks have been used in the literature when comparing reac-
tors. The first benchmark is the apparent first order reaction rate constant 
k.43 This benchmark usually has units of min−1 depending on the conversion 
speed of the reactor. This benchmark gives a direct view on the conversion 
speed of the design which is quite handy when comparing designs. However 
it does not give an idea of the throughput since it is volume dependent. For 
example, a PPR working as a loop will give a much lower k when connected to 
a 10 L vessel than a 50 mL vessel. However it will perform just the same since 
the active area does not vary. Furthermore this benchmark is dependent on 
both light intensity and catalyst load.

Another popular benchmark is the photonic efficiency also known as the 
quantum yield which can be given as,
  

	 100
R

zε
Φ

= × 	 (9.1)
  

where ε is dimensionless photonic efficiency, R is the reaction rate (mol L−1 
s−1), z is the amount of electrons transferred per molecule to be degraded and 
Φ is the photon flux (mol L−1 s−1).
ε gives an idea of how efficiently the reactor is utilizing the light. However, 

it gives no idea of the electrical consumption or the productivity of the reac-
tor. For example, an annular reactor and a parallel plate reactor may have the 
same photonic efficiency,34 however they may need lamps of very different 
powers and they also may have different material throughputs.

Therefore, a need for a better benchmark is definite. The simple bench-
mark we propose here is the ratio of space–time yield (STY) to the stan-
dardized electricity expenditure of the lamp. STY can be calculated by 
taking the inverse of passage time. The STY here is standardized to the 
volume (m3) of wastewater processed from 100 mmol L−1 of pollutant to 
0.1 mmol L−1 of pollutant in a day by 1 m3 of the reactor. The inlet and 
outlet concentrations were selected to standardize the degradation to 3 
orders of magnitude of concentration decrease. This is a common con-
version standard, especially in pharmaceutical and insecticide pollutant 
elimination.64 STY can be calculated easily from the apparent reaction rate 
constant. For a continuous slurry reactor, i.e. RAR or MLR, a continuous 
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PPR operated as a loop and a continuous stirred-tank reactor (CSTR), the 
model equation can be used.
  
	 A0

A 1
C

C
kτ

=
+

	 (9.2)

where CA is the output concentration in mmol L−1, CA0 is the inlet concentra-
tion in mmol L−1 and τ is the passage time in days. From the CSTR model, τ 
can be calculated. Replacing CA by 0.1 mmol L−1 and CA0 by 100 mmol L−1, the 
equation then becomes,

	
3

R
cstr

1m
STY

999
V k
τ τ

= = = 	 (9.3)

where VR is the reactor volume (1 m3) and k has the units of day−1. For plug-flow 
photocatalytic reactors such as the microreactor, the STY can be given as;

	 pfr
A A0

1
STY

ln 6.908
k k

C Cτ
= = − = 	 (9.4)

  
To include the lighting efficiency in the benchmark, the calculated STY 

was divided by the lamp power and the catalyst load. However, the lamp 
power was scaled-up to the value which would illuminate 1 m3 of the reactor 
by the following relation.
  

	
31m

LP P
V

= × 	 (9.5)

  
where LP is the standardized lamp power (kW), P is the lamp power of the 

experimental setup and V is the volume of the reaction medium in the exper-
imental setup (m3).

Another important parameter affecting the reactor performance is the  
catalyst load which can be calculated as:
  

	
31m

CL L
V

= × 	 (9.6)

  
where CL is the standardized catalyst load (kg m−3), L is the catalyst load 

in the actual setup (g) and V is the volume of the reaction medium in the 
actual setup (m3). In conventional catalysis, the benchmarks include the cat-
alyst loading since replacing the spent catalyst is a major expenditure. In this 
work, however, it is excluded from the benchmark since its consumption by 
the reactor is very low. In a life cycle assessment of a solar heterogeneous 
photocatalytic water treatment pilot plant,65 it is estimated that 20 g of tita-
nia photocatalyst is spent for each m3 of treated water. Assuming a 130 $ kg−1 
titania photocatalyst price (www.Alibaba.com search engine), the catalyst 
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cost of the treated water is 0.026 $ m−3. This is negligible in comparison to 
the electricity cost which is 0.34 $ kWh−1 (price in Belgium in May 2015) espe-
cially when it can take up to 4 kWh of electricity expenditure per m3 of water.

Hence the overall photocatalytic space–time yield (PSTY) can be given as:
  
	

STY
PSTY

LP
= 	 (9.7)

  
The advantage of using the PSTY is to be able to get more idea about the 

usability of the design than using the k or the ε measures. A microreactor,43 
the PPR shown in Figure 9.8 and a PMR40 were benchmarked. The data are 
shown in Table 9.3.

As can be seen in the Table 9.3, different benchmarking parameters lead 
to different conclusions. According to the k values, the microreactor is, by 
five orders of magnitude, the best performer of three reactors followed by 
the PPR which is three times that of the PMR. However, due to the 120 W 
lamp irradiating a reactor volume of 1.49 µl in the MR setup, the LP value 
is dramatically higher than the other two which decreases the PSTY bench-
mark behind both slurry and immobilized catalyst reactors. On the PPR vs. 
PMR side, the PMR rates 50 times better due to the ease of illumination of 
the slurry reactor with fewer mercury lamps. It should be noted that this 
benchmark does not include the catalyst recovery step of slurry reactors. 
PMR recovers the catalyst without additional volume requirement.

Therefore the PSTY benchmark sums up the reactor performances, nor-
malizing very different designs. Furthermore, it shows the weak points in a 
concept. It is clear: the microreactor does not have a capacity problem but an 
illumination problem. If there were an UV-LED array of 0.1 W irradiating the 
reactor, the PSTY would be 13 (m3 water day−1 m−3 reactor kW−1 lamp) which 
is 2 to 3 orders of magnitude higher than the competition. A central efficient 
lighting system with optical distribution can be the solution to this weak 
point of microreactors in photocatalysis.

9.4  �Conclusions
Design concepts to overcome mass and photon transfer limitations shape 
the current photocatalytic reactors. When compared, the slurry reactors 
are still more efficient than the immobilized catalyst reactors. However if 

Table 9.3  ��Three different design concepts benchmarked.

Reactor k (day−1) STY (day−1) LP (kW) CL (kg m−3)
PSTY (m3 day−1 
kW−1 kg−1)

Microreactor 6 × 106 8.69 × 105 6.71 × 104 161a 4.14 × 10−6

PPR 36 0.036 35 0.07 1.3 × 10−3

PMR 14.4 0.014 0.22 0.5 6.49 × 10−2

a�Catalyst load calculated, assuming 5 µm catalyst thickness for PPR9 and 1.2 µm catalyst thick-
ness for Microreactor43 and taking porosity 0.52 from the literature.34
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an effort to scale-up the photocatalytic microreactor (MR) is made, the high 
area to volume ratio of this design could prove to be the next generation of 
wastewater treatment.

This scale-up is, however, more complicated than just multiplying the 
microchannels in an array such as a monolith. The added complication is 
due the necessity of photon transport to each channel in the array. Hybrid 
concepts like the internally-illuminated monolith reactor (Section 9.2.2.3) 
which uses optical fibres and milli-channels can be further investigated to 
maximize the throughput and efficiency. While using the optical fibres for 
illumination, it should be taken into account that as shown in Figure 9.11, 
light intensity decreases as the photons progress through the bare optical 
fibre.

Here we conclude that to be able to increase the existing levels of through-
put and the efficiencies of photocatalytic reactors, focus should be on hybrid 
designs—with microreactors coupled with new illumination strategies—
instead of new design concepts and geometries.
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10.1  �Introduction
10.1.1  �Background – Nitrogen Fixation
Nitrogen, which makes 78% of the Earth's atmosphere, is a basic constitu-
ent for sustaining plants and living organisms.1 Nitrogen constitutes a major 
part of DNA and RNA, determining the genetic character of all living things. It 
is also found in plant cells, chlorophyll, enzymes, proteins and amino acids.2 
To most living things, this abundant atmospheric nitrogen is not accessible. 
Because, before N can be used, the strong triple bond of N2 must be bro-
ken and the N atom must be chemically bonded with other elements such 
as oxygen and/or hydrogen through a nitrogen fixation process, or with car-
bon. Some micro-organisms are capable of fixing atmospheric nitrogen and 
supplying it to plants in a process known as biological nitrogen fixation.3,4  
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The other important source for fixed nitrogen is lightning that results from 
the electrical discharge between two clouds, where conditions are optimal 
for NOx formation.5,6 However, the increasing demand from the global popu-
lation has intensified agricultural practices and the naturally-fixed nitrogen 
is no longer sufficient for fulfilling human demands. To cope with this grow-
ing demand artificial means of fixing atmospheric nitrogen were developed 
at the beginning of the 20th century.7,8

The most widely used artificial process for the nitrogen fixation is the 
“Haber–Bosch ammonia synthesis process”, which is considered as the most 
important discovery of the 20th century. Recently, the annual amount of 
nitrogen fixed by the Haber–Bosch (H–B) process has reached 130 million 
tons per year, surpassing that fixed naturally in agriculture and doubling the 
number of humans supported per hectare of arable land.7,9 After the inven-
tion of the H–B process the global population started growing rapidly. Even 
though there were many other factors, food was the important one. The 
increase in global population and nitrogen fertilizer consumption follow 
very similar trends, as shown in Figure 10.1, which also shows the distribu-
tion of fixed nitrogen quantities as reported in 2010.5

Chemically-fixed nitrogen as ammonia is used in many different forms, 
ranging from nitric acid to hydrogen cyanide and used for large scale appli-
cations in chemistry, e.g. fertilizer and plastics manufacture, etc.10 A com-
plete picture of the range of products derived from ammonia is presented in 
Figure 10.2.

10.1.2  �Timeline of N-Fixation Process Development
Investigation on ammonia dates back to 1774; the timeline shows the most 
significant events in nitrogen fixation process development (see Figure 
10.3 14–16). Here we have focused only on chemical nitrogen fixation.

In the 20th century nitrogen obtained from artificial processes overtook 
the nitrogen obtained from natural sources (organic and inorganic) thanks to 
overwhelming efforts put in to fix atmospheric nitrogen, as the atmosphere is 
an abundant source of nitrogen. A number of successful industrial-scale pro-
cesses have been investigated, including reactions for the production of nitric 
oxide (NO), ammonia (NH3), hydrogen cyanide (HCN) and nitric acid (HNO3). 
All these efforts could be combined into the following three main approaches:
  
	 1. � Combining atmospheric nitrogen and oxygen to form nitric oxide: e.g. 

Birkeland–Eyde electric arc process explained in Section 10.2.1.1 17,18

	 2. � Use of compounds capable of fixing nitrogen in their structure: e.g. 
cyanamide acid process10,14,19

	 3. � Combining atmospheric nitrogen with hydrogen to form ammonia: i.e. 
Haber–Bosch process20,21

  
Birkeland–Eyde successfully developed the electric arc process in Norway 

in 1903, which is explained in detail in Section 10.2.1.1. The cyanamide acid 
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process was developed by German scientists Frank and Caro from 1895–1898. 
Nitrogen was fixed in the form of calcium cyanamide by reaction of calcium 
carbide with pure nitrogen. The cyanamide process grew rapidly, reaching 
its peak in 1918 with 35 plants and total rated capacity for fixing 350 000 
tons of nitrogen per year. Both of these processes were very energy intensive22 

Figure 10.1  ��A: global population increase and the nitrogen fertilizer consumption 
trends.11 B: quantities of fixed nitrogen in million metric tons per year 
in 2010.5 Reprinted from Catalysis Today, 256, B. S. Patil et al., Plasma 
N2-fixation: 1900–2014, 49–66, Copyright (2015)12 with permission 
from Elsevier B.V.
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and eventually taken over by the Haber–Bosch process developed in 1908 
and commercialized in 1913. The main reasons were comparatively less 
energy consumption and the higher volumes of ammonia produced. More 
details on this process can be found elsewhere.9,19,21 Significant development 
in technology over the last half century has made it possible to reduce the 
energy consumption of the Haber–Bosch nitrogen fixation process by almost 
3 times to the present energy consumption of 36 GJ per ton of N fixed. This 
chronological progress is shown in Figure 10.4. The significant development 
mainly means the development for the upstream units, methane reform-
ing for hydrogen production and high purification nitrogen supply, which 
takes around 75% of the energy consumption of the whole process, while 
the synthesis and separation steps only take 25%. It should be noted that 
all the energy consumption mentioned in following discussions for plasma- 
assisted nitrogen fixation mainly refers to the energy for the synthesis step.

Even so, the H–B consumes 1–2% of the world's total energy production,24 
2–3% of world's total natural gas output21 and emits 300 million metric tons 
of CO2 to sustain 40% of world's population.7,25 The International Energy 
Agency (IEA) has identified ammonia among 18 chemicals which consume 
80% of the total energy demand of the chemical industry and contribute to 
75% of GHG emissions.23 Therefore, even a small improvement in the energy 
efficiency of this process would bring huge economic savings. However, mod-
ern technological and ecological standards require considerable reduction in 
its environmental footprint and an increase in its energy efficiency, although 
the H–B process has almost reached its theoretical limits.26 The IEA has also 
identified ammonia as the chemical compound with the highest potential to 
reduce energy and GHG emissions by 2050 through improving the catalyst 
and the catalytic process.23

Figure 10.2  ��Overall picture of nitrogen fixation compounds and their applica-
tions.10,13 Reprinted from Catalysis Today, 256, B. S. Patil et al., Plasma 
N2-fixation: 1900–2014, 49–66, Copyright (2015)12 with permission 
from Elsevier B.V.

http://dx.doi.org/10.1039/9781782623632-00296


C
hapter 10

300

Figure 10.3  ��Major milestones in chemical nitrogen fixation process development.14,15 Reprinted from Catalysis Today, 256, B. S. Patil  
et al., Plasma N2-fixation: 1900–2014, 49–66, Copyright (2015)12 with permission from Elsevier B.V.
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From Figure 10.5, it can be seen that only the non-thermal plasma process 
has a lower energy consumption possibility than the H–B process. The most 
energy-effective mechanism for plasma-chemical NO synthesis is provided 
by the vibrational excitation of molecules, because most of the energy of 
non-equilibrium discharges is transferred from electrons to vibrational exci-
tation of N2 molecules at Te = 1–3 eV.29 The mechanism of synthesis through 
vibrational excitation of N2 is not only the most energy effective but is often 
the fastest and therefore the most dominating mechanism.29 It is important 
to notice that non-thermal plasma has 3 times lower theoretical energy con-
sumption than the H–B process.26 Therefore, using plasma as an alternative 
energy to fix nitrogen offers a great potential for the future. Plasma processes 

Figure 10.4  ��Comparison of energy consumption for three N-fixation processes.23

Figure 10.5  ��Energy consumption for various nitrogen fixing processes, reprinted 
from Chemical Engineering and Processing, 90, N. Cherkasov et al., 
A review of the existing and alternative methods for greener nitrogen 
fixation, 24–33, Copyright (2015)26 with permission from Elsevier B.V.
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on an industrial scale have been reported as a top priority in a number of 
white papers on process intensification and energy savings.27,28

10.1.3  �Introduction to Plasmas
Plasma is considered as the fourth state of matter which makes up 99% of the 
visible universe.29–31 Plasma processes are among the oldest processes on the 
earth and may be involved with the origin of life as demonstrated by Miller 
and Urey's experiments in 1953.32,33 Plasma is generated by ionization of gases, 
which takes place when a sufficient amount of electrical energy is supplied to 
a gas. Plasma contains electrons, neutrals, and highly excited atomic, molec-
ular, ionic and radical species. Plasma is an extraordinary multidisciplinary 
phenomenon involving physics, electromagnetism and chemistry, etc.29–31 
Understanding plasma generation and control is therefore extremely challeng-
ing. Plasma can be produced over a wide range of pressures, temperatures, elec-
tron temperatures and electron densities. Plasmas are generally classified as 
high temperature (HTP) or low temperature plasmas (LTP). In HTP, electron 
and ions are at the same temperature of about 107 K. Low temperature plas-
mas are subdivided into thermal and non-thermal plasmas as shown in Table 
10.1.34 In thermal plasmas, electron, ions and background gas are at the same 
temperature of about 104 K. Arc plasma and plasma torches work with thermal 
plasma. In non-thermal plasmas, electrons are usually at very high tempera-
tures of the order of 105 K because of their smaller mass, whereas ions and 
background gas are at room temperature. Non-thermal plasmas can be found in 
atmospheric pressure discharges—pulsed corona, pulsed glow discharge, glow 
discharge, micro-hollow cathode discharge, dielectric barrier discharge (DBD), 
RF discharge, microwave discharge, etc.35 Non-thermal plasmas exhibit higher 
selectivity compared to thermal plasmas. Non-thermal plasmas are the most 
commonly used plasmas for technological applications. Please refer to standard 
books on plasma physics and plasma chemistry for more information.29,30,36

An energy-efficient and environmentally-benign nitrogen fixation process 
could be developed by employing non-thermal plasmas.37,38 In this chapter, 
there will be a thorough literature review on plasma nitrogen fixation pro-
cesses for nitric oxide, ammonia, and hydrogen cyanide synthesis between 
the years 1900 to 2014.

Table 10.1  ��Classification of plasmas.34 Reprinted from Catalysis Today, 256, B. S. 
Patil et al., Plasma N2-fixation: 1900–2014, 49–66, Copyright (2015), 
with permission from Elsevier B.V.12

Low temperature plasma (LTP)
High temperature 
plasma (HTP)

Thermal plasma Non-thermal plasma Te ≈ Ti ≥ 107 K
Te ≈ Ti ≈ T ≤ 2 × 104 K Ti ≈ T ≈ 300 K

Ti ≪ Te ≤ 105 K
E.g. arc plasma at  

normal pressure
E.g. low pressure glow discharge, bar-

rier discharge, corona, plasma jets
E.g. fusion plasmas

http://dx.doi.org/10.1039/9781782623632-00296
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10.2  �Plasma-Assisted Nitrogen Fixation
The most fundamental and basic means of fixing nitrogen is the direct reac-
tion of nitrogen with oxygen/hydrogen/carbon under plasma conditions. 
Plasma nitrogen fixation is generally accomplished by the reaction of nitrogen 
with oxygen or hydrogen to produce nitrogen oxide (nitric acid) or ammonia, 
respectively. Nitrogen can also be combined with carbon to produce hydro-
gen cyanide. In addition, a plasma reactor/process offers advantages such 
as: simple one-step process, can be operated and stopped instantaneously,  
provides high energy density for very fast reactions—resulting in smaller 
units, and is generally non-polluting.31

In this section literature reported for plasma nitric oxide, ammonia and 
hydrogen cyanide synthesis on industrial, pilot and laboratory scales from 
1900 to 2014 is reviewed. The main focus is on the reactor configurations, 
operational regimes, plasma catalysis and energy efficiency.

10.2.1  �Plasma Nitric Oxide Synthesis
In plasma nitric oxide synthesis the raw materials (air : nitrogen + oxygen) 
are available abundantly and are almost free. The nitric oxide production is 
favored by high temperature processing because of the endothermic nature 
of the reaction (10.1) 39 and very high dissociation energies of the nitrogen 
(binding energy of 9.77 eV).40 The Gibbs free energy for reaction (10.1) is 
86.55 kJ mole−1 (»0) indicating that it is a very difficult reaction to proceed. 
These requirements make it necessary to realize this plasma process with 
affordable energy input and high enough product yield.
  
	N 2 + O2 → 2NO; ΔH = 90 kJ mol−1 ≈ 1 eV	 (10.1)
  

Thermodynamic calculations for the N2–O2 system in equilibrium at 1 atmo-
sphere pressure show that the maximum concentration of NO achievable is 
6.5% at 3500 K,41 as shown in Figure 10.6. If the quenching of this product 
mixture from 3500 K follows thermodynamic equilibrium, then the final con-
centration of NO would be significantly lower than 6.5%. To attain the equilib-
rium concentration of NO in thermal plasmas, very rapid cooling following the 
reaction kinetics is desired.42 Theoretically, the cooling rate required to freeze 
the equilibrium composition of the NO in the reactor outlet would be in the 
order of millions of K per second.42 This magnitude of quenching rate seems 
practically infeasible on an industrial scale, therefore employing non-thermal 
plasma reactors, which operate in strongly non-equilibrium conditions, could 
be one of the possible solutions to achieve higher NO concentrations.

10.2.1.1 � Industrial-Scale Plasma Nitric Oxide Synthesis Processes
Plasma nitrogen fixation was realized by using an electric arc in a process 
known as the “Birkeland–Eyde (B–E) process” in 1903.17 In fact, the B–E pro-
cess is the first plasma process ever realized successfully on an industrial 
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scale. The final product of this process was nitric acid, produced by first  
fixing atmospheric nitrogen and oxygen into nitric oxide, then absorbing it 
in water.

Before the plant at Niagara had discontinued operations a furnace was 
developed by Prof. Christian Birkeland and engineer Samuel Eyde in Norway, 
which was successful economically and also from the mechanical aspect.14 
They started a company, the Norwegian Hydro Electric Nitrogen Company 
(Norsk Hydro), producing nitrogen compounds using electricity, particu-
larly electric arc technology. The Birkeland and Eyde furnace was based on 
the phenomenon of deflection of an arc by a magnetic field which helped to 
spread the electric arc through the gas. The experiments were first carried 
out in 1903 using a 2.24 kW power supply on the developed Birkeland–Eyde 
furnace. In the next step, a commercial plant working on 111.85 kW was 
installed, whose successful operation led to installation of a 745.7 kW plant 
near Arendal, Norway. This successful demonstration resulted into a number 
of new plasma furnace installations, the biggest of which was a 238.6 MW 
plasma furnace, fixing 38 ktons of nitrogen in total per year (in 1928).14,19

The typical process flow scheme and experimental setup is shown in Fig-
ures 10.7 and 10.8. First, air was rapidly passed through a zone of exceedingly 

Figure 10.6  ��Effect of quenching for N2–O2 equilibrium mixture. Reproduced from 
ref. 42 with permission from John Willey and Sons. Copyright © 1966 
American Institute of Chemical Engineers.

http://dx.doi.org/10.1039/9781782623632-00296


305Plasma-Assisted Nitrogen Fixation Reactions

high temperature in an electric arc furnace producing ∼1.2 vol% nitric oxide. 
In the second step, nitric oxide was oxidized to nitrogen dioxide. Finally, 
nitrogen dioxide was then absorbed in water to produce dilute nitric acid 
(30%) in a train of absorption columns, including alkaline absorption  
columns for recovering unabsorbed NOx.

Figure 10.7  ��The industrial scale model of Birkeland–Eyde nitrogen fixation pro-
cess; from the power station on the left of the figure to the final fer-
tilizer product to the right.17 With kind permission from17 Springer 
Science and Business Media.

Figure 10.8  ��A. Birkeland's first experimental nitrogen fixation setup at the uni-
versity. Nitric acid, converted from the nitric oxide generated in the 
plasma process, as final product of process was collected in glass con-
tainer, B. The electric arcs of more than 1 m diameter were produced 
between 2 electodes.17 With kind permission from17 Springer Science 
and Business Media.
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The theoretical energy required was 1628 kWh for 907 kg of nitrogen. How-
ever the total energy supplied to the arc furnace was 61 000 kWh. Less than 
3% of the supplied energy was utilized for the reaction, while rest of the sup-
plied energy (97%) was wasted in establishing conditions suitable for the 
reaction to take place—e.g. to obtain 1 ton of fixed nitrogen it was required to 
process 175 ton of air. Even though equipment had been built to rapidly cool 
the product gas to avoid decomposition of nitric oxide, it was believed that a 
large amount of nitric oxide decomposition actually took place.14

Various efforts had been put in to improve the performance of the B–E pro-
cess, such as use of a 50–50% mixture of N2–O2, preheating and heat recovery 
from the process gas and operating the furnace at higher pressure. However, 
the process had poor energy efficiency as compared to the classical H–B pro-
cess of ammonia synthesis and also needed high mechanical maintenance, 
hence it was eventually abandoned by the industry.14,43

VIVEX Engineering Ltd (UK) supplies cold plasma technology for HNO3 
production. The company claims to produce 15–35% HNO3 starting form air 
with 20% less energy consumption than other processes. This cold plasma 
process contains high voltage plasma reactors and a series of wet reactors as 
absorbers.44

The company, N2Applied, developed a demonstration plant for nitric oxide 
production by arc discharge which is being tested and supposed to be used 
in a local farm for nitrogen fixation in manure.91 A demonstration plant for 
nitric oxide production by non-thermal plasma in a containerized plant for 
de-centralized production of chemicals will be built in Evonik Industries (Ger-
many) as the most important delivery of the European project, MAPSYN.37

10.2.1.2 � Laboratory Studies on Plasma Nitric Oxide Synthesis
A high industrial relevance of the fixed nitrogen products and benefits 
offered by plasma has led to numerous efforts on a laboratory scale in the 
last 100 years to improve the plasma nitrogen fixation process. It is clear 
from the above discussions that to make the plasma nitric oxide process 
commercially feasible, energy consumption by the process should be dras-
tically reduced and, at the same time, the amount of nitrogen fixed must 
be increased several-fold. With the rapid advancement in the under-stand-
ing of plasma reaction kinetics due to advanced measurement techniques, a 
good deal of research on plasma nitrogen fixation has been published by a 
number of research groups.45–52 Plasma-assisted nitrogen fixation into nitric 
oxide has been studied and reported for laboratory-scale processes using air 
plasma,48,51,53,54 using N2–O2 mixture,46,47,55 and in argon, argon–nitrogen and 
nitrogen plasma.49,55,56 All these efforts in plasma nitric oxide synthesis are 
analyzed and reported in the following sections, divided in 2 groups: plasma 
reactor configurations studied and the plasma catalysis.

10.2.1.2.1  Plasma Reactor Configurations.  Various plasma types have  
been investigated to perform the nitric oxide synthesis. Table 10.2 summarizes 
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Table 10.2  ��Plasma NO synthesis: summary of reported plasma types and reactor/process configurations. Reprinted from Catalysis Today, 
256, B. S. Patil et al., Plasma N2-fixation: 1900–2014, 49–66, Copyright (2015), with permission from Elsevier B.V.12

Process details (plasma type, reactor 
configuration, and experimental conditions) Reactants

Feed rate  
(L min−1) Power %N-fixation

Concentration 
of NO

Ref.N2 O2 kW % %

Radio- 
frequency 
plasma

Radio-frequency plasma N2 and O2 17.7 14.3 10 — — 58
- 5–7 MHz and atm pressure
RF plasma with quench Air — — — 4 — 59
RF plasma without quench Air — — — 2 — 59
RF plasma 1–2 atm Air — 0.5 — 17 — 60

DC thermal 
plasma

DC plasma jet N2 and O2 5.5 5.5 15 — — 62
DC constricted arc Air — 0.82 5.2 7 — 63
Electric arc reactor Air — — 30 GJ ton−1 N2 — 8 vol% = 0.1 s 57
- 0.5–1 bar and 3000–5000 K 12 vol% = 1 m s

Inductively 
coupled 
plasma

Inductive HF discharge: 40 MHz N2–O2 1–4.5 — 335 kJ L−1 of 
NO

— 9.5 46
- Glass tube ID: 10 cm, L: 1 m a. Co-current 5
- 6.67–53.32 mbar b. Countercurrent
Inductive HF discharge: 40 MHz N2–O2 1–4.5 — — — 19 45
Glass tube ID: 10 cm, L: 1 m
- 6.67–53.32 mbar
- Catalysts: MoO3 and WO3
- Surface area/reactor vol. = 0.5

Microwave 
plasma

Microwave plasma reactor Air — — — — — 69
- 2.45 GHz and 20–90 kPa

— Controlled generation of plasma 
by setting energy (E)/Pressure 
(P) ratio

N2–O2 — — E/P = 5–15 kV 
atm−1

— — 74
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the literature reported for plasma NO synthesis with respect to type of 
plasma, reactor configuration, power source employed and the main results 
in terms of percentage of nitrogen fixed. The main plasma types investigated 
are the electric arc of the B–E process,18,57 radio frequency discharges,58–61 
DC discharges,62–65 lasers,66,67 microwave discharges,68,69 microwave with 
electron cyclone resonance discharges,70 glow discharges,71 dielectric barrier 
discharges,72 inductively coupled high frequency discharges,45,46 and pulsed 
arc discharges.53,54

Various configurations of plasma reactors were reported such as electric 
arc with expanding reactor geometry,73,74 reactor with rotating disk,50,51 DC 
plasma jet,52,65 and reactors with various E/P ratios.74

Ingels57 patented an electric arc reactor to produce nitric oxide by reverse 
engineering the Birkeland–Eyde furnace. Air is fed to the reactor, an electric 
arc is produced in the flowing gas, and the magnetic field which is applied at 
90°, expands the arc giving a higher plasma volume. This reactor is proposed 
to operate at lower than 1 bar and the temperature is maintained within the 
range of 3000 to 5000 K. The energy consumption by the proposed reactor 
configuration is reported to be 30 GJ ton−1 N2. For a retention time of 0.1 s, 
NO concentration is claimed to be 8 vol% and for 0.001 second it is found to 
be 12 vol%. By raising the NO yield from 2% to 10%, energy consumption per 
ton of N2 was claimed to reduce by 80%.57

A two-stage configuration for plasma nitric acid production is proposed by 
the combination of hot and cold plasma.75 Firstly, NO can be produced in the 
hot plasma, then it could be oxidized to NO2 in the cold plasma with ozone.75 
High energy lasers are also reported to fix nitrogen by Conrad,67 where the 
plasma is produced by the repetitively pulsed high energy laser—a focused 
beam operating at high temperature with rapid quenching rates. A CO2 laser 
was employed with a focusing mirror made of zinc selenide, copper or molyb-
denum and the product cooling was achieved by the rapid expansion of hot 
plasma into the surrounding cool gas.67

A precise control over plasma generation is the key to increase the energy 
efficiency. The controlled generation of plasma by actively setting the energy 
to pressure ratio studied by Chen et al.74 led to 10 times higher nitrogen 
fixation rates. The E/P ratio was maintained between 5 and 15 kV atm−1 to 
generate volumetric plasmas and not localized ones.74 This approach might 
have maximized vibrationally-excited nitrogen species and hence promoted 
the reaction for NO synthesis. Also, the ferroelectric support particles of dif-
ferent dielectric constants in the packed bed plasma reactor were found to 
increase the plasma volume and the number density of the excited nitrogen 
species.76

Amouroux and co-workers published a series of papers in the 1980's on 
the plasma NO synthesis in non-equilibrium plasma reactors.45,46,77,78 These 
studies were conducted in an inductively coupled HF plasma reactor operat-
ing at 40 MHz and from 1 to 40 mbar. These measurements suggest that the 
rotational temperature was around 1500–2000 K, vibrational temperature 
was 4000–6000 K, and the electronic temperature was around 23 200–34 800 K. 
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The important conclusion drawn from the study was that the vibrational tem-
perature had a direct relationship with the chemical reactivity. The increased 
nitric oxide formation was thought to be because of the reaction proceeding 
through the collision of vibrationally-excited oxygen with N2.46

To improve the energy performance of the plasma nitric oxide synthesis 
by thermal plasmas, it is very important to increase the heat recovery. Rapid 
cooling of the product gases is desirable to avoid the ratio of the product to 
the reactants being adjusted to the less favorable lower temperature equilib-
rium and to reduce the dissociation of the reaction products. To recover the 
heat of the product stream two approaches are generally adopted: using heat 
exchange equipment79 or rapid cooling of products by employing an expand-
ing reactor geometry.73 Heat exchange is accomplished by direct or indirect 
cooling of the product gases with incoming reactant gases. For example, a 
direct cooling is achieved using 2 clusters of tungsten/molybdenum tubes 
inside a quartz tube,79 where the flow directions can be reversed periodically 
to gain the heat lost by product gases to the W/Mo tubes and vice versa. The 
W/Mo tubes provide both the heat transfer as well as a catalytic surface to 
achieve higher heat transfer rates and nitric oxide yield.79 However, nothing 
has been reported about the % energy efficiency and the nitric oxide yield. 
For cooling by expansion, Gross and Smith73 have reported the formation 
of nitric oxide using an electric arc reactor, where the resulting gases were 
cooled below dissociation temperature (<1000 °C) by expanding the reactor 
from 30 : 1 to 200 : 1 and contacting with recycled cooled gas. This approach 
reportedly gave approximately double NO concentration compared to the 
equilibrium concentration.73 Sekiguchi et al.80 studied the effect of thermal 
quenching on the plasma synthesis of nitric oxide using argon plasma and 
cooling tubes of different diameters. The conversion to nitric oxide increased 
with decreasing quenching tube diameter, i.e. by increasing the heat trans-
fer rate. With the improved understanding of non-thermal plasma reactors, 
e.g. DBD, the low energy efficiency has also been ascribed to energy losses 
such as heating up the outgoing gas, barriers and electrodes, or losses to the 
environment.129 Thus efficient energy recovery is not only necessary for a 
thermal plasma reactor but also for the non-thermal plasma reactor. Thus it 
makes more sense to consider the whole process for systematic heat integra-
tion. Also, it is difficult to conduct chemistry with adequate selectivity and to 
incorporate catalysts in thermal arc plasmas. Typically, they also have very 
high energy consumptions. On the other hand, a non-thermal plasma reactor 
does not need quenching or rapid cooling of the reaction products as it oper-
ates at atmospheric pressure and lower temperatures, offering great poten-
tial to make chemical synthesis energy efficient and to incorporate catalysts. 
However, the non-thermal plasma reactors have not been sufficiently investi-
gated for nitric oxide synthesis. Presently, most of the scientific literature is 
focusing on the destruction of NOx gases rather than on the synthesis of NOx.

Recently, research papers have been published for nitric oxide synthesis in 
sliding arc81 and gliding arc discharge reactors.82 In the sliding discharge, NO 
production is found to increase and the NO2 amount decreases with increase 
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in the operating temperature, as directed by the thermodynamic equilibrium 
of the NO–NO2 mixture. The highest concentration of NO produced was 1040 
ppm (∼0.1%) at 420 °C.81 In this milli-scale gliding arc reactor, 1 vol% of NOx 
(=NO + NO2) is produced with a relatively high energy efficiency of 10 kWh kg−1 
of NOx at room temperature. This is thought to be as a result of minimized gas 
by-passing and intense contact of reactive species inside the plasma region 
and of the electrical energy given through nanosecond pulses.82 The NOx con-
centration is found to increase with increase in the frequency and the pulse 
width. As the number of input energy pulses increases with the frequency this 
indirectly increases the specific energy input (SEI). The NO2 was also found 
to be produced in a considerable amount in the gliding arc reactor. As shown 
in Figure 10.9, increase in the SEI (Figure 10.9A) and increase in the oxygen% 
(Figure 10.9B) is found to yield higher concentrations of NO2, suggesting the 
possible conversion of NO to NO2 inside the plasma as well as in the reactor 
exit, which is favored at lower temperature by the thermodynamic equilibrium 
and kinetics.82 This demonstrates that the gliding arc, microwave and nano 
pulse discharge plasma reactors can offer a potential solution and would be 
interesting to investigate for plasma nitric oxide synthesis.

Despite the available studies on reactor configuration, either for thermal 
plasma or non-thermal plasma, there is no clear guidance for plasma reactor 
design for NOx synthesis. It should be noted that here the plasma reactor 
means not only the reactor itself but also includes the power supply system. 
With different researches, it is not that straightforward to compare, even if 
it concerns the same type of plasma reactor, which is mainly because of the 
incomparable nature of the power supply system. The intrinsic relationships 
between the power input and gas discharge, discharge properties and reac-
tor configuration, and reactor configuration and energy efficiency constitute 
essential knowledge to improve reactor configuration.

Operating a plasma reactor at atmospheric pressure and ambient tempera-
ture with the raw materials (nitrogen and oxygen) giving the final products 
(nitric oxide/nitric acid) directly changes the structure of the conventional 
Ostwald process considerably. This change will reduce both the operating 
and capital costs. The use of a heat exchanger, battery and very expensive 
compressors will become redundant, giving a substantial reduction in the 
capital cost. However, it will also add new electrical equipment to the pro-
cess, such as the transformer and electrical power supply system needed for 
a plasma reactor. Therefore, the holistic process design approach must be 
followed from the beginning of the new plasma process development, by 
considering the overall process rather than considering the individual pro-
cess sections. The holistic design approach focuses, from the beginning, on 
the analysis of plasma chemical process development from the viewpoint of 
process engineering, economic and environmental impact.

10.2.1.2.2  Plasma Catalysis for Nitric Oxide Synthesis.  The combina-
tion of catalyst and the plasma reactor has not been investigated thor-
oughly for the nitric oxide synthesis and very few researchers have reported 
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Figure 10.9  ��Variation of concentration of NOx with respect to specific energy input 
(A) and feed ratio (B). Reprinted from ref. 82 with kind permission 
from Springer Science and Business Media.
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it.45,55,71,78,83–85 Nitric oxide was produced with plasma catalysis by Cavadias 
and Amouroux.45,78 The reactor used in this study is schematically shown in 
Figure 10.10. The yield of nitrogen fixation was about 8% without catalyst; 
this was increased to 19% by using WO3 catalyst,45 as shown in Figure 10.11. 
To conduct this low pressure process at atmospheric pressure, a fluidized 
bed reactor was also employed with WO3/Al2O3 as catalyst.83

Amourox et al. studied the basics of the interaction between the chemical 
species constituting a plasma and the solid catalyst surface.7,45 The catalytic 
materials, transition metal oxides such as WO3 and MoO3, were deposited on 
a support with a large surface area, such as Al2O3, MgO and ZrO2. WO3 and 
MoO3 catalysts are n-type semiconductors and have labile oxygen that can 
provide required oxygen more easily for the oxidation of nitrogen to NOx. 
This labile oxygen could have played an important role in the formation of 
NOx. When a vibrationally-excited N2 molecule arrives on a surface having a 
labile oxygen it is possible that oxidation takes place much more easily.47,55,86

Mutel et al.55 used the same metal oxides deposited on the plasma reactor 
wall. The energy consumption for the catalytic nitrogen fixation process was 
found to be 28 MJ kg−1 of NO,55 which gave a 78% improvement in energy  
efficiency as compared to thermal plasma process of Coudert et al.,64 and 
35% in comparison to non-catalytic nitrogen fixation.

Figure 10.10  ��Inductively coupled HF plasma reactor with catalyst coated walls. 
Reproduced from ref. 45 with kind permission from EDP sciences.

Figure 10.11  ��Effect of use of catalyst on the rate of nitrogen fixation (%Nfixé) as 
a function of the induced energy (kJ L−1). WO3 and MoO3 represent 
results in presence of catalyst and “sans” shows results without cata-
lyst. (Reproduced from ref. 45 with kind permission of EDP sciences.)
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Besides Amourox et al., O'Hare84,85 has also worked on the plasma catalytic 
NO synthesis. The catalytic materials patented are tungsten oxide, molybde-
num oxide, tantalum, Cr2O3, copper cromite, tantalum oxide, magnesium 
oxide adsorbed on Al2O3, ferric oxide, titanium dioxide, silicon dioxide, 
sodium Y-type zeolite, nickel Y-type zeolite, cobalt Y-type zeolite and man-
ganese X- and Y-type zeolites. O'Hare found that these catalysts also act as a 
shielding material for the UV radiation generated by electric excitation,84 to 
avoid dissociation of the formed product. In another patent,85 O'Hare claims 
a process which uses a low-frequency, high-voltage electric arc discharge in 
combination with catalyst, where the electric arc was formed entirely within 
the catalyst bed. However, to the best of the authors' knowledge none of these 
patented catalytic materials have been investigated experimentally to check 
their suitability for plasma NOx formation.

Belova et al.71 investigated the nitric oxide synthesis reaction in a glow dis-
charge reactor using Pt, CuO, Fe, Ag gauzes as a catalyst. The experiments 
had been conducted for nitrogen–oxygen mixtures of 1 : 1 and 1 : 4 ratios. Pt 
was found to yield the highest nitrogen fixation rate in both scenarios, with 
NO concentration of 9% (6.5% for the equilibrium condition) for the 1 : 1 
mixture. For the 1 : 4 ratio, Pt could produce up to 7.25% NO. For nitric oxide 
synthesis, the order of catalyst effectiveness is reported as Pt > CuO > Cu > 
Fe > Ag.71 Recently, zeolites have also been investigated. Cu-ZSM-5 catalyst 
was investigated by Sun et al.72 for NOx formation in a dielectric barrier dis-
charge reactor with a single-stage configuration, however, the main purpose 
of the study was to investigate favorable process conditions for NOx removal. 
In this study temperatures higher than 623 K were found favorable for NOx 
formation.

Another possibility could be to use seeding material. Use of seeding mate-
rial by recycling 5% of the mixture leaving the discharge is reported by Ala-
maro.87 It was noted that seeding produced a marked increase in the collision 
rate and the excitation–dissociation rates, ultimately increasing the NO yield 
by 10–20% to NO concentration of 6%.

From the literature summarized above, it is evident that very few catalysts 
have been investigated and reported for plasma NO synthesis. The effects 
of plasma on the catalyst and vice versa, have not been reported for plasma 
NO fixation in non-thermal plasma reactors. A plasma reactor with provision 
to achieve faster transport rates with suitable catalyst must be developed to 
utilize short-lived active species.

10.2.1.3 � Mechanism of Plasma Nitric Oxide Synthesis
The limiting step in nitric oxide synthesis is the breaking of the strong triple 
bond of the N2 molecule (9.77 eV).29 Breaking the bond can proceed mostly 
efficiently via reactions of vibrationally-excited nitrogen molecules of lower 
vibrational states (shown by reaction (10.2)). This reaction is followed by an 
exothermic reaction (reaction (10.3)) leading to production of nitric oxide 
and an oxygen atom, which then reacts with nitrogen and closes the reaction 
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chain. This mechanism is known as the Zeldovich mechanism and it is 
depicted below. Nitric oxide can also be obtained by following the electronic 
excitation route, but it is limited by high energy cost and its efficiency is 
much lower than the Zeldovich mechanism.29

  
	 O(3P) + N2

* (1Σg
1, υ) ⇌ NO(2Π) + N(4S); Ea ≈ ΔH ≈ 288 kJ mol−1	 (10.2)

	N  + O2 ⇌ NO + O; ΔH ≈ −96 kJ mol−1	 (10.3)
  

The mechanism of plasma NO synthesis in non-equilibrium plasma 
reactors without and with catalyst is investigated by Amouroux et al.46 and 
Rapakoulias et al.,45 respectively. In both the cases, vibrationally-excited 
nitrogen was found to contribute to NO formation and surface reactions 
were also found to play an important role. Macheret et al. also found that 
nitric oxide synthesis proceeds most effectively via the vibrational exci-
tation of nitrogen.88

Amouroux et al. studied the synthesis of nitrogen oxide in a high frequency 
non-equilibrium plasma reactor operated at 6.67–53.3 mbar in countercur-
rent and co-current fashion.46 Two possible pathways of NO formation were 
suggested. The first pathway is from 3000 to 4500 K, which gives the direct 
synthesis of NO under the condition of high pressure and low nitrogen to 
oxygen ratio.
  
	N 2

* + O2
* ⇌ NO + N + O	 (10.4)

	N 2
* + O ⇌ NO* + N	 (10.5)

  
The second pathway extends from 4500 to 6000 K and corresponds to the 

dissociation of nitrogen. This pathway is favored by low pressure and low 
nitrogen to oxygen ratio.46

  
	N 2 + e → N2

** → N + N	 (10.6)
	N  + O2 ⇌ NO + O	 (10.7)
  

The reactivity of nitrogen is found to be proportional to its vibrational 
excitation. For the countercurrent arrangement (i.e. cold oxygen is added to 
nitrogen plasma) a maximum of 5% nitrogen was fixed at 334.7 kJ L−1 N2, 
whereas in the co-current configuration, a higher rate of nitrogen fixation, 
i.e. 9.5% for the same energy input, is reported. The important conclusion 
drawn from this study was that the N-fixing rate decreased with decreasing 
ratio of surface to reactor volume, suggesting importance of the surface reac-
tions in NO synthesis.

Rapakoulias et al.45 investigated the NO synthesis mechanism for hetero-
geneous catalysts such as MoO3 and WO3. The authors suggested following 
mechanism of nitric oxide formation in plasma: vibrationally excited nitro-
gen molecule dissociatively adsorbs on the catalyst surface and then mobile 
oxygen which was also vibrationally-excited reacts on the surface to give NO. 
The reaction of adsorbed nitrogen with mobile oxygen was found to be the 
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rate determining step. The proposed reaction mechanism for the catalytic 
NO synthesis is given by following equations and shown in Figure 10.12.
  

	
surface*

2 adsN 2N 	 (10.8)

	  * desorptionsurface
ads ads

N +O NO NO   	 (10.9)
  

Gicquel et al. proposed the following reaction mechanism for dinitrogen 
oxidation on MoO3 or WO3 catalysts:86

  
	N  + MoO3 → MoO3 − Nads	 (10.10)
	N 2

* + MoO3 → MoO3 − N*
2ads	 (10.11)

	 MoO3 − Nads → MoO2 + NO	 (10.12)
	 MoO3 − N*

2ads → MoO2 + N2O*	 (10.13)
	N 2O* + O → 2NO	 (10.14)
	N 2O* + O(P3) → N2 + O2	 (10.15)
	 MoO2 + O2 → MoO3 + O	 (10.16)
	 MoO2 + O → MoO3	 (10.17)
  

This reported mechanisms and data do not really explain: how the catalyst 
contributes to the increased nitrogen fixation rates, what changes are made 
in the catalyst morphology or the changes in active site distribution on the 
support surface due to plasma–catalyst interaction. Better understanding of 
the synergy mechanism between plasma and catalyst is still the bottleneck 
for improvement in plasma catalytic reactor design.

Figure 10.12  ��Energy diagram-explaining the mechanism of nitric oxide synthesis. 
Excited states: ** highly dissociative excited state and * moderately 
excited state. (Reproduced from ref. 45 with kind permission of EDP 
sciences.)
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10.2.1.4 � Energy Efficiency of Plasma Nitric Oxide Synthesis
Throughout last century researchers were trying to increase the yield and 
energy efficiency of the plasma nitric oxide synthesis. On the industrial imple-
mentation of plasma nitric oxide synthesis, the Birkeland–Eyde furnaces could 
produce 1–2% of NO with the energy consumption of about 2.4 MJ mol−1, 
which corresponds to an energy efficiency of 4% (≈heat of reaction/energy con-
sumption). Other works employing thermal plasma were also not very energy 
efficient.29,89,90 Optimization of the thermal plasmas, operation at higher pres-
sures (20–30 atm) and temperatures in the range of 3000–3500 K, made it pos-
sible to decrease energy consumption to 0.87 MJ mole−1, which corresponds 
to an energy efficiency of 11%.90 Pollo and Banasik56 performed an energy bal-
ance analysis on a thermal plasma reactor designed for NO synthesis. From the 
total energy supplied, only 0.1% is supplied to the chemical reaction. Accord-
ing to this analysis, a major portion of energy supplied was consumed by the 
reaction product cooling (quenching) system—approximately 67% of the total 
energy supplied. This is because the energy in thermal plasmas is distributed 
over all degrees of freedom including those not effective in NO synthesis.

The energy efficiency of NO synthesis in a non-equilibrium system was 
found to be different for different mechanisms. The mechanism involving 
charged and electronically excited species is limited by the high energy cost 
of the formation of charged and electronically excited particles—the energy 
efficiency is generally not more than 3%.29 Vibrational excitation of the mol-
ecules is the most energy efficient and therefore the most dominating mech-
anism of NO synthesis in non-equilibrium plasmas. Unlike thermal plasma, 
in non-thermal plasmas, energy can be selectively channeled to effective NO 
synthesis routes. For the plasma catalysis studies, the optimal value of the 
energy consumption was reported as 28 MJ kg−1 of NO with 6 mole% of NO.55

Table 10.3 summarizes the energy consumption values reported for the 
plasma nitric oxide synthesis by different types of plasma. The comparison 
of the energy consumption and NO concentration for main plasma NO syn-
thesis studies are shown in Figure 10.13. The energy consumption numbers 
reported in this section and graph are only for the reactors and not for the 
overall process.

Rapakoulias et al.45 calculated the energy yield for 3 different approaches 
to plasma NO synthesis, these are shown in Figure 10.14. They are ionic, 
dissociation, and catalytic routes with energy requirements of 15 eV, 9.77 eV, 
and 6–7 eV respectively. The highest energy efficiency is given by the catalytic 
route (31%) followed by dissociation (20%) and the ionic route (13%).

Therefore, it seems necessary to develop an understanding and utilize the 
synergetic effect of catalyst and non-thermal plasma to reduce the energy 
consumption and to increase the nitrogen fixation rate. To take the plasma 
NO process to a commercial scale, if using conventional fuel energy resource, 
the energy consumption of overall process must be brought below that of 
the Haber–Bosch process i.e. 33–35 GJ ton−1 N2 20 and the NO yield must be 
increased considerably.
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Table 10.3  ��Summary of the literature reported energy consumptions for plasma 
nitric oxide(s) synthesis.

Type of plasma
Products/
concentration

Energy consumption 
(MJ mol−1) Ref.

Birkeland–Eyde arc furnace 1–2% of NO 2.4 18
Thermal plasma NO 0.87 90
- High quenching
- Low quenching NO 1.93
Thermal plasma NO2 10.61 89
Radio-frequency discharge HNO3 19.3 61
Laser NOx 9.65 66
Rotating disk configuration NO 4.7% 3.5 50 and 52
Jet arc generator NO (6.5%) 4 64
Plasma beam discharge NO 0.96 127
DC plasma generator NO 0.84 65
Glow discharges NO 0.67 128
Pulsed microwave discharge NO 0.6 68
Electron cyclotron resonance NO 0.3 70
Sliding discharges NO and NO2 (0.1%) 15.4 81
Gliding arc discharge NO and NO2 (1%) 1.43 82

Figure 10.13  ��Comparison of energy consumption and concentration of fixed 
nitrogen for plasma NO synthesis. (The energy consumption num-
bers reported are only for the reactors and not for the overall process, 
except in case of B–E and H–B process.)
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10.2.1.5 � Applications Beyond Nitric Acid
In addition to using fixed nitrogen in the form of nitric acid, it has been 
investigated for other applications as well. Papers published in following 
fields of applications are summarized below together with some knowledge 
from them.

10.2.1.5.1  Direct Agricultural Fertilizer.  The NO produced with lower 
concentrations in plasma processes can be used directly as a fertilizer com-
ponent rather than producing urea or ammonium nitrate. This lower con-
centration of NO could be absorbed in water to get a dilute concentration of 
HNO3, which could be directly mixed with organic farm wastes (e.g. manure) 
and used as an N-rich organic mixture fertilizer for farming. This approach 
proposed to reduce the loss to the environment of nitrogen through denitri-
fication, thereby considerably eliminating serious environmental issues 
related to loss of nitrogen. In the long term this could help reduce the fertil-
izer used by farmers and preserve the environment.91

10.2.1.5.2  Medical Use.  Inhaled NO has been extensively used in clinical 
treatment of pulmonary hypertension, high altitude pulmonary edema, etc. 
Generally, bottled NO is used in hospitals, however it is inconvenient and 
expensive to use. Various plasma types such as corona, dielectric,92 shielded 
sliding discharge81 and pulsed arc discharge54,93 have been employed to 
obtain NO for medical uses. Beside NO, these plasma chemical processes 
also produce NO2, N2O5 and ozone, which are toxic upon inhalation.54,92,93 
Therefore, product gases need additional processing to get rid of harmful 
NO2 and O3. This is done in a converter packed with catalyst or by operating 
the reactor higher temperatures.82 The catalysts reported for use in the con-
verter are Mo,54 Mo2C with Ni.92 This application mainly requires to generate 

Figure 10.14  ��Theoretical energy yield for 3 different routes of NO synthesis. Repro-
duced from ref. 45 with kind permission from EDP sciences.
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NO on site54 and to obtain maximum of NO/(NO + NO2) output. A similar 
device with a heat exchanger was patented by Castor and Hamer.93 This 
device consists of a DBD reactor (for production of NO) and a converter (to 
convert NO2/N2O5 to NO) acting as a heat exchanger.

10.2.1.5.3  In Liquid.  In a typical plasma nitric oxide process, NO is first 
oxidized to NO2, then NO2 is absorbed in water to form HNO3. Instead, Bian  
et al.94 allowed plasma of feed gas (mixture of N2–O2) to be bubbled directly into 
the liquid phase. Bian et al. analyzed plasma nitrogen fixation using a pulsed 
high voltage discharge. Reaction products distribute into the two phases: the 
liquid phase containing HNO2 and HNO3 and the gas phase consisting of NO 
and NO2. The energy yield was reported to be 820 kWh kg−1 of HNO3.

10.2.1.5.4  Lightning.  Fixation of nitrogen by lightning is of great impor-
tance to understand the environmental chemistry and evolution of the atmo-
spheres on Earth, Venus and Mars. Numerous studies had been performed 
to understand the global nitrogen fixation rates by lightning. The NOx gases 
produced by lightning play a key role in photochemistry of the atmosphere 
mainly due to production and control of ozone in the troposphere and strato-
sphere. These studies have been carried out with aim of understanding the 
global NO production by lightning using arc95 and corona96 discharges.

10.2.2  �Plasma Ammonia Synthesis
The reaction for plasma ammonia synthesis from nitrogen and hydrogen is 
an exothermic reaction as can be seen from the heat of reaction (10.18). In 
case of the ammonia synthesis reaction, kinetics favors high temperature 
for higher reaction rates and thermodynamics favors low temperature pro-
cessing to achieve higher yields. However, the dissociation of N2 is a strongly 
endothermic reaction and requires high energy input. It must be noted that 
plasma ammonia synthesis requires expensive hydrogen in addition to read-
ily available nitrogen.
  
	N 2 + 3H2 ⇌ 2NH3; ΔH = −46.27 kJ mol−1	 (10.18)
  

10.2.2.1 � Laboratory-Scale Efforts to Improve Plasma NH3 
Synthesis Process

To date, no plasma NH3 synthesis processes have been developed and imple-
mented on the industrial or pilot scales. However, numerous efforts have 
been made at the laboratory scale to develop a plasma process operating at 
milder temperatures and pressures compared to the widely accepted Haber–
Bosch process. All these studies are reported in this section in two catego-
ries: plasma reactor configurations and plasma catalysis.
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10.2.2.1.1  Plasma Reactor Configurations.  Non-equilibrium plasmas 
which operate at ambient temperature are widely investigated as a promising 
alternative to produce ammonia from a N2–H2 mixture via NH radicals. Syn-
thesis of ammonia has been reported for glow discharge plasma,97,98 micro-
wave plasma,99–102 radio-frequency plasma,99,103 electron cyclone resonance 
(ECR),104 dielectric barrier discharge plasma105–107 and expanding plasma108 
reactors. These studies have been summarized in Table 10.4

Sugiyama et al. (1986) studied ammonia synthesis using glow discharge 
plasma at low pressure. The reactor arrangement used in this study is shown 
in Figure 10.15.97 This study speculates that the ammonia production pro-
cess occurs on the surface.

Microwave discharge (2450 MHz and 1.2 kW) and radio-frequency discharge 
(13.56 MHz) were investigated under similar experimental conditions.99–102 
Twice the amount of ammonia was produced when using microwave discharge 
than radio-frequency discharge, as shown in Figure 10.16.99 The maximum 
yield of ammonia was obtained for the optimal experimental conditions—
power input of 150 W and hydrogen to total flow ratio of 0.75. It was concluded 
that the ammonia molecule is formed not only by reaction of NH radicals with 
hydrogen atoms but also with hydrogen molecules.100 The synergetic effect of 
catalysts and microwave and radio-frequency discharge plasmas on the synthe-
sis of ammonia and hydrazine was also investigated.101 When radio-frequency 
discharge plasma was employed, the yield of ammonia and hydrazine were 
found to increase while using microwave plasma resulted in a higher yield of 
ammonia, however the yield of hydrazine decreased. Addition of hydrogen to 
microwave plasma reduces the ammonia production, while hydrogen injec-
tion in the afterglow region gave a higher concentration of ammonia, increas-
ing approximately by a factor of 20.102 The dilution of plasma gas with argon 
flow up to 10 L min−1 resulted in a 25–30% higher ammonia production rate. 
Beyond 10 L min−1 flow of argon, the ammonia production rate was found to 
decrease. This could be because of reduced absolute amounts of N2.

The synthesis of ammonia was also investigated in ECR plasmas,104 where 
XPS spectral analyses were performed to identify the species adsorbed on the 
stainless steel substrate. The proposed mechanism of the ammonia synthe-
sis consists of three steps; dissociative adsorption of nitrogen molecules as 
well as NHx radicals, then reaction between adsorbed species and hydrogen 
from the plasma and finally desorption of the product.

The abovementioned reactors and configurations were operated at reduced 
pressure, which is not very attractive for industrial scale applications. Due to 
the ease of testing various catalyst materials and operation at atmospheric 
conditions, dielectric barrier discharge reactors have also been investigated 
for plasma ammonia synthesis.

Bai et al.105 used a micro gap dielectric barrier discharge plasma to synthe-
size ammonia at ambient pressure. The gap between the discharge elec-
trodes was 0.47 mm. The dielectric layer of 0.25 mm alpha-Al2O3 powder 
was sprayed on both sides of the discharge electrodes. The concentration 
of ammonia was found to increase by increasing discharge power per area, 
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Table 10.4  ��Summary of literature reported on plasma ammonia synthesis. Reprinted from Catalysis Today, 256, B. S. Patil et al., Plasma 
N2-fixation: 1900–2014, 49–66, Copyright (2015),12 with permission from Elsevier B.V..

Type of plasma reactor/plasma source/
process conditions Gases used

Catalysts/electrode 
material Results Ref.

Glow discharge 
plasma

Glow discharge plasma N2 and H2 (1 : 3) Basic oxides: CaO, 
MgO

•• Basic oxides were more active for NH3 
synthesis

97

- P = 13.33 mbar and  
I = 6 mA

Acidic oxides: Al2O3, 
WO3 and SiO2–Al2O3

•• Ammonia production occurs at 
surface

Glow discharge plasma N2 (22.7 mL s−1) and 
H2 (24.6 mL s−1)

Al, Fe, Cu, Zn, Ag, Pt, 
SS (stainless steel)

•• Order of catalytic activity found to be 
Pt > SS > Ag > Fe > Cu > Al > Zn

98
- 60 Hz, 15 kV, 200 W

Microwave 
discharge 
plasma

Microwave discharge 
(2450 MHz and 1.2 
kW)

N2 and H2 (1 : 4) — •• Microwave discharge had one order 
of magnitude higher concentration 
of NHx radicals, hence gave higher 
ammonia production, because of the 
higher power input in MW than RF 
discharge

99

Radio-frequency dis-
charge (13.56 MHz)

1.2 lit h−1

- 650 Pa, 200 W
Microwave discharge N2 and H2 — •• Ammonia yield increases with 

decreasing pressure
100

- 30–280 W
- 260–2600 Pa
Microwave plasma 

discharge
N2, Ar, He and H2 

total flow: 15 lit 
min−1

— •• Gas quenching is found as most 
effective for ammonia production

102

Atmospheric pressure
- 1.3 kW and frequency 

of 2.45 GHz
Radio frequency 

discharge
Radio-frequency 

discharge
N2 and H2 (1 : 4) Iron wires •• Yield increased with number of wires 103

- 13.6 MHz at 6.67 mbar •• Iron wire resulted in increased con-
centration of ammonia by 2 times 
and 2 order of magnitude more 
hydrazine

Microwave and 
radio-frequency dis-
charge plasmas

N2 and H2 Iron wire, molybde-
num wires

•• Microwave plasma resulted in higher 
yield of ammonia, the yield of hydra-
zine decreased

101

- 6.67 mbar, 180 W
(continued)
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Type of plasma reactor/plasma source/
process conditions Gases used

Catalysts/electrode 
material Results Ref.

ECR plasma ECR plasma N2 and H2 SS •• N2 dissociatively adsorbed on stain-
less steel surface; acts as catalyst

104
- 600 Pa, 200 W

DBD reactor Micro gap dielectric bar-
rier discharge

N2 and H2 Alpha-Al2O3 powder as 
dielectric

•• Ammonia with yield of 12 500 ppm 
(1.25%)

105

- Discharge gap = 0.47 
mm, 10 kHz, energy 
density = 0.8 W cm−2

•• Energy efficiency of the ammonia 
synthesis found to be 1.53–1.83 g 
kWh−1

Micro-gap DBD reactor CH4 and N2 Alpha-Al2O3 pow-
der smeared on 
electrodes

•• Yield of ammonia is found to be 8000 
ppm for the residence time of 1.6 s

106

- Discharge gap of 0.47 
mm and 0.64 mm

•• Hydrogen was reported to be 9.1% 
(v/v)

DBD reactor packed 
with a tubular mem-
brane-like catalyst

N2 and H2 (1 : 3) Al, Ru •• No change in discharge current and 
power consumption

107

- atm pressure, 2.5–4.5 
kV and 21.5 kHz

Expanding 
plasma

Expanding thermal 
plasma

N2, H2 and argon — •• Maximum molar fraction of NH3 is 
30%, giving 33% efficiency in ammo-
nia generation

108

- 40 kPa in thermal arc 
and 20 pa in expand-
ing section

- 2–8 kV
Strong electric 

field
Strong electric field 

non-equilibrium 
plasma

N2 (0.06 m3 h−1) and 
H2 (0.076 m3 h−1)

MgO •• Ammonia synthesis at atmospheric 
pressure

110

- 140 kV cm−1, 0.12 ms, 
1.2 kV ns−1, 500 Hz

•• Concentration of ammonia reached 
5000 ppm

Table 10.4  (continued)��
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voltage, gas temperature, and volume ratio of N2 to H2. The increase in power 
input increases the collision rate and hence density of the reactive species. 
9.8 kHz was found to be the optimum frequency for ammonia synthesis. The 
increase in the total gas flow resulted in a decreased ammonia concentration 
because of the reduced residence time. The final product was mainly ammo-
nia with yield of 12 500 ppm (1.25%). The energy efficiency of the ammonia 
synthesis found to be 1.53–1.83 g kWh−1.

Direct use of methane as hydrogen source is also investigated for plasma 
ammonia synthesis. The synthesis of ammonia from CH4 and N2 in a 

Figure 10.15  ��Glow discharge reactor for ammonia synthesis. Reproduced from ref. 
97 with kind permission from Springer Science and Business Media.

Figure 10.16  ��Absorbed amount of ammonia in  radiofrequency discharge and  
microwave discharge. Reproduced from ref. 99 with kind permission 
from Springer Science and Business Media.
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micro-gap DBD reactor is reported by Bai et al.106 The highest yield of ammo-
nia is found to be 8000 ppm for the residence time of 1.6 s. This reactor con-
figuration was also found to generate hydrogen, reported to be 9.1% (v/v). 
The results obtained are shown in Figure 10.17. The addition of argon into 
the DBD plasma reactor was found to have positive effect on the plasma 
ammonia synthesis, increasing the conversion of H2 to NH3 from 1.7% to 
4.2%, making the plasma more uniform and intense.109

Mizushima et al.107 reported the synergetic effect of plasma and cat-
alyst for the ammonia synthesis using a DBD reactor packed with a tubular 

Figure 10.17  ��Effect of specific energy input, discharge gap, volume ratio of CH4/N2, 
residence time and gas temperature on the concentration of ammo-
nia and conversion of CH4. Reproduced from ref. 106 with kind per-
mission from Springer Science and Business Media.
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membrane-like catalyst, alumina and ruthenium, shown in Figure 10.18. A 
gas mixture of nitrogen and hydrogen was introduced in the plasma reac-
tor which operates at ambient conditions and an applied voltage and fre-
quency of 2.5–4.5 kV and 21.5 kHz, respectively. Increasing flow rate leads to 
an increase in the energy efficiency, reaching up to 5.5 × 109 mole J−1, possibly 
because of reduced decomposition of ammonia due to short residence time 
in the plasma region. Interestingly, even when ammonia yield and energy 
efficiency trends were similar, the optimal H2/N2 values were found to be 
3 and 5 with catalyst and without catalyst, respectively. This suggests two 
different mechanisms are followed for the ammonia synthesis in the pres-
ence and absence of catalyst. For this study the NH radical is found to be the 
precursor for NH3 formation. As the current and energy consumption was 
unchanged in the reactor with a membrane then, most probably, Ru and alu-
mina might not have acted as the plasma condition modifier, but as catalysts 
to promote ammonia formation.

van Helden et al.108 investigated the efficiency and formation mechanism 
of ammonia from N2–H2 plasma under various plasma conditions. They used 
an expanding thermal plasma setup to investigate ammonia synthesis. In this 
setup, plasma production, plasma transport and plasma–surface interaction 
have been separated geometrically. The relation between ammonia forma-
tion and fluxes of N and H radical has been studied by investigating ammo-
nia formation in expanding plasmas generated in the following four ways 

Figure 10.18  ��Dielectric barrier discharge reactor with a tubular membrane like cat-
alyst. Reprinted from Applied Catalysis A: General, 265, T. Mizushima 
et al., Tubular membrane-like catalyst for reactor with dielectric-bar-
rier-discharge plasma and its performance in ammonia synthesis, 
53–59, Copyright (2004)107 2004 with permission from Elsevier.
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shown in Figure 10.19. This way gave a better controllability over the plasma 
conditions and plasma chemistry. A gas mixture is fed into a high pressure 
cascaded arc plasma reactor (at 40 kPa) operating at an applied voltage range 
of 2–8 kV. Then this plasma expands supersonically into a low pressure vessel 
(at 20 Pa). In comparison to the Haber–Bosch process, where N2 dissociatively 
adsorbs on the catalyst surface, the N2 and H2 atoms are dissociated into 
free radicals during their passage in the plasma zone. A clear dependence of 
the ammonia production on the fluxes of atomic N and H radicals is seen, 
meaning that expanding N2 and H2 together gave highest ammonia density. 
Expanding hydrogen and adding nitrogen resulted in no ammonia forma-
tion, indicating the necessity of dissociation of both N2 and H2 for ammonia 
formation. It was also reported that the ammonia production is independent 
of the wall material. For a hydrogen ratio of 0.7, the maximum molar fraction 
of NH3 was 30%, giving 33% efficiency in ammonia generation. The result of 
the study established that the ammonia is formed at the surface by plasma–
surface interaction and stepwise addition reaction between adsorbed nitro-
gen and hydrogen radicals.108

Plasma ammonia synthesis with non-equilibrium plasma reactors is 
only scantily investigated. New non-equilibrium plasma reactors such as 
the gliding arc seem to offer a new possibility. Thorough understanding 
on the mechanism of plasma NH3 formation still needs to be gained to effi-
ciently develop plasma types and reactor configurations for plasma ammo-
nia synthesis.

Figure 10.19  ��Schematic of expanding plasma cases; a. Expanding Ar to which 
mixture of N2 and H2 were added, b. Expanding H2 plasma to which 
N2 plasma were added, c. Expanding N2 plasma to which H2 plasma 
was added, d. Expanding N2–H2 plasma. Reprinted with permission 
from J. H. van Helden, W. Wagemans, G. Yagci, R. a. B. Zijlmans, D. C. 
Schram, R. Engeln, G. Lombardi, G. D. Stancu and J. Röpcke, J. Appl. 
Phys., 2007, 101, 043305.108 Copyright 2007, AIP Publishing LLC.
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10.2.2.1.2  Plasma Catalysis for Ammonia Synthesis.  As can be learnt 
from the above section, the surface reaction of N and H is an important 
step in plasma ammonia synthesis. This gives motivation to investigate var-
ious types of catalytic materials in plasma reactors and one can expect that 
employing the right catalyst in the plasma reactor can selectively accelerate 
the reaction rate considerably. Various metal catalysts and their synergetic 
effect have been investigated and found to enhance the yield of ammonia. 
These studies are briefly summarized below.

Acidic oxide, basic oxide and metals have been investigated as catalysts 
by Sugiyama et al.97 Magnesium and calcium oxides showed a catalytic effect 
in the ammonia synthesis when the reaction was carried out in the pres-
ence of H2–N2 plasma, although they are catalytically inactive in the ther-
mal ammonia synthesis. Acidic oxides (Al2O3, WO3, and SiO2–Al2O3) showed 
no tendency to produce ammonia. The reactor arrangement used in this 
study is shown in Figure 10.15. It is speculated that the ammonia produc-
tion process occurs at the catalyst surface. Excited nitrogen is assumed 
to dissociatively adsorb on the catalyst surface then later combine with 
hydrogen from the gas phase to form NH(a) or NH2(a) and finally to yield  
ammonia.

Yin and Venugopalan investigated Pt, SS, Ag, Fe, Cu, Al and Zn (SS = stain-
less steel) at low pressure using a 60 Hz glow discharge. The order of catalytic 
activity found was Pt > SS > Ag > Fe > Cu > Al > Zn. Pt had the highest catalytic 
activity and electron work function98 as shown in Figure 10.20. Iron wire was 
also found to have a catalytic effect on ammonia and hydrazine synthesis,103 
increasing the yield of ammonia two-fold and hydrazine by two order of mag-
nitude. Increasing the surface area of catalyst by increasing the number of 
iron wires gave increased yields of the products. Hydrazine was reported to 
form from the reaction between adsorbed ammonia on the iron wire and NHx 
radicals formed in the plasma as well as by the reaction between adsorbed 

Figure 10.20  ��N2 conversion and NH3 yield as function of electron work function 
for the electrode material. Reproduced from ref. 98 with kind permis-
sion from Springer Science and Business Media.
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NH2 and NH2 radicals from the plasma. Uyama et al. also supported a similar 
reaction scheme by XPS studies which concluded that the nitrogen molecule 
dissociatively adsorbs on the catalyst surface and forms NHx radicals by reac-
tion with hydrogen in the plasma which later leads to formation of NH3 and 
N2H4. In the presence of catalyst, ammonia and hydrazine yields are reported 
to be considerably higher with plasma than without plasma, showing the 
synergy between plasma and catalyst.

Shigeyuki et al.101 also investigated the synergetic effect of catalysts (iron 
wire and molybdenum wire) and plasmas on the synthesis of ammonia and 
hydrazine. Here also, iron wire gave a higher yield of ammonia than molyb-
denum wire. Bai et al.110 used MgO as catalyst which was smeared on the elec-
trode surface in a DBD reactor. The catalyst and micro-plasma increased the 
yield of ammonia by 1.54–1.75 times and the overall ammonia concentration 
obtained was 0.5% (v/v).

Mizushima et al.111 used a plasma DBD reactor with membrane-like alu-
mina tubes loaded with Ru, Pt, Ni and Fe. Metal loading on alumina porous 
tube resulted in increased ammonia yield. The sequence of catalytic activity 
was found to be Ru > Ni > Pt > Fe > bare alumina membrane. Two possible 
paths of ammonia formation were identified in a DBD reactor without cata-
lyst: 1. Reaction in the gas phase and 2. Reaction on the surface of the reac-
tor wall. As the rate of reaction did not increase appreciably with increasing 
power, because of the limited surface area, it was concluded that the surface 
reaction is the dominant pathway for the ammonia formation. The mecha-
nism of ammonia formation in the presence of catalyst was also investigated 
and the proposed mechanism is shown in Figure 10.21. From temperature 
programmed desorption (TPD) studies, it was found that the N species were 
adsorbed on the alumina surface rather than on the active metal surface. 
Active metals (such as Ru) enhance the hydrogenation of adsorbed nitrogen 
atoms to form ammonia. It was concluded that the hydrogenation of the 
adsorbed nitrogen species was the rate limiting step rather than the disso-
ciative adsorption of the nitrogen, justifying the different ammonia yields 
obtained for the various supporting metal particles used.

Figure 10.21  ��Proposed ammonia formation pathway on Ru/Alumina in N2–H2 
plasma. Reproduced from ref. 111 with kind permission from 
Springer Science and Business Media.
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Only a limited number of catalytically active metals and supports have been 
investigated for plasma ammonia synthesis. Various combinations of active 
metals, support and plasma discharge must be thoroughly investigated to 
realize a plasma ammonia synthesis competitive with the commercial nitro-
gen fixation process. There is still lack of information on the rate limiting 
steps and the important side-reactions. A comprehensive reaction modeling 
of the involved plasma reactions could answer these questions methodically.

10.2.2.2 � Energy Requirement for Plasma Ammonia Synthesis
The energy requirement for plasma ammonia synthesis has not been at 
the focal point of the reported research; very few studies have emphasized 
the energy efficiency and energy consumption. For a DBD reactor, Bai et al.  
reported an energy consumption of 1.53–1.83 g kWh−1 for 6000 ppm of 
ammonia106 and 36 kJ L−1 for 7250 ppm of ammonia produced.106 The indus-
trial Haber–Bosch process for ammonia synthesis demands around 30–35 GJ 
ton−1 of ammonia, depending on the hydrogen source.20 The plasma ammo-
nia synthesis process must have an energy consumption less than 33 GJ ton−1 
of ammonia (0.48 MJ mol−1 of nitrogen).

10.2.2.3 � Applications of Plasma NH3 Synthesis
Ammonia produced by the plasma process could find applications beyond 
the conventional application areas, as depicted in Figure 10.2. Plasma 
ammonia synthesis has been investigated for the very practical and interest-
ing applications of destruction of NOx gases emitted by vehicles and chemi-
cal processes. The ammonia produced from air using plasma energy reacts 
with emitted NOx gases on a catalyst to decompose NOx into N2 and H2O.112

The possibility of ammonia synthesis on a smaller scale and in portable con-
tainers has been investigated for use in fertilizer production onsite, avoiding 
transportation and distribution problems.113,114 The University of Minnesota 
successfully built the first small-scale ammonia plant running on wind energy 
and using air and water as feeds. The energy consumption of this plant is 
reported to be 60 GJ ton−1 NH3, which is higher than the Haber–Bosch process. 
However, a new optimized plant is expected to achieve an energy consump-
tion of 28.8 GJ ton−1 NH3, lower than the Haber–Bosch process.115 Ammonia 
also holds great potential to be used as a green fuel for automobiles.116,117 
Plasma ammonia production holds great potential for these applications i.e. 
for remote (localized) fertilizer production and future fuel production.

10.2.3  �Hydrogen Cyanide Synthesis

10.2.3.1 � Conventional Hydrogen Cyanide Processes
Hydrogen cyanide is commercially produced mainly by the Andrussow 
and Blausaeure–Methan–Ammoniak (BMA) processes.118 The Andrussow 
process uses ammonia, methane and air as starting materials to follow an 
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ammoxidation route while the BMA process follows the ammonia dehydroge-
nation route using ammonia and methane in the absence of air. The Andrus-
sow process was developed in 1930 at IG Farben, Germany, whereas the BMA 
process was developed by Degussa–Huls in the 1950s. Besides these two pro-
cesses, the Shawinigan process is also used to produce HCN where electricity 
is available cheaply, as this process needs a huge amount of electricity to 
supply the heat of reaction. Less conventional methods such as solid oxide 
fuel cell and microplant can also be used to produce hydrogen cyanide.119 
These processes have one or more disadvantages such as high operational 
temperature and high energy requirement, or an extended purification step 
requirement because of low yields.

10.2.3.2 � Plasma Hydrogen Cyanide Process
Hydrogen cyanide has been successfully produced from the C and H2 ele-
ments in nitrogen plasma with consumable graphite, which has given a con-
version rate of consumable carbon of over 50%.120 The reaction to produce 
HCN from its elements can be represented by reaction eqn (10.19).
  
	 2C + H2 + N2 → 2HCN; ΔH = −126 kJ mol−1	 (10.19)
  

Hydrogen cyanide production from nitrogen plasma with ammonia and 
methane has also been widely reported in the literature.77,121–124 The follow-
ing exchange reaction equations were proposed for this system121 with the 
nitrogen molecule in three types of excited state: N2

**- highly dissociative 
excited state, N2

*- moderately excited state and N2′- little excited state. The 
main by-product of the reaction was acetylene.121,123

10.2.3.3 � Kinetics and Mechanism of Plasma HCN Synthesis
The kinetics of the formation of hydrogen cyanide from methane and ammo-
nia in microwave plasma was studied by Juul-Dam and Brockmeier at 10 to 25 
torr. Conversion to HCN was found to be 9–78% for the given range of gas flow 
rates and microwave power. The formation of HCN followed a first order mech-
anism with a rate constant of 0.035 liter per watt hour.122 Leutner investigated 
the formation of hydrogen cyanide from four different starting materials: from 
elements, from ammonia and carbon, from methane + nitrogen and from meth-
ane + ammonia and reported more than 50% conversion of the carbon source.123

Rapakoulias and Amouroux proposed two exchange reactions between 
the nitrogen and methane system, as shown in eqn (10.20). Because of the 

http://dx.doi.org/10.1039/9781782623632-00296


331Plasma-Assisted Nitrogen Fixation Reactions

energy requirement, the fixation reaction (synthesis of HCN) was suggested 
to be more probable. The HCN conversion increased and acetylene conver-
sion decreased with increase in specific energy, increase of pressure and 
with increase in nitrogen flow rate.121 This study also reports a significant 
increase in hydrogen cyanide synthesis in the presence of a metallic grid 
in the following order Mo > W > Ta > Fe > Cu, as shown in Figure 10.22. The  
reaction mechanism proposed by Rapakoulias and Amouroux121 for the 
plasma hydrogen cyanide synthesis is shown in Figure 10.23.

Figure 10.22  ��Rate of nitrogen fixation (%Nfixé) for the nitrogen-methane plasma 
reactions in presence of different metallic grids as a function of 
energy input (kJ L−1). (Reproduced from ref. 121 with kind permis-
sion of EDP sciences.)

Figure 10.23  ��Reaction mechanism proposed for the hydrogen cyanide synthesis 
from methane and nitrogen. Excited states: ** highly dissociative 
excited state and * moderately excited state. (Reproduced from ref. 
121 with kind permission of EDP sciences.)
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Amouroux and Rapakoulias identified two regions of operation for HCN 
synthesis from N2–CH4; one corresponding to the HCN synthesis (from 1700 
K to 2700 K) and another region corresponding to the C2H2 synthesis (1000 
K to 2100 K).125 For plasma HCN formation in non-equilibrium nitrogen 
plasma, the following two crucial steps could be distinguished: an endother-
mic step associated with decomposition of reactants and the exothermic step 
of reaction product quenching.126 Freeman and Mentzer found increased 
HCN formation when diluted with argon and it had second order depen-
dency on the plasma composition.124

10.3  �Conclusions and Outlook
Plasma assisted nitrogen fixation reactions have been investigated exten-
sively over the last century. Plasma nitric oxide synthesis was commercial-
ized as early as in 1903, however it was eventually abandoned because of 
its poor energy efficiency using a thermal plasma. Theoretically, the energy 
consumption of nitrogen fixation by non-thermal plasma can be lower than 
the Haber–Bosch process because the most energy-effective mechanism for 
plasma chemical NO synthesis is provided by the vibrational excitation of 
molecules in a non-thermal plasma. Since that time many efforts have been 
made to improve the plasma NO, NH3 and HCN syntheses; these included 
investigation of the different types of plasma reactor, synergy between 
plasma and catalyst as well as the improvement of the heat exchange. Glid-
ing arc, microwave and nano pulse plasma reactors with combination of 
catalysts could afford the potential candidate to make plasma nitrogen fix-
ation processes energy efficient. For this, it is a prerequisite to understand 
the fundamental effects of plasma on the catalyst and vice versa. The syn-
ergy mechanism between plasma and catalyst is essential for better reactor 
design and scaling-up. Despite the plasma ozone production process having 
been commercialized, the knowledge necessary for the scale-up of plasma 
processes is relatively underdeveloped. The atmospheric pressure plasma 
reactors which have the potential for industrial application demand further 
research in order to precisely control the EEDF of the plasma to the benefit 
of vibrational excitation of nitrogen, which is one of the essential ways for 
improving the energy efficiency.

The most energy-consuming step in a complete Haber–Bosch process from 
hydrogen production to ammonia is actually the step of methane reforming 
for hydrogen production. The discussion in this chapter has been of work 
being carried out on plasma reaction/reactors without considering the energy 
consumption for raw chemicals supply and separation steps following the 
reaction. For NOx synthesis by plasma, air can be the direct feeding gas only 
if no larger proportion of oxygen is needed. Energy consumption on air sep-
aration therefore needs to be considered. For NH3 synthesis, the operation 
condition is totally changed from high pressure and high temperature in the 
Haber–Bosch process to low pressure and low temperature in a plasma pro-
cess, which will significantly influence the purification steps which follow. 
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This requires a detailed process simulation and evaluation (in the sense of 
economic and ecological effect) in order to fairly assess the whole process 
and benchmark compared to the existing Haber–Bosch process.

The last century witnessed enormous advancement in technologies for 
renewable energy production and its distribution. Solar and wind energy 
production have taken center stage among all renewable energies. Recently, 
the concept of containerized plant and de-centralized chemicals production 
has been gaining an acceptance in chemical industry. The research fields 
of plasma and catalysis have gained a higher understanding of the basic 
phenomena. These recent advances and the urge to form interdisciplinary 
collaborations have brought a new paradigm for plasma processes. It is nec-
essary to combine renewable energy sources to compensate the high energy 
demand of the plasma processes. It is interesting from a sustainability  
viewpoint to employ renewable energy or a mixture of conventional and 
renewable energies with plasma processes. Plasma processes are more 
attractive on a smaller scale, such as the container/modular plant scale, to 
decentralize chemical production and bring benefit to remote places. This 
paradigm shift towards preference for localized chemicals production and 
the changing scenario of renewable electricity cost would give a new boost 
to plasma-assisted nitrogen fixation processes and the use of plasma as an 
alternative energy source for chemicals production. Consideration of the 
usage of renewable energy in process design will definitely change the envi-
ronmental profile of plasma processes towards being greener. The decreas-
ing price of renewable electricity in the future will enable plasma nitrogen 
fixation to become an economic process.
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11.1  �Introduction
In recent years, centrifugal field or Higee technologies have gained much 
prominence, notably as promising examples of process intensification tech-
nologies. As such, they are also regarded as having the potential to deliver 
green chemical processing by virtue of their ability to achieve waste minimi-
sation at source primarily by enhancing process selectivities, thereby reduc-
ing by-product formation and using less raw material and by enabling the 
use of minimal amounts of solvent.

The basic operating principle of centrifugal field technologies relies on the 
application to processing fluids of large forces created on a rotating surface 
or in an enclosed volume. Depending on the rate of rotation, forces as high 
as 1000 g can be imposed on fluids, resulting in the flow of thin films of 
the order of 50–500 microns 1,2 or small droplets3 which have been shown to 
give significant processing advantages. For instance, very short, controllable 



Chapter 11340

residence times, of the order of seconds, near ideal plug flow behaviour, 
enhanced heat and mass transfer due to the extremely short path lengths 
and high surface area per unit volume (as highlighted in Figure 11.1) are all 
characteristic features offered by thin film flow hydrodynamics.4 It is partic-
ularly noteworthy that these features can be achieved not only in laboratory 
scale equipment but also in scaled-up designs of these centrifugal technol-
ogies,1 which is a clear benefit when compared to conventional stirred tank 
technologies.

A number of configurations currently exist for continuous flow technolo-
gies based on centrifugal field environments. Those that have gained much 
attention in recent years include the spinning disc reactor (SDR) and the 
rotating packed bed (RPB). These technologies, in particular their design 
features, operating principles, unique characteristics and examples of their 
applications to green chemical processing, are the focus of this chapter. 
Variants of these systems which have emerged in recent years will also be 
highlighted.

11.2  �Spinning Disc Reactor (SDR)
11.2.1  �Design and Operating Principles
A typical SDR consists of a horizontal disc surface which may be smooth 
or may include turbulence-inducing structures such as concentric or spiral 
grooves. On rotation of this surface, the imposed centrifugal force causes 
liquids fed to the spinning surface to flow in the form of highly sheared 
thin films with numerous surface ripples, as depicted in Figure 11.2. These 
hydrodynamic characteristics are associated with turbulence-inducing fluid 
dynamics which is responsible for excellent mixing and heat and mass trans-
fer characteristics prevailing in the flowing films.

Figure 11.3 shows a schematic diagram of the SDR with provision for 
internal heat transfer fluid circulation. The process liquid feeds are pumped 
through the inlet tubes normally positioned at the centre of the disc and 

Figure 11.1  ��Thin film processing in spinning disc reactor and rotating packed  
bed, illustrating the short diffusion/conduction path lengths and 
high surface area for heat/mass transfer. (Reprinted from ref. 4 ©2013  
John Wiley & Sons.)

http://dx.doi.org/10.1039/9781782623632-00339
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onto the surface of the spinning disc below. Depending on the application 
the feeds may also be located at different radial positions across the disc. 
Disc rotation is driven by an electrical motor through a shaft, the speed of 
which can be controlled typically between 300 rpm and 4000 rpm. Disc diam-
eters usually vary between 0.1 m for laboratory scale equipment and 1.0 m 
for pilot/industrial scale equipment. After impacting the surface of the disc 

Figure 11.2  ��Thin, wavy film flow on a rotating disc. (Reprinted from ref. 1 ©2013 
John Wiley & Sons.)

Figure 11.3  ��Schematic of a spinning disc reactor with internal heat trans-
fer. (Reprinted from ref. 5 ©2005 with permission from IChemE 
Publications.)

http://dx.doi.org/10.1039/9781782623632-00339
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the liquid feeds are forced outward by the centrifugal force creating a very 
highly sheared thin film. Film thicknesses on a fully wetted surface in the 
SDR typically range from 50 µm to 500 µm. Once the liquid reaches the edge 
of the disc it is flung onto the temperature controlled stationary walls of the 
reactor. The liquid is discharged from the reactor through an outlet at the 
base of the stationary housing enclosing the rotating element. The lid of the 
reactor can be configured for the insertion of several liquid feed streams at 
different radial positions to enable different reaction zones on a given disc. 
Similar considerations can be extended to optional gas inlets/outlets to 
accommodate gas–liquid processing. Provision for purging the system with 
an inert gas can also be incorporated in the reactor setup.

Depending on the heat transfer fluid used, the operating temperature 
of a spinning disc can be set at between −20 °C and 300 °C, or even higher 
if radiant heaters are used instead of a heat transfer fluid. Appropriate 
seals between the rotating shaft and the stationary housing can also allow 
operation under vacuum or at pressures of up to 10–20 bars. The over-
all heat transfer coefficient in a spinning disc reactor with internal heat 
transfer capability can be as high as 10 kW m−2 K−1,3,6,7 which is up to 10× 
higher than that obtained in other heat transfer devices. This, combined 
with the large surface area per unit volume offered by the thin films (typi-
cally of the order of 20 000 m2 m−3), allows a small spinning disc to handle 
very large thermal duties for tight control of highly exothermic reactions. 
Recent studies using a thermal imaging camera for a visual representation 
of the temperature profiles of a thin film across a rotating disc surface 
clearly highlight the beneficial effect of operating at high disc rotational 
speeds of 2000 rpm for rapid heating of a film flowing across a spinning 
disc (Figure 11.4).

Figure 11.4  ��Thermograms for thin film flow in SDR (Q = 10 mL s−1, working fluid: 
water) (a) N = 500 rpm (b) N = 2000 rpm. (Reprinted from Applied  
Thermal Engineering, 44, D. Ghiasy et al., Thermographic analysis of 
thin liquid films on a rotating disc: Approach and challenges, 39–49, 
Copyright (2012) with permission from Elsevier.8)
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11.2.2  �Green Processing Applications of SDR
Processes that are ideally suited for SDR application involve those that are 
kinetically fast (half-lives typically of less than a minute), highly exothermic 
and involve competitive reaction steps. With such characteristics, these pro-
cesses could benefit from the following SDR features: (1) the rapid micro-
mixing in the intense fluid dynamics environment9 (with micromixing time 
τm of the order of milliseconds 10,11) to enable the reaction to proceed at its 
inherently fast rate, (2) the excellent heat transfer capabilities to enable the 
reaction to be performed under controlled, isothermal conditions for product 
yield optimisation, (3) the plug flow conditions in the thin films12 to suppress 
by-product formation or further reaction downstream of the desired product 
and (4) the very short residence time to prevent product degradation at high 
reaction temperatures etc. for excessive time periods. Typical reactions include 
polymerisations, crystallisations or precipitations and food processes.

A comprehensive review of SDR processing related to green chemistry 
applications has recently been compiled.1 Selected examples of relevance are 
included within the present chapter alongside more recently published work 
involving, for instance, enzymatic transformations.

11.2.2.1 � Polymerisations
Greener processing of polymerisations in SDRs is made possible through 
minimal solvent use. Solvents are typically used in conventional large scale 
polymerisation reactions to dilute the concentrations of monomer and poly-
mer in order to have a more controllable process in terms of its exothermic-
ity, viscosity, etc. In the SDR however, the thin film's hydrodynamics enables 
the process to be safely controlled even at high monomer concentrations 
(as in the cationic polymerisation of styrene catalysed by a silica-supported 
BF3 Lewis acid catalyst6) or even with neat monomer (e.g. photo-polymerisa-
tion of n-butyl acrylate13). The enhanced properties of the polymer product 
from the SDR (e.g. molecular weight Mr, polydispersity index PDI) compared 
to processing under conventional conditions (as highlighted in Table 11.1 
below) represent an added distinct advantage for performing these polymer-
isations in the thin film environment of the SDR system.

The use of UV light as an alternative form of energy for initiating polymer-
isation reactions or any other types of photo-reactions on a spinning disc 
opens up another interesting avenue for ‘greening’ such processes. In gen-
eral, with a brief but intense UV illumination even under ambient tem-
perature conditions, a large amount of free radicals can be formed from a 
photo-sensitive compound leading to fast reactions as well as a clean process 
as it generally does not involve any solvent.14 However, despite these advan-
tages, photo-initiated reactions are rather limited in conventional engineer-
ing equipment with large bulk volumes by the process inefficiency resulting 
from the very short penetration depth of the UV radiation, typically a few 
centimetres at the most. The opportunity offered to such photo-induced 
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processing by the formation of continuous and controllable films in the SDR 
of thicknesses well within the penetration depth limits of UV light represents 
an exciting prospect for development in this area of application. Experimen-
tal studies involving the UV-initiated photo-polymerisation of n-butyl acry-
late (n-BA)13 and, more recently, photo-copolymerisation of vinyl acetate with 
n-butyl acrylate (VAc-BA)15 demonstrate the potential of the SDR technology 
for this particular type of application.

For the n-BA photo-polymerisation, the rate of photo-polymerisation in the 
SDR was observed to be extremely high, with conversions in excess of 90% 
obtained within a residence time of approximately 2 s and upon exposure to 
a moderate UV intensity of 25 mW cm−2 (Figure 11.5). The highly-sheared, 
well-mixed film in the SDR generally outperforms photo-polymerisation in a 
thin static film of comparable thickness, both in terms of the rate of polym-
erization and the polymer properties.13 The rapid mixing and good tempera-
ture control maintained in the thin film on the rotating disc enable a faster 
and more controllable polymerization to occur than is possible in a static 
film of comparable film thickness.

The photo-copolymerisation of VAc-BA showed similar beneficial effects of 
SDR processing (Figure 11.6). A conversion of 37% was achieved in one disc 
pass, corresponding to a residence time of about 5 s, a UV intensity of 106 
mW cm−2 and an initiator concentration of 5% (w/w). Comparable levels of 
conversion could be obtained in a static film but only after longer residence 
times under otherwise identical operating conditions. The overall monomer 
conversion in the SDR is influenced by the UV exposure time and the extent 
of light absorption during the exposure time which in turn influences the 
initiator decomposition efficiency on the disc surface. It is shown that the 
largest amount of light is absorbed in one disc pass under hydrodynamic 
conditions in the SDR that gives rise to longest UV exposure times, which 
also correspond to highest overall conversions achieved. Higher UV intensi-
ties and higher initial photo-initiator concentration are also beneficial in this 

Table 11.1  ��Cationic polymerisation in batch and SDR using 1.3 wt% BF3 suspended 
in 1,2-dichloroethane (Reprinted from ref. 6 with permission from John 
Wiley and Sons. Copyright © 2006 Wiley Periodicals, Inc.).

Reactor 
type

Run 
no.

[St]% 
w/w

Reaction 
temp. (°C)

Residence 
time (s)

Conversion 
(%)

Ave. rate of 
conversion 
(% s−1) Mr PDI

Batch B4a 49 13 1800 10 0.0056 12 032 2.0
Batch B8b 49 97 60 94 1.57 4100 3.12
SDR S14c 49 40 1.0 7.6 7.6 24 679 1.68
SDR S21c 75 40 1.1 7.8 7.1 25 050 1.46
SDR S26d 75 40 0.9 9.5 10.6 14 593 1.60
SDR S31d 75 20 1.0 4.1 4.1 17 045 1.73

a�Temperature controlled at 7 °C; initial temperature of monomer = 21.5 °C.
b�Temperature controlled at 40 °C; initial temperature of monomer = 36 °C.
c�Disc diameter = 100 mm; disc speed = 200 rpm; flow rate = 0.7 mL s−1.
d�Disc diameter = 200 mm; disc speed = 400 rpm; flow rate = 1.5 mL s−1.

http://dx.doi.org/10.1039/9781782623632-00339
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respect. The efficiency of initiator decomposition and therefore monomer 
conversion can be optimised by reducing the flow rate of the feed stream 
without any additional energy input.

These studies demonstrate the exciting and industrially viable opportu-
nity for performing continuous photo-polymerization of monomers in bulk 

Figure 11.5  ��Photo-polymerisation of n-butyl acrylate in the SDR. (Reprinted with 
permission from K. V. K. Boodhoo, W. A. E. Dunk, and R. J. Jachuck, 
Advances in Photoinitiated Polymerisations, ed. K. Belfield and J. Criv-
ello, American Chemical Society, Washington D.C., 2003, ACS Symp. 
Ser. 847, pp. 437–450. Copyright (2013) American Chemical Society.13)

Figure 11.6  ��Comparison of photo-coplymerisation of VAc and n-BA in SDR and in 
static films. (Reprinted from Chemical Engineering and Processing, 71,  
C. G. Dobie et al., An evaluation of the effectiveness of continuous thin 
film processing in a spinning disc reactor for bulk free-radical photo-copo-
lymerisation, 97–106, Copyright (2013) with permission from Elsevier.15)
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in the SDR. There are clear indications that the SDR, with its ability to pro-
duce thin, controllable and highly mixed films in continuous flow, even on 
scale-up, offers much scope for exploiting the relatively untapped possibil-
ities presented by photochemistry applications in general. The potential 
for significant energy savings offered by the SDR16 in combination with the 
benefits of UV processing can provide a realistic energy-efficient solution for 
many processes.

11.2.2.2 � Reactive Precipitations
There is a drive in many industries to produce nanoparticles or nanocrystals 
which, by definition, are between 1 and 100 nm in diameter. This interest 
stems from the superior physical and chemical properties offered by these 
nano-sized particulate materials including greatly improved mechanical 
strength of materials (e.g. in polymer nanocomposites, bone cement), ther-
mal stability, catalytic activity and larger surface area for easier dissolution 
as drugs. Ideal equipment for producing such nano-sized materials should 
have very rapid and uniform micromixing characteristics in order to create 
high levels of supersaturation and ultimately high nucleation rates through-
out the processing volume. The SDR, with its micromixing time of the order 
of milliseconds,10,11 readily fulfills this requirement.

There have been a number of experimental studies that have highlighted 
the potential of the SDR to be employed as an effective precipitation device 
producing small, tailored particle sizes with excellent uniformity in size and 
therefore application characteristics. In reactive precipitation processes, for 
instance, barium sulphate crystals of 0.7 µm have been obtained.17,18 More 
recent work19 has demonstrated the synthesis of narrowly size-distributed 
nano-titanium dioxide (TiO2) particles of around 1 nm via the reactive pre-
cipitation of tetraisopropoxide (TTIP) with water under ambient temperature 
conditions (Figure 11.7). Overall, the optimized operating conditions for 
generating smaller particles with narrower distributions include a combina-
tion of high disc rotational speeds, high flow rates and textured disc sur-
faces such as a grooved disc. Interestingly, Chan et al.20 have reported the 
production of in situ anatase TiO2 in a SDR operating at elevated tempera-
tures of 400–500 °C without any further calcination step, demonstrating an 
integrated reaction downstream processing procedure with potential time/
energy saving benefits.

Tai and co-workers have demonstrated the synthesis of nanoparticles of 
silver21 of less than 10 nm diameter via the application of a greener precipita-
tion process based on the use of glucose, an environmentally benign reagent 
employed as the reducing agent. An even greener method of silver nanopar-
ticles synthesis involves the use of glucose in combination with a more 
environmentally friendly protecting agent such as starch to prevent agglom-
eration, instead of the more commonly employed polyvinyl pyrrolidone 
(PVP).21–23 An alternative ‘green’ approach adopted in the synthesis of super-
paramagnetic magnetite nanoparticles has been reported by Chin et al.24  
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Alginic acid, a natural biopolymer originating from algae, was employed as a 
surfactant to stabilize the Fe3O4 particles during processing in the SDR. The 
ability to inject the alginic acid into the magnetite particle suspension and 
achieve uniform mixing of the two streams on the rotating disc constituted 
a considerable processing advantage in producing highly stable particles of 
about 10 nm and of very narrow size distribution.

11.2.2.3 � Catalytic/Enzymatic Transformations
A number of applications have been documented in the literature in relation 
to enhancement of catalytic reactions in the SDR. One of the earliest stud-
ies investigated was the reaction between a ketone and chloroacetonitrile in 
tetrahydrofuran (commonly known as Darzen's reaction) in the presence of 
a phase-transfer catalyst dissolved in an aqueous phase of potassium hydrox-
ide.7 The target product of this reaction is a valuable drug intermediate. Two 
key characteristic features of SDR processing, namely the rapid liquid–liquid 
mass transfer at high disc speeds and the short residence times, resulted in 
enhanced selectivity and higher product purity even under ambient condi-
tions when benchmarked against the conventional batch process.

More interestingly, however, are the potential downstream processing and 
associated environmental benefits of fixing a solid-supported catalyst onto 
the rotating disc surface without compromising the reaction rate and selec-
tivity. This was successfully demonstrated in a fine chemical process com-
monly carried out in the fragrance industry involving the re-arrangement of 
α-pinene oxide catalysed by a thin disc coating of silica-supported zinc triflate 
catalyst.25 The immobilisation of the catalyst enabled the catalyst separation 

Figure 11.7  ��Nano-TiO2 particles formed from reactive precipitation in SDR under 
different operating conditions. (Reprinted from Chemical Engineer-
ing Journal, 258, S. Mohammadi et al., Synthesis of TiO2 nanoparticles 
in a spinning disc reactor, 171–184, Copyright (2014) with permission 
from Elsevier.19)
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step to be eliminated, representing important environmental and economic 
advantages as the need for expensive and potentially harmful, volatile sol-
vents typically used in the washing and recovery process could be removed. 
In spite of the catalyst immobilisation which, in conventional technologies 
may result in loss of active sites and therefore lower reaction rates, faster 
reaction rates and improved selectivity were achieved in the thin film SDR. 
The experimental outcomes suggested that better mixing and much shorter 
and controllable residence times were responsible for the observed improve-
ments in the continuous SDR process.

More recently, Patterson and co-workers have demonstrated the combined 
UV processing advantages in thin films with enhanced catalytic degradation 
of wastewater using suspended TiO2 catalyst in a SDR.26

Recent work on enzymatic transformations using enzymes supported on a 
cloth fixed on a rotating horizontal disc has highlighted the benefits of bio-
processing using the thin films of the SDR.27 The study, which was focused 
on the hydrolysis of tributyrin using lipase enzyme immobilised on a woollen 
cloth fixed to the rotating disc surface, demonstrated an increase in reaction 
rate compared to processing with immobilised enzymes in a conventional 
agitated batch vessel (Figure 11.8). This rate enhancement is attributed to 
improved mass transfer between the reactant tributyrin and the immobil-
ised lipase enzyme, enabled by the smaller droplet sizes of the emulsion 

Figure 11.8  ��Rate enhancement of enzymatic hydrolysis of tributyrin in SCDR 
and conventional batch vessel. (Reprinted from Chemical Engineer-
ing Journal, 221, X. Feng et al., The spinning cloth disc reactor for 
immobilized enzymes: A new process intensification technology for 
enzymatic reactions, 407–417, Copyright (2013) with permission from 
Elsevier.27)
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produced and the higher shear rate in the thin film of the spinning cloth disc 
reactor (SCDR). It is thought that the woollen cloth provides a certain degree 
of protection to the enzyme immobilised in its structure, thus preventing its 
deactivation by the high shear stress imposed by the liquid film flowing past.

11.2.3  �Rotor–stator SDR
A variant of the thin film SDR described in Section 2.2 above is the more 
recently developed rotor–stator SDR (RSSDR)28 which involves fluid flow in 
small channels, of a few millimeters in height, formed by the space between a 
rotating disc and a stationary disc as shown in Figure 11.9. High shear forces, 
created within the film as it passes in the channel between the rotor and 
stator surfaces, are responsible for intimate contact between fluid streams. 
Volumetric mass transfer coefficients as high as 250 s−1 have been reported 
for immiscible liquid systems at a rotational speed of 1600 rpm,28 which, in 
combination with the high surface area to volume ratio offered by the thin 
enclosed film, enable rapid mass transfer processes to occur during passage 
within the channels. The rotor–stator SDR has been applied to a range of 
multiphase processes involving liquid/liquid extractions,28 gas/liquid mass 
transfer29 and liquid/solid reaction systems.30

11.3  �Rotating Packed Bed (RPB)
11.3.1  �Design and Operating Principles
Similar operating principles as those encountered in a SDR are applicable in 
a rotating packed bed (RPB); high centrifugal accelerations, typically of the 
order of 100–1000 g, are imposed on the processing fluids due to rotation of 
the bed. The primary difference between the SDR/RSSDR and RPB designs 
is that whilst the former operate on the basis of a liquid impinging on a flat, 

Figure 11.9  ��Rotor–stator SDR equipment. (Reprinted from Chemical Engineering 
Journal, 185, F. Visscher et al., Liquid–liquid mass transfer in a rotor–
stator spinning disc reactor, 267–273, Copyright (2012) with permis-
sion from Elsevier.28)
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usually horizontal, spinning surface to form thin liquid films as in the SDR 
or on the basis of multiphase flow in a very narrow, empty channel as in 
the RSSDR, the RPB relies on the use of structured packing elements of an 
axial depth of at least 10 mm rotating in an enclosed volume to achieve inti-
mate contact between the phases. The reactor volume of the RPB is therefore 
much higher than that of the SDR or even the RSSDR. The packing character-
istics, particularly its specific surface area and its voidage, are key parameters 
which influence the mass transfer capability and pressure drop/energy con-
sumption of the device. A range of packing structures have been employed 
with specific surface areas typically in the range of 500–5000 m2 m−3, and 
voidages typically between 40 and 95%, with the higher surface areas and 
voidages greater than 85% preferred for optimal performance.3,31,32

Gas/liquid or liquid/liquid flow arrangement within the reactor is usually 
counter-current to maximise the concentration driving force for mass trans-
fer, although co-current33 and cross-flow34,35 configurations are also possible 
in practice. In the counter-current flow arrangement (Figure 11.10), the less 
dense phase will be injected from the periphery of the rotor and will flow 
against the centrifugal force through the packing towards the exit region in 
the centre or the eye of the rotor. The denser phase meanwhile enters from 
the centre of the rotor and is flung under the action of the centrifugal force 
towards the outer edges of the packed bed from where it disengages from the 
rotor into a collector.

Visual investigations into the hydrodynamic behaviour of liquid in an RPB 
have shown that various flow regimes are obtained depending on the angu-
lar velocity (rω) of the fluid. Generally, pore flow or rivulet flow, as depicted 
in Figure 11.11, is dominant at low rotational speeds which is indicative of 
liquid maldistribution and incomplete wetting of the packing surface whilst 

Figure 11.10  ��Schematic of a counter-current flow RPB.
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droplet flow was seen to become more prominent at high rotational speeds.36 
It was also highlighted that thin film flow may be rather difficult to sustain 
in a high acceleration environment where the liquid is constantly hitting 
packing elements or filaments. Further work has since revealed that this may 
indeed be the case, although the turbulence induced by such disturbances 
in the path of the high velocity liquid flow may still be conducive to a sig-
nificant enhancement in multiphase mass transfer.37 The latter work also 
clearly demonstrates that the liquid trajectory from the central inlet towards 
the periphery is predominantly in a radial direction, confirming the observa-
tions made in earlier studies.31,36

RPBs have been considered strong contenders for gas–liquid separation 
processes such as absorption and stripping, conventionally carried out in 
packed bed towers operating under gravity, mainly because of the consider-
able enhancement in volumetric mass transfer coefficient, kLa. Values for kLa 
as high as 2.7 s−1 have been reported in an RPB operating at 200 g with struc-
tured packings, representing an enhancement of about 40× the correspond-
ing value in a packed column under 1 g acceleration.31 One other distinct 
advantage of the RPB over a conventional packed column is that much high 
flow rates can be processed before flooding occurs due to the high gravity 
environment that exists in the RPB. Or alternatively, for similar throughputs 
as those in a ‘1 g’ packed bed tower, the footprint of the RPB can be signifi-
cantly reduced.38

11.3.2  �Green Processing Applications of RPB
The key characteristics of enhanced mass transfer, rapid micromixing and 
short residence times presented by the RPB have enabled its application to a 
wide range of separation processes such as distillation, absorption, desorp-
tion/gas stripping and, more recently, reactions such as precipitation/crys-
tallisation and biotransformations. Its compact design makes it especially 
attractive for offshore applications such as the de-oxygenation of seawater.3 

Figure 11.11  ��Liquid flow regimes in an RPB: (a) pore (rivulet) flow (b) droplet flow 
and (c) film flow. (Reprinted from Chemical Engineering Science, 51, 
J. R. Burns and C. Ramshaw, Process intensification: Visual study of 
liquid maldistribution in rotating packed beds, 1347–1352, Copy-
right (1996) with permission from Elsevier.36)
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One of its limitations, however, is the difficulty in controlling heat removal 
from exothermic processes taking place in the packed bed due to the lack of 
provision for an internal heat transfer system within the bed, as highlighted 
in a recent study involving a fermentation process.39

11.3.2.1 � Absorption Processes
11.3.2.1.1  Carbon Capture Applications.  Although distillation was one of 
the earliest applications of the RPB,40 there has been much renewed inter-
est in the technology for carbon capture applications which have important 
environmental benefits. In particular, capture of CO2 from waste gas streams 
emanating from power plants and petroleum/bulk chemicals plants is an 
area of significant interest that has grown as a result of initiatives such as the 
Kyoto Protocol. The drive for the search and implementation of new technol-
ogies such as the RPB for CO2 capture stems from multiple needs: (1) to over-
come the mass transfer limitations of traditional separation units such as 
packed towers for more energy-efficient and cost-effective engineering solu-
tions and (2) to handle extremely large mass flows that are typical of large 
CO2 producers such as fossil fuel power stations. Conventional packed tow-
ers are inadequate in their current form to cope with the processing through-
puts required in these situations.41 The enhanced gas–liquid mass transfer 
in a RPB gives it a processing edge in effectively extracting CO2 from waste 
gas streams, and thus makes the large-scale capture of CO2 a more economi-
cally viable prospect. Several studies have demonstrated the effectiveness of 
the RPB as a gas–liquid contactor for CO2 absorption into solvents such as 
alkanolamines.38,42 A review of these studies and others involving a range of 
other potentially greener solvents, such as ionic liquids for CO2 absorption, 
in the RPB has recently been published.41

More recently, the carbonation of solid wastes such as steelmaking slags 
from steel manufacturing plants in the RPB has been reported.43,44 The 
authors have highlighted the improved CO2 removal efficiency and carbon-
ation conversion of steelmaking slag in an RPB in comparison to process-
ing in an autoclave or a slurry reactor. Rapid mass transfer gives high CO2 
removal efficiency in processing times of under 1 minute, all under ambient 
temperature and pressure conditions.44 This method of CO2 sequestration 
has greener credentials and sustainable attributes compared to conventional 
absorption processes using amine solvents for instance as it involves the use 
of waste materials to capture CO2.45

11.3.2.1.2  SO2 and NOx Absorption.  Although the focus lately has primar-
ily been on CO2 sequestration in order to meet environmental legislation, 
there is equally promising potential for other environmentally harmful gases 
such as NOx and SO2 to be removed from waste gas streams via gas–liquid 
absorption processes in the RPB.46,47

In flue gas desulphurisation, for example, SO2 absorption in sodium citrate 
solution in a counter-current RPB at 900 rpm gives an SO2 removal efficiency 
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of 98% from the simulated flue gas when fresh sodium citrate solution is 
employed.46 Co-current operation, which has the advantage of lower gas 
pressure drop over counter-current operation and therefore lower operating 
cost, can also give comparably high SO2 removal efficiency (Figure 11.12).33

11.3.2.2 � Reactive Precipitations
Many examples have been reported in the literature for gas–liquid and liq-
uid–liquid reactive precipitation in the RPB of a range of nanoparticles such 
as CaCO3, Al(OH)3 and SrCO3 amongst many others.48,49 In comparison with 
conventional technologies, such as stirred tank reactors, the RPB gives much 
smaller particles, of the order of tens of nm,49 as well as improved control of 
their size distribution, as highlighted in Figure 11.13. These effects have been 
attributed to the higher micromixing intensity that can be achieved in the RPB 
between the two reacting streams during the precipitation process, an effect 
that is similarly obtained in the SDR as discussed earlier in Section 11.2.2.2.

11.3.3  �Novel Variations of RPB designs
A more recent design which originates from the RPB concept is the rotating 
zigzag bed (RZB)50 which involves a series of concentric rotor rings alter-
nating with concentric stator rings along the radial direction of the reactor 

Figure 11.12  ��SO2 removal efficiency in ammonia solution in a co-current RPB. 
(Reprinted with permission from G.-W.Chu, Y. Luo, C.-Y. Shan, H.-K. 
Zou, Y. Xiang, L. Shao, and J.-F. Chen, Absorption of SO2 with Ammo-
nia-Based Solution in a Co-current Rotating Packed Bed. Ind. Eng. 
Chem. Res. 2014, 53, 15731. Copyright (2014) American Chemical 
Society.33)

http://dx.doi.org/10.1039/9781782623632-00339
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(Figure 11.14(a)). The main difference between this design and the original 
RPB is the absence of packing material in the rotor–stator gaps. It is essen-
tially directly comparable with the rotor–stator SDR concept highlighted 
in Section 11.2.3 but with a number of obstacles (inducing potentially 
greater shear stress in the processing streams) presented by the alternating 
perforated rotating and plain surface stationary baffles which result in a 
zigzag flow path for the gas and liquid streams (Figure 11.14(b)). Recent 
literature suggests that improvements in micromixing and mass transfer 
coefficients are achieved in this novel rotor–stator design compared to a 
conventional RPB51,52 and several industrial applications including multi-
stage distillation and stripping processes are reported to have been suc-
cessfully demonstrated.50

11.4  �Concluding Remarks
Great strides have been made in the design, development and application 
of Higee technologies in the last two decades. The original designs of the 
SDR and the RPB as well as the novel versions such as the RSSDR and the 
RZB, as discussed in this chapter, offer distinct processing advantages as a 
result of their enhanced fluid dynamics and associated transport and mixing 
characteristics. The ability of these technologies to deliver greener chemi-
cal processing is invariably related to their significantly improved processing 
efficiency, even under challenging conditions of operation, for example in 
the highly viscous polymerisation systems applied in the SDR. This allows 
waste minimisation at source in environmentally friendly processes as high-
lighted in several examples throughout this chapter.

Figure 11.13  ��Comparison of particle size distribution of CaCO3 in (a) RPB and 
(b) conventional technology. (Reprinted with permission from J.-F. 
Chen, Y.-H. Wang, F. Guo, X.-M. Wang, and C. Zheng, Synthesis of 
nanoparticles with Novel Technology: High-Gravity Reactive Precipi-
tation. Ind. Eng. Chem. Res. 2000, 39, 948. Copyright (2000) American 
Chemical Society.49)

http://dx.doi.org/10.1039/9781782623632-00339
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12.1  �Introduction on Fluidization in a High-G Field
Fluidized beds are used in a variety of processes, for example in fluid  
catalytic cracking (FCC), coal combustion, particle drying and coating, etc.  
A variety of fluidization regimes exists, from a bubbling bed in which there is 
no net transport of solids to a riser in which both gas and solids move upwards 
with a slip velocity equal to the terminal velocity of the particles.1 The range 
of process conditions resulting in a given fluidization regime and the related 
performance of fluidized beds are limited. Limitations encountered are closely 
related to the role of earth gravity in (conventional) fluidized beds:
  
	 (i)	�T he gas–solid slip velocity and related coefficients of gas–solid mass, 

momentum and heat transfer are limited by the terminal velocity of the 
particles in the earth gravity field.
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	 (ii)	�T he particle bed density decreases gradually with increasing gas veloc-
ity, as the particle bed expands. At gas velocities beyond the terminal 
velocity of the particles, the particles are entrained with the gas and 
the particle bed density further decreases. The solids volume fraction 
in risers is only a few percent.

	 (iii)	� Meso-scale non-uniformities in the particle bed occur and play a 
major role in the performance of fluidized bed devices. Under dense 
conditions, bubbling occurs, under dilute conditions, clustering. Both 
are detrimental for gas–solid contact and related interfacial transfer 
and reactions.

	 (iv)	�L arge-scale non-uniformities, like channeling and slugging, may 
occur and put constraints on the particle bed width-to-height ratio. 
The latter should, for example, be sufficiently small in order to avoid 
channeling.

	 (v)	� Fine or light cohesive powders (typically <30 µm) fluidize poorly. The 
inter-particle van der Waals forces dominate the gravity- and gas–solid 
drag-related forces. The limitations on the latter were already referred 
to in (i).

  
To overcome these limitations, fluidization in a high-gravity (high-G) field 

can be considered. For ferromagnetic particles, fluidization in a magnetic 
field was developed. A more generally applicable technology is based on the 
particle inertial forces in cylindrically-shaped rotating particle beds. The 
process gas is then fed through the outer cylindrical wall of the fluidization 
chamber and flows radially inwards towards a centrally positioned chimney 
for evacuation. The particle bed width is now to be defined in the tangen-
tial direction (circumference), the particle bed height in the radial direction. 
Compared to conventional fluidized beds, the particle bed width-to-height 
ratio is much higher, allowing more feed gas per unit surface area of particle 
bed and shorter gas phase residence times. Despite the high particle bed 
width-to-height ratios, channeling can be avoided by high-G operation.

Two rotating fluidized bed technologies have been developed, essentially 
differing in the way the particle bed rotational motion is introduced. The 
first technology, referred to as rotating fluidized bed (RFB), makes use of a 
motor to rotate the fluidization chamber fast around its axis of symmetry. 
The process gas is injected radially via multiple perforations. In the second 
technology, with the rotating fluidized bed in a static geometry (RFB-SG), 
use is made of a vortex or whirl chamber in which the process gas is injected 
tangentially via multiple slots. In RFBs, the fluidization gas flow rate and the 
particle bed rotation speed can be independently controlled. In RFB-SGs the 
two are coupled, the coupling depending on the vortex chamber design and 
the type of particles fluidized. The flow patterns in RFBs have been studied by 
different research groups.2–9 Applications in gas phase polymerization10 and 
in the production and coating of fine powders11–14 have been reported. The 
major disadvantage of RFBs is the rotating geometry, making scale-up and 
commercialization challenging. For that reason, the use of vortex chambers 
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(RFB-SGs) has recently attracted more attention. This chapter summarizes 
the state of the art in RFB-SG research and development.

12.2  �Rotating Fluidized Beds in a (Static) Vortex 
Chamber

In RFB-SGs, the process gas is injected tangentially in a vortex chamber 
(Figure 12.1).15–19 Particles are entrained by the gas, resulting in a rotational 
motion of the particle bed. The gas flows radially inwards through the par-
ticle bed and leaves the vortex chamber via a centrally positioned chimney. 
Due to their inertia, particles do not follow the gas phase flow path. Con-
sidering a frame moving with a particle, the balance between the particle 
inertial forces (centrifugal and Coriolis force) and the radial gas–solid drag 
force determines if the particle is entrained into the chimney or stays in the 
vortex chamber. The Coriolis effect allows a particle that is entrained radi-
ally inwards to convert its radial momentum into tangential momentum. To 
achieve this before losing the particle into the chimney requires a correct 
vortex chamber and chimney design.

Single- and multiphase flows in vortex chambers have been studied since 
the late sixties.15–17 The optimization of the operating conditions and the vor-
tex chamber design has been addressed. Feeding a single phase only, a free 
vortex type flow pattern develops. The loss of this flow pattern in the presence 
of particles has important consequences on the force balance in the vortex 
chamber and on the design requirements of the latter. Typically, a high solids 

Figure 12.1  ��(a) The use of a vortex chamber to generate a rotating fluidized bed in a 
static geometry. (b) Detailed view of the gas inlet slots in a 72 × 0.5 mm 
slots vortex chamber. (Reproduced from De Wilde and de Broqueville 
with permission from John Wiley and Sons. Copyright © 2007 Ameri-
can Institute of Chemical Engineers (AIChE).)19
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concentration in the rotating particle bed is aimed at. Apart from gas–solid 
flows, gas–liquid flows,20,21 e.g. for fine particulates removal from flue gases, 
and liquid–solid flows22,23 have been considered. In a vortex chamber type 
gas–liquid contactor, high-G operation results in smaller bubbles and more 
efficient mass transfer. The present paper focuses on gas–solid fluidized beds 
in vortex chambers and high-G operation, allowing us to neglect the effect of 
gravity. In an RFB-SG of a given design, the latter requires sufficiently high 
gas flow rates. The hydrodynamic characteristics of RFB-SGs are discussed 
in Section 12.3, whereas Section 12.4 addresses the most important design 
aspects of RFB-SGs. Sections 12.5 and 12.6 deal with potential applications 
of RFB-SGs. Finally, extensions of the concept and multi-zone operation are 
discussed in Section 12.7.

The difference between vortex chamber and Torbed technology should be 
emphasized. In a Torbed24–27 the process gas is injected tangentially via mul-
tiple gas inlet slots integrated in the bottom-end wall of the cylindrical flu-
idization chamber and is forced to leave via the top-end. The particles are 
suspended on the rotating gas flow that is generated (tornado effect) and are 
fluidized vertically against earth gravity, so operation is essentially not high-G.

12.3  �Hydrodynamic Characteristics
12.3.1  �Fluidization in the Tangential and Radial Direction
In RFB-SGs, a distinction can be made between fluidization in the tangential 
and radial directions. The particle bed is always fluidized in the tangential 
direction. Whether fluidization in the radial direction occurs depends mainly 
on the vortex chamber design and the type of particles used.19,28 Figure 12.2 
shows the particle bed in a vortex chamber of given design and applying given 
operating conditions using two types of particles: (a) 2 (length)–5 (diameter) 
mm diameter HDPE polymer pellets and (b) 300 µm alumina particles. With 
the polymer pellets, the particle bed is radially not fluidized and a so-called 
concentrated pseudo-fluidized layer (CPL) is formed. The 'packed' bed is 
supported by the cylindrical outer wall of the vortex chamber. With the alu-
mina particles, on the other hand, the bed is radially fluidized. The latter is 
reflected in the relation between the pressure drop over the particle bed and 
the gas flow rate, as shown in Figure 12.3. When the bed is radially packed, 
the pressure drop over the particle bed increases with increasing gas flow 
rate. When the particle bed is radially fluidized, the pressure drop over the 
particle bed is seen to become independent of the gas flow rate—a behavior 
well known from conventional fluidized beds.1 Radial fluidization of the par-
ticle bed implies a reduction of the bed density and increases the presence of 
particles in the particle bed freeboard region. This facilitates the loss of par-
ticles via the chimney. As will be discussed in Section 12.4, a careful design 
of the vortex chamber allows optimizing the ratio of the radial gas–solid drag 
force and the inertial forces exerted on the particles and as such increasing 
the particle bed density and reducing the loss of solids via the chimney.
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12.3.2  �Free Vortex Versus Solid Body Type Rotation and 
Flexibility in the Solids Loading

In the absence of particles a free vortex forms in the vortex chamber. When 
feeding particles the free vortex is lost. This is reflected in an initial decrease 
of the pressure drop over the vortex chamber. The different flow patterns are 

Figure 12.2  ��Fluidization of different types of particles in an RFB-SG of given design. 
Vortex chamber: D = 36 cm, L = 13.5 cm, n = 12, s = 4 mm, λ = 0.042. 
Operating conditions: total gas flow rate: 0.2 Nm3 s−1, continuous oper-
ation with side solids inlet and outlet, solids loading: 1–1.5 kg. (a) 2–5 
mm HDPE polymer pellets; (b) 300 µm alumina. (Reproduced from De 
Wilde and de Broqueville with permission from John Wiley and Sons. 
Copyright © 2007 American Institute of Chemical Engineers (AIChE).)19

Figure 12.3  ��Detection of radial fluidization when fluidizing different types of parti-
cles in an RFB-SG of given design. Pressure drop over the particle bed as 
a function of the fluidization gas flow rate for different solids loadings. 
Vortex chamber: D = 24 cm, L = 11.5 cm, n = 24, s = 2.3 mm, λ = 0.073. 
Continuous operation with side solids inlet and chimney outlet. (a) 2–5 
mm HDPE polymer pellets; (b) 300 µm salt. (From De Wilde.)32
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illustrated in Figure 12.4(a) showing the normalized circulation (Γ = vtr) as a 
function of the normalized radial coordinate, both in the absence and presence 
of a particle bed,18 and in Figure 12.4(b) showing the rotational speed as a func-
tion of the solids loading at different normalized radial positions.17 In general, 
the particle bed flow pattern is between solid body and free vortex type.17,18,29,30 
From detailed CFD simulations, a relation with radial fluidization and the for-
mation of meso-scale non-uniformities could be demonstrated.31 With the 
dense and uniform particle bed of 3 mm polymer pellets shown in Figure 12.2, 
the particle bed rotates nearly like a solid body, although radial mixing in the 
particle bed was fast.32 In the particle bed freeboard region, the particle concen-
tration is much lower than in the particle bed and a behavior approaching free 
vortex type can be expected. The latter was confirmed from experimental mea-
surements (Figure 12.4(a))18 and computational fluid dynamics (CFD) simula-
tions.33 As will be described in Section 12.4.3 on the chimney design, advantage 
can be taken of the behavior in the particle bed freeboard region. In the central 
region where the chimney is located, the outflow destroys the free vortex and a 
quasi-solid body type flow pattern was observed (Figure 12.4(a)).18,34

Figure 12.4  ��(a) Normalized circulation (Γ = vtr) as a function of the normalized 
radial position in the vortex chamber (subscript 0 indicates at the 
chamber outer wall) in the absence and presence of particles. Vortex 
chamber: D = 36 cm, L = 6 cm, Dc = 8 cm, n > 20, λ = 0.099. Operating 
conditions: solids loading: 1 kg of sand particles (ρs = 1900 kg m−3, dp = 
2 mm). (Adapted from Volchkov et al. Taylor & Francis Ltd. http://www.
informaworld.com.)18 (b) Rotational speed as a function of the solids 
loading for different radial positions in the vortex chamber. Vortex 
chamber: D = 30.5 cm, L = 6.3 cm, Dc = 15 → 8 cm (convergent), n = 12, 
s = 0.3 mm, λ = 0.00376. Operating conditions: talc particles (ρs = 2700 
kg m−3, dp = 20 µm). (From Anderson et al. with permission from the 
American Institute of Aeronautics and Astronautics (AIAA).)17



Chapter 12366

Figure 12.4(b) deserves some further discussion. The initial feeding of 
solids drastically reduces the rotational speed at all radial positions in the 
vortex chamber, as explained above. From a certain solids loading onwards, 
however, in a given solids loading range, only a minor influence of the solids 
loading on the rotational speeds is observed. Because of the required bal-
ance between the centrifugal force and the radial gas–solid drag force, this 
is an important characteristic assuring a certain flexibility with respect to 
the solids loading. It also suggests that in this region the bed grows with-
out causing drastic changes in the bed density. At too high solids loadings, 
the rotational speeds are again seen to decrease sharply, due to increasing 
frictional losses arising from the dense peripheral cloud.17 Also, as more par-
ticles enter the particle bed freeboard region, the free vortex in this region—
which contributes to the acceleration of the dense particle bed—is destroyed. 
Measurements of the effect of the solids loading on the particle bed porosity 
by Volchkov et al.35 during grain drying in a vortex chamber of given design 
confirm the above-described behavior and a certain flexibility with respect 
to the solids loading. Finally, it should be remarked that in certain cases, a 
hysteresis effect is observed when measuring the flow pattern as a function 
of the solids loading.

12.3.3  �Flexibility in the Gas Flow Rate
A unique feature of RFB-SGs is the flexibility in the gas flow rate. Indeed, 
when increasing the gas flow rate, both the radial gas–solid drag force and 
the counteracting centrifugal force increase. Depending on the vortex cham-
ber design and the operating conditions, in particular the type of particles 
fluidized, the increase of the centrifugal force with increasing gas flow rate 
will be more or less pronounced than the increase of the radial gas–solid drag 
force. As such, under certain conditions, radial bed contraction rather than 
radial bed expansion will occur when increasing the gas flow rate. Volchkov 
et al.35 experimentally showed a decrease of the bed porosity with increasing 
gas flow rate for a given vortex chamber design and particles. The flexibility 
in the gas flow rate of RFB-SGs is reflected in the dependence of the terminal 
velocity of the particles on the gas flow rate, as illustrated in Figure 12.5.36 
Using a theoretical model for the flow pattern in vortex chambers and neglect-
ing the effect of gravity, Sazhin et al.34 showed that the retention capacity of 
vortex chambers should be relatively independent of the air flow rate. The 
retention capacity is the solids loading remaining in the vortex chamber after 
stopping the solids feeding. Experimental observations by Kochetov et al.15,16 
and by Anderson et al.17 show, however, a different behavior—the retention 
capacity increasing strongly with increasing gas flow rate in a given gas flow 
rate and corresponding solids loading (retention capacity) range (see Figures 
12.13(c) and 12.14(a) discussed later). This could be explained by the role of 
gravity which cannot be neglected at low gas flow rates. At sufficiently high 
gas flow rates, Kochetov et al.15,16 indeed observed the dependence on the 
gas flow rate to vanish. Another explanation could be that the flow behavior 
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in the vortex chamber changes drastically when introducing solids up to a 
given solids loading. Doing experiments at relatively high gas flow rates and 
with continuous solids feeding and as such relatively high solids loadings, 
De Wilde and de Broqueville19,28 confirmed a minor influence of the gas flow 
rate on the solids loading for a given solids feeding rate and on the particle 
bed stability.

The key for flexibility in the gas flow rate of RFB-SGs is the effect of the 
gas flow rate on the particle bed rotational speed. In a given gas flow rate 
range, a nearly linear increase of the particle bed rotational speed with the 
gas flow rate is observed. At higher gas flow rates, as shear grows in impor-
tance, the particle bed rotational speed increases less than proportionally 
with the gas flow rate. The range of gas flow rates in which a linear increase 
can be obtained depends on the type of particles fluidized and on the vortex 
chamber design, discussed in detail in Section 12.4. It can be noted in this 
context that Loftus et al.20 working on a gas–liquid vortex chamber type con-
tactor observed an increase of the mass of liquid contained in the chamber 
with increasing air flow rate, but that this increase was strongly dependent 
on the chamber design.

Figure 12.5  ��Illustration of the dependence of the minimum fluidization velocity 
and of the terminal velocity of the particles on the gas flow rate in RFB-
SGs. (Reprinted from Chemical Engineering Science, 64, de Broque-
ville and De Wilde, Numerical investigation of gas–solid heat transfer 
in rotating fluidized beds in a static geometry, 1232–1248, Copyright 
(2009) with permission from Elsevier.)36
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12.3.4  �Large-Scale Non-Uniformities and Bed Stability
Bed stability and the absence of large-scale non-uniformities causing a 
complete bypass of the particles by the gas are crucial for industrial appli-
cations of fluidized beds. In RFB-SGs gas is fed to the vortex chamber from 
a gas distribution chamber via multiple inlet slots. Only the total gas flow 
rate is controlled, not the gas flow rate through each individual inlet slot. A 
non-uniform gas distribution over the different gas inlet slots can occur. Fur-
thermore, within each inlet slot, a non-uniform distribution of the gas in the 
axial direction can occur. Non-uniformities in the gas distribution are closely 
related with large-scale non-uniformities in the particle bed.31

Channeling in the particle bed occurs in combination with a non-uniform 
distribution of the gas in the axial direction. Friction of particles with the 
end walls plays an important role in the appearance of channeling, particles 
being decelerated and accumulating near the end walls. This may cause most 
of the gas to enter towards the axial center of the vortex chamber. Particle 
bed slugging occurs in combination with a non-uniform distribution of the 
gas over the different gas inlet slots. The rotational motion of the particles 
causes a non-stationary distribution of the gas over the gas inlet slots, most 
of the gas entering the vortex chamber through inlet slots not facing the 
resistance of particles.

Figure 12.6 shows a map of the different regimes observed when fluidizing 
1G-Geldart D-type,* 3 mm diameter PE pellets in a 24 cm diameter, 5 cm long 
vortex chamber with 12 gas inlet slots, 3 mm wide each (* high-G operation 
results in a shift in the Geldart classification of particles as shown by Qian 
et al.).9 Channeling is observed at very small solids loadings. At somewhat 
higher solids loadings, slugging occurs. Finally, at sufficiently high solids 
loadings, solids phase stresses in the slugging regime become too high and a 
stable and uniform rotating particle bed forms. Figure 12.6 also nicely illus-
trates the flexibility in the gas flow rate in RFB-SGs discussed in the previous 
section. The gas flow rate is seen to have only a minor effect on the particle 
bed stability and on the occurrence of large-scale non-uniformities.

Figure 12.6 showed that a sufficiently high solids loading is crucial to 
avoid large-scale non-uniformities and to obtain a stable and uniform rotat-
ing particle bed. The solids loading in the vortex chamber that can be built 
up with a given solids feeding rate depends on the rate of solids losses via 
the chimney for the given solids loading. The latter depends on the vortex 
chamber design, more particularly the gas inlet and chimney design. Hence, 
the vortex chamber design will play a crucial role in extending the range of 
operating conditions in which large-scale non-uniformities can be avoided.

Large-scale non-uniformities inside the vortex chamber can be easily 
detected from pressure measurements. This is illustrated in Figure 12.7. 
Channeling can be detected from a difference in pressures measured at the 
outer cylindrical wall of the vortex chamber, close to an end wall and in the 
axial center of the vortex chamber respectively. Slugging can be identified 
from fluctuations in time of the pressure at any point in the vortex chamber.37
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Vortex chambers have also been tested for liquid–solid fluidization. In this 
case, both rarefied and condensed stable states of the particle bed have been 
observed, the rarefied states being different with large and small particles 
(see Goldshtik et al.).23

12.3.5  �Meso-Scale Non-Uniformities
Meso-scale non-uniformities in the form of bubbles are well known to 
appear in conventional fluidized beds. Their presence is detrimental for 
the conversion of heterogeneous catalytic reactions. High-G operation was 
shown to result in improved particle bed uniformity, bubble formation to a 
certain extent being suppressed. In cases where bubbles are formed in RFB-
SGs, they are formed in the vicinity of the gas inlet slots and they propagate 
both tangentially and radially through the particle bed (Figure 12.8). Bubble 
formation in RFB-SGs strongly depends on the type of particles fluidized 
and the vortex chamber design. De Wilde and de Broqueville19 observed 
complete absence of bubbles with 1G-Geldart D-type, 3 mm diameter PE 
pellets in a 24 cm diameter, 5 cm long vortex chamber with 12 gas inlet slots,  

Figure 12.6  ��Flow regime map with 2–5 mm polymer pellets. Vortex chamber 
design: see Figure 12.3. (Reprinted from Powder Technology, 183,  
De Wilde and de Broqueville, Experimental investigation of a rotat-
ing fluidized bed in a static geometry, 426–435, Copyright (2008) with  
permission from Elsevier.)28
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3 mm wide each. Using the same vortex chamber with 1G-Geldart B-type,  
300 µm diameter alumina particles, significant bubble formation was observed 
(Figure 12.8).

Crucial in suppressing bubble formation and improving the particle bed 
uniformity in RFB-SGs is the hydrostatic pressure drop over the particle  
bed which is determined by the solids loading in the vortex chamber and 
the particle bed rotational speed. Working with 70 and 85 µm FCC catalyst, 
Trujillo and De Wilde30 demonstrated the role of the vortex chamber design.

Figure 12.7  ��Static pressure at the outer cylindrical wall of the vortex chamber.  
Indication of channeling at low solids loadings. Total gas flow rate 
of 0.2 Nm3 s−1 and 2–5 mm polymer pellets. Vortex chamber design: 
see Figure 12.3. (De Gruyter [International Journal of Chemical Reac-
tor Engineering], Walter De Gruyter GmbH Berlin Boston, [2007].  
Copyright and all rights reserved. Material from this publication has 
been used with the permission of Walter De Gruyter GmbH.)37

Figure 12.8  ��Bubble formation and motion in an RFB-SG visualized by means of a 
high speed CCD camera at 1000 frames s−1 focusing on the vicinity of a 
single gas inlet slot. Vortex chamber design: see Figure 12.2. Total gas 
flow rate: 0.2 m3 s−1, solids loading: 1.1 kg, 300 µm alumina particles. 
(From De Wilde.)32
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12.3.6  �Further Remarks on the Gas and Solids Phase Flow 
Pattern

The flow pattern in RFB-SGs deserves some further discussion. It is crucial 
for modeling RFB-SGs and for evaluating their potential for given applica-
tions. As mentioned in Section 12.3.2, the gas phase flow pattern changes 
drastically with the presence of particles in the vortex chamber. CFD and 
experimental studies have shown that upon contact with the particle bed, 
the gas injected tangentially at high velocity is rapidly tangentially decel-
erated. This is reflected in a deflection of the flow path in the radial direc-
tion, as seen in Figure 12.9(a). Additional deflection in the radial direction 
is observed when the gas injected via a given gas inlet slot approaches the 
next gas inlet slot. As a result, mixing between gases injected via successive 
gas inlet slots is very limited. This is illustrated in Figure 12.9(a), showing 
the gas phase concentration of a tracer component A (red) that was injected 
through two of the gas inlet slots only.32 The results of this CFD study were 
confirmed by experiments with a smoke tracer (Figure 12.9(b)). Hence, a plug 
flow type flow pattern for the gas phase in the RFB-SG may be a reasonable 
approximation for a first evaluation of the performance of RFB-SGs, provided 
that bubble formation can be avoided.

The particle bed and gas phase hydrodynamics are very different. Mixing 
in the particle bed is pronounced. In the tangential direction mixing is dom-
inated by the particle bed rotational motion. In the radial direction, shear in 
the particle bed and radial fluidization contribute to the mixing. De Wilde32 
studied the particle bed mixing by means of step response experiments with 
colored particles. A response approaching that of a perfectly mixed particle 
bed was found at sufficiently high particle bed rotational speeds, that is, at 
sufficiently high gas flow rates (Figure 12.10). Staudt et al.38 developed an 
RFB-SG reactor model based on the assumption of a well-mixed particle bed 
and a plug flow type behavior of the gas phase. It was used to evaluate the 
potential of RFB-SGs for the low-temperature pyrolysis and gasification of 
biomass. The assumption of a well-mixed particle bed was justified from a 
comparison of the time scales of reaction and mixing, the particles mak-
ing on average multiple turns in the vortex chamber while reacting. With 
poly-disperse particles, segregation occurs in the vortex chamber and the 
assumption of a well-mixed particle bed may no longer hold. Grain cleaning 
in vortex chambers makes use of the segregation between the grain particles 
and impurities such as seeds.35

With decreasing particle size and/or density, achieving a dense and uni-
form particle bed becomes increasingly difficult. Radial fluidization of the 
particle bed cannot be avoided and a complex particle bed density profile 
develops. This was confirmed by rapid camera observations (viz. Figures 12.5 
and 12.8) and CFD simulations. Anderson et al.17 carried out X-ray absorp-
tion experiments to determine the particle bed density profiles in rotating 
fluidized beds of fine powders: talc (dp = 20 µm, ρs = 2700 kg m−3), tungsten 
(dp = 12 µm, ρs = 19 100 kg m−3), and zinc (dp = 10 µm, ρs = 7000 kg m−3).  
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Figure 12.9  ��Visualization of the gas phase flow pattern in an RFB-SG. (a) CFD simulation of the motion of a tracer injected via two of the 
gas inlet slots. (b) Experiments with smoke injection via one of the gas inlet slots. (From De Wilde.)32
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Figure 12.11 shows a picture of a rotating particle bed of talc powder and 
the radial profiles of the axially-, tangentially- and time averaged particle bed 
density at different solids loadings measured by X-ray absorption. Typical 
particle bed density contours deduced from the X-ray absorption measure-
ments are shown in Figure 12.11(c). The gas jet entering the chamber causes 
significantly lower particle bed densities along the wall (see also Figure 12.8). 
Also, accumulation of particles is observed, upstream of the region where 
most of the gas injected via a given slot deflects radially into the particle bed, 
that is, upstream of the next gas inlet slot. Referring to Figure 12.11, note 
that the loosely packed bed density of talc is about 0.5 gm cm−3, so that quite 
dense rotating fluidized beds of fine particles could be obtained.

Axial uniformity in the vortex chamber is an extremely challenging issue. 
Near the end walls, friction reduces the rotational motion, generating a 
boundary layer flow. Figure 12.12 shows the axial profiles of the radial gas 
velocity in the absence and presence of 2–5 mm diameter wheat grain par-
ticles (the chamber length was 26 mm). The presence of a rotating particle 
bed improves the axial uniformity in the vortex chamber. Nevertheless, a 
reduction of the centrifugal acceleration can cause a lack of cyclostrophic 
balance. As such, a secondary flow of particles towards the axis can be gener-
ated along the end walls.23 This phenomenon becomes the more important 
with decreasing particle size and can cause an excessive loss of particles via 
the chimney. Ways to adapt the vortex chamber design to reduce this effect 
are discussed in Section 12.4.

Figure 12.10  ��Particle bed mixing in RFB-SGs. Response in the mass fraction of 
colored particles at the outlet to a step change in the color of the 
particles fed at t = 0 s. Data at different gas flow rates and compar-
ison with the theoretical curve for a well mixed particle bed. Vortex 
chamber design: see Figure 12.3. Experiments with 2–5 mm polymer 
pellets. (From De Wilde.)32
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Volchkov et al.35 pointed out the similarity between fluidization in a vor-
tex chamber and vibrational fluidization. This is due to the motion of the 
particle bed with respect to the gas inlet slots, particles moving periodically 
through zones where the aerodynamic forces are sufficient and insufficient 
for fluidization of the bed and particles periodically interacting with the wall. 
The importance of this effect depends on the characteristics of the particles 

Figure 12.11  ��Fluidization of fine talc powder (dp = 20 µm, ρs = 2700 kg m−3) in a vor-
tex chamber. Vortex chamber: D = 30.5 cm, L = 6.3 cm, ns = 0.36 cm, 
λ = 0.00376. Operating conditions: total gas flow rate: 0.117 Nm3 s−1, 
solids loading: 0.05–0.8 kg. (a) Picture of the rotating particle bed; (b) 
radial profiles of the axially-averaged particle bed density at different 
solids loadings measured by X-ray absorption (100 kV, 15 ma, typical 
exposure time: 1 s); (c) typical particle bed density contours deduced 
from X-ray absorption measurements for a solids loading of 0.4 kg. 
(From Anderson et al. with permission from the American Institute 
of Aeronautics and Astronautics (AIAA).)17
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fluidized. Observations and calculations by Volchkov35 in the context of grain 
drying and cleaning show that (radial) fluidization of the bed can occur even 
in cases when the aerodynamic forces calculated with the mean gas velocity 
are substantially smaller than the centrifugal force. Volchkov et al.35 adapted 
a criterion for vibrational fluidization for application to RFB-SGs.

12.4  �Design Aspects
12.4.1  �Design Objectives
The design of an RFB-SG aims at (i) maximizing the particle bed density and 
improving the particle bed uniformity and (ii) independently controlling the 
gas and solid phase residence times. Both (i) and (ii) imply minimizing the 
loss of solids via the chimney, serving as the main gas outlet.

12.4.2  �Gas Inlets
The gas inlet design is one of the important factors determining the solids 
retention capacity of vortex chambers. The number (n) and size (s) of gas 
inlet slots of vortex chambers that have been studied cover a wide range. 

Figure 12.12  ��Illustration of boundary layer flow. Experimentally measured axial 
profiles of the radial gas velocity. 1. In the absence of particles; 2. 
In the presence of particles. Vortex chamber: D = 20 cm, L = 2.6 cm, 
Dc = 10 cm, n > 20, λ = 0.0518. Operating conditions: solids loading: 
0.15 kg of wheat grain particles (ρs = 1200 kg m−3, dp = 2–5 mm). 
(Adapted from Volchkov et al. Taylor & Francis Ltd. http://www.
informaworld.com.)18



Chapter 12376

Kochetov et al.15,16 originally started from a vortex chamber with a single gas 
inlet slot and then added inserts to increase the number of gas inlet slots to 
5 or 6. They also considered a non-uniform distribution of the gas inlet slots 
to reduce the effect of gravity and the solids losses via the chimney. Note that 
at sufficiently high particle bed rotational speed (high-G), the effect of grav-
ity should be negligible. As seen from Figure 12.13(b), with a single gas inlet 
slot, the particle bed is strongly non-uniform and the gas–particle contact 
poor. From theoretical considerations, Sazhin et al.34 conclude that at least 4 
gas inlet slots are required to obtain an axisymmetric radial outflow from the 
vortex chamber. Experimental observations by Kochetov et al.15,16 and Tru-
jillo et al.33 confirm an initial drastic improvement of the particle bed uni-
formity with increasing number of gas inlet slots. Figure 12.13(c) shows the 
effect of the gas inlet design on the solids retention capacity, i.e. at zero solids 
feeding rate, as a function of the gas flow rate. It is important to mention that 
Kochetov et al.15 observed an increase of the solids retention capacity with 
increasing gas flow rate up to a certain gas flow rate only. In this gas flow rate 
range, the influence of gravity cannot be neglected. At gas flow rates suffi-
ciently high for the effect of gravity to become negligible, the solids retention 
capacity is seen to become nearly independent of the gas flow rate (Figures 
12.13(c) and 12.14(a)), as explained in Section 12.3.3. The influence of gravity 

Figure 12.13  ��(a) and (b): A rotating particle bed in a vortex chamber with a sin-
gle gas inlet slot, tangentially injecting the gas–solid mixture. Vortex 
chamber: D = 24 cm, L = 3.5 cm, ns = 1.5 cm, λ = 0.02. (From Chemi-
cal and Petroleum Engineering, Hydrodynamics and heat exchange 
in vortex drying chambers, 5, 1970, Kochetov et al., Figures (a) and 
(b) with permission of Springer.)16 (c) Solids retention capacity (zero 
solids feeding rate) as a function of the air flow rate for different gas 
inlet configurations: 1. Five gas inlet slots in the lower part of the 
chamber; 2. One single gas inlet slot; 3. Six uniformly distributed gas 
inlet slots. Vortex chamber as in (a) and (b), but ns = 2 cm, λ = 0.027. 
(c) Reproduced from Chemical and Petroleum Engineering, 5, L. M. 
Kochetov et al., Experimental determination of the optimal ratios 
of structural dimensions in the whirl chamber for drying granular 
materials, Copyright (1969) with permission from Elsevier.15
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also explains why Kochetov et al.15 observed a superior performance in terms 
of solids retention capacity with 5 gas inlet channels located in the lower 
part of the vortex chamber and with a single gas inlet channel also located in 
the lower part of the vortex chamber than with 6 uniformly distributed gas 
inlet channels. Indeed, as seen in Figure 12.13(c), the performance of the 
chamber with 6 uniformly distributed gas inlet channels starts to catch up 
with the other vortex chamber configurations at high gas flow rates. As men-
tioned earlier, high-G operation is the focus of this chapter. In later work on 
the drying of granular materials in vortex chambers, Kochetov et al.16 stress 
the necessity of using multiple gas inlet channels when drying fine particles. 
Volchkov et al.18 also indicated that a sufficiently high number of gas inlet 
slots (>20) is required to optimize the circulation rate of the particle bed for 
a given gas flow rate per unit chamber length.

The optimization of the gas inlet design is complex as it involves both the 
number and size of the gas inlet slots. For a given gas flow rate per meter 
length vortex chamber, the fraction λ of the chamber circumference taken 
by the gas inlet slots (λ = ns/πD) is an important design parameter and 
determines the gas injection velocity and as such the amount of tangential 
momentum injected into the chamber. Carrying out experiments with a vari-
ety of vortex chambers, Kochetov et al. (1969a) found an optimal value of λ 
between 0.025 and 0.038. In their experiments with fine talc (dp = 20 µm, ρs 
= 2700 kg m−3), tungsten (dp = 12 µm, ρs = 19 100 kg m−3), and zinc (dp = 10 
µm, ρs = 7000 kg m−3) powders, Anderson et al. (1972) used a vortex chamber 

Figure 12.14  ��Fluidization of different types of particles in a vortex chamber of 
given design. (a) Solids retention capacity (zero solids feeding rate) 
as a function of the air flow rate. Polystyrene particles: ○ dp = 0.25–0.5 
mm; Δ dp = 0.5–1.0 mm; ▴ dp = 1.2–1.5 mm; ● dp = 1.5–2.0 mm. Vortex 
chamber: D = 24 cm, L = 3.5 cm, ns = 1.5 cm, λ = 0.02. (From Kochetov 
et al.)16 (b)–(d) Fluidization at given gas (700 Nm3 h−1) and solids (8.35 
g s−1) feeding rates. Vortex chamber: D = 24 cm, L = 5 cm, n = 24, s = 3 
mm, λ = 0.096. (From Trujillo and De Wilde.)30,32
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with a much smaller λ of 0.00376 (the vortex chamber was equipped with 
12 slots of 0.3 mm only – see Figure 12.11). Volchkov et al.,18 on the other 
hand, used vortex chambers with relatively large λ (between 0.05 and 0.1). 
Proper functioning with different types of relatively large particles only (dp 
= 2–8 mm – sand, corn, wheat grain, plastic) was, however, reported. Trujillo 
and De Wilde30 revealed that as the particle size and/or density reduce(s), the 
maximum allowable λ decreases and derived a theoretical design criterion. 
Focusing on the optimal number of gas inlet slots (n), from theoretical cal-
culations and considering relatively large particles (≥100 µm), Sazhin et al.34 
conclude that for a given λ, increasing the number of gas inlets slots above 4 
does not lead to a further improvement of the particle bed uniformity and/
or rotational speed. Experimental studies by De Wilde and de Broqueville19 
and Trujillo et al.33 showed, however, that, in particular when fluidizing fine 
particles, a higher number of gas inlet slots is advantageous. Achieving a  
sufficiently low value of λ then requires extremely small gas inlet slot widths 
(see e.g. Figure 12.16 discussed later).

Particle entrainment into the chimney and the gas inlet design are seen to 
become the more critical with decreasing particle size and/or density. This 
is illustrated in Figure 12.14(a)–(d) focusing on the performance of a vor-
tex chamber of given design with different types of particles. Figure 12.14(a) 
compares the solids retention capacity (zero solids feeding rate) as a func-
tion of the gas flow rate when fluidizing different fractions of polystyrene.16 
The solids retention capacity (at sufficiently high gas flow rates) is seen 
to decrease significantly with decreasing particle size. As shown in Figure 
12.14(b)–(d), the sensitivity with respect to the particle characteristics was 
confirmed when feeding solids continuously, operating at given gas and sol-
ids feeding rates.30 Note the relatively large value of λ (0.096) in this case and 
that no particle bed could be obtained with the 70 µm FCC catalyst particles.

A force balance determines whether particles will be entrained into the 
chimney and as such determines the particle bed density and uniformity. To 
avoid such entrainment, the centrifugal force should at least compensate the 
radial gas–solid drag force. Both forces are generated by the gas flow, but the 
ratio of the centrifugal force and the radial gas–solid drag force can be modi-
fied by the RFB-SG design and in particular the gas inlet design. The particle 
bed rotational speed is determined by the amount of tangential momentum 
injected with the gas (Sinjρinjuinjuinj with Sinj the total gas inlet surface area, Sinj 
= nsL). For a given gas mass flow rate fed (Sinjρinjuinj) the amount of tangential 
momentum injected can, hence, be varied by changing uinj via Sinj. The latter 
is determined by the number of gas inlet slots and their size. Design criteria 
accounting for the particle characteristics were derived by Trujillo and De 
Wilde.30 The required gas inlet slot width is seen to decrease with decreasing 
particle size, as illustrated in Figure 12.15.

Trujillo and De Wilde30,39 experimentally demonstrated the impact of the 
gas inlet design on the particle bed rotational speed and the related solids 
losses via the chimney and particle bed density and uniformity. Figure 12.16 
shows the particle bed obtained with 70 µm FCC catalyst powder for given 
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operating conditions and using different gas inlet slot designs. By reducing 
the gas injection surface area and as such increasing the gas injection velocity, 
the ratio of the centrifugal force and the radial gas–solid drag force could be 
increased and a dense and stable rotating particle bed could be obtained—as 
theoretically predicted. Similar observations were made by Ekatpure et al.40 
With 70 µm FCC catalyst particles, no stable bed could be obtained using a 
vortex chamber with λ = 0.127 (36 × 6 mm slots in a 0.54 m diameter vortex 
chamber). Reducing the slot size to 2 mm (and as such λ to 0.042) allowed a 
stable bed to be obtained. With heavier polymer particles (ρs = 950 kg m−3, 
dp = 0.9, 1.6 and 2.4 mm), a stable bed could also be obtained in the vortex 
chamber with λ = 0.127. The influence of the gas inlet design and resulting 
gas injection velocity on the solids loading in the vortex chamber as a func-
tion of the solids feeding rate is quantitatively shown in Figure 12.16(b). The 
effect of the balance between centrifugal force and radial gas–solid drag force 
on the suppression of meso-scale non-uniformities is equally important. In 
the experiments of Anderson et al.,17 for example, there was little indication 
of bubbling when fluidizing fine talc (dp = 20 µm, ρs = 2700 kg m−3), tungsten 
(dp = 12 µm, ρs = 19 100 kg m−3), and zinc (dp = 10 µm, ρs = 7000 kg m−3) pow-
ders in a vortex chamber with a small λ of 0.00376, in contrast to observations 
in vortex chambers with larger λ19 (De Wilde, – see Figure 12.8 32).

Another important aspect of RFB-SGs is the axial uniformity of the particle 
bed and channeling, as described in Section 12.3.4. Studying the drying of 
granular material (dp = 3.5 mm, ρs = 1420 kg m−3) in a drying chamber with a 
relatively large λ of 0.1, Dvornikov and Belousov (2011) measured the mean 
particle bed rotational speed near the end wall and in the axial center of the 
vortex chamber by means of laser Doppler velocimetry (LDV) and a rotat-
ing antenna, respectively. Significantly higher mean particle bed rotational 
speeds were observed in the axial center of the vortex chamber than near 

Figure 12.15  ��Theoretical relation between the gas inlet slot width and the particle 
diameter. Case study: ρs = 1500 kg m−3, ρg = 1 kg m−3, dt = 0.24 m, εs = 
0.35, n = 72, ftm = 12.5%.
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the end walls, despite the use of relatively heavy particles. Trujillo and De 
Wilde30 compared the particle bed rotational speed near the end wall (mea-
sured using a high speed CCD camera) and in the axial center of the bed 
(measured using a rotating antenna) for different vortex chamber gas inlet 
designs. Figure 12.17 illustrates their findings. A sufficiently high pressure 
drop over the gas inlet slots is required to assure a uniform distribution of 
the gas (and solids). Again, it can be theoretically shown that with decreas-
ing particle size, the maximum allowable λ guaranteeing axial uniformity 
decreases, consistent with experimental observations.30 It should finally 
be remarked that there are construction limits to be accounted for. With a 

Figure 12.16  ��Influence of the gas inlet design and resulting gas injection velocity 
on the solids retention in the vortex chamber for given gas and sol-
ids feeding rates. (a) Solids feeding rate: 8.35 g s−1; (b) varying solids 
feeding rate; (c) solids feeding rate: 20.08 g s−1. Other vortex chamber 
characteristics and operating conditions: see Figure 12.14. (From 
Trujillo and De Wilde.)30,32
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limited number of gas inlet slots, high gas injection velocities and pressure 
drops over the gas inlets can be achieved with relatively large slots (e.g. 4 slots 
of minimum 5 mm in Sazhin et al.34). In cases where more gas inlet slots are 
required to assure tangential particle bed uniformity, the slot size has to be 
reduced to maintain high gas injection velocities and pressure drops over 
the gas inlets. The construction and operation of vortex chambers with slot 
widths below 0.2 mm is challenging.

12.4.3  �Gas Outlet/Chimney
Often, radial entrainment of solids cannot be avoided completely. This is 
particularly true near the end walls where friction reduces the particle bed 
rotational motion and the resulting centrifugal acceleration. The lack of 
cyclostrophic balance generates a secondary, or boundary layer flow of parti-
cles towards the axis along the end walls.23 The chimney design is crucial in 
minimizing the rate of solids losses via the chimney. A variety of designs has 
been developed and tested. A first category makes use of a cyclone flow exit 
tube with a guide slot, as for example shown in Figures 12.1, 12.2 and 12.19. A 
second category is that of the vortex finder, an open-ended tube which enters 
the chamber over a small length, as such avoiding particles entrained along 
the end wall connected to the chimney, to enter directly into the chimney. 
Loftus et al.20,33 found the vortex finder to improve the bed stability and to be 
more efficient in reducing the solids losses via the chimney than a cyclone 
flow exit tube with a guide slot. Note that the secondary flows near the end 
walls can be used to remove the heavy phase from the chamber, largely sepa-
rated from the light phase, as shown in Figure 12.19.

A particle entrained into the particle bed freeboard region can be recovered 
by the bed, making use of the Coriolis effect. To take advantage of this effect 

Figure 12.17  ��Particle bed rotation frequency as a function of the gas flow rate with 
two different gas inlet designs (36 and 72 × 0.5 mm gas inlet slots). 
Comparison of the rotation velocity near the end wall (right) and the 
axial center of the bed (left) to detect channeling. Other vortex cham-
ber characteristics and operating conditions: see Figure 12.14. (From 
Trujillo and De Wilde.)30,32
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before losing the particle into the chimney, the latter must be sufficiently 
small, as shown in Figure 12.18. This comes at the cost of an increased pres-
sure drop over the chimney. Testing a variety of chamber dimensions, Koche-
tov et al.15 found an optimum chimney diameter between 0.3 and 0.5 times 
the gas distribution chamber diameter. Too high a pressure drop over the 
chimney can be avoided by using a dual-chimney design, as shown in Fig-
ure 12.19.20 Experiments by Loftus et al.20 confirm that the bed stability and 
solids retention can be improved by reducing the chimney diameter. If the 
solids concentration in the freeboard region is sufficiently low, a flow pattern 
close to free vortex develops in this region. This is particularly advantageous 
for recovering particles, their rotational speed increasing with decreasing 
distance from the chimney. In such case, the dense particle bed rotational 
motion is driven by two mechanisms acting on two of its boundaries: (i) by 
the tangential injection of gas and (ii) by the free vortex in the particle bed 
freeboard region.

Studying the aerodynamics and mass and heat transfer of gas–solid fluid-
ized beds in vortex chambers, Volchkov et al.18 considered profiling the end 
wall of the RFB-SG connected to the chimney to balance the centrifugal force 
and the radial gas–solid drag force throughout the vortex chamber. Indeed, 
as the process gas moves radially inwards, the radial gas velocity and related 
radial gas–solid drag force increase if the decrease of the circumference is 
not compensated for by profiling the end wall. A profiled end wall was also 
used by Kuzmin et al.21 in their investigation of a vortex type gas–liquid bub-
bling reactor. The calculation of the end wall profile by Kuzmin et al.21 was 

Figure 12.18  ��Influence of the chimney diameter on the radial profile of the angu-
lar velocity in the particle bed freeboard region. CFD simulations of 
a 24 cm diameter vortex chamber with three different chimney diam-
eters: 3, 6 and 12 cm. Comparison at equal gas flow rate and solids 
loading of 60 µm FCC catalyst. (From Trujillo et al.)33
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based on a solid body type behavior of the gas–liquid bed. Kuzmin et al.21 
found the influence of profiling the end wall to be important and positive. 
With gas–solid flows, profiling the end wall has, however, the disadvantage 
of destroying a free vortex type flow pattern in the particle bed freeboard 
region. This may as such lead to an increase of the entrainment of solids 
into the chimney. To avoid such entrainment, Kuzmin et al.21 proposed 
to mount a concentric ring at the inner boundary of the profiled end wall  
(Figure 12.20). Such a concentric ring can also be used with flat end walls.15

To suppress the boundary layer flow causing particle losses via the chim-
ney, a particular chimney design was developed by Anderson et al.17 in their 
experiments with fine talc (dp = 20 µm, ρs = 2700 kg m−3), tungsten (dp = 12 
µm, ρs = 19 100 kg m−3), and zinc (dp = 10 µm, ρs = 7000 kg m−3) powders. As 
shown in Figure 12.21(a), suppressing the boundary layer flow is achieved by 
positioning additional nozzles for secondary gas injection concentric with 
the gas outlet which is located centrally at the end of a tapered annex. Figure 
12.21(b) illustrates the influence of the secondary gas injection on the rate 
of solids losses via the chimney. A rate coefficient for the particle losses via 
the chimney is defined based on the experimentally observed exponential 
decrease of the solids loading in the vortex chamber when stopping the solids 
feeding at (initial) solids loading M0 to be M = M0 exp [−kt]. A certain amount 
of secondary gas injection permits significantly reducing the rate of solids 
losses via the gas outlet for a given solids loading in the vortex chamber. At 
sufficiently high secondary gas injection flow rates, however, the influence 

Figure 12.19  ��Dual-chimney design with cyclone flow exit tube with a guide slot. 
Gas–liquid flow with specific liquid outlet design. (Reproduced from 
Loftus et al. with permission from John Wiley and Sons. Copyright © 
1992 American Institute of Chemical Engineers.)20
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of a further increase of the secondary gas injection flow rate is limited and 
it is mainly the total gas flow rate that determines the solids retention in the 
vortex chamber, at least up to a certain gas flow rate (see Section 12.3.3).

12.4.4  �Solids Inlet
Focusing on continuous operation, it was found that the solids feeding can 
disturb the particle bed. Hence, a careful solids inlet design is required. Two 
options will be discussed here, keeping in mind that other solutions may exist. 
A first possibility is to inject the solids via an inlet tube pierced through one of 
the end walls, eventually under an angle to introduce them with a tangential 
velocity component as well. This type of solids inlet can be positioned in the 
particle bed freeboard region. A peripheral slot in one of the end walls has 
been used as well.41 It is important to note that solids feeding typically hardly  
contributes to the amount of tangential momentum injected in the vortex 
chamber. End wall solids inlet configurations were shown to function cor-
rectly with a variety of particles in a relatively wide range of solids feeding 
rates.19,28,30,41,42 At too high solids feeding rates, the impact of the side sol-
ids injection on the particle bed hydrodynamics may, however, become too 
important and the particle bed uniformity may be lost. Direct entrainment of 
the solids feed into the chimney outlet should also be avoided. In their bio-
mass drying experiments, Eliaers and De Wilde43 observed this phenomenon. 
It resulted in part of the biomass feed bypassing the particle bed which was 
reflected in the distribution of the humidity of the biomass leaving the drying 
chamber, as shown in Figure 12.22. Note that Kuzmin et al.21 used end wall liq-
uid injection when studying a vortex chamber-based gas–liquid reactor.

An alternative way of injecting the solids is via the outer cylindrical wall of 
the vortex chamber, via separate inlet slots or with the gas. Volchkov et al.18 
fed the solids in the axial center of the vortex chamber through the outer 
cylindrical wall, but it is unclear whether separate slots for the solids were 
used or whether the solids were fed with the gas. Of course, when feeding 

Figure 12.20  ��Profiled end wall and concentric ring. (Reprinted from Chemical 
Engineering Journal, 107, Kuzmin et al., Vortex centrifugal bubbling 
reactor, 55–62, Copyright (2015) with permission from Elsevier.)21
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solids via slots, their width must be sufficient to prevent blockage by parti-
cles. As discussed in Section 12.4.2, the width of the gas inlet slots is criti-
cal for obtaining a stable and dense rotating particle bed and the required 
gas inlet slot width depends on the particle characteristics, the required gas 
inlet slot width decreasing with decreasing particle size. Hence, feeding the 
particles via the gas inlet slots is not evident. Another issue is that in stan-
dard RFB-SG technology, the tangential momentum of the particle bed is to 
be supplied by the injected gas. CFD simulations by Trujillo and De Wilde31 
illustrated the disturbing effect on the particle bed hydrodynamics of feeding 
the solids radially via separate inlet slots in the outer cylindrical wall of the 
vortex chamber (Figure 12.23). Experimental tests and CFD simulations in 

Figure 12.21  ��Vortex chamber with secondary gas injection via additional nozzles 
positioned concentric to the central gas outlet at the end of a tapered 
annex. (a) Schematic representation; (b) rate coefficient for particle 
losses via the gas outlet (chimney) as a function of the normalized 
secondary gas flow rate for different total gas flow rates. ṁ EW: second-
ary (end wall) gas flow rate; ṁ : total gas flow rate. (From Anderson  
et al. with permission from the American Institute of Aeronautics 
and Astronautics (AIAA).)17
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Figure 12.22  ��Drying of biomass in an RFB-SG. Bimodal distribution of the out-
let biomass humidity indicating biomass bypassing the particle 
bed and going directly from the side solids inlet into the chimney. 
(From Eliaers and De Wilde. Taylor & Francis Ltd. http://www.infor-
maworld.com.)43

Figure 12.23  ��CFD simulation of the gas–solid flow pattern in an RFB-SG. Evolution of 
the solids volume fraction in time. Vortex chamber diameter: 1.2 m, 72 
× 0.5 mm gas inlet slots, 72 radial solids inlet slots, 80 µm FCC catalyst. 
(Reprinted with permission from Powder Technology, 221, Trujillo and 
De Wilde, Fluid catalytic cracking in a rotating fluidized bed in a static 
geometry: a CFD analysis accounting for the distribution of the catalyst 
coke content, 36–46, Copyright (2007) with permission from Elsevier.)31
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which the solids were injected via the gas inlet slots showed, however, more 
positive results. As mentioned above, this imposes restrictions on the width 
of the gas inlet slots.

12.4.5  �Solids Outlet
For processes requiring continuous solids feeding and removal, the solids 
outlet design is crucial. Different solids outlet designs have been reported 
in the literature. The solids can, for example, be removed via a tube pierced 
through one of the end walls. De Wilde and de Broqueville19 demonstrated 
fluidization of 1G-Geldart D-type, 3 mm polymer pellets in an RFB-SG, con-
tinuously feeding and removing particles via a side solids inlet and a side 
solids outlet, respectively. With the vortex chamber design and type of par-
ticles used in those experiments, the particle bed freeboard region was free 
of particles and no solids losses via the chimney were observed. The radial 
position of the side solids outlet on the end wall was shown to affect the par-
ticle bed height, that is, the solids loading in the vortex chamber, for a given 
solids feeding rate.

When fluidizing lighter particles, alternative ways of removing the sol-
ids from the vortex chamber may have to be considered—via the chimney 
with the gas or even via a solids outlet in the outer cylindrical wall of the 
vortex chamber. In the context of the development of a vortex liquid piston 
engine, different configurations for combining in- and outflow via the slots 
were considered by Goldshtik et al.23 A configuration with a divided channel 
was found to perturb the flow in the vortex chamber due to symmetry break-
ing. Evacuating the solids via the gas outlet (chimney) reduces the degree of 
freedom with respect to the residence time of the particles in the particle 
bed and forces the particles to enter the particle bed freeboard region. A too 
high solids concentration in the particle bed freeboard region will hinder a 
free vortex type flow pattern to develop in this region. This is detrimental for 
the particle bed density and stability and results in a reduction of the solids 
loading in the vortex chamber for a given solids feeding rate. When fluidiz-
ing smaller and/or lighter particles, the importance of boundary layer flows 
along the end walls for particle entrainment into the gas outlet has been rec-
ognized. Loftus et al.20 took advantage of this effect to remove solids from 
the vortex chamber separately from the gas via a specially designed solids 
outlet to be used in combination with a vortex finder (Figure 12.19). Volc-
hkov et al.18 proposed a cyclone type system to recover the solids from the 
vortex chamber. The authors report that this configuration could be effec-
tively implemented with different types of relatively large particles (dp = 2–8 
mm) – sand, corn, wheat grain and plastic. The behavior of this type of solids 
recovery system when fluidizing smaller/less dense powders remains to be 
studied. Dvornikov and Belousov41 used an annular slot in one of the end 
plates to remove the solids. Again, only relatively large particles (dp = 3.5 mm, 
ρs = 1420 kg m−3) were used.
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12.4.6  �Other Design Aspects
Cylindrical, polygonal, or complex-shaped vortex chambers can be designed. 
Experimental and numerical studies showed that the polygonal design offers 
advantages with respect to the crucial transfer of tangential momentum 
from the injected gas to the particle bed.32 In a cylindrical vortex chamber, 
friction with the wall in the immediate vicinity of the gas inlet slots hinders 
the tangential acceleration of the particles. The construction of the vortex 
chamber is also greatly facilitated by adopting a polygonal design and attri-
tion in the particle bed may be reduced. Few data are available on this matter. 
De Wilde44 reported a negligible amount of attrition in an experiment with 3 
mm polymer pellets using a polygonal vortex chamber design. With 300 µm 
kitchen salt particles, some attrition was, however, observed.

The effect of the length of the vortex chamber was already briefly discussed 
in Section 12.4.2 on the gas inlet design. Increasing the pressure drop over 
the gas inlet slots allows improving the axial uniformity in the vortex cham-
ber. There are, however, limits. Kochetov et al.15 carried out experiments with 
different chamber designs and found that axial particle bed uniformity could 
only be guaranteed for chamber lengths below half the chamber diameter. 
More recent experimental data seem to confirm this limitation.17–19,28,30,32

When operating above atmospheric pressure, the process gas is fed to the 
vortex chamber from a gas distribution chamber. Different gas distribution 
chambers have been proposed in the literature, helix type as well as tangen-
tially- and radially-fed. Trujillo and De Wilde30 showed that if the pressure 
drop over the gas inlet slots of the vortex chamber is sufficiently high, i.e. if 
the gas injection surface area of the vortex chamber is sufficiently small, the 
impact of the type of gas distribution chamber used on the flow pattern in 
the vortex chamber is minor.

12.5  �Intensification of Interfacial Mass and Heat 
Transfer

One of the advantages of fluidizing in a high-G field is that operation at higher 
gas–solid slip velocities is possible. This is in particular beneficial for inter-
facial mass and heat transfer, the coefficients of interfacial mass and heat 
transfer increasing with increasing gas–solid slip velocity. A theoretical and 
CFD study of the potential of RFB-SGs for intensifying interfacial heat trans-
fer was presented by de Broqueville and De Wilde.36 It was shown that the 
terminal velocity of the particles—which determines the maximum possible 
gas–solid slip velocity—is proportional to the square root of the centrifugal 
force. Furthermore, experimental observations with Geldart D- and B-type 
particles showed that the particle bed rotational speed in RFB-SGs is propor-
tional to the gas flow rate in a wide range of gas flow rates.28,30,42 Hence, there 
is a unique potential for intensifying interfacial mass and heat transfer when 
fluidizing particles in an RFB-SG. The CFD study of de Broqueville and De 
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Wilde36 confirmed this potential. The response of the particle bed tempera-
ture to a step change in the fluidization gas temperature was simulated, both 
for a conventional fluidized bed and for an RFB-SG. The characteristics of 
the fluidization chambers simulated and the operating conditions used are 
summarized in Table 12.1. It was demonstrated that higher specific gas flow 
rates, i.e. per m3 particle bed, and higher gas–solid slip velocities allowed the 
particle bed to heat up much faster in the RFB-SG than in the conventional 
fluidized bed (Figure 12.24). Furthermore, mixing in the particle bed, driven 
by the particle bed rotational motion (see also Section 12.3.6), results in an 
improved particle bed temperature uniformity (Figure 12.25).

The intensification of interfacial mass and heat transfer make RFB-SGs 
potentially interesting for the drying of granular materials. Kochetov et al.16,18  

Table 12.1  ��Vortex chamber characteristics and operating conditions for the 2D CFD 
study of interfacial heat transfer. (Reprinted from Chemical Engineer-
ing Science, 64, de Broqueville and De Wilde, Numerical investigation 
of gas–solid heat transfer in rotating fluidized beds in a static geometry, 
1232–1248, Copyright (2009) with permission from Elsevier)36

Conventional  
fluidized bed

Rotating fluidized bed in a static 
geometry

Gas distribu-
tion chamber

/ Outer diameter (m): 54 × 10−2

Number of gas inlets: 12
Gas inlet width (m): 3.5 × 10−2

Fluidization 
chamber

Width (m): 15 × 10−2 Outer diameter (m): 36 × 10−2

Height (m): 50 × 10−2 Number of tangential gas inlet 
slots: 24

Number of gas inlets: 7 Gas inlet slot width (m): 2.3 × 10−3

Gas inlet width (m): 2 × 10−3 Number of solids inlets: 24
Solids inlet slot width (m): 5 × 10−3

Chimney / Diameter (m): 12–13 × 10−2

Number of outlet slots: 1
Outlet slot width (m): 8 × 10−2

Solid  
particles

Diameter (m): 700 × 10−6

Density (kg m−3): 2500
Restitution coefficient for 

particle–particle collisions 
(e): 0.9

Specularity coefficient for par-
ticle–wall (ø): 0.2

Mass fed* to the fluidization 
chamber (kg mlength fluid.chamber

−1): 
33.75

* fed during first 5.63 s of the 
simulation

Initial temperature (K): 300
Mass in the fluidization cham-

ber (kg mlength fluid.chamber
−1): 

33.75
Fluidization  

gas
Flow rate  

(m3 (h mlength fluid.chamber)−1)
Flow rate  

(m3 (h mlength fluid.chamber)−1):
(a) 195 (a) 29 800
(b) 540 (b) 59 600
(c) 1080
Temperature (K): 300 → 400  

at time t0
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introduced vortex chamber technology for the removal of superficial mois-
ture from several materials such as MSN copolymer, sulfanilamide, melalite, 
emulsion polystyrene or sand. Table 12.2 summarizes the results of Kochetov 
et al.,16 using a vortex chamber as shown in Figure 12.13(b) but with mul-
tiple gas inlet slots when drying fine particles (5 gas inlet channels in the 
lower part of the chamber or 6 evenly distributed). Volchkov et al.18 studied 
continuous sand drying. Few results of the drying of wheat grains were also 
reported. The experiments demonstrated that deep dehydration of sand (Δφ 
= 0.15–0.2) can be achieved with particle residence times as small as 3–5 s.  
Volchkov et al. (1993) indicated that aerodynamic blow-off of superficial  
moisture could significantly contribute to the removal of water from the 
sand particles, in particular when operating at mild temperatures. So far, it is 
unclear to what extent the liquid droplets blown off evaporate. With grain mate-
rials, containing bound and capillary moisture, a number of measurements 
showed that fast initial drying can be achieved by using RFB-SGs, the rate 
of final drying being determined by intra-particle diffusion. Volchkov et al.18  

Figure 12.24  ��2D CFD simulations of the response of the average particle bed tem-
perature to a step change in the gas phase temperature from 300 to 
400 K at t = 0 s. Comparison of conventional fluidized bed and RFB-SG 
technology. Embedded figures in color: snapshot of the solids vol-
ume fraction profiles. Fluidization chamber design and operating 
conditions: see Table 12.1. (Adapted from Chemical Engineering Sci-
ence, 64, de Broqueville and De Wilde, Numerical investigation of 
gas–solid heat transfer in rotating fluidized beds in a static geometry, 
1232–1248, Copyright (2009) with permission from Elsevier.)36
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report that within 3 s, the humidity of wheat could be decreased from 20 
to 18% in an RFB-SG—the operating temperature is not specified. Data of 
the coefficient of heat transfer between air and grain particles as a function 
of the grain heating time are shown in Figure 12.26. The model predictions 
presented were based on a mass-based average temperature of the grain par-
ticles, which is strictly only valid for grain particle Biot numbers smaller than 
unity. Volchkov et al.18,35 report the development of a vortex chamber-based 
apparatus for heating, drying, and cleaning of grain materials with produc-
tion rates of 2 to 30 tons h−1. For the vortex grain heaters with a production 
rate of 20 tons h−1, a 45% increase of efficiency with respect to existing min-
ing drying apparatus and a 10% decrease of the specific expenditures for 

Figure 12.25  ��2D CFD simulations of the response of the particle bed temperature 
to a step change in the gas phase temperature from 300 to 400 K at 
t = 0 s. Comparison of the particle bed temperature uniformity in 
a conventional fluidized bed and in an RFB-SG. Fluidization cham-
ber design and operating conditions: see Table 12.1. (Reprinted 
from Chemical Engineering Science, 64, de Broqueville and De 
Wilde, Numerical investigation of gas–solid heat transfer in rotating  
fluidized beds in a static geometry, 1232–1248, Copyright (2009) with 
permission from Elsevier.)36
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drying (fuel) are claimed. For grain drying, vortex chambers have been used 
as such or in combination with a shaft dryer. In the latter case, the vortex 
chamber is installed upstream of the shaft dryer and serves for efficient  
initial grain drying and cleaning.

Drying of (porous) woody biomass in an RFB-SG at relatively low tempera-
tures (Tbed = 318.15 K) was experimentally studied by Eliaers and De Wilde.43 
A direct comparison between the performance of a conventional fluidized 

Table 12.2  ��Drying of different materials in a vortex chamber. (With kind permis-
sion from Springer Science and Business Media: Chemical and Petro-
leum Engineering, Hydrodynamics and heat exchange in vortex drying 
chambers, 5, 1970, 1969b, L. M. Kochetov et al., Table 1)16,a.

Material
Output 
(kg h−1)

Air flow rate 
(kg h−1)

Gas 
temperature 

(°C)

Material 
moisture 

content (%)
Average time 
material in 
apparatus 
(sec)Initial Final Initial Final

MSN copolymer 16.0 120 140 90 8.0 0.5 11
Sulfanilamide 18.0 96 180 106 12.0 0.1 23
Melalite 3.6 102 185 130 40.0 1.5 185
Emulsion 

polystyrene
2.8 50 140 100 27.0 0.60 15

a�Note: In drying the finely divided materials (polystyrene, sulfanilamide, MSN copolymer) 
inserts were mounted within the vortex chambers, permitting gas to be supplied by several 
channels to the rotating annular layer of particles.

Figure 12.26  ��Effective coefficient of heat transfer between the gas and the grain 
particles as a function of the grain heating time in the vortex cham-
ber. 1. Re = ρguinjdp/µg = 2600; 2. Re = 1800; 3. Re = 2000; 4. Re = 2300 
(industrial test); 5. Calculation for a single particle, Re = 1800, Bi = 
1.26. Industrial test: grain flow rate: 30 tons h−1, grain inlet tempera-
ture: 11 °C, grain inlet moisture content: 25%, air flow rate (vortex 
chamber): 22.5 tons h−1, air inlet temperature (vortex chamber):  
206 °C. (Republished with permission of Begell House, from E. P. 
Volchkov et al., Heat Transfer Res., 2003, 37, 486; permission con-
veyed through Copyright Clearance Center, Inc.)35



393High-Gravity Operation in Vortex Chambers for the Generation

bed (FB) and an RFB-SG was made. Both the performance in terms of the 
biomass feed rate per m3 drying chamber and in terms of the air utilization 
were evaluated. Table 12.3 summarizes the drying chamber characteristics 
and the operating conditions used for the experiments. Figure 12.27 illus-
trates the process intensification that could be achieved by using an RFB-SG 
wherein, per m3 drying chamber and per s, about one order of magnitude 
more biomass could be dried to a given degree of humidity than in the FB. 
At low biomass outlet humidity, intra-particle diffusion limitations become 
important and less advantage can be taken from the intensification of inter-
facial mass and heat transfer. The process intensification comes at the cost 
of a significantly higher gas flow rate, but the air can be equally well used. 
Indeed, as seen from Figure 12.28, for a given biomass outlet humidity, 
the air humidity increases equally in the FB and in the RFB-SG. Eliaers and 
De Wilde43 showed that the process intensification achieved by using the 
RFB-SG was mainly due to an increase of the particle bed density and an 
improved particle bed uniformity, the gas–solid slip velocities in the RFB-SG 
being only slightly higher than in the FB under the conditions imposed. The 
contribution of aerodynamic blow-off was found small under the conditions 
studied. Interfacial mass and heat transfer could be further intensified by 
optimizing the RFB-SG drying chamber design and the operating conditions. 
The importance of the solids inlet design for avoiding wet biomass fed to be 
entrained directly into the chimney, as such bypassing the particle bed, was 
already discussed in Section 12.4.4 (see Figure 12.22).

Theoretically, Eliaers et al.45 showed that the intensification of interfacial 
mass, heat and momentum transfer in RFB-SGs opens perspectives for parti-
cle coating applications. In a subsequent study, the low-temperature coating 

Table 12.3  ��Fluidization chamber characteristics and operating conditions for the 
drying of biomass (From Eliaers and De Wilde. Taylor & Francis Ltd. 
http://www.informaworld.com)43

Conventional 
fluidized bed

Rotating fluidized bed 
in a static geometry

Dimensions D = 0.10 m D = 0.43 m
H = 1.50 m D (chimney) = 0.10 m
V = 11.8 L L = 0.05 m

V = 6.9 L
Gas distribution Cone and perfo-

rated plate
72, 30° inclined gas 

inlet slots, each  
2 mm wide

Solids feeding Via side wall at  
h = 0.05 m

Via end wall

Particle characteristics Pelletized wood, cylindrically shaped,  
dp = 4 mm, hp = 4 mm

Operating conditions
Tbed [K] 318.15
Pout [Pa] 101 325
Gas mass flow rate [Nm3 h−1] 110 700
Solids mass flow rate [ghumid biomass s−1] 1, 2, 3, 6, 9 3, 6, 9, 12, 15, 18
Solids inlet humidity [gwater kgdry biomass

−1] 850
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of Geldart-C type powders with an aqueous polymer solution was experimen-
tally demonstrated.43,46

12.6  �Intensification of Heterogeneous Catalytic 
Reactions

Fluidized bed reactors were developed for the catalytic cracking of gas oil in 
the early 1940s (FCC: fluid catalytic cracking). Since then, they have been intro-
duced for carrying out a variety of heterogeneous non-catalytic and catalytic 
reactions on an industrial scale—either because of their excellent heat trans-
fer properties or because they allow continuous regeneration of a deactivating 
catalyst. The limitations of conventional fluidized bed reactors presented in 
Section 12.1 can be overcome by using an RFB-SG. In the latter, the particle 
bed is, however, relatively thin (order of centimeters) and the gas velocities 
are high. Hence, the gas phase residence time is much smaller than in a con-
ventional fluidized bed. The higher particle bed density and improved par-
ticle bed uniformity should compensate for this and should allow achieving  
sufficiently high conversions. Trujillo and De Wilde31,39 verified this for the  
catalytic cracking of gas oil by means of detailed CFD simulations and evaluat-
ing different vortex chamber designs. Details of the CFD simulations are sum-
marized in Table 12.4. As shown in Figure 12.29, it was shown that sufficiently 

Figure 12.27  ��Drying of woody biomass in a conventional fluidized bed and in an 
RFB-SG. Mean biomass humidity at the inlet and at the outlet as a 
function of the specific biomass feed rate. Fluidization chamber char-
acteristics and operating conditions: see Table 12.3. (From Eliaers and 
De Wilde. Taylor & Francis Ltd. http://www.informaworld.com.)43
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Figure 12.28  ��Drying of woody biomass in a conventional fluidized bed and in an 
RFB-SG. Mean air humidity at the inlet and at the outlet as a func-
tion of the specific biomass feed rate. Fluidization chamber charac-
teristics and operating conditions: see Table 12.3. (From Eliaers and  
De Wilde. Taylor & Francis Ltd. http://www.informaworld.com.)43

Table 12.4  ��2D CFD simulation of fluid catalytic cracking (FCC) in an RFB-SG. Vor-
tex chamber characteristics and operating conditions. Mass flow rates 
expressed per m length of vortex chamber. (Reprinted with permission 
from Powder Technology, 221, Trujillo and De Wilde, Fluid catalytic 
cracking in a rotating fluidized bed in a static geometry: a CFD analy-
sis accounting for the distribution of the catalyst coke content, 36–46, 
Copyright (2007) with permission from Elsevier)31

Distribution chamber Gas mass flow rate 8.35 kg s−1 m−1

Gas inlet density 4.72 kg m−3

Gas inlet temperature 775 K
Fluidization chamber Number of slots 72 —

Slots width 0.5 mm
Outer radius 0.6 m
Inner radius (chimney) 0.1 m
Particle diameter 80 µm
Particle density 1500 kg m−3

Catalyst mass flow rate 181.44 kg s−1 m−1

Catalyst volume fraction at the inlets 0.3 —
Catalyst initial coke content 0.15 wt%
Catalyst inlet temperature 775 K
Feed catalyst-to-oil ration 21.75 —
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high conversions can be achieved in RFB-SGs. Furthermore, from a compar-
ison with riser technology, the process intensification potential of RFB-SGs 
was confirmed. Process intensification by about one order of magnitude was 
demonstrated. Trujillo and De Wilde39 also showed that even more process 
intensification could be achieved using a more active catalyst and/or operat-
ing at higher cracking temperatures. This is possible because of the short gas 
phase residence time and excellent particle bed mixing and resulting particle 
bed temperature uniformity. Taking a similar CFD simulation-based approach, 
Ashcraft et al.47 demonstrated the significant process intensification that can 
be achieved by using a vortex chamber-generated rotating fluidized bed reac-
tor for the simultaneous adsorption of SO2 and NOx from flue gas, a process 
conventionally carried out in a circulating fluidized bed riser.

12.7  �Extensions of the Concept and Multi-Zone 
Operation

RFB-SGs can be designed for multi-zone operation, either in the tangential 
(Figure 12.9) or in the axial direction (Figure 12.30). Specific gases could 
as such be injected via a number of gas inlet slots or a part of the gas inlet 
slots and different reaction zones could be integrated into one single vortex 

Figure 12.29  ��2D CFD simulation of fluid catalytic cracking (FCC) in an RFB-SG. 
Gas oil conversion and conversion into gasoline as a function of the 
distance in the particle bed. Comparison with a reference riser tech-
nology (characteristics given in the figure). Vortex chamber charac-
teristics and operating conditions: see Table 12.4. (Reprinted with 
permission from Powder Technology, 221, Trujillo and De Wilde, 
Fluid catalytic cracking in a rotating fluidized bed in a static geome-
try: a CFD analysis accounting for the distribution of the catalyst coke 
content, 36–46, Copyright (2007) with permission from Elsevier.)31
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chamber. Another potentially interesting application is the injection of a very 
hot gas in one zone of the RFB-SG, limiting the time of exposure of the par-
ticle bed to high temperatures, but allowing supply of sufficient heat to the 
particle bed. CFD simulations have shown that even with extreme differences 
in the temperatures of the gases fed to the different zones of the vortex cham-
ber reactor, the resulting differences in the particle bed temperature remain 
remarkably small due to the mixing in the particle bed (Staudt et al., 2011). 
Experimental tests of fine particle coating with an axially non-uniform heat 
supply confirmed this finding.43

In the context of axial multi-zone operation, the concept of a circulating 
rotating fluidized bed (CRFB) was developed. In CRFBs, an axial–radial cir-
culation of the particle bed is introduced and superimposed on the particle 
bed rotational motion. Eliaers and De Wilde43 observed that such circula-
tion occurs naturally in RFB-SGs because of axial gradients in the particle 
bed rotation velocity in the vicinity of the end walls. The axial–radial circu-
lation can, however, be intensified and controlled by means of an axially 
non-uniform gas distribution, as demonstrated by Staudt et al.38 by means 
of three-dimensional periodic domain CFD simulations. The latter aimed at 
demonstrating that a significant axial circulation in the particle bed could be 
obtained without introducing axial mixing in the gas phase. Gases of differ-
ent temperature and composition were introduced in different axial zones of 
the vortex chamber. Gas A was injected in the top section at 300 K, whereas 
gas B was injected in the bottom section at 950 K. As seen in Figure 12.31, sig-
nificant axial circulation in the particle bed resulted in a quite uniform par-
ticle bed temperature, despite the significant difference in the temperatures 
of the different gases injected. Axial mixing of the gases is, however, mini-
mal, the radial velocity of the gases being relatively high. Hence, gases A and 
B could be separately evacuated from the vortex chamber via two chimneys 

Figure 12.30  ��Illustration of axial multi-zone operation in an RFB-SG. (De Gruy-
ter [International Journal of Chemical Reactor Engineering], Walter 
De Gruyter GmbH Berlin Boston, [2011]. Copyright and all rights 
reserved. Material from this publication has been used with the per-
mission of Walter De Gruyter GmbH.)38
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located in the opposite end walls. The CFD simulations by Staudt et al.38 also 
demonstrated that it is possible to supply a sufficient amount of heat to the 
particle bed by means of a very hot gas injected through a number of gas 
inlet slots and/or part of the gas inlet slots. The use of a secondary gas outlet 
can also be considered in CRFBs (Figure 12.30). CFD simulations by Staudt 
et al.38 (Figure 12.31) confirmed this allows separate evacuation of the gases 
moving through, or produced in, different axial zones of the reactor.

Figure 12.31  ��Circulating rotating fluidized bed (CRFB) (D = 240 mm, L = 50 mm). 
Demonstration by means of 3D periodic domain CFD simulations of 
longitudinal circulation of particles in a CRFB. Profiles of (a) the solids 
volume fraction, (b) gas composition, (c) axial solids velocity and (d) 
particle bed temperature. Cold gas A (300 K) injected via the top section 
of the gas inlet slot, hot gas B (950 K) injected via the bottom section 
of the gas inlet slot. (De Gruyter [International Journal of Chemical 
Reactor Engineering], Walter De Gruyter GmbH Berlin Boston, [2011]. 
Copyright and all rights reserved. Material from this publication has 
been used with the permission of Walter De Gruyter GmbH.)38
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Staudt et al.38 numerically evaluated the potential of RFB-SGs and CRFBs 
for the low-temperature pyrolysis and gasification of biomass. In the CRFB, 
a biomass pyrolysis and a char combustion zone are integrated, the combus-
tion of the char generating the heat required for the pyrolysis of the biomass. 
The axial circulation makes the solids (char and eventually a high heat capac-
ity inert solid, e.g. sand) move in a closed loop between both reaction zones. 
The fresh air enters the vortex chamber in the char combustion zone. This 
prevents the air fed from burning the gas produced by the biomass primary 
pyrolysis, the biomass being injected in between the two reaction zones. The 
solids circulation and particle bed mixing result in a relatively low tempera-
ture difference between the two reaction zones. Hence, the biomass pyrolysis 
can be carried out at higher temperatures without exceeding the ash melt-
ing temperature in the char combustion zone. Without sand circulation, the 
specific biomass conversion rate—a measure of the process intensification, 
i.e. the amount of biomass converted per m3 reactor and per s—is about one 
order of magnitude higher in CRFBs than in circulating fluidized bed risers. 
RFB-SGs allow about two orders of magnitude process intensification, but 
CRFBs allow for further optimizing the liquids production while somewhat 
reducing the char production. The produced dry gas contains less CO and 
more CO2 and H2, but its LHV (including liquids) is comparable. The circu-
lation of a sand–char mixture was shown to allow a further increase of the 
specific biomass inlet flux and the specific biomass conversion rate, while 
hardly affecting the product distribution and the LHV of the produced dry 
gas. Finally, the use of two separate gas outlets for the biomass pyrolysis and 
char combustion zones in a CRFB allowed almost a doubling the LHV of the 
produced dry gas, the flue gas being evacuated separately.

Kuzmin et al.21 (gas–liquid) and de Broqueville and De Wilde19 (gas–solid) 
developed a rotating chimney that can be integrated in RFB-SGs or CRFBs. 
The centrally positioned chimney (Figure 12.32) rotates in the same sense 
as the rotating particle bed, but can rotate at higher rotational speeds. The 
increase of the centrifugal force in the vicinity of the chimney allows reduc-
ing the rate of solids losses via the chimney for a given solids loading and 
fluidization gas flow rate. Experimental studies of RFB-SGs equipped with a 
rotating chimney were presented by De Wilde and de Broqueville.29,42 These 
studies confirmed the theoretically predicted behavior and showed that 
the rotating chimney can be used to control the average particle residence 
time in the vortex chamber. An interesting feature was demonstrated with 
Geldart B-type particles. With the given vortex chamber design and operat-
ing conditions, the particle bed was radially fluidized and a bubbling bed 
was observed, at least with a static chimney. As shown in Figure 12.33, the 
rotating chimney permitted increase in the solids loading and the particle 
bed density and suppression of bubbling, the rotating chimney acting like 
a compressor on the particle bed. Hence, quite dense and uniform particle 
beds could be obtained in a wider range of particle bed rotational speeds.

Finally, cylindrical, conical, and hybrid vortex chambers have been used 
for the generation of a rotating fluidized bed. A grain dryer making use of a 
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hybrid design was used by Volchkov et al.35 and Dvornikov and Belousov.41 
The gas flow rates to the cylindrical and different conical vortex chambers 
can be independently controlled, introducing a kind of multi-zone operation.

12.8  �Conclusions and Outlook
In rotating fluidized beds in a static geometry (RFB-SG), high-G operation is 
achieved by the tangential injection of the fluidization gas in a so-called vortex 
or whirl chamber with multiple gas inlet slots in its outer cylindrical wall. RFB-
SGs offer interesting hydrodynamic characteristics. High-G operation in par-
ticular allows operating a dense particle bed at high gas–solid slip velocities. 
The particle bed uniformity is improved and the fluidization of fine powders 
facilitated. A particular feature of RFB-SGs is the flexibility in the gas flow rate, 
the latter affecting both the centrifugal force and the counteracting radial gas–
solid drag force in similar ways. Another important feature is that radial fluid-
ization of the particle bed is not really necessary to achieve good particle bed 
mixing, the particle bed being essentially tangentially fluidized. Finally, it was 
shown that although the macro-scale particle bed behavior with respect to its 
rotational motion approaches that of a solid body, the behavior in the particle 
depleted freeboard region approaches that of a free vortex.

The hydrodynamic characteristics of RFB-SGs require a careful vortex cham-
ber design, in particular when fluidizing fine powders. The importance of the 
gas inlet and outlet (chimney) design and of the solids inlet and outlet design 
is discussed and different configurations presented. In general, smaller/lighter 
particles require the use of smaller gas inlet slots and a smaller chimney.

Figure 12.32  ��The use of a rotating chimney in a vortex chamber. (Reproduced from 
De Wilde and de Broqueville with permission from John Wiley and 
Sons. Copyright © 1987 American Institute of Chemical Engineers.)42



Figure 12.33  ��(a) Influence of the rotational speed of a rotating chimney on the 
solids loading and particle bed density and uniformity in an RFB-SG 
operated at given gas and solids feeding rates and with 2–5 mm poly-
mer pellets (top) and 300 µm salt particles (bottom). Suppression of 
bubbling at high solids loadings of 300 µm salt due to compression 
of the particle bed by the rotating chimney. (b) Pressure drop over the 
particle bed as a function of the solids loading when fluidizing 300 
µm salt particles with a chimney rotating at 1000 rpm. Vortex chamber 
design: see Figure 12.3. (Reproduced from Powder Technology, 199, De 
Wilde and de Broqueville, a rotating chimney for compressing rotating  
fluidized beds, 87–94, Copyright (2010) with permission from Elsevier.)29
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The analysis of some (potential) applications of RFB-SGs illustrates the 
significant increase in efficiency that can be achieved by operating high-G. 
The intensification of interfacial mass and heat transfer is particularly prom-
ising for particle drying, coating and granulation. The intensified interfacial 
momentum transfer leading to denser and uniform beds, combined with 
extremely short contact times between the process gas and the particles  
(e.g. catalyst) opens perspectives for carrying out reactions with improved 
efficiency and selectivity.

A variety of extensions of the concept can be imagined. Different types 
of multi-zone operation are possible and open perspectives for further 
improved efficiency, e.g. by internal circulation of the solids between differ-
ent reaction zones.
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