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Preface

This book is the result of the experience gained over the years on the learning and
teaching the subject of thermodynamics in metal and materials systems. The authors
still remember how painful it is to do well in such courses, and are sympathetic to
those students currently undergoing such ordeal.

On the other hand, the authors have realized over the years that thermodynamics
is not a nightmare; and in fact they have come to a realization that this subject is not
as complex as many believe it to be.

Hence, this text was created. It is designed to serve as a complement to more
extensive textbooks. The main idea is to show full solutions of problems commonly
taught in chemical thermodynamics, thermochemistry or simple thermodynamics
courses. The fully solved problems presented in this manuscript are not only found
in academics, some of them are also found (quite frequently) in major metallurgical
operations. It has been sought as a balance between merely academic problems and
industry-related ones. The problems shown in the text are to ease the understanding
of key concepts and help students overcome their fear to this simple yet powerful
tool for process analysis.

The book also includes some theory; however, we tried to keep the concepts
described in the text as simple as possible and it has been attempted to use a
friendly language appealing to students.

In the end, we expect that the students and those who have an opportunity to
check on the book might experience a pleasant time learning this subject manner.

Most of the examples in the book were modified versions of those taken from
Collection of problems in chemical metallurgy and materials science by Toguri
et al. The data used to solve the problems were taken from HSC Chemistry V6.1 by
A. Roine, Hultgren’s et al. book Selected values of thermodynamic properties of
metals and alloys and from Alcock and Kubaschewski’s Materials Thermochem-
istry, 6th Edition. The phase diagrams shown in Chap. 5 were drawn using TAPP
V2.2 software.

Mexico City, Mexico Gabriel Plascencia
November 2016 David Jaramillo
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1Laws of Thermodynamics
and Auxiliary Functions

Introduction

Thermodynamics developed from studying the efficiency of early steam engines.
Thermodynamics deals with energy exchange or energy transformation in a given
system without considering any molecular mechanism. At its core, thermodynamics
relates heat and temperature to energy and mechanical work.

From its beginnings, thermodynamics extended to chemical systems. Chemical
thermodynamics or thermochemistry developed into a powerful tool for chemical
engineers, metallurgists, and materials science specialists to predict the macroscopic
behavior of the system under study.

Thermochemistry relates to the amount of energy needed to undergo any sort of
chemical or physical transformation. In materials processing, process engineers
usually look for specific chemical reactions (oxidation, reduction, etc.) or for phase
changes, i.e., fusion or solidification. In either case, it is imperative to estimate the
energy exchange involved in such changes.

The importance of quantifying the energy required to incur in any of these
transformations allows for establishing energy and mass balances which in turn
help in sizing up the different equipments used to produce the materials that we end
up using every day.

To be able to calculate the energy exchange, thermochemistry heavily relies on
basic thermodynamic principles. In this chapter, we will define some quantities and
functions based on the laws of thermodynamics. These quantities will be used
throughout the entire text to help us calculate the energy needed to carry over any
chemical reaction, phase change, or to form solutions over different composition
ranges.

© Springer International Publishing AG 2017
G. Plascencia and D. Jaramillo, Basic Thermochemistry in Materials Processing,
DOI 10.1007/978-3-319-53815-0_1
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The First Law of Thermodynamics
and the Enthalpy Function

The first law of thermodynamics is a conservation law that defines energy as a
constant in a system of fixed mass. This law states that energy can be transformed
form one kind into another and even some of the energy can be converted into
mechanical work.

The total energy of a system can be associated to the internal energy (E) which is
comprised of: (i) The kinetic energy associated with atom motions, (ii) the energy
stored in chemical bonds of the molecules within the system, (iii) the potential
energy of the system.

It is nearly impossible account for each of these contributions to determine the
absolute energy of the system; that is why we only concern about the change in the
energy of the system (ΔE). This simplifies our calculations because:

• If the temperature remains constant, the kinetic energy of the atoms can be
neglected.

• If no bonds are broken, the chemical energy of the system can be ignored.
• If the system does not change location (height), its potential energy is discarded.

In a chemical reaction, the internal energy of the reactants is Einitial and the heat
of the products is Efinal.

In terms of work, in thermodynamic systems the most common one is in the
form of PV work, which is conducted by gases behaving ideally. Depending on
process conditions, PV work can be expressed in different ways using process
variables, as seen in Table 1.2. In addition to PV work, other types of work such as
gravitational (w ¼ Mgh), electrical (Ei � dt) and that to create an interfacial area
(dw ¼ �PdV þ cdA) among others are also attainable.

Based on this, the change of internal energy in a system can be expressed in
terms of the heat or energy (q) and the work (w) that can be exchanged as any
transformation takes place (Table 1.1):

DE ¼ Efinal � Einitial ¼ q� w ð1:1Þ

Table 1.1 Sign convention
for heat and work

Quantity Sign Condition

Heat Positive Energy taken INTO the system

Negative Energy taken OUT of the system

Work Positive Work done BY the system

Negative Work done UPON the system

2 1 Laws of Thermodynamics and Auxiliary Functions



The Enthalpy Function

Table 1.2 shows that when the pressure remains fixed, the first law of thermody-
namics takes the form:

Efinal � Einitial ¼ q� P Vfinal � Vinitialð Þ ð1:2Þ

Solving for q in Eq. (1.2) yields:

q ¼ EþPVð Þfinal� EþPVð Þinitial¼ H ð1:3Þ

The terms (E + PV) are called ENTHALPY or heat content (H). Thus the total
heat exchanged from/to a system under constant pressure conditions is defined by
this quantity, so:

q ¼ Hfinal � Hinitial ¼ DH ð1:4Þ

Taking differentials in Eq. (1.4) results in:

dq ¼ dH ð1:5Þ

Enthalpy as internal energy is an extensive property of a system. It depends on
the mass present in the system and like internal energy; H is a state function since it
only depends on the final and initial states of the system. If during the chemical
reaction or transformation heat is released, then the process is called exothermic;
whereas if energy is applied to complete the reaction or the transformation, it is
called endothermic.

As mentioned before, enthalpy relates to the heat involved in chemical reactions,
phase changes, and solution formation. Each of these phenomena can be associated
to a specific type of heat:

Heat of formation: Is the heat evolved or absorbed per mole when a mole of a
compound is obtained from its constituent elements. The heat of formation depends
on the thermodynamic state of reactants and products as well as to their chemical
state. For this reason, this heat is expressed in terms of “standard heat of forma-
tion”. Based on that, it is necessary to define the standard state.

The standard state of an element is the most stable form of that element under the
chosen standard conditions. IUPAC recognizes the standard state as an arbitrary

Table 1.2 DE and its relation to PV work and heat

Fixed variable Work Heat Internal energy

P (Isobaric) w ¼ P Vfinal � Vinitialð Þ q ¼ nCp Tfinal � Tinitalð Þ DE ¼ q� w

T (Isothermic) w ¼ nRT ln Vfinal
Vinital

� �
q ¼ w DE ¼ 0

V (Isometric) w ¼ 0 q ¼ DE DE ¼ nCv Tfinal � Tinitialð Þ
Q (Adiabatic) w ¼ nCv Tfinal � Tinitialð Þ q ¼ 0 DE ¼ �w

The First Law of Thermodynamics and the Enthalpy Function 3



one, but it recommends setting the standard pressure as 105 Pa. On the other hand,
most thermodynamic databases report data with a standard state of
1.01325 � 105 Pa (1 atm) and 298 K (25 °C); it is seldom found the standard state
as 1 atm and 273 K (0 °C). In this text, we will adopt the standard state as
1.01325 � 105 Pa (1 atm) and 298 K (25 °C). Furthermore, by convention, the
standard enthalpy of formation for a pure element in its standard state is zero.

Heat of reaction: Is the heat released or absorbed when reactants fully transform
into products. This heat can be expressed in terms of the number of moles of any
reactant or any product.

To evaluate the heat of reaction it is necessary to account for the enthalpies of all
the reactants and products, thus for any reaction, its heat of reaction is given by:

DHreaction ¼
X

DHproducts �
X

DHreactants ð1:6Þ

If both reactants and products are in their respective standard state, Eq. (1.6) can
be rewritten as:

DH�
reaction ¼

X
DH�

products �
X

DH�
reactants; ð1:6aÞ

where the superscript “°” denotes the standard state.
Heat of combustion: The heat of combustion is the amount of energy released

when one mole of a substance is fully burnt in oxygen.
Heat of solution: It is the energy exchange when a substance dissolved into

another one, and it depends on the concentration of the solution.
Heat of transformation: It is also known as “Latent heat” and it is the energy

released or absorbed by an element or a compound as it undergoes a phase change
such as melting, solidification, or any solid state transformation.

As systems differ, some of them may be able to store more energy than others.
Thus the enthalpy is related to the heat capacity (C) of a system:

C ¼ q

DT
ð1:7Þ

Under constant pressure conditions and using the definition (1.5), Eq. (1.7)
transforms into:

Cp ¼ dH
dT

; ð1:8Þ

where Cp is the heat capacity at constant pressure. Analogously, under constant
volume conditions, the heat capacity (Cv) is defined as a function of the internal
energy of the system Cv ¼ dE=dTð Þ.

4 1 Laws of Thermodynamics and Auxiliary Functions



From relationship (1.8), it is evident that it is possible to estimate the enthalpy
change from the heat capacity:

dH ¼ nCp dT ; ð1:9Þ

where n is the number of moles in the system. Heat capacity is also an extensive
property of any system that depends on the amount of substance present. Cp
strongly depends on the temperature and is generally expressed by polynomials
with the temperature as independent variable:

Cp ¼ aþ bT þ c

T2
þ dT2 þ � � � ð1:10Þ

Figure 1.1 shows the Cp of iron and silver as a function of temperature. Each of
the iron phases in the solid state is represented in such figure. It can be noticed that
there is a discontinuity in the Cp when a phase transformation occurs; this means
that every single phase of an element or a compound has its own heat capacity. This
is an inherent property of every material that has to be measured experimentally.

Fig. 1.1 Heat capacity at constant pressure (Cp) of iron and silver as a function of temperature

The First Law of Thermodynamics and the Enthalpy Function 5



Hess’s Law

This law states that for any chemical reaction, the total energy exchange is the same
whether it takes place in one or in several steps as long as the temperature of the
system and either the pressure or the volume remains constant.

The Second Law of Thermodynamics and the Entropy
Function

The first law of thermodynamics establishes that the energy needed to undergo any
transformation remains constant and it can only be transformed into another form of
energy or into any sort of work. This law does not provide with any indication of
how efficiently the energy is used; furthermore the first law only quantifies the
amount of energy required. Additionally, it can be deducted from the first law if the
system releases or absorbs heat as it transforms, but it does not provide insight into
how easily the transformation will take place or even more if under given condi-
tions, the transformation will or will not occur. Thus it is necessary to define a
thermodynamic quantity which can provide information regarding to the spon-
taneity of a reaction.

The second law of thermodynamics was the first to be recognized; this law
evidences an imbalance in natural systems; for example, hot objects cool down
spontaneously, but cold objects do not become hot by themselves. Despite the total
energy must be preserved in any process, the distribution of that energy changes
irreversibly. Thus the second law relates to the natural direction of how energy is
distributed, which is independent of the total amount of energy available.1

The second law lacks of a universal statement, but according to Smith2 this law
can be postulated as: “Spontaneous changes are those which, if carried out under
the proper conditions, can be made to do work. If carried out reversibly they yield a
maximum amount of work. In natural processes, the maximum work is never
obtained.”

According to this assertion, changes can be spontaneous (occurring in nature) or
reversible (non-spontaneous). Those spontaneous changes absorb less energy and
do less work than reversible changes. In reversible systems the maximum amount
of work is attainable.

Based on this, the internal energy cannot totally transform into work; which is
defined by the potential energy of the system, while the equilibrium condition is set
by the minimum level of potential energy. Therefore, it is needed to define a
quantity that accounts for the capacity of a system to do work, and it is also required
to define a state function that reflects the loss in the ability to do work.

1Atkins P.W., The second law. Scientific American Books, New York, 1984.
2Smith E.B., Basic chemical thermodynamics. Imperial College Press, London, 2004.

6 1 Laws of Thermodynamics and Auxiliary Functions



If we consider a reversible process that absorbs an infinitesimal amount of heat
dq at temperature T, the term dq

T is called ENTROPY (S). dq itself is not a state

property, but the ratio dq
T is. Thus:

dS ¼ dq
T

ð1:11Þ

Entropy also is an extensive property as it depends on the mass of the system.
Additionally, entropy is a state function since it is defined by the thermodynamic
state of the system. However, when using entropy as a criterion to determine the
state of equilibrium of a system, it is necessary to evaluate both the system and its
surroundings. The combination of these two constitutes an isolated system.

For reversible processes, the sum of the entropy change of a system and its
surroundings is always zero:

DSsystem þDSsurroundings ¼ 0 ð1:12Þ

Therefore, the entropy change in an isolated system undergoing a reversible
change is always zero.

In irreversible (spontaneous) processes, the sum of the entropy change of the
system and its surroundings is always a positive quantity:

DSsystem þDSsurroundings [ 0 ð1:13Þ

Thus, isolated systems going through spontaneous transformations will result in
an entropy increase. That entropy increase will eventually reach a maximum value
at such point the system will be in equilibrium and the entropy will remain constant
at its maximum value. This is represented in Fig. 1.2.

Fig. 1.2 Total entropy of a
system considering the system
itself and its surroundings

The Second Law of Thermodynamics and the Entropy Function 7



To define the equilibrium condition for a system going from the initial state 1 to
the final state 2, the total entropy change (system + surroundings) is:

DSTotal ¼ DS2;total � DS1;total ð1:14Þ

Under conditions of constant internal energy and volume or constant enthalpy
and pressure, spontaneous transformations will occur accordingly to Table 1.3.

In spite of clearly defining the equilibrium condition and also predicting in
which direction a transformation will take place, entropy presents a major setback.
The surroundings must be examined before deciding if a change may occur either
reversibly or irreversibly. Since the surroundings are vast, they are difficult to
evaluate. This limits the utility of entropy to define equilibrium conditions.

Entropy itself is a primitive concept that has no explicit definition and was
developed from efficiency analysis of heat engines. However entropy is useful in
determining how energy spreads.

In summary, the second law of thermodynamics is a conservation law only for
reversible (nonnatural) processes. This law can be stated in two parts:

• the entropy of a system is a state function. If the state of a system changes

reversibly by heat flow, the entropy change is given by: dS ¼ dq
T

• in spontaneous processes, the entropy change in the universe is given by:
dSuniverse � 0 ¼ dSsystem þ dSsurroundings:

Third and Zeroth Laws of Thermodynamics

Entropy not only defines the state of equilibrium of a system; it also relates to the
degree of randomness or lack of uniformity within systems. Such randomness
results from either compositional or thermal gradients.

From Eqs. (1.8) and (1.11), it is clear that under constant pressure conditions, the
entropy of any substance can be calculated by:

dS ¼ Cp

T
dT ð1:15Þ

Table 1.3 Entropy criteria to reach equilibrium conditions

Criterion Condition

DSTotal ¼ 0 The system is at equilibrium and no spontaneous transformations will occur

DSTotal [ 0 Any transformation will tend to take place spontaneously from initial state 1 to
final state 2

DSTotal\0 Any transformation will tend to take place spontaneously in the inverse direction
from initial state 2 to final state 1

8 1 Laws of Thermodynamics and Auxiliary Functions



After integration it yields:

ST2 � ST1 ¼
ZT2
T1

Cp

T
dT ð1:16Þ

Equation (1.15) shows the dependency between entropy and temperature,
however, unlike enthalpy, entropy has an absolute value, which can be estimated by
defining the entropy of a perfect crystal as zero at the absolute zero temperature.
This is stated by the third law of thermodynamics. Most pure substances may form
perfect crystals at the lowest temperatures, which allow us to assume ST1 ¼ 0.
Therefore Eq. (1.16) turns into:

ST ¼
ZT
0

Cp

T
dT ð1:17Þ

As with enthalpy, the entropy change for a chemical reaction with all products
and reactants in their respective standard state is given by:

DS�reaction ¼
X

DS�products �
X

DS�reactants ð1:18Þ

The third law deals with properties of the matter at very low temperatures; it
basically states that it is not possible to bring any substance to the absolute zero in a
finite number of steps. Aside this, the third law might not even be considered a law,
but solely a definition.

On the other hand, heat measurements are not simple to make. Process engineers
usually measure temperature and then relate such variable to the amount of heat
exchanged. Based on the strong relationship between heat and temperature, the
zeroth law was conceived as an afterthought of the three other laws. This law
simply defines the temperature by making the observation that when two objects are
separately in thermal equilibrium with a third one, they are in equilibrium with each
other. Objects in thermodynamic equilibrium have the same temperature.

Free Energy and Auxiliary Functions

The first and second laws of thermodynamics basically state that energy is a con-
stant and how it is utilized, however we still need to define a criterion which allows
us in a simple, yet effective manner to stablish whether or not a transformation will
take place.

Third and Zeroth Laws of Thermodynamics 9



Entropy could be used as criterion for reaching the equilibrium state, however to
be useful, it is necessary to evaluate both the system and the surroundings, which
may not be very practical.

It is necessary to define a new thermodynamic function that will allow us to
predict the equilibrium state of any given system. From the first law and the
definition of entropy, we can determine the work done in a reversible process as:

dwreversible ¼ dE � TdS ð1:19Þ

This expression defines reversible work as the difference between internal
energy and the not-available energy; therefore, reversible work is the free energy of
the system. Such free energy clearly defines the state of equilibrium. If the value of
the free energy is zero, then the system is under equilibrium; otherwise, the system
needs additional work to keep the equilibrium condition.

Most reactions in materials processing occur under constant pressure and tem-
perature. Any system under these conditions is considered closed and energy is
exchanged through its boundaries. Because of this, it is highly desirable to develop
a criterion for spontaneity based on a thermodynamic quantity/function that can be
used under fixed pressure and temperature conditions. Such criterion can be
developed based on the concept of Free energy.

If we combine both the enthalpy and the entropy, we can define a new ther-
modynamic function named Gibbs free energy (G):

G ¼ H � TS ð1:20Þ

Since we are interested in evaluating the change in Gibbs free energy, Eq. (1.18)
can be rewritten as:

DG ¼ DH � TDS ð1:21Þ

The free energy change for any reaction is the difference between the sum of the
free energies of the products and those of the reactants; thus at a temperature T, the
standard Gibbs free energy change is:

DG� ¼
X

G�
products �

X
G�

reactants

¼
X

H�
products � T

X
S�products

� �
�

X
H�

reactants � T
X

S�reactants
� �

¼
X

H�
products �

X
H�

reactants

� �
� T

X
S�products �

X
S�reactants

� �
DG� ¼ DH� � TDS�

ð1:22Þ

For a reaction to occur, it is necessary that the Gibbs free energy has a negative
value; the more negative the DG value, the more spontaneous the reaction will be.
As temperature increases, the entropy term in Eqs. (1.20)–(1.22) becomes more

10 1 Laws of Thermodynamics and Auxiliary Functions



important, so at higher temperatures it is more likely that Gibbs free energy will
have a negative value (see Fig. 1.3). If the free energy has a value of zero, then the
system is in equilibrium. Additionally, all exothermic reactions will occur.
Table 1.4 summarizes under which conditions the Gibbs free energy will be neg-
ative and positive.

Thermodynamic data is usually reported in the form of standard enthalpies and
entropies at 25 °C (298 K), which allows for an easy calculation of the standard
free energy change at the reference temperature; however, if it is of interest cal-
culating the free energy change at a different temperature, it is possible to do so by
integrating the respective Cp’s:

DG�
T ¼ DH�

298 þ
ZT
298

DCp dT

2
4

3
5� T DS�298 þ

ZT
298

DCp
T

dT

2
4

3
5 ð1:23Þ

Equation (1.23) allows calculating the standard free energy change at any
temperature using the standard enthalpy (DH�

298) and the standard entropy (DS�298)
changes (heat and entropy of reaction) at 298 K and DCp values. The DCp values
are the difference between the sum of products Cp’s and reactants Cp’s. If any
phase transformation occurs in the temperature interval (298 to T), enthalpy and
entropy terms must be added to Eq. (1.23) accordingly.

Fig. 1.3 Effect of entropy on
the Gibbs free energy function

Table 1.4 Spontaneity of
reactions based on the
enthalpy and entropy
contributions attached to them

Spontaneity ΔH ΔS ΔG Comments

Always − + − ΔG always (−)

Never + − + ΔG always (+)

Enthalpy driven − − − Occurs at low T

Entropy driven + + − Occurs at high T
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Gibbs Free Energy and Chemical Equilibrium

As chemical reactions proceed, the concentration of reactants decrease as that of the
reaction products increase; this happen until the chemical equilibrium is attained
(see Fig. 1.4). Once this condition is reached, the concentration of both products
and reactants remains constant.

The concentration of all species participating in a chemical reaction (reactants
and products) can be related through a reaction quotient (Q). For example, consider
the general chemical reaction:

aAþ bB� cCþ dD ð1:24Þ

The reaction quotient associated to reaction (1.24) will be:

Q ¼ C½ �c D½ �d
A½ �a B½ �b ð1:25Þ

In Eq. (1.25) the square brackets indicate the concentration of the different
chemicals in the reaction. The concentration itself can be expressed in several ways;
in material systems and for convenience it can be expressed in terms of the
chemical activity of the ith chemical (ai) in the reaction. In the case of gases, their
partial pressure can be used as well. The chemical activity will be discussed later in
the text. At this point the activity of any species should be considered as 1 if such
species is pure.

The reaction quotient measures the relative amounts of products and reactants in
a chemical reaction at any point in time. This ratio indicates in which direction the
reaction is going to proceed. When the chemical equilibrium has been reached, the
reaction quotient is called equilibrium constant (K); K is defined by the concen-
tration of products and reactants in equilibrium. Thus under chemical equilibrium
conditions, we can rewrite Eq. (1.25) as:

Fig. 1.4 Advancement of a
chemical reaction until
reaching the equilibrium
condition (steady state)

12 1 Laws of Thermodynamics and Auxiliary Functions



K ¼ aaAa
b
B

acCa
d
D

ð1:25aÞ

If Q < K the reaction proceeds toward the products, whereas if Q > K the
reaction proceeds toward the reactants, this is illustrated in Fig. 1.5.

Relationship Between K and ΔG

Equation (1.22) indicates that the Gibbs free energy change for a chemical reaction
consists in subtracting the free energy of reactants from that of the products;
similarly K relates the relative concentrations of reaction products to reactants,
therefore, there should exist a relationship between the equilibrium constant and
DG for any reaction.

Combining Eqs. (1.3) and (1.20), we can define Gibbs free energy as:

G ¼ EþPV � TS ð1:26Þ

After taking differentials in Eq. (1.24) we obtain:

dG ¼ VdP� SdT ð1:27Þ

Since chemical reactions take place at constant temperature, Eq. (1.27) reduces
to:

dG ¼ VdP ð1:28Þ

Using the ideal gases law, we can rewrite Eq. (1.28) as:

dG ¼ RT
dP
P

ð1:29Þ

Fig. 1.5 Chemical
equilibrium condition and its
relationship with DG°
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It is evident that for gaseous species, integration of Eq. (1.29) between limits
G = 0 when P = 1 atm, and G = G when P = P atm, will result in:

G ¼ RT lnP ð1:30Þ

For condensed phases (liquids and solids), we can exchange the pressure for the
activity3 of each participant in the chemical reaction, thus Eq. (1.29) can be inte-
grated as follows:

ZG
G�

dG¼ RT

Za
a�

da
a

G� G� ¼ RT ln
a

a�
� � ð1:31Þ

In this case a° is the activity in standard state of the ith component in the
reaction, this standard activity has a value of 1, thus Eq. (1.31) simplifies to:

G� G� ¼ RT ln a ð1:32Þ

We can establish a clear relationship between the equilibrium constant (K) and
the free energy change for any chemical reaction through Eq. (1.32). Take for
example reaction (1.24). From definition (1.22), we have:

DG ¼ cGC þ dGD � aGA þ bGBð Þ ð1:33aÞ

Similarly, assuming that all participants in the reaction are in their respective
standard state:

DG� ¼ cG�
C þ dG�

D � aG�
A þ bG�

B

� � ð1:33bÞ

Subtracting Eq. (1.33b) from (1.33a):

DG� DG� ¼ c GC � G�
C

� �þ d GD � G�
D

� �� a GA � Go
A

� �þ b GB � G�
B

� �� �
ð1:34Þ

Substituting Eq. (1.32) into (1.34) results in:

DG� DG� ¼ RT c ln aC þ d ln aDð Þ � RT a ln aA þ b ln aBð Þ ð1:35Þ

3This concept will be further discussed in Chap. 4.
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Simplification of (1.35) yields:

DG� DG� ¼ RT ln
acCa

d
D

aaAa
b
B

� 	
ð1:36Þ

Substitution of expression (1.25a) into (1.36) gives the relationship between the
equilibrium constant and the Gibbs free energy change associated to any chemical
reaction:

DG� DG� ¼ RT lnK ð1:37Þ

or

DG ¼ DG� þRT lnK ð1:37aÞ

Furthermore, K indicates that the reaction has reached its equilibrium; therefore,
DG = 0 and Eq. (1.37a) reduces to:

DG� ¼ �RT lnK ð1:38Þ

It is clear now from Eq. (1.38) that we can relate the standard free energy change
to the equilibrium constant of any chemical reaction.

Table 1.5 relates the possible values of K to those of DG°.
Table 1.6 summarizes the relationship between the different thermodynamic

quantities that we have developed up to this point. It is evident from this table that
all the quantities involved are interrelated. We will keep using these relationships
throughout the rest of the text to determine energy changes in single component as
well as in multicomponent systems.

As Table 1.6 suggests, it is possible to combine the different thermodynamic
quantities in order to obtain information about the effect of temperature on either
DG° or K without having to calculate the enthalpy and entropy changes that
accompany the chemical reactions as they take place.

Table 1.5 Relationship between K and DG°

K ln
(K)

DG° Comments

>1 + − Products are favored over reactants. The reaction takes place

¼1 0 0 Products and reactants are equally favored, true equilibrium

<1 − + Reactants are favored over products. Reaction is favorable in reverse
direction
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Gibbs–Helmholtz Equation

Gibbs–Helmholtz equation allows calculating DG° for a reaction at any temperature
from its value at a different temperature..

If we substitute the relationship:

�DS ¼ @DG
@T

� 	
P

ð1:39Þ

into Eq. (1.19), we obtain:

DG� ¼ DH� þ T
@DG�

@T

� 	
ð1:40Þ

Dividing (1.40) by �1=T2 and taking the partial derivative with respect of 1=T
of results in:

@ DG�
T

� �
@ 1

T

� �
 !

P

¼ DH� ð1:41Þ

Equation (1.41) is the differential form of Gibbs–Helmholtz equation. It can be
seen from this last expression that plotting DG�

T versus 1
T gives a straight line whose

slope is the enthalpy of reaction. Figure 1.6 shows a schematic representation of
these plots.

Assuming that the heat of formation remains constant, the slope of the resulting
line represents the standard heat of formation at 298 K. Furthermore, if the slope of
this plot is positive, then the reaction is endothermic since DH° > 0. If the slope is
negative, the reaction is exothermic (DH° < 0).

Table 1.6 Relationships between the different thermodynamic functions

Quantity to determine Quantity needed Relationship

K DG° DG� ¼ �RT ln Kð Þ
DG� ¼ �2:303RT log Kð Þ

DG° DH°, DS° DG� ¼ DH� � TDS�

DG� ¼ VdP� SdT

DH° DH�
298, Cp DH� ¼PDH�

products;298 �
P

DH�
reactants;298

DH ¼ n
RT2

T1

CpdT þDH�
transformation

DS° DS�298, Cp DS� ¼PDS�products;298 �
P

DS�reactants;298

DH ¼ n
RT2

T1

Cp
T dT þ DH�

transformation
Ttransformation

@G
@T

� �
P
¼ �S

Cp Experimental measurements
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Integration of Eq. (1.41) between 1/T2 and 1/T1 yields:

DG�
T2

T2


 �
� DG�

T1

T1


 �
¼ DH� 1

T2
� 1
T1


 �
ð1:42Þ

Van’t Hoff Equation

Van’t Hoff equation allows to obtain information about the dependency of the
equilibrium constant on temperature. This equation can be derived from Gibbs–
Helmholtz equation (1.41).

Substitution of Eq. (1.38) into (1.41) yields:

@ lnK
@ 1

T

� �
" #

¼ �DH�

R
ð1:43Þ

Equation (1.43) is the differential form of Van’t Hoff equation. Integration of
this expression between limits 1/T2 and 1/T1 yields:

ln
KT2

KT1


 �
¼ �DH�

R

1
T2

� 1
T1


 �
ð1:44Þ

Similar to Eq. (1.41), plotting lnK versus 1/T results in a straight line whose
slope is � DH�

R . As with Gibbs–Helmholtz equation, it is possible to evaluate the
nature of the reaction under study by examining the slope of the resulting curve. For
endothermic reactions, the slope is negative and the equilibrium constant increases

Fig. 1.6 Schematic plot of
Gibbs–Helmholtz equation

Free Energy and Auxiliary Functions 17



as temperature does so. For exothermic reactions, the slope is positive and the
equilibrium constant decreases as the temperature increases. Additionally from
Van’t Hoff’s curve, it is also possible to evaluate the entropy contribution to the
reaction. This entropy can be directly found at the interception of Van’t Hoff line
with the lnðKÞ axis (Fig. 1.7).

Finally substitution of Eq. (1.38) into (1.21) results in:

lnðKÞ ¼ �DH�

RT
þ DS�

R
ð1:45Þ

This last equation relates the equilibrium constant to both enthalpy and entropy
contributions at a given temperature.

Helmholtz Free Energy

Similar to Gibbs free energy, Helmholtz free energy is a thermodynamic potential
that measures the maximum amount of work that the system can perform in a
thermodynamic process in which temperature is held constant.

If the volume within the system is not held constant, part of this work will be
performed as boundary work. The Helmholtz energy is commonly used for systems
held at constant volume. Since in this case no work is performed on the environ-
ment, the drop in the Helmholtz energy is equal to the maximum amount of useful
work that can be extracted from the system. For a system at constant temperature
and volume, the Helmholtz energy is minimized at equilibrium.

While Gibbs free energy is most commonly used as a measure of thermody-
namic potential; it is inconvenient for some applications that do not occur under

Fig. 1.7 Schematic plot of
Van’t Hoff equation
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constant pressure to use the Helmholtz free energy. For example, in explosives
research, Helmholtz free energy is often used since explosive reactions by their
nature induce pressure changes. This function is also frequently used to define
fundamental equations of state of pure substances.

Again, similar to Gibbs free energy, the Helmholtz free energy can be defined as
a function of entropy, but also as a function of the internal energy, thus the change
in Helmholtz free energy can be expressed as:

DA ¼ DE� TDS ð1:46Þ

For an isothermal change from one state to another, the condition for a spon-
taneous change to occur is that DA is less than zero and analogous to the Gibbs free
energy, the condition for equilibrium is that DA = 0 (constant T and V). If DA is
greater than zero a process is not spontaneous.

If work is done on the system, the Helmholtz free energy has an important
physical interpretation. Since the heat for reversible processes is related to entropy
(Eq. 1.11), then we have:

qrev ¼ TDS ð1:47Þ

Inserting this last expression into Eq. (1.48), we obtain:

DA ¼ DE � qrev ð1:48Þ

From Eq. (1.1), we can see that under reversible isothermal conditions the
Helmholtz free energy becomes the maximum reversible work that can be extracted
from the system:

DA ¼ �wrev ð1:49Þ

In a system at constant pressure and temperature, Gibbs free energy will decrease
continuously for spontaneous processes until the system reaches the equilibrium
condition, where dG = 0.

Direct comparison between Helmholtz and Gibbs free energies reveals that
A = A(V, T) and G = G(P, T); in other words these energies are completely anal-
ogous except that A is valid at constant V and G is valid at constant P.

Moreover, these energies can be directly related:

DG ¼ DAþPV ð1:50Þ

Equation (1.50) is analogous to the definition of enthalpy (Eq. 1.3):

DH ¼ DEþPV ð1:3aÞ

From these last two equations, it is clear that there is a direct relationship
between these four quantities (ΔE, ΔH, ΔG and ΔA), such link is illustrated in
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Fig. 1.8. The thermodynamic quantities before mentioned are related by offsets of
the TS and PV terms.

Examples of Calculations

Example 1 First Law of Thermodynamics (Energy conservation).
A mass of 50 kg attached to a stirrer through a pulley, falls 25 m at constant

velocity. The stirrer is placed in an isolated container filled with 1 L of water at
20 °C. As the mass falls, the stirrer stirs the water. Assume adiabatic conditions and
Cv � Cp and linear.

Calculate the change in internal energy and temperature of the water after the
mass has fallen 5, 10, 15, 20, and 25 m.

Plot thechange in internal energyand that inpotential energyversuswater temperature.
Data:

Cpwater ¼ 75:258 J/mol/K; qwater ¼ 1 kg/L; g ¼ 9:8 m/s2; Mwater ¼ 18 g/mol

Solution

The energy balance establishes that the change in potential energy has to be equal to
the change in internal energy, thus the balance is:

DEpotential ¼ DEinternal ðE1:1Þ

The potential energy is defined as: Epotential ¼ mgh; since the system is adiabatic
and Cv � Cp, the internal energy is defined by: DEinternal ¼ nCp T2 � T1ð Þ, addi-
tionally, since q = 0 (adiabatic), DEinternal ¼ �w.

The total amount of energy available to stir the water is when the mass is at the
highest point (25 m); at that location, the total potential energy is:

Epotential;total ¼ 50ð Þ 9:8ð Þ 25ð Þ ¼ 12;250 J:

Fig. 1.8 Relationship between ΔE, ΔH, ΔG, and ΔA
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As the mass falls, the potential energy decreases, by increasing the internal
energy of the system from 0 J at 25 m to 12,250 J at 0 m. At the highest point, the
mass has fallen 0 m, then:

Epotential ¼ 50ð Þ 9:8ð Þ 25ð Þ ¼ 12;250 J:

Since the mass has not moved, no energy has exchanged, and
Einternal ¼ 0 ¼ �w; finally, the water temperature remains at 20° since no work was
performed on the water.

When the mass fell 5 m, the change in potential energy is
50ð Þ 9:8ð Þ 20ð Þ � 12;250 ¼ �2450 J.
Einternal ¼ 2450 ¼ 55:56 molð Þ 75:258 J=mol=Kð Þ T2 � T1ð Þ, solving for T2,

yields a value of 20.6 °C.
This calculation is repeated until the mass reaches the ground level. Table 1.7

summarizes the computations.
Plotting the energy exchange versus water temperature yields straight lines

which is expected since constant Cp was used during the calculations. It can also be
noticed from the table and the figure that adding the potential energy to the internal
energy gives a constant of 12,250 J which is the total energy available (Fig. 1.9).

Example 2 Effect of Temperature on Cp.
One mole of gold at uniform temperature (0 °C) is placed in thermal contact

with a second mole of gold which is a 100 °C. Calculate the temperature of the

Table 1.7 Water temperature increase as result of energy exchange

Fallen distance (m) Potential energy (J) Internal energy (J) Water temperature (°C)

0 12,250 0 20.0

5 9800 2450 20.6

10 7350 4900 21.2

15 4900 7350 21.8

20 2450 9800 22.3

25 0 12,250 22.9

Fig. 1.9 Water temperature
increase as a function energy
exchange
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2 mol system, which is contained in an adiabatic enclosure when thermal equi-
librium is attained. Why not the common temperature of the moles is 50 °C? How
much heat is transferred? The heat capacity of gold is:

CpAu ¼ 23:7þ 5:19� 10�3T J=mol=K

Repeat the calculations if cobalt or magnesium is used instead of gold, using the
following data:

CpCo ¼ 21:4þ 1:43� 10�2T � 0:88� 105

T2 J=mol=K

CpMg ¼ 22:3þ 1:03� 10�2T � 4:31� 104

T2 J=mol=K

Solution

The energy balance establishes that qtotal = qhot + qcold = 0. The energy exchange
has to be expressed in terms of the Cp of the metal:

Energy Balance:

qnet ¼ DHtotal ¼ DHAu;hot þDHAu;cold ¼ 0

DHAu;hot ¼
ZT
373

CpAudT ¼
ZT
373

23:7þ 5:19� 10�3T
� �

dT

DHAu;hot ¼ 23:7 T � 373ð Þþ 2:6� 10�3 T2 � 3732
� �

similarly for the cold gold

DHAu;cold ¼
ZT
273

CpAudT ¼
ZT
273

23:7þ 5:19� 10�3T
� �

dT

DHAu;cold ¼ 23:7 T � 273ð Þþ 2:6� 10�3 T2 � 2732
� �

adding DHAu;cold to DHAu;hot

qnet ¼ 23:7 T � 373ð Þþ 2:6� 10�3 T2 � 3732
� �þ 23:7 T � 273ð Þþ 2:6� 10�3 T2 � 2732

� �
qnet ¼ 47:4T þ 5:19� 10�3T2 � 15; 865:7 ¼ 0

solving for T

T ¼ 323:27 K; T ¼ 50:27 �C
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Since Cp increases with T, the temperature change caused by adding heat to the
system is imposed over that withdrawing it.

Total heat transferred:

DHAu;hot ¼ 23:7 T � 373ð Þþ 2:6� 10�3 T2 � 3732
� �

DHAu;hot ¼ 23:7 323:27� 373ð Þþ 2:6� 10�3 323:272 � 3732
� �) DHAu;hot ¼ �1269 J

or

DHAu;cold ¼ 23:7 T � 273ð Þþ 2:6� 10�3 T2 � 2732
� �

DHAu;cold ¼ 23:7 323:27� 273ð Þþ 2:6� 10�3 323:272 � 2732
� �) DHAu;cold ¼ 1269 J

For cobalt, we have the following energy balance:

qtotal ¼ DHtotal ¼ DHCo;hot þDHCo;cold ¼ 0

hot Co:

DHCo;hot ¼
ZT
373

CpdT ¼
ZT
373

21:4þ 1:43� 10�2T � 0:88� 105

T


 �
dT

DHCo;hot ¼ 21:4 T � 373ð Þþ 7:15� 10�3 T2 � 3732
� �þ 0:88� 105

1
T
� 1
373


 �

cold Co:

DHCo;cold ¼
ZT
273

CpdT ¼
ZT
273

21:4þ 7:15� 10�3T � 0:88� 105

T


 �
dT

DHCo;cold ¼ 21:4 T � 273ð Þþ 7:15� 10�3 T2 � 2732
� �þ 0:88� 105

1
T
� 1
273


 �

Adding both contributions:

DHCo;hot þDHCo;cold ¼ 42:8T þ 1:43� 10�2T2 þ 1:76� 105

T
� 15; 910:3 ¼ 0

Solving for T

T ¼ 323:97 K; T ¼ 50:97 �C
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The total energy transferred is:

DHCo;hot ¼ 21:4 323:97� 373ð Þþ 7:15� 10�3 323:972 � 3732
� �þ 0:88� 105

1
323:97

� 1
373


 �
DHCo;hot ¼ �1258 J

DHCo;cold ¼ 21:4 323:97� 273ð Þþ 7:15� 10�3 323:972 � 2732
� �þ 0:88� 105

1
323:97

� 1
273


 �
DHCo;cold ¼ 1258 J

Similar to gold and cobalt, an energy balance is needed:

qtotal ¼ DHtotal ¼ DHMg;hot þDHMg;cold ¼ 0

hot Co:

DHMg;hot ¼
ZT
373

CpdT ¼
ZT
373

22:3þ 1:03� 10�2T � 4:31� 104

T


 �
dT

DHMg;hot ¼ 22:3 T � 373ð Þþ 5:15� 10�3 T2 � 3732
� �þ 4:31� 104

1
T
� 1
373


 �

Cold Mg:

DHMg;cold ¼
ZT
273

CpdT ¼
ZT
273

22:3þ 1:03� 10�2T � 4:31� 104

T


 �
dT

DHMg;cold ¼ 22:3 T � 273ð Þþ 5:15� 10�3 T2 � 2732
� �þ 4:31� 104

1
T
� 1
273


 �

Adding both contributions:

DHMg;hot þDHMg;cold ¼ 44:6T þ 1:03� 10�2T2 þ 8:62� 104

T
� 15;779:56 ¼ 0

Solving for T:

T ¼ 323:65 K; T ¼ 50:65 �C

The total energy transferred is:
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DHMg;hot ¼ 22:3 323:65� 373ð Þþ 5:15� 10�3 323:652 � 3732
� �þ 4:31� 104

1
323:65

� 1
373


 �
DHMg;hot ¼ �1260 J

DHMg;cold ¼ 22:3 323:65� 273ð Þþ 5:15� 10�3 323:652 � 2732
� �þ 4:31� 104

1
323:65

� 1
273


 �
DHMg;cold ¼ 1260 J

It is worth noticing that when calculating the heat exchange, we get the same
numerical value, but the change in sign indicates that the hot metal releases energy
as it cools while the cold metal takes that energy to heat up until reaching the
equilibrium point which is slightly over 50 °C. This indicates the strong influence
of Temperature on the Heat Capacity (Cp).

Example 3 Calculation of heat of reaction at 298 K and at different temperatures.
Use of Cp’s and application of Hess’s Law.

Part (a) Iron for steelmaking is sometimes processed in a blast furnace. The main
reaction in this furnace is the reduction of iron ore (Fe2O3) with carbon monoxide to
produce iron (with some impurities) and CO2 gas. Using the data for the following
reactions:

3Fe2O3 þCO ! 2Fe3O4 þCO2 DH�
298 ¼ �53:1 kJ

Fe3O4 þCO ! 3FeOþCO2 DH�
298 ¼ 41:0 kJ

FeOþCO ! FeþCO2 DH�
298 ¼ �18:4 kJ

Calculate DH°298 for the reaction:

Fe2O3 þ 3CO ! 2FeþCO2

Solution

Hess’s law states that it is possible to combine as many reactions as needed to
calculate the heat of reaction of any particular chemical transformation. Based on
this, we can combine the chemical reactions given to us:

3Fe2O3 þCO ! 2Fe3O4 þCO2 DH�
298 ¼ �53:1 kJ ð1Þ

Fe3O4 þCO ! 3FeOþCO2 DH�
298 ¼ 41:0 kJ ð2Þ

FeOþCO ! FeþCO2 DH�
298 ¼ �18:0 kJ ð3Þ

To get to the solution of this problem, we need to follow some steps:
Step 1. Multiply reaction (2) by 2 and add it to reaction (1):
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3Fe2O3 þCO ! 2Fe3O4 þCO2 DH�
298 ¼ �53:1 kJ ð1Þ

2Fe3O4 þ 2CO ! 6FeOþ 2CO2 DH�
298 ¼ 82:0 kJ ð2Þ

3Fe2O3 þ 3CO ! 6FeOþ 3CO2 DH�
298 ¼ 28:9 kJ ð4Þ

As it can be seen, in this step, by multiplying Eq. (2) by 2, the Fe3O4 has been
eliminated, since the oxide appears as product (Eq. 1) and reactant (Eq. 2) in the
same amount. Also by doubling Eq. (2), its heat of reaction has to double as well.
As a result we obtain reaction (4) with DH°298 of 28.9 kJ.

Step 2. Multiply reaction (3) by 6 and add it to reaction (4):

3Fe2O3 þCO ! 6FeOþ 3CO2 DH�
298 ¼ 28:9 kJ ð4Þ

6FeOþ 6CO ! 6Feþ 6CO2 DH�
298 ¼ �110:4 kJ ð3Þ

3Fe2O3 þ 9CO ! 6Feþ 9CO2 DH�
298 ¼ �81:5 kJ ð5Þ

Similar to Step 1, reaction (3) has been multiplied by 6, so the FeO can be
eliminated. The heat of reaction of Eq. (3) has been multiplied by 6 as well. The
result is reaction (5), which has the chemical species that we are looking for, but we
still need to express this reaction in terms of one mole of Fe2O3.

Step 3. Multiply reaction (5) by 1/3:

Fe2O3 þ 3CO ! 2Feþ 3CO2 DH�
298 ¼ �27:17 kJ

We obtain the reaction we are seeking for. The heat of formation of iron from
Fe2O3 is −27.17 kJ.

Part (b) In this example, we are going to manipulate the Cp’s of the chemical
species involved to (i) express the heat of reaction as a function of temperature and
(ii) calculate it at a Temperature different than 298 K:

The heat of formation of FeO at 25 °C (298 K) is −267.3 kJ/mol. Obtain an
expression for DH°298 of FeO as a function of temperature and evaluate it at 800 K,
using the following data:

O2; Cp ¼ 27:73þ 12:97� 10�3T

Fe; Cp ¼ 16:32þ 28:45� 10�3T

FeO; Cp ¼ 52:80þ 6:23� 10�3T

Solution

We need to calculate the heat of reaction of the iron oxide from its constitutive
elements; thus the reaction we are looking for is:

Feþ 1
2
O2 ¼ FeO ð1Þ
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For this reaction, its heat of formation has been already given, so
DH�

298;FeO ¼ �267:3 kJ=mol. We need to calculate the heat of reaction (1) at
800 K; to do so, we need to use the Cp’s provided, to set up DH° as a function of
temperature. We need to use the definitions:

DH�
298�T ¼ n

ZT
298

CpdT ð2Þ

and

DH� ¼
X

DH�
products �

X
DH�

reactants ð3Þ

Substituting (2) into (3):

DH�
298�T ¼

ZT
298

CpFeOdT �
ZT
298

CpFedT þ 0:5
ZT
298

CpO2
dT

0
@

1
A ð4Þ

Substituting the Cp’s into (4):

DH�
298�T ¼

ZT
298

52:8þ 6:23� 10�3T
� �

dT �
ZT
298

16:32þ 28:45� 10�3T
� �

dT

� 0:5
ZT
298

27:73þ 12:97� 10�3T
� �

dT

DH�
298�T ¼

ZT
298

22:62� 2:871� 10�2T
� �

dT

DH�
298�T ¼ 22:62 T � 298ð Þ � 1:436� 10�2 T2 � 2982

� �
DH�

298�T ¼ 22:62T � 1:436� 10�2T2 � 5465:5

Finally, to find DH�
800, we need to add DH

�
298 to DH

�
298�T , and substitute T = 800

in the resulting equation:

DH�
800 ¼ DH�

298�T þDH�
298 ¼ 22:62T � 1:436� 10�2T2 � 5465:5� 267;300

Substituting T = 800 K

DH�
800 ¼ 22:62 800ð Þ � 1:436� 10�2 800ð Þ2�5465:5� 267;300

Examples of Calculations 27



DH�
800 ¼ �263;860 J

DH�
800 ¼ �263:86 kJ

The heat of reaction (1) at 800 K is−263.86 kJ. The negative sign indicates that the
reaction is exothermic which is expected since all oxidation reactions release energy.

Part (c) This example is similar to part (b) in this case we need to take into account a
phase transformation as we calculate the heat contribution from the reaction products:

Calculate the heat of reaction of the Hall–Héroult process for refining aluminum:

Al2O3 + 3C ¼ 2Alþ 3CO

At 25 and 1200 °C from the following data:

2Alþ 3
2
O2 ! Al2O3 DH�

298 ¼ �30; 962 J/gAl

Cþ 1
2
O2 ! CO DH�

298 ¼ �9414 J/gC

CpAl;s ¼ 20:67þ 12:38� 10�3T J/mol

CpAl;l ¼ 29:29 J/mol

CpAl2O3 ¼ 106:67þ 17:78� 10�3T � 28:53� 105

T2
J/mol

CpC ¼ 17:15þ 4:27� 10�3T � 8:8� 105

T2
J/mol

CpCO ¼ 29:29þ 4:18� 10�3T � 2:1� 105

T2 J/mol

DH�
fus;Al ¼ 10; 460 J/mol

Melting point of aluminum ¼ 660 �C

Solution

(1) Heat of reaction at 298 K.

To calculate the heat of reaction at 298 K (25 °C), it is necessary to manipulate
the reactions provided:

2Alþ 3
2 O2 ¼ Al2O3 DH�

298 ¼ �30; 962 J
gAl ð1Þ

Cþ 1
2 O2 ¼ CO DH�

298 ¼ �9414 J
gC ð2Þ

To obtain DH�
298, we need to multiply reaction (2) by 3 and subtract reaction

(1) from it:
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Al2O3 þ 3C ¼ 2Alþ 3CO DH�
298 ¼ �9414� 3þ 309; 062 J

To obtain the value of the heat of reaction at 298 K, it is necessary to multiply
the heat contribution from reaction 1 by 54 (2 moles of aluminum are involved) and
also is necessary to multiply the heat contribution from reaction 2 by 12 (3 moles of
carbon react), since this reaction has already been augmented by 3; additionally,
since 1 mole of alumina is reacted, the heat of reaction is expressed in terms of the
mole of Al2O3.

Al2O3 þ 3C ¼ 2Alþ 3CO

DH�
298 ¼ �28; 242� 12þ 30; 962� 54

J
molAl2O3

Al2O3 þ 3C ¼ 2Alþ 3CO

DHo
298 ¼ 1; 333; 044 J/molAl2O3 ¼ 1333:04 kJ/mol Al2O3

It takes 1333.04 kJ/mol Al2O3 to reduce alumina to aluminum at 298 K. Notice
that this is a reduction reaction. Since reduction reactions are opposite to oxidation
reactions, the enthalpy change in these kinds of transformations will always be
positive.

To calculate the heat of reaction at 1200 K, we need to consider the Cp’s of all
the species involved. To help visualize how to set up the energy balance involved,
the following scheme can be followed up (Fig. 1.10):

The heat balance in this problem is: DH�
1 þDH�

2 � DH�
3 � DH�

4 ¼ 0. We are
looking for calculating DH�

3 which is the heat of reaction at 1473 K. To calculate
this heat, we already have DH�

1 , since DH
�
298 ¼ DH�

1 . The remaining two paths, i.e.,
DH�

2 and DH�
4 need to be calculated by means of the respective Cp’s. The negative

sign in DH�
3 indicates that the reaction is “assumed” backwards, whereas the path

DH�
4 indicates that the reactants have to be subtracted from the reaction products.

With this, we can establish these paths:
DH�

2 takes into account the heating of solid and liquid Al; also the phase tran-
sitions from solid to liquid has to be accounted for. Additionally, the heating of CO
gas is considered. Each contribution has to be affected by the number of moles of
each participating species:

Fig. 1.10 Estimation of the
heat of reaction for the
reduction of aluminum
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DH�
2 ¼ 2DH�

Al;298�1473 þ 3DH�
CO;298�1473

DH�
2 ¼ 2

Z933
298

CpAl;soliddT þDH�
Fusion;Al þ

Z1473
933

CpAl;liquiddT

0
@

1
Aþ 3

Z1473
298

CpCOdT

DH�
2 ¼ 2

Z933
298

20:67þ 12:38� 10�3T
� �

dT þ 10;460þ
Z1473
933

29:29 dT

0
@

1
A

þ 3
Z1473
298

29:29þ 4:18� 10�3T � 2:1� 105

T2


 �
dT

DH�
2 ¼ 2 17;964:08þ 10;460þ 15;816:6ð Þþ 3 38;202:75ð Þ

DH�
2 ¼ 203;089:61 J

To calculate DH�
4 , we can simply exchange the integration limits of the reactants

Cp’s from 1473 to 298 K, or we can integrate from 298 to 1473 K and change signs
accordingly. Either case will give the same value regardless of the sign. In this
example, we are going to change the integration limits.

DH�
4 ¼ DH�

Al2O3;1473�298 þ 3DH�
C;1473�298

DH�
4 ¼

Z298
1473

CpAl2O3
dT þ 3

Z298
1473

CpCdT

DH�
4 ¼

Z298
1473

106:67þ 17:78� 10�3T � 28:53� 105

T2


 �
dT

þ 3
Z298

1473

17:15þ 4:27� 10�3T � 8:8� 105

T2


 �
dT

DH�
4 ¼ �136;199:71þ 3 �22;248:83ð Þ

DH�
4 ¼ �202;946:2 J

Finally, the heat of reaction at 1473 K can be calculated as:

DH�
1473 ¼ DH�

3 ¼ DH�
1 þDH�

2 þDH�
4

DH�
1473 ¼ 1;333;044þ 203;089:6� 202;946:2
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DH�
1473 ¼ 1;333;187:4 J=molAl2O3

or

DH�
1473 ¼ 1333:19 kJ=molAl2O3

Example 4 Calculation of entropy.

Part (a) Find the entropy of element “X” at 273 and 298 K from the following
data:

T/K Cp/J mol−1 K−1

10 0.04

25 0.29

50 2.97

100 11.8

150 18.12

200 21.63

298 25.23

Solution

To solve this problem, we need to express the Cp as a function of temperature. To
do so, we need to plot the data (Cp vs. T) and fit (least squares) to find an
appropriate polynomial. Figure 1.11 shows the data fitted.

Fig. 1.11 Cp data fitting as a function of temperature
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From Fig. 1.11, the heat capacity of element X is:

Cp ¼ �10�6T3 þ 0:0003T2 þ 0:114T � 2:092

To find the entropy, we need to use the definition:

DS ¼
ZT
0

Cp

T
dT

Remember that S = 0 at T = 0 K. Thus substituting the Cp into DS expression,
we have:

DS ¼
ZT
0

�10�6T3 þ 0:0003T2 þ 0:114T � 2:092
T

dT

DS ¼
ZT
0

�10�6T2 þ 0:0003T þ 0:114� 2:092
T


 �
dT

DS ¼ � 10�6

3
T3 þ 0:0003

2
T2 þ 0:114T � 2:092 ln T

Substituting the values of T = 273 and T = 298 into the last expression, we get
DS273 = 23.78 J mol−1 K−1 and DS298 = 26.55 J mol−1 K−1, respectively. Notice
that these values may change depending on the fitting of the data.

Part (b) The heat capacity of an element is:

Cp ¼ 22:64þ 6:28� 10�3T

If the entropy of this element at 300 K is 33.5 J mol−1 K−1, what is the entropy
at 1073 °C?

Solution

In this problem, we already have an entropy value up to 300 K; to estimate the
entropy at the indicated temperature, we need to divide the Cp by T and integrate it
from 300 to 1346 K:

DS ¼ DS300 þ
Z1346
300

Cp

T
dT
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DS ¼ DS300 þ
Z1346
300

22:64
T

þ 6:28� 10�3


 �
dT

DS ¼ 33:5þ 22:64 ln
1346
300


 �
þ 6:28� 10�3 1346� 300ð Þ

DS ¼ 33:5þ 34þ 6:6

DS ¼ 74:1 Jmol�1 K�1

Part (c) Zinc melts at 420 °C and its standard entropy at 25 °C is
41.63 J mol−1 K−1. Calculate the standard entropy of this metal at 750 °C, given
that: DH�

fusion;Zn ¼ 7:28 kJ mol�1, CpZn;solid ¼ 22:38þ 10:04� 10�3T J mol−1

K−1, CpZn;liquid ¼ 31:38 J mol−1 K−1.

Solution

To calculate the entropy change, we need to take into account the entropy contri-
bution from the solid and the liquid zinc and also the entropy change due to the
melting process.

DS�Zn;1023 ¼ DS�Zn;298 þ
Z693
298

CpZn;solid
T

dT þ DH�
Zn;fusion

T fusion
þ
Z1023
693

CpZn;liquid
T

dT

DS�Zn;1023 ¼ 41:63þ
Z693
298

22:38
T

þ 10:04� 10�3


 �
dT þ 7280

693
þ
Z1023
693

31:38
T

dT

DSoZn;1023 ¼ 41:63þ 18:89þ 3:97ð Þþ 10:51þ 12:22

DSoZn;1023 ¼ 87:22 Jmol�1 K�1

Part (d) Calculate the standard entropy change at 298 K for the reaction:

Cr2O3 þ 3C ¼ 2Crþ 3CO,

Given DS�Cr2O3
¼ 81:17 J mol−1 K−1, DS�C = 5.69 J mol−1 K−1, DS�Cr = 23.76

J mol−1 K−1, DS�CO = 197.90 J mol−1 K−1.
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Solution

To solve this problem, we need to alter the entropy of each component by its
stoichiometric coefficient and then we need to subtract the entropy of reactants from
that of products:

Cr2O3 þ 3C ¼ 2Crþ 3CO

DS�298 ¼
X

nDS�products �
X

nDS�reactants

DS�298 ¼ 2DS�Cr þ 3DS�CO
� �� DS�Cr2O3

þ 3DS�C
� �

DS�298 ¼ 2� 23:76þ 3� 197:9ð Þ � 81:17þ 3� 5:69ð Þ
DS�298 ¼ 641:22ð Þ � 98:24ð Þ
DS�298 ¼ 543 J mol�1 K�1

Example 5 Calculation of the free energy change in chemical reactions.
DG° for the reaction: Niþ 1=2O2 ¼ NiO at 25 °C is −211,585 J.
Calculate DG° at 400 °C for the nickel oxide reaction using the following data:

CpNiO ¼ 54:01 Jmol�1 K�1

CpO2 ¼ 29:96þ 4:184� 10�3T � 1:67� 105

T2
J mol�1 K�1

CpNi ¼ 25:23� 10:46� 10�3T þ 43:68� 106

T2
Jmol�1 K�1

Solution

To solve this problem, we need to use theCp’s given in order to estimate the enthalpy
and entropy contributions of the nickel oxide and the reactants as they are heated up
from 298 to the desired temperature. Once we have done that, we will add the value of
DG�

298, so we can calculate the free energy change at 673 K (400 °C).

Niþ 1
2
O2 ! NiO DG�

298 ¼ �211; 585 Jmol�1

DG�
673 ¼ DG�

298 þDG�
298�673

DG�
298�673 ¼ DH�

298�673 � TDS�298�673

DG�
298�673 ¼

Z673
298

DCpdT � T

Z673
298

DCp
T

dT
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DCp is the difference in Cp’s between products and reactants, thus from the data
given, we can calculate this function:

DCp ¼
X

nCpproducts �
X

nCpreactants

DCp ¼ CpNiO � CpNi þ 0:5CpO2

� �
DCp ¼ 54:01� 25:23� 14:98þ 10:46� 10�3 � 2:092� 10�3

� �
T

þ 0:835� 105 � 43:68� 106
� �

T2

DCp ¼ 13:8þ 8:368� 10�3T � 46:6� 106

T2

With this Cp, we can calculate both the enthalpy and the entropy contributions:

DH�
298�673 ¼

Z673
298

13:8þ 8:368� 10�3T � 46:6� 105

T2


 �
dT

DH�
298�673 ¼ 13:8 673� 298ð Þþ 0:5� 8:368� 10�3 6732 � 2982

� �
þ 46:6� 105

1
673

� 1
298


 �

DH�
298�673 ¼ �80;435:1 J

DS�298�673 ¼
Z673
298

13:8
T

þ 8:368� 10�3 � 46:6� 105

T3


 �
dT

DS�298�673 ¼ 13:8 ln
673
298


 �
þ 8:368� 10�3 673� 298ð Þþ

þ 46:6� 105

2
1

6732
� 1
2982


 �

DS�298�673 ¼ �196:55 JK�1

To calculate DG° for the formation of nickel oxide at 673 K, we substitute
values:

DG�
673 ¼ DG�

298 þ DH�
298�673 � TDS�298�673

� �
DG�

673 ¼ �211;585þ �80;435:1� 673��196:55ð Þ
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DG�
673 ¼ �159; 742 J or � 160 kJ

Example 6 Equilibrium constant and free energy.
A gaseous mixture consisting of 75 mol% H2 and 25 mol% CO2 at a total

pressure of 1 atm is passed through a furnace at 1000 K. Calculate the equilibrium
composition of the mix made up of H2, H2O, CO2, and CO gases, given the
following data:

Cþ 1
2 O2 ¼ CO DG� ¼ �111; 713� 87:65T J ð1Þ

CþO2 ¼ CO2 DG� ¼ �394; 133� 0:84T J ð2Þ
H2 þ 1

2 O2 ¼ H2O DG� ¼ �246; 856þ 55:98T J ð3Þ

Solution

We need to combine reactions (1) to (3) obtain the reaction:

H2 þCO2 ¼ H2OþCO ð4Þ

To obtain reaction (4) we have to do the following operation between reactions:
(1) + (3) − (2). The corresponding DG° for reaction (4) is: DG° = 35564 − 30.83T

The equilibrium constant of reaction (4) is:

K ¼ PH2OPCO

PH2PCO2

:

Since the reaction takes place at 1000 K, the free energy change is:
DG° = 35,564 − 30.83(1000) = 4734 J. With this value, we can calculate now that
of the equilibrium constant:

DG� ¼ �RT ln Kð Þ

K ¼ exp �DG�

RT

� 

K ¼ exp � 4734
8:314� 1000

� 
K ¼ 0:566

We need to relate the partial pressure of each gas with the value of the equi-
librium constant:

0:566 ¼ PH2OPCO

PH2PCO2
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Initially (before the reaction takes place), there are 0.75 atm H2 and 0.25 atm
CO2, as they begin to react they form H2O and CO gases in a proportion of 1 mol.
Thus we can establish the following balance:

Species Initial conditions Equilibrium conditions

H2 0.75 0.75 − x

CO2 0.25 0.25 − x

H2O 0.00 x

CO 0.00 x

Substituting the equilibrium conditions into the expression for the equilibrium
constant:

0:566 ¼ PH2OPCO

PH2PCO2

0:566 ¼ 0:75� xð Þ 0:25� xð Þ
xð Þ xð Þ

0:566x2 ¼ 0:1875� xþ x2

0:434x2 � xþ 0:1875 ¼ 0

Solving for x, we get x = 0.206. Thus the equilibrium composition of the gas
mixture is:

Species Equilibrium composition (atm)

H2 0.544

CO2 0.044

H2O 0.206

CO 0.206

Example 7 Use of Gibbs–Helmholtz equation.

Part (a) Calculate the free energy change at 425 °C for the reaction:

H2 þ 1
2
O2 ¼ H2O

With the data available: DG�
298;H2O ¼ �237:141 kJ/mol, and

DH�
298;H2O ¼ �285:83 kJ/mol.
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Solution

Using the integrated form of Gibbs–Helmholtz equation:

DG�
T2

T2
� DG�

T1

T1
¼ DH� 1

T2
� 1
T1


 �

Taking T2 = 698 K, T1 = 298 K, and substituting the known values for DH° and
DG�

298 into the latest equation, it is possible to find DG�
698:

DG�
698

698
� DG�

298

298
¼ DH� 1

698
� 1
298


 �

DG�
698 ¼ DH� 1

698
� 1
298


 �
þ DG�

298

298

� 	
698

DG�
698 ¼ �285:83

1
698

� 1
298


 �
� 237:141

298

� 	
698

DG�
698 ¼ �171:778 kJmol�1

Part (b) Calculate the free energy change at 1000 °C for the reaction:

CaCO3 ¼ CaOþCO2

For this reaction, the following data is available: DG�
298;CaCO3

¼ 130:423 kJ/mol,
and DH�

298;CaCO3
¼ 178:175 kJ/mol.

Solution

Similar to part (a); use the integrated form of Gibbs–Helmholtz equation, consider
T2 = 1273 K, T1 = 298 K and substitute known values to find DG�

1273:

DG�
1273

1273
� DG�

298

298
¼ DH� 1

1273
� 1
298


 �

DG�
1273 ¼ 1273 178:175

1
1273

� 1
298


 �
þ 130:423

298

� 	
DG�

698 ¼ �25:71 kJ mol�1

From this example it is evident the behavior of endothermic and exothermic
reactions. As predicted, temperature increments result in increasing the free energy
value of the exothermic reaction (water reaction); whereas for the endothermic
carbonate decomposition, increasing the temperature results in lowering its free
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energy, thus making the reaction barely feasible at 1000 °C. This can be better seen
in Fig. 1.12.

Example 8 Use of Van’t Hoff equation
The following data for Boudouard reaction:

CþCO2 ¼ 2CO ð1Þ

is presented at 800 and 900 °C

Temperature/°C Ptotal/atm % CO in gas

800 2.57 74.55

900 2.30 93.08

Additionally, for the equilibrium:

2CO2 ¼ 2COþO2 ð2Þ

Its equilibrium constant at 900 °C is 8.33 � 10−17. On the other hand, it was
determined that the heat of formation of CO2 at 1173 K is −394.96 kJ mol−1.

With this information, determine DH° and DS° for reaction (2) at 900 °C.

Solution

From reaction (1), we can obtain an expression for K in terms of the partial pres-
sures of CO and CO2. These pressures can be easily calculated since the total
pressure and the CO content are provided.

CþCO2 ¼ 2CO; K ¼ P2
CO

PCO2 � aC

Fig. 1.12 Use of Gibbs–
Helmholtz equation
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To simplify our calculations, we can assume pure solid carbon reacting with CO2

gas, thus the activity of carbon has a value of 1, so we can express the equilibrium
constant as:

K ¼ P2
CO

PCO2

From the data given and the expression for K, we obtained the following results
(Table 1.8).

If we make T2 = 1173 K, KT2 ¼ 28:80, T1 = 1073 K and KT1 ¼ 5:61; and
substitute these values into Van’t Hoff’s equation, to calculate DH° for reaction (1):

ln
KT2

KT1


 �
¼ �DH�

R

1
T2

� 1
T1


 �

ln
28:80
5:61


 �
¼ �DH�

R

1
1173

� 1
1073


 �

�8:314� 1:635 ¼ DH� �7:95� 10�5
� �

DH� ¼ 171:12 kJmol�1

Now we need to combine reaction (1) with that of the CO2 formation:

CþO2 ¼ CO2 DH� ¼ �394:96 kJmol�1

To obtain reaction (2), we have to apply Hess’s law by reversing the CO2

reaction and add it to reaction (1):

CþCO2 ¼ 2CO DH� ¼ 171:12
CO2 ¼ CþO2 DH� ¼ 394:96
2CO2 ¼ 2COþO2 DHo ¼ 566:08 kJmol�1

So far we have computed the heat of reaction (2) at 1173 K, whose value is
DH°1173 = 566.08 kJ mol−1. To calculate the entropy for this reaction, we can use
the value given for its equilibrium constant:

Table 1.8 Computed values for the equilibrium constant at 800 and 900 °C

T/°C T/K Ptot/atm PCO/atm PCO2 /atm K

800 1073 2.57 1.92 0.65 5.61

900 1173 2.30 2.14 0.16 28.80
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DG� ¼ �RT lnK

DG� ¼ �8:314 1173ð Þ ln 8:33� 10�17
� �

DG� ¼ 361:07 kJmol�1

Knowing both DG° and DH°, it is possible to calculate DS°:

DG� ¼ DH� � TDS�

DS� ¼ DH� � DG�

T

DS� ¼ 566:08� 361:07
1173

DS� ¼ 0:175 kJmol�1 K�1
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2Phase Equilibria I

Introduction

In the previous chapter, it was discussed the thermodynamics principles that are the
basis of thermochemistry. It was shown how to calculate the energy involved in any
chemical or physical transformation. Additionally, it was established the Gibbs free
energy as a criterion to know whether or not such transformations would take place
under a given set of conditions.

Furthermore based on the sign of the enthalpy change associated to any of these
transformations, it is possible to distinguish if we need to supply heat to the system
or to withdraw it.

As chemical reactions occur, they occasionally involve phase transitions such as
allotropy, melting, boiling, etc. As they take place, their requirement of energy can
be easily accounted, but more importantly, it is possible to relate such energy
demands to determine specific conditions under which two or more phases can
coexist simultaneously in equilibrium.

Heat and Phase Changes

To boil water, it is necessary to provide heat, as heat is supplied to the liquid, the
water temperature increases in inverse proportion to the heat capacity of the liquid.

This happens until the normal boiling point of the liquid is reached. At that
point, boiling begins and the temperature of the water remains constant while the
heat supplied to the system boils the liquid. The water temperature does not increase
again until all the liquid has fully transformed into vapor. Once the liquid has
disappeared, the temperature of the system again increases, this time in inverse
proportion to the heat capacity of the gas. If we plot this experiment over a wide
enough range of temperature to go from solid to liquid to vapor, the plot would look
something like Fig. 2.1.
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In such plot, time directly relates to the energy supplied in the form of heat since
it is assumed that heat is added at a constant rate. This graph is somewhat idealistic;
the slopes (temperature increase) for the solid, liquid and gas will not be equal (each
slope will be the inverse of the heat capacity for that particular phase) nor will they
be linear since we know that heat capacity increases with temperature. Still, over a
short enough range, the heat capacities of each phase can be assumed as constant.

The heat that must be supplied to convert one phase into another (solid to liquid,
liquid to vapor) is just the enthalpy of the phase transition (DHfusion, DHvaporization,
etc.), adjusted appropriately for the number of moles of substance present at the
moment of the transformation. Because this amount of energy has to be supplied to
the lower temperature phase to convert it into the higher temperature phase, it is
called the latent heat of the phase transition.

For phase transitions with latent heat, the corresponding entropy of the phase
change is:

DStransformation ¼ DHtransformation

Ttransformation
ð2:1Þ

Phase transitions with latent heats are called first-order transitions. The phase
jump from one state to the other is discontinuous with temperature. In second-order
transition, such as the demagnetization of iron, the change is continuous over a
range of temperatures.

Gibbs Rule of Phases

Chemical systems are made of elements and/or molecules whose masses cannot be
taken arbitrarily; there exist certain mass relationships among them. For example, if
we have a system with magnesium carbonate, magnesium oxide and carbon
dioxide, the system is composed of C, Mg, and oxygen. We can randomly pick the

Fig. 2.1 Heat exchange
during heating of a substance,
phase transformations occur
at constant temperature
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mass of two of these elements, but the third one will be determined by itself without
any doubt. Thus, it is possible to choose in many different ways the number of
components (C) in any system.

On the other hand, we usually face heterogeneous systems. In general, it is quite
simple to enumerate the distinct phases that are present in a given system. For
example, a system formed by liquid water and water vapor has two phases.
A system containing salt crystals and an aqueous solution of this salt has likewise
two phases (the salt and the solution). In general, the number of phases comprising
a system is denoted by (P). It is clear now that any system is characterized by the
number of components (C) and that of the phases (P) into which the system is
divided.

If we define process variables (temperature, pressure, composition) of each
phase within the system, then it is possible to estimate the number of physical
variables that can be changed, without varying the number of phases present. The
number of process variables to change is known as degrees of freedom (F) and these
are related to the number of components and phases by:

F ¼ C � Pþ 2 ð2:2Þ

Equation (2.2) is known as Gibbs rule of phases.

One Component Systems

If we plot the pressure versus the temperature for an element or a molecule like
water, the system is comprised by a single component; such diagram, like the one
sketched in Fig. 2.2, reveals phase stability regions as well as phase boundaries. As
we know, water can exist as solid, liquid or gas, therefore fields corresponding to
these phases are properly labeled in the diagram, we also know that depending on
atmospheric or process conditions two of these phases can coexist, like ice and
water in a pond during wintertime or steam and liquid water in dry cleaning shops.
The phases can coexist along the lines (boundaries) delimiting them. Also, there is a
well-defined point in which the three phases can coexist; this point is named the
triple point. This triple point is unique for each system/compound.

Direct application of Gibbs rule of phases (Eq. 2.2) to any unary system rep-
resented in a pressure—temperature (PT) diagram, results in (Table 2.1).

In those regions containing any of the S, L or G phases, we have two degrees of
freedom which means that both pressure and temperature can vary freely, without
altering the corresponding phase. Along phase boundaries, there is only one degree
of freedom; this means that along any of these lines we can define arbitrarily either
the pressure or the temperature; then the second variable will be fixed by itself. At
the triple point, the three phases coexist in equilibrium; this means that there is a
specific P-T combination at which the phases can be present simultaneously. Thus,
at this point there are no degrees of freedom.
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Since it is possible for the different phases to coexist, then we should be able to
relate the free energy of each phase in a way to find correlations between process
variables and the corresponding energy change.

Thermodynamics of One Component Systems

In Chap. 1, it was shown that it is possible to express Gibbs free energy as a
function of temperature and pressure:

dG ¼ VdP� SdT: ð1:27Þ

Taking partial derivatives of expression (1.27) with respect of pressure and
temperature; the following relationships are obtained:

@G

@T

� �
P
¼ �S ð2:3aÞ

@G

@P

� �
T
¼ V: ð2:3bÞ

Fig. 2.2 Pressure—
temperature diagram for water
(schematic)

Table 2.1 Gibbs rule of
phases in mono component
systems

Region in P-T diagram C P F

Phase field 1 1 2

Phase boundary 1 2 1

Triple point 1 3 0
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Plotting G and H for each phase at constant pressure, show that as temperature
increases, Gibbs free energy of each phase becomes more negative, and the most
stable phase at higher temperature is the one with larger specific heat, this is
illustrated in Fig. 2.3.

As seen in Fig. 2.3, the free energy curve can be crossed in more than one

occasion this lead to entropy ratios Sphase2
Sphase1

, these ratios are larger than unity and

increase as temperature does. This confirms the effect of temperature on the free
energy. As temperature increases, the entropy contribution to DG becomes more
important. Furthermore if we follow phase transitions as more energy is supplied to
any system, we can easily observe the change of entropy as a solid transforms into a
liquid and the liquid boils into a gas. Not surprisingly, the entropy of each phase
progressively increases from the solid to the gaseous state; this can be seen in
Fig. 2.4.

Clapeyron Equation

Figures 2.3 and 2.4 show the effect of enthalpy and entropy, respectively, on Gibbs
free energy during phase transitions. With this, it is possible to associate this free
energy to any of the phase boundaries in Fig. 2.2. To do so, we need to equate the
free energy of the phases in equilibrium. For example, consider a solid—gas
equilibrium. We can represent such equilibrium as a chemical reaction:

Solid ! Liquid ð2:4Þ

Fig. 2.3 Gibbs free energy
and enthalpy changes for
phases in equilibrium as a
function of temperature
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From Eq. (2.4), we have that at the phase boundary; the corresponding free
energies are equated:

GS ¼ GL ð2:5Þ

Substituting Eq. (1.27) into (2.5), results in:

VSdP� SSdT ¼ VLdP� SLdT : ð2:6Þ

Accommodating terms in expression (2.6)

GS � GL ¼ VS � VLð ÞdP� SS � SLð ÞdT : ð2:7Þ

Since at the phase boundary both phases are in equilibrium, then GS-GL should
be zero, therefore, Eq. (2.7) can be written as:

DGS�L ¼ DVS�LdP� DSS�LdT ¼ 0: ð2:8Þ

From Eq. (2.8), we have:

dP
dT

¼ DS
DV

: ð2:9Þ

Fig. 2.4 Effect of entropy on Gibbs free energy during phase transitions
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Equation (2.9) is known as Clapeyron equation. This equation can be modified if
we substitute expression (1.11) into (2.9), to obtain:

dP
dT

¼ DH
T DV

: ð2:9aÞ

Clapeyron equation applies to any phase change in a one-component system.
This equation, only determines the slope of the equilibrium boundary, not the actual
position of the reaction in the pressure–temperature domain. That position must be
determined by further thermodynamic calculations or by experiments.

For example, a reaction with shallow dP/dT slope is more sensitive to pressure
changes, whereas a reaction with a steep (nearly vertical) slope is sensitive to
temperature.

Additionally, if we collect experimental data on any reaction at a given
temperature (or pressure), we can determine the slope and extrapolate to other
conditions, rather than doing more time-consuming experiments.

Clapeyron equation helps determining thermodynamic values for reactions or
phases. When combined with volume data, we can use the slope of an experi-
mentally determined reaction to calculate the entropy change of the reaction, and to
calculate the entropy of formation of a particular phase. Often the volume of a phase
is well known, but the entropy data may have considerable uncertainties.

In some instances, volume changes are quite large, especially if a gas phase is
involved in the transformation we are interested in, thus the DV term in Clapeyron
equation can be assumed as the volume of the gas phase; by doing so, we can
modify Eq. (2.9) using the ideal gas equation, resulting in:

dP
dT

¼ DH
RT2

P: ð2:10Þ

Variable separation in expression (2.10) results in:

dP
P

¼ DH
R

dT
T2

: ð2:11Þ

Equation (2.11) is the differential form of Clausius—Clapeyron equation. Inte-
gration of this expression results in:

lnðPÞ ¼ �DH
R

1
T
þC: ð2:12Þ

C is an integration constant that should be evaluated depending on the system
properties. Clausius—Clapeyron equation can be applied to any phase transforma-
tion (melting, boiling, sublimation, allotropy). It is also worth noting that plotting ln
(P) versus (1/T), would yield a straight line whose slope is equal to −DH/R; from this
slope it can be calculated the enthalpy change associated to the transformation under
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study. The intersection of this line with the ln (P) axis will give the value of
C constant. This is illustrated in Fig. 2.5.

Equation (2.11) can also be integrated between limits P1 and P2 corresponding
to T1 and T2, respectively; if such is the case, Eq. (2.12) results in:

ln
P2

P1

� �
¼ �DH

R

1
T2

� 1
T1

� �
: ð2:13Þ

This last expression is the integrated form of Clausius–Clapeyron equation.
Relation (2.13) is often used to estimate the vapor pressures of pure liquids or
solids. DH is the enthalpy of vaporization if the substance is a liquid or the enthalpy
of sublimation if it is a solid. The enthalpy of vaporization (or sublimation) is
assumed to be constant over the temperature range of interest. This is not true, but
actual changes in DH values are negligible at low and moderate pressures. The
vapor phase can be assumed as an ideal gas, since the external pressure does not
significantly affect its pressure.

On the other hand, and in order to simplify calculations, the latent heat of
evaporation can be estimated using Trouton’s rule. This rule states that the ratio of
latent heat of evaporation to the normal point is constant for many liquids:

DH
�
vap

Tvap
¼ 88 JK�1mol�1: ð2:14Þ

This rule is an approximate one. However, it is useful to estimate near values for
the heat of evaporation. Data in Fig. 2.6 from Kubaschewski and Alcock1 reveal the
departure from this law, especially at higher boiling points.

The departure from Trouton’s rule can be explained by the presence of several
gaseous species during boiling; for example, when PbF2 boils, its vapor not only

Fig. 2.5 Graphical
representation of Clausius—
Clapeyron equation

1Kubascheeski, O., Alcock, C.B., Metallurgical Thermochemistry 5th Ed., Pergamon Press,
Oxford, 1979.
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contains such fluoride, but also contains minor amounts of other species such as
PbF, PbF4, and Pb.

In some applications, it is important to know the vapor pressure of metals and
alloys. Vapor of solids or liquids results from the dissociation of the substance in
the gaseous state as a consequence of thermal movement of atoms or molecules.
Vaporization is a reversible process highly sensitive on temperature; a small
variation in temperature produces condensation of the vapor phase. Therefore,
vaporization strongly depends on the pressure and temperature to which the system
is kept.

The enthalpy of vaporization DH�
vap is equal in magnitude but opposite in sign to

the enthalpy of condensation; however, the value of the enthalpy of vaporization
changes with the temperature. Furthermore, it has been observed that DH�

vap

increases with the atomic weight (mass).
Using Calusius—Clapeyron equation (Eq. 2.11) to relate the vapor pressure of

metals or alloys to the temperature:

dP
P

¼ DH�
vap

R

dT
T2

: ð2:11Þ

Fig. 2.6 Trouton’s rule and deviation from this rule of some elements and compounds. Data from
Kubaschewski and Alcock
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Integration between limits P1, P2 and T1, T2 yields Eq. (2.13); setting P1 as 1
atmosphere and T1 as the boiling point (Tboiling) and approximating using Trouton’s
rule (Eq. 2.14):

lnðP2Þ � lnð1Þ ¼ DH�
vap

RTboiling
� DHo

vap

RT2
: ð2:15Þ

Reduces to:

lnðP2Þ ¼ 88
8:314

� DH�
vap

RT2
: ð2:15aÞ

It is customary to represent vapor pressure data in terms of the log function
rather than the ln one, thus, Eq. (2.15a) has to be altered by a factor of 2.303:

logðP2Þ ¼ 4:6� DH�
vap

19:147T2
: ð2:15bÞ

This last result allows for a good approximation of the vapor partial pressure of a
metal or alloy; additionally it is evident that vapor pressure data can be estimated by
a general relation:

logP ¼ A

T
þB: ð2:16Þ

Plotting log P versus 1/T results in a straight line whose slope equals �DH�
vap/

19.147. This is illustrated in Fig. 2.7.
If sublimation (solid transforming into a gas) takes place, a similar expression for

the vapor pressure over a solid can be deducted. The entropy associated to subli-
mation can be assumed2 as 96 J mole−1 K−1. With such value the following relation

Fig. 2.7 Relationship
between log P and 1/T

2Biswas A.K., Bashforth G.R., The Physical Chemistry of Metallurgical Processes, Chapman and
Hall, London, 1962.
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between the partial pressure of the solid and its enthalpy of sublimation DH
�
sub can

be obtained:

logP ¼ � DH
�
sub

19:147T
þB0: ð2:17aÞ

Substituting the entropy of sublimation in (2.17a) gives:

logP ¼ 5:0� DH
�
sub

19:147T
: ð2:17bÞ

Therefore knowing the vapor pressure expression for the liquid phase, the
melting point and the heat of fusion it is then possible to obtain a general equation
valid for the solid phase; moreover, it is then concluded the validity of the following
relation:

DH�
sub ¼ DH�

vap þDH�
fusion: ð2:18Þ

Example of Calculations

Example 1 Gibbs rule of phases
Part (A)

An equimolar mixture of H2 and O2 is contained in a pressurized cylinder.
A spark causes a reaction resulting in the formation of water droplets. List the
degrees of freedom before and after the water forming reaction.

Solution

In this case we have a gaseous mixture (1 phase, two components) transforming
chemically into 1 phase and one component.

Gibbs rule of phases: F ¼ C � Pþ 2

H2 + 0.5 O2 H2O

C P F C P F
2 1 3 1 1 2

Part (B)
Evaluate P, C and F for each of the following systems/reactions:

a. A mixture of five gases enclosed in a cylinder
b. 2HI = H2 + I2 in vapor phase, starting with various mixtures of hydrogen and

iodine
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c. H2, O2 and H2O enclosed in a vessel at room temperature
d. 2H2O = 2H2 + O2 at high temperature starting with water
e. Solid carbon, CO, CO2 and O2 in equilibrium at 600 °C
f. (CH3 COOH)2 liquid = (CH3 COOH)2 gas

Solution

System C P F Comments

a 5 1 6 This is a gaseous solution with 5 components. No chemical
interaction between components

b 2 1 3 This systems considers the decomposition of HI into H2 and I2
gases; therefore there are two components mixed in one phase

c 3 2 3 At room temperature liquid water is the most stable phase. This is
in equilibrium with a gaseous mixture made of H2 and O2

d 1 1 2 In this case water is expected to be in the gaseous phase, therefore
there are 3 components mixed together in a single phase

e 4 2 4 Two phases (1 solid, 1 gas) coexist. 3 components are present in
the gas and 1 component in the solid

f 1 2 1 There is a single component existing in two distinct phases

Part (C)
At high temperature, magnesium carbonate dissociates and can exist in equi-

librium with the decomposition products:

MgCO3 ¼ MgOþCO2

(a) State the number of phases and components in this system
(b) Would the number of components be changed by adding CO2 from an external

source?
(c) Would the number of phases be altered?

Solution

(a) At equilibrium, there are 3 phases, 2 solids (MgCO3 and MgO) and one gas
(CO2). The number of components is also 3, the carbonate, the oxide and the
gas.

(b) No it would not change, since CO2 is already in the system.
(c) No, because CO2 is in the gas phase and already is in the system.

Part (D)
Ammonium chloride vaporizes upon heating.
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(a) State the number of components in a system consisting of solid ammonium
chloride and its vapor

(b) Would the number of components be changed by admitting ammonia gas into
the system?

(c) Would the number of phases be altered?
(d) Would equilibrium be still possible?

Solution

(a) There is one component (NH4Cl) and two phases (1 solid, 1 gas)
(b) Yes, there would be 2 components (NH4Cl, NH3)
(c) No, there would still be a gaseous phase and a solid one
(d) Yes, it would.

Example 2 Clausius—Clapeyron equation The vapor pressures of sodium are
written as:

logP ¼ 10:304� 5603
T

ðE2:1Þ

and

logP ¼ 9:710� 5377
T

ðE2:2Þ

Where P is in Pa and T in K. Which of the two equations is for solid sodium?

Solution

We need to convert log P into ln P ðlnP ¼ 2:303 logPÞ in order to be able to use
Clausius–Clapeyron equation:

lnP ¼ 2:303 10:304� 5603
T

� �

lnP ¼ 23:730� 12903:709
T

ðE2:1aÞ

and,

lnP ¼ 2:303 9:710� 5377
T

� �

lnP ¼ 22:362� 12383:231
T

ðE2:2aÞ

Using Clausius–Clapeyron Eq. (2.11) witgh the form:
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d lnP
dT

¼ DH�
i

RT2 ðE2:3Þ

Applying equation (E2.3) to expressions (E2.1a) and (E2.2a) results in:

d lnP
dT

¼ d
dT

23:730� 12903:709
T

� �

d ln P
dT

¼ 12903:709
T2

¼ DH1

RT

ðE2:1bÞ

and

d lnP
dT

¼ d
dT

22:362� 12383:231
T

� �

d lnP
dT

¼ 12383:231
T2

¼ DH2

RT

ðE2:2bÞ

From expressions (E2.1b) and (E2.2b) it is evident that DH1 > DH2, therefore,
equation (E2.1) corresponds to solid sodium.

Example 3 Use of Clapeyron equation Calculate the pressure that must be applied
to silver to increase its melting temperature by 10 and 20 K, using the following
data:

Property Value

Atomic mass (M) 107.87 g mole−1

Melting point (Tfus) 961.8 °C

Solid density (qs) 10.50 g cm−3

Liquid density (ql) 9.32 g cm−3

Heat of melting (DH�
fus) 11280 J mole−1s

Solution

We need to calculate the molar volume of both solid and liquid silver:
Vmolar ¼ M

q ; for each phase we have:

Vm;solid ¼ MAg

qAg;s
¼ 107:87 g

mole
10:50 g

cm3

¼ 10:27
cm3

mole

Vm;liquid ¼ MAg

qAg;l
¼ 107:87 g

mole
9:32 g

cm3

¼ 11:57
cm3

mole
:

From these molar volumes, we can calculate the volume change due to silver
melting:
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DV ¼ Vm: liquid � Vm; solid ¼ 11:57� 10:27 ¼ 1:3
cm3

mole
or 1:3� 10�6 m3

mole

We can integrate Clapeyron’s equation between limits 1.01325 � 105 Pa at Tfus
and P at T:

dP
dT ¼ DH

DV
1
T

RP
1:01325� 105

dP ¼ DH
DV

RT
1234:8

dT
T

P ¼ DH
DV ln

T
1234:8

� �þ 1:01325� 105

P ¼ 11280
1:3�10�6 ln T

1234:8

� �þ 1:01325� 105

Substituting the corresponding temperature values (in K) in the last equation, we
can calculate the pressure increase needed to melt silver:

T (°C) P (atm)

961.8 1

971.8 691.7

981.8 1376.9

991.8 2056.6

Fig. 2.8 Pressure increase to augment the meltin1 g point of silver
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The relationship between the temperature (°C) increase and the corresponding
pressure (atm) increment is shown in the figure below (Fig. 2.8).

Example 4 Calculation of phase boundary line The dissociation of Na2O at
1000 °C can be represented by:

2Na2OðsolidÞ ¼ 4NaðgasÞ þO2;ðgasÞ

For this reaction, DG°1273 = 450.77 kJ. Graphically determine under which
conditions, sodium oxide would not decompose:

Solution

For this problem, DG° is given, therefore we can relate the equilibrium constant to
the partial pressures of the gases resulting from the oxide decomposition

DGo
1273 ¼ �RT lnðKÞ

K ¼ exp � DGo
1273

RT

� 	
¼ exp � 450770

8:314�1273

� �
K ¼ 3:18� 10�19

:

On the other hand, form the dissociation reaction we can express the equilibrium
constant in terms of partial pressure of sodium and oxygen:

K ¼ pO2
� p4Na

3:18� 10�19 ¼ pO2
� p4Na:

The logarithm of the previous equation, allow us to express the partial pressure
of sodium as a function of that of the oxygen evolving from the oxide:

logð3:18� 10�19Þ ¼ logðpO2
Þþ 4 logðpNaÞ

logðpNaÞ ¼
�18:5� logðpO2

Þ
4

:

We can assign values to the partial pressure of oxygen so we can calculate the
equilibrium value for that of sodium and thus define the equilibrium line between
the oxide and its dissociation products; this is illustrated in the figure below
(Fig. 2.9).

Example 5 Determination of the heat of sublimation of water using the heat of
vaporization and that of melting along with Clasius–Clapeyron equation The heats
of vaporization and of fusion of water are 45.054 kJ mole−1 and 6.01 kJ mole−1 at
0 °C, respectively. The vapor pressure of water at 0 °C is 0.006 atm. Calculate the
sublimation pressure of ice at −15 °C, assuming that the enthalpies of transfor-
mation do not change with temperature.

58 2 Phase Equilibria I



Solution

The heats of transformation are related as indicated in the sketch below. According
to this figure, we can calculate the heat of sublimation of water at 0 °C by com-
bining the heats of evaporation and melting at the same temperature. With that heat,
then we can use Clausius–Clapeyron equation to calculate the pressure for trans-
forming solid water into vapor at −15 °C (Fig. 2.10).

To calculate the heat of sublimation at 273 K, we can use Eq. (2.18):

DH�
sub;273 ¼ DH�

evap;273 þDH�
fus;273

DH�
sub;273 ¼ 45:054þ 6:010 kJmole�1

DH�
sub;273 ¼ 51:064 kJmole�1:

Fig. 2.9 Phase stability in the dissociation of Na2O

Fig. 2.10 Relationship between the standard heat of evaporation, sublimation and fusion
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Assuming that this value is independent of temperature, we can calculate the
sublimation pressure at a lower temperature:

ln
P2

P1

� �
¼ �DH�

sub

R

1
T2

� 1
T1

� �
:

Solving for P2, and substituting the corresponding values:

P2 ¼ P1 exp �DH�
sub

R
T�1
2 � T�1

1

� �� �

P2 ¼ 0:006 exp � 51064
8:314

ð258�1 � 273�1Þ
� �

P2 ¼ 0:0017 atm:

As temperature drops 15 °C, the pressure to transform solid water into vapor
decreases as well. This is observed in the P-T plot below (Fig. 2.11).

Example 6 Estimation of vapor pressure by combining Trouton’s rule and Clau-
sius–Clapeyron equation Mercury evaporates at 357 °C (630 K) under 1 atm of
pressure. Calculate its approximate vapor pressure at 100 °C, assuming that it
follows Trouton’s rule.

Solution

First, we need to find DH°vap from Trouton’s rule:

DH�
vap

Tevaporation
¼ 88 Jmole�1K�1;

DH�
vap;Hg ¼ 88ðTevaporation;HgÞ

DH�
vap;Hg ¼ 88ð630Þ

DH�
vap;Hg ¼ 55440 Jmole�1:

Substituting this DH°vap, Hg value, into Clausius–Clapeyron equation, and
solving for the gas pressure at the desired temperature:

ln P2
P1

� 	
¼ � DH

�
vap

R
1
T2
� 1

T1

� 	

P2 ¼ P1 � exp � DH
�
vap

R
1
T2
� 1

T1

� 	h i

P2 ¼ 1� exp � 55440
8:314

1
373 � 1

630

� �
 �
P2 ¼ exp½�7:293�
P2 ¼ 0:0007 atm; P2 ¼ 70:9 Pa:
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Example 7 Estimation of the heat of transformation from raw temperature and
pressure data Calculate the mean heat of vaporization of palladium from the fol-
lowing data:

T (°C) P (Pa)

1314 1.00 � 10−4

1351 2.15 � 10−4

1568 7.50 � 10−3

Solution

To find the heat of vaporization, we need to work out the raw data to obtain the
logarithm of the pressure and the inverse of the temperature in absolute scale, such
manipulation results in:

P (Pa) ln P T (°C) T (K) 103/T (1/K)

1.00 � 10−4 −9.210 1314 1587 0.630

2.15 � 10−4 −8.445 1351 1624 0.616

7.50 � 10−3 −4.893 1568 1841 0.543

Fig. 2.11 Solid–vapor equilibrium for water
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Accordingly with Clausius–Calpeyron equation, plotting ln (P) versus 103/T, would

result in a straight linewhose slope is equivalent to�DH�
vap

R . By taking 103/T, the resulting
heat of evaporation will be expressed in kJ mole−1. This is shown in (Fig. 2.12).

From the slope, the heat of evaporation of palladium becomes:

DH�
vap ¼ �slope� R

DH�
vap ¼ 49:428� 8:314

DH�
vap ¼ 411 kJmole�1:

Example 8 Use of Clapeyron and Clausius–Clapeyron equations to solve every day
problems
Part (A)

How much a speed skater, who is 70 kg by weight, decreases the melting point
of ice? The skating iron is 1 by 400 mm. Assume all his weight is on one skate at a
time. Data: DS°fus = 21.97 J mole−1 K−1; DVfus = −1.49 cm3 mol−1.

Solution

For this problem, we need to use Clapeyron equation

dP
dT

� DP
DT

¼ DS�melting

DVmelting

DT ¼ DP
DVmelting

DS�melting

ðE7:1Þ

It is necessary to calculate the pressure exerted by the skater on the ice surface:

DP ¼ F

A
¼ 70� 9:8

10�3 � 0:4
¼ 1:715� 106 Pa: ðE7:2Þ

Fig. 2.12 Vapor pressure of
palladium as a function of the
inverse of temperature
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Substituting this pressure value into equation (E7.1):

DT ¼ 1:715� 106 ��1:49� 10�6

21:97
; DT ¼ �0:12K:

Therefore, the melting point of ice drops by 0.12 K
Part (B)

The spouse of an engineer showed scientific interest in asking:

(i) What is the temperature in our pressure cooker?
(ii) Why does it cook faster than in an ordinary saucepan?

Given: Pressure regulator weighs 78 g and sits on a 2.618 mm outer diameter
opening; DH°vap for water at 1 atm and 100 °C is 40585 J mole−1. What would
your answers be for (i) and (ii) above?

Solution

For this problem, we have to calculate the pressure inside the cooker using Clau-
sius–Clapeyron equation. To do so, we need to multiply the weight of the regulator
by 9.8 to find the force that it exerts over the area defined by the gage opening:

Pcooker ¼ F

A
¼ 78� 10�3 � 9:8 ½N�

0:25p� ð2:618� 10�3Þ2½m2� ¼ 1:42� 105 Pa:

With the cooker pressure, we can fix the following conditions:
P1 = 1.01325 � 105 Pa (1 atm), P2 = 1.42 � 105 Pa, T1 = 373 K (100 °C), and
T2 = cooker temperature at the cooker pressure P2. These values along with that of
the heat of vaporization can be inserted now in Clausius–Clapeyron equation and
solve for T2:

ln
P2

P1

� �
¼ �DH�

vap

R

1
T2

� 1
T1

� �

ln
1:42

1:01325

� �
¼ � 40585

8:314
1
T2

� 1
373

� �

� 0:3375
4881:53

¼ 1
T2

� 1
373

T2 ¼ 383K; T2 ¼ 110
�
C:

Thus answering to the engineer’s spouse we have that (i) the cooker reaches
110 °C and (ii) since the pressure increases so does the boiling temperature, then
meals are cooked faster.
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3Electrochemistry

Introduction

In chapter one, it was stated that energy can transform into different forms; one of
such useful transformations is when electrical energy converts into chemical one or
vice versa. Batteries transform the energy released by a chemical reaction into
electricity, so we can run different devices like cell phones, computers, personal
media players, and even some vehicles.

Electrochemistry not only deals with this energy conversion, it is also useful in
determining thermodynamic properties of different systems at elevated tempera-
tures, it can be used to decrease corrosion rates among other applications.

In this chapter we will be establishing those energy–voltage relationships, so we
can calculate thermodynamic quantities from voltage measurements; additionally,
some techniques to measure the chemical activity of components in solution will be
described.

Also it will be illustrated how to calculate the amount of metal deposited in
coatings or in the electrorefining of some nonferrous metals such as copper or
aluminum.

Electrolysis

The use of electricity to promote chemical reactions has many different applica-
tions; for example, plating a thin film of metal on surfaces of other metals to
improve their appearance or to prevent corrosion. Another use of electricity can be
found in the extraction of reactive metals such as sodium and aluminum from their
ores. It can also be considered the industrial production of sodium hydroxide,
copper, chlorine gas and hydrogen gas, or recharging car batteries and other
rechargeable cells, such as lithium batteries.

© Springer International Publishing AG 2017
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Electrolysis is the passing of an electric (direct) current through a conductive
medium (electrolyte) bearing ionic species; as the electricity flows, ions break down
into elements. During electrolysis, ions with positive charge move toward the
negative electrode known as cathode, while simultaneously the negatively charged
ions move to the positive electrode or anode.

At the cathode, the positive charged ions gain electrons, thus a reduction reaction
takes place; whereas at the anode negative ions give up (lose) electrons, therefore
oxidation reactions take place at this electrode.

Those chemical reactions occurring by electrolysis would not normally happen
without the application of electrical energy, and so they are non-spontaneous. Thus
the chemicals obtained by electrolysis are often difficult to obtain by other means.

Electrolysis takes place in electrolytic cells; these cells are comprised of a
positive electrode (anode), a negative one (cathode), and an electrolyte. Similarly,
the energy released by a chemical reaction can be transformed into electricity; for
this process, galvanic cells are the apparatuses used to achieve this goal. Galvanic
cells also contain two electrodes (one positive, one negative) and an electrolyte
(Fig. 3.1).

Electrochemical Cell

If a piece of solid metal is placed in a solution made of its own ions, an electro-
motive force or potential difference develops between the metal and the solution.
Such system constitutes an electrode and the potential difference is known as
electrode potential.

The potential develops from passing of the metal into the solution forming its
own ions, or by depositing metal ions from the solution onto the metal surface. If
two of such electrodes are connected, they result in an electrochemical cell, which is
a device where electrical energy is obtained from a chemical reaction.

For example, the Daniell cell consists of an electrode made of zinc in contact
with a zinc ions solution, coupled through a porous membrane or a wire to a copper
electrode made of copper in contact to Cu2+ ions solution. This cell can be rep-
resented as: Zn | ZnSO4 ¦ CuSO4 | Cu, and it is sketched in Fig. 3.2.

Fig. 3.1 Energy transformation in galvanic and electrolytic cells
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If the zinc and copper are connected through an external circuit, an electrical
current flows between them as a consequence of the reactions taking place at each
electrode:

Zn ¼ Zn2þ þ 2e� ð3:1Þ

and

Cu2þ þ 2e� ¼ Cu ð3:2Þ

Combining these reactions, results in the overall cell reaction:

ZnþCu2þ ¼ Zn2þ þCu ð3:3Þ

The electrodes not necessarily need to be made of a metal and its ions. For
example, if hydrogen gas is bubbled into a solution bearing hydrogen ions (acidic
solution), equilibrium between the gas and the ions can be obtained:

H2 ¼ 2Hþ þ 2e� ð3:4Þ

In such case, it is necessary to introduce a metallic conductor to pick up the
electrons released; the hydrogen electrode can be written as PtH2 | H

+.
The voltage of the electrochemical cell is the combination of the two electrode

potentials. The cell voltage is proportional to the energy required to drive the
electrons from one electrode to the other and will be maximum when the resistance

Fig. 3.2 Schematics of a
Daniell cell
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of the circuit is infinite. This maximum voltage (E) is related to the free energy
change associated to the cell reaction.

Electrical energy is the result of the product Volts � Coulombs which is
equivalent to Joules. The stoichiometry of a reaction involving electron transfer
relates to the electrical charge supplied. For a cell reaction, in which n Faradays
pass through a cell of voltage E volts, and one Faraday is given by F Coulombs
(F = 96,500 C mole−1), then the electrical energy associated to the cell reaction
under reversible conditions is:

Energy ¼ nFE ð3:5Þ

As an example, in Daniell’s cell two electrons are transferred between the zinc
and the copper electrodes, thus n = 2; this means that the energy associated to this
cell would be 2FE. This energy when expressed as work, does not involve work of
expansion and therefore, it is a direct measurement of the free energy change for the
cell reaction. If the cell reaction proceeds, then DG must be negative and hence
equating it to the electrical energy:

DG ¼ �nFE: ð3:6Þ

Therefore, the potential of a working cell must be positive. This relationship
between DG and the cell potential is very important, since it allows to obtain
thermodynamic data for many different chemical reactions.

Additionally, since ΔG is related to both ΔH and ΔS, these quantities associated
to any electrochemical cell can be estimated.

Recalling that entropy can be defined as the first derivative of DG with respect of
T at constant pressure:

DS ¼ � @DG
@T

� �
P

: ð3:7Þ

Substituting back Eqs. (3.7) into (3.6):

DS ¼ � @ �nFEð Þ
@T

� �
P

:

This expression simplifies to:

DS ¼ nF
@E

@T

� �
P

: ð3:8Þ

The term @E
@T

� �
P
is known as the temperature coefficient of the cell. This coeffi-

cient has to be found from experimental measurements by plotting the cell voltage
versus its temperature. The slope of the resulting curve at the desired temperature is
the temperature coefficient.
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Since we know both the free energy and the entropy changes as a function of the
cell voltage, we can now estimate the corresponding enthalpy change. To do so, we
need to use Eq. (1.21):

DG ¼ DH � TDS ð1:21Þ

Substituting Eqs. (3.6) and (3.8) into (1.21), results in:

�nFE ¼ DH � T nF
@E

@T

� �
P

� �

DH ¼ T nF
@E

@T

� �
P

� �
� nFE:

Simplifying:

DH ¼ nF T
@E

@T

� �
P

�E

� �
: ð3:9Þ

By using Eq. (1.8), it is possible to determine the heat capacity by means of an
electrochemical cell:

DCp ¼ @DH
@T

ð1:8Þ

DCp ¼ nFT
@2E

@T2

� �
: ð3:10Þ

Nernst Equation

Recalling Eq. (1.37a), which relates the Gibbs free energy of any given reaction to
its equilibrium constant:

DG ¼ DGo þRT ln ðKÞ: ð1:37aÞ

By substituting Eq. (3.6) into expression (1.37a) results in a new expression that
relates the equilibrium constant to the voltage supplied to the electrochemical cell:

�nFE ¼ �nFEo þRT ln ðKÞ: ð3:11Þ

Dividing (3.11) by −nF:

E ¼ Eo � RT

nF
ln ðKÞ: ð3:11aÞ
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Equation (3.11a) is known as Nernst equation. As mentioned, this equation
relates the concentration (chemical) gradient to the electric gradient in a reaction. In
dilute solutions, actual concentrations can be inserted into Eq. (3.11a) since activity
coefficients are close to unity. As solutions become more concentrated, chemical
activities should be used; to do so, it is necessary to measure these activities. Nernst
equation is only useful when no current flows through the electrode. This is because
the ionic activity may change at the electrode’s surface when current is supplied;
additionally, over potentials or resistive terms may arise with the current, thus
altering the actual potential measurements.

Going back to the Daniell cell example, we can apply relation (3.11a) to the
negative zinc electrode: Zn ¼ Zn2þ þ 2e� (oxidation of zinc):

EZn oxð Þ ¼ Eo
Zn oxð Þ �

RT

2F
� ln

aZn2þ

aZn

� �
ð3:12Þ

were EZn(ox) is the electrode potential in volts, E
o

Zn oxð Þ is the standard oxidation

potential, aZn
2+, and aZn are the chemical activities of zinc ions and metallic zinc,

respectively. The activity of the later can be taken as unity, since it is a pure metal in
solid state, thus the electrode potential becomes:

EZn oxð Þ ¼ Eo
Zn oxð Þ �

RT

2F
� ln aZn2þð Þ: ð3:13Þ

Similarly, for the positive copper electrode in this cell, the ions reduce to metal:
Cu2þ þ 2e� ¼ Cu, the electrode potential is now expressed as:

ECu redð Þ ¼ Eo
Cu redð Þ �

RT

2F
� ln

1
aCu2þ

� �
ð3:14Þ

As already mentioned, the overall cell reaction results of adding the oxidation
and reduction reactions; this allows for calculating the total cell potential which can
be obtained by adding the oxidation voltage of zinc to the reduction voltage of
copper, this is:

E ¼ EZnðoxÞ þECuðredÞ

E ¼ Eo
ZnðoxÞ �

RT

2F
ln aZn2þð ÞþEo

CuðredÞ �
RT

2F
ln

1
aCu2þ

� �

E ¼ Eo
ZnðoxÞ þEo

CuðredÞ �
RT

2F
ln

aZn2þ

aCu2þ

� �
: ð3:15Þ
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Defining Eo ¼ Eo
ZnðoxÞ þEo

CuðredÞ, we finally obtain:

E ¼ Eo � RT

2F
ln

aZn2þ

aCu2þ

� �
: ð3:16Þ

Table 3.1 shows the standard potentials for several oxidation and reduction
reactions. The voltages shown in this table are in reference to the standard hydrogen
electrode depicted in Fig. 3.3.

The standard potential of any cell can be evaluated by either:

• Doing direct measurements of Eo under standard conditions.
• Doing measurements of E under nonstandard conditions and calculating Eo

using Nernst equation.

To express the tendency to oxidize (release electrons) or to reduce (gain elec-
trons) of individual electrodes, it is necessary to use a reference electrode. The most
common reference electrode in use is that of hydrogen. The standard voltage for the
hydrogen electrode is 0 V.

Table 3.1 Standard
potentials for the oxidation or
reduction of chemical
elements

Half-reaction Eo [V]

Li+ + e− = Li −3.04

K+ + e− = K −2.92

Ca2+ + 2e− = Ca −2.76

Na+ + e− = Na −2.71

Mg2+ + 2e− = Mg −2.38

Al3+ + 3e− = Al −1.66

Ce3+ = Ce4+ + e− −1.61

V2+ + 2e− = V −1.19

2H2O + 2e− = H2 + 2OH− −0.83

Zn2+ + 2e− = Zn −0.76

Cr3+ + 3e− = Cr −0.74

Fe2+ + 2e− = Fe −0.41

Cd2+ + 2e− = Cd −0.40

Ni2+ + 2e− = Ni −0.23

Sn2+ + 2e− = Sn −0.14

Pb2+ + 2e− = Pb −0.13

Fe3+ + 3e− = Fe −0.04

2H+ + 2e− = H2 0.00

Sn4+ + 2e− = Sn2+ 0.15

Cu2+ + e− = Cu+ 0.16

ClO4
− + H2O + 2e− = ClO3

− + 2OH− 0.17

AgCl + e− = Ag + Cl− 0.22
(continued)
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Table 3.1 (continued) Half-reaction Eo [V]

Cu2+ + 2e− = Cu 0.34

ClO3
− + H2O + 2e− = ClO2

− + 2OH− 0.35

IO− + H2O + 2e− = I− + 2OH− 0.49

Cu+ + e− = Cu 0.52

I2 + 2e− = 2I− 0.54

ClO2
− + H2O + 2e− = ClO− + 2OH− 0.59

Fe3+ + e− = Fe2+ 0.77

Hg2
2+ + 2e− = 2Hg 0.80

Ag+ + e− = Ag 0.80

Hg2+ + 2e− = Hg 0.85

ClO− + H2O + 2e− = Cl− + 2OH− 0.90

2Hg2+ + 2e− = Hg2
2+ 0.90

NO3
− + 4H+ + 3e− = NO(g) + 2H2O 0.96

Br2 + 2e− = 2Br− 1.07

O2 + 4H+ + 4e− = 2H2O 1.23

Cr2O7
2− + 14H+ + 6e− = 2Cr3+ + 7H2O 1.33

Cl2 + 2e− = 2Cl− 1.36

Ce4+ + e− = Ce3+ 1.44

MnO4
− + 8H+ + 5e− = Mn2+ + 4H2O 1.49

H2O2 + 2H+ + 2e− = 2H2O 1.78

Co3+ + e− = Co2+ 1.82

S2O8
2− + 2e− = 2SO4

2− 2.01

O3 + 2H+ + 2e− = O2 + H2O 2.07

F2 + 2e− = 2F− 2.87

Fig. 3.3 Sketch of a standard hydrogen electrode
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The more negative the half-cell potential, the greater the tendency of the
reductant to donate electrons, and the smaller the tendency of the oxidant to accept
electrons. Furthermore, Given the Eo values for two half-reactions, it can easily
predict the potential difference of the corresponding cell by simply adding the
reduction potential of the reduction half-cell to the negative of the reduction
potential (that is, to the oxidation potential) of the oxidation reaction.

For example, to find the standard potential of the cell:

Cu Cu2þ
�� �� Cl�j jAgCl Agj

and predict the electron flow when the two electrodes are connected, it is necessary
to rewrite the cell to show the half-reactions at each electrode, thus:

Cu ¼ Cu2þ þ 2e� Eo ¼ þ 0:337V
AgClþ e� ¼ AgþCl� Eo ¼ þ 0:222V

:

The cell indicates that copper oxidizes, releasing electrons; those electrons are
collected by the Ag+ ions contained within AgCl. Reduction of Ag+ ion to metallic
Ag is accompanied by the release of Cl− ions into solution. Thus, the overall cell
reaction must be written as:

2AgClþCu ¼ 2Agþ 2Cl� þCu2þ

Because Cu is being oxidized, the negative of the standard reduction potential
should be used; additionally, the silver reaction has to multiply by 2 to balance out
electrons, thus the standard cell voltage is:

Eo
cell ¼ �0:337þ 0:222ð ÞV ¼ �0:115V

Because this potential is negative, we know that the overall cell reaction proceed
in the reverse direction to those depicted above. Thus, when the two electrodes are
connected, electrons pass from the silver electrode through the external circuit to
the copper electrode. AgCl acts as an oxidizing agent to metallic copper.

It is also worth noting that the cell potential of the AgCl/Ag electrode was not
multiplied by two, the reason for this is that voltage represents the energy produced
per quantity of charge passing through the cell. Because voltage is the quotient of
two extensive quantities, it is intensive itself. When we multiply the anodic and
cathodic half-reactions by the stoichiometric factors required to ensure that each
involves the same quantity of charge, the free energy change and the number of
Coulombs both increase by the same factor, leaving the potential (voltage)
unchanged. This explains why we do not have to multiply the standard potentials of
anodic and cathodic reactions by stoichiometric factors when calculating potentials
of complete cells.
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Chemical Activity

It was mentioned the concept of activity. This quantity measures the propensity of a
given material to contribute to a chemical reaction. To determine how “active” this
material is in a reaction compared to how it would behave if it were present in its
standard state, it is necessary to determine the activity by either its concentration or
its partial pressure:

ai ¼ C

Co ¼
P

Po : ð3:17Þ

However, some intermolecular interactions in multicomponent systems result in
deviations from a direct correspondence with pressure or concentration, to account
for these deviations, it is necessary to introduce the concept of activity coefficient
(c). The activity coefficient is close to unity for dilute solutions and in gaseous
systems at low partial pressures; however, this coefficient changes rapidly with
concentration, temperature, etc., and it can be expressed in a very complex manner
as the number of components in a given system grows.

In its simpler way, the activity coefficient for the ith component in a multi-
component system can be defined as:

ai ¼ ci
Ci

Co
i

: ð3:18Þ

Using the definition of molar fraction xi ¼ ni
nt
¼ molesof i

totalmoles

	 

, expression (3.18)

can be written as:

ai ¼ cixi: ð3:19Þ

More importantly, the activity is related to the chemical potential of the different
species in the system under study.

The chemical potential of the ith substance is the partial derivative of the free
energy G with respect of its number of moles in the system:

li ¼
@Gi

@ni

� �
P;T ;nj

: ð3:20Þ

As matter flows spontaneously from a region of high chemical potential to a
region of low chemical potential; this quantity can be used to determine whether or
not a system is in equilibrium. When the system is at the state of equilibrium, the
chemical potential of each substance will be the same in all the phases appearing in
the system.

This will be discussed in the upcoming chapters.
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Experimental Determination of Thermodynamic Data

The determination of thermodynamic data (either in standard state or not) and the
activity of components in mixtures are paramount in materials research. Several
methods are used to accomplish such determinations. Of these methods, the elec-
trochemical ones are quite useful and easy to implement.

Electrochemical methods are commonly used to determine the standard Gibbs
free energy of formation of a compound as well as the activity of a component in
solution.

To determine the standard free energy of formation, consider an electrochemical
cell made of a metal M and a nonmetal X (X = N,O,S,Cl,F, etc.). The cell can be
represented as M|MX|X. At the electrodes, the metal M is reduced, whereas X
oxidizes according to the general reactions:

Mþ þ e� ¼ M EM ¼ Eo
M � RT

nF
ln

1
aMþ

� �
ð3:21Þ

1=2X2 þ e� ¼ X� EX2 ¼ Eo
X2

� RT
nF

ln
aX
P0:5
X2

 !
: ð3:22Þ

Combining these electrode reactions, the overall cell reaction becomes:

Mþ 1=2 X2 ¼ Mþ þX�: ð3:23Þ

And the total cell voltage under reversible conditions becomes:

E ¼ Eo � RT
nF

ln
aX�aMþffiffiffiffiffiffiffiffi

PX2

p
� �

¼ �DG
nF

ð3:24Þ

If the MX electrolyte is in equilibrium with its ions, it is possible to consider MX
to be in its standard state; thus the cell reaction can be rewritten as:

Mþ 1=2X2 ¼ MX ð3:25Þ

Then the Gibbs free energy of the cell reaction is given by:

DG ¼ �nFE ¼ DGo þRT ln
aMX

aM
ffiffiffiffiffiffiffiffi
PX2

p
� �

: ð3:26Þ

When both MX and M are pure and the partial pressure of X2 reaches 1 atm (at
the electrode), the Gibbs free energy of reaction (3.25), represents the standard
Gibbs free energy change and is equal to −nFEo. Therefore, it is sufficient to
measure the cell potential to determine the standard Gibbs free energy of formation
of the MX compound.
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Depending on whether M or MX forms a solution, we may have an electrode or
an electrolyte concentration cell.

In the concentration cell, the voltage of two cells whose electrodes are different,
one being pure M and the other M dissolved in N metal, the overall reaction would
be:

M ¼ Mð ÞN : ð3:27Þ

This reaction produces a voltage which corresponds to the Gibbs free energy of
mixing of M:

E ¼ �Gmix

nF
¼ �RT

nF
ln aMð Þ: ð3:28Þ

Thus, the activity of M in solution is found by directly measuring the cell
potential. Furthermore, by changing the temperature of the cell, it is possible to
determine the entropy of mixing:

Smix ¼ � dGmix

dT
¼ nF

dE
dT

; ð3:29Þ

which is analogous to Eq. (3.8)
On the other hand, the electrolyte concentration cell allows estimating the

activity of the MX compound in solution with an NX salt. To do so, it is necessary
to compare the potential of the MX and (MX)NX bearing cells:

M MXj jX2 ð3:30Þ

M MXð ÞNX
�� ��X2: ð3:31Þ

In cell (3.30), MX is obtained from pure elements, thus:

E 3:30ð Þ ¼ Eo
3:30ð Þ ¼ �

Go
ð3:30Þ
nF

: ð3:32Þ

Meanwhile, in cell (3.31) MX is dissolved into NX. Therefore, the voltage for
this cell depends on the activity of MX in the solution:

Eð3:31Þ ¼ �G 3:31ð Þ
nF

¼ Eo
3:31ð Þ �

RT

nF
ln a MXð ÞNX
	 


: ð3:33Þ

The voltage difference E(3.31)–E(3.30) sets the activity of the MX salt dissolved
into NX:

E 3:31ð Þ � E 3:30ð Þ ¼ RT

nF
ln a MXð ÞNX
	 


: ð3:34Þ
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In spite of being very useful, electrochemical methods have some limitations. To
perform accurate activity measurements certain conditions must be met:

• The electrolyte conductivity must be ionic, or have limited electronic
contributions.

• The valency of the metallic ion in the electrolyte must be unique. It must be
known, since it is essential for calculating the activity of the electrolyte or that of
the metal (electrode).

• In electrode concentration cells, the metal in the electrolyte must be more active
than the electrode one otherwise; a displacement reaction will take place,
resulting in measuring the activity of different element.

If these conditions are not fulfilled, the composition of the electrolyte will
change at the electrode–electrolyte interface resulting in instable voltage readings.

Faraday’s Laws of Electrolysis

As mentioned before, electrolysis is quite useful in obtaining many metallic
materials that are quite different to refine by other means. It is possible to relate the
amount of metal recovered to the current and voltage supplied to the electrolytic cell
used for reduction.

The amount of metal that is reduced can be estimated by means of Faraday’s
electrolysis laws; these laws state that:

• The mass of a substance formed at an electrode during electrolysis is directly
proportional to the quantity of electricity that passes through the electrolyte.

• The masses of different substances formed by passing the same quantity of
electricity are proportional to the equivalent weight of each substance.

The equivalent weight of a substance is defined as the molar mass, divided by
the number of electrons required to oxidize or reduce each unit of the substance.
Thus one mole of Al3+ corresponds to three equivalents of this species, and will
require three Faradays (F) of charge to deposit it as metallic aluminum.

These laws can be expressed mathematically as:

m ¼ Q

F

� �
M

n

� �
; ð3:35Þ

where m is the mass of the substance liberated/deposited at the electrode; Q is the
total electric charge passed through the substance (C); F is Faraday’s constant
(96,500 C/mole); M is the molecular mass of the deposited substance and n is the
valence number of ions (electrons transferred per ion).
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For Faraday’s 1st law, M, F, and z are constant, so that the larger the value of
Q the larger m will be; whereas for Faraday’s 2nd law, Q, F, and z are constants, so
that the larger the value of M/z (equivalent weight) the larger m will be.

If the supplied current does no change, the total charge is equal to the product
between current and time:

Q ¼ i� t ð3:36Þ

Substituting Eqs. (3.36) into (3.35), results in:

m ¼ i� t

F
�M

z

m ¼ i� t

F

M

z
: ð3:37Þ

If we are only interested in calculating the amount of moles of substance
deposited at the electrode, then Eq. (3.37) can be written as:

n ¼ i� t

F

1
z
: ð3:38Þ

This last set of equations is useful in estimating production rates of metals
obtained by electrolysis.

From the practical point of view, electrolysis of metals is conducted using as
electrolyte either aqueous solutions or molten salt mixtures. Regardless of the
electrolyte, the processes have some similarities:

1. Electrical energy does the chemical work and heat is generated due to the
resistance in the electrolyte.

2. Low metal production rate per unit or floor area.
3. Large space requirements, capital intensive, and labor intensive.

Also these processes have some major differences:

1. Molten salt electrolysis is more energy intensive.
2. Current density may be a factor of 10–50 times higher in molten salt electrol-

ysis, due to the higher ionic conductivity of the bath. Further, because a liquid
product is formed, there is no problem with dendrite formation.

3. In molten salt electrolysis, the raw materials are added directly to the individual
cells and no recirculation is possible.

4. In molten salt electrolysis, most metal products are tapped as liquids.
5. Molten salt electrowinning is used to produce the most reactive metals Al, Mg,

Na, also Li, K, Ca and Be, and also very reactive gases (F2).
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Additionally, it is desired no chemical interaction of the electrolyte during the
refining (winning) of metals so an “inert” electrolyte is highly desired. Such
electrolyte must meet the following requirements:

(a) Stability

1. The electrolyte has to have a higher dissociation voltage than the salt from
which the metal is produced.

2. The vapor pressure should be as low as possible.

(b) Solubility

1. The salt from which the product is formed, should have a reasonable sol-
ubility in the electrolyte.

2. The products formed should have as low as solubility as possible to prevent
back-reactions.

(c) Physical–Chemical properties

1. The melt should have a low viscosity
2. The melt should have a high electrical conductivity
3. The melt should have a melting point as low as possible, but it should

generally be slightly above that of the metal in order to produce the metal in
a liquid form

4. The melt and the products formed should have a sufficient density difference
to facilitate a rapid phase separation.

Due to different operational reasons, the actual metal production rate is only a
fraction of the expected value; this difference is known current efficiency (η):

g ¼ actual metal production
theoretical production

� 100 ð3:39Þ

Examples of Calculations

Example 1 Calculation of cell potentials
Determine the cell potential for the following reactions:

(a) 2Auþ þCu ¼ Cu2þ þ 2Au
(b) Sn4þ þ 2Ce3þ ¼ Sn2þ þ 2Ce4þ

(c) Fe2þ þV ¼ FeþV2þ

(d) 2Agþ þ Sn ¼ 2Agþ Sn2þ :
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Solution
By using the potentials in Table 3.1, we have:

For part (a)
The reaction: 2Au+ + Cu = Cu2+ + 2Au can be decomposed into two half-cell

reactions as:

Auþ þ e� ¼ Au; Eo ¼ 1:69V
Cu ¼ Cu2þ þ 2e�; Eo ¼ �0:34V

:

Thus the cell voltage is: 1.69 − 0.34 = 1.35 V
For part (b)
The reaction: Sn4þ þ 2Ce3þ ¼ Sn2þ þ 2Ce4þ can be decomposed into:

Sn4þ þ 2e� ¼ Sn2þ ; Eo ¼ 0:15V
Ce3þ ¼ Ce4þ þ e�; Eo ¼ �1:61V

:

Thus the cell voltage is: 0.15 − 1.61 = −1.46 V
For part (c)
The reaction: Fe2+ + V = Fe + V2+ can be decomposed into:

Fe2þ þ 2e� ¼ Fe; Eo ¼ �0:41V
V2þ þ 2e� ¼ V; Eo ¼ �1:19V

Thus the cell voltage is: −0.41 − (−1.19) = 0.78 V
For part (d)
The reaction 2Ag+ + Sn = 2Ag + Sn2+ results from adding the reactions:

Sn2þ þ 2e� ¼ Sn; Eo ¼ �0:14V
2Agþ þ e� ¼ 2Ag; Eo ¼ 0:80V

Thus the cell voltage is: 0.80 − (−0.14) = 0.94 V

Example 2 Calculation of the equilibrium constant from standard cell voltage
Use the table of standard potentials to calculate the equilibrium constant at 25 °C

for the reaction:

2Cuþ ¼ Cu2þ þCu:

Solution
From Table 3.1, we have the following half-reactions:

Cuþ ¼ Cu2þ þ e�; Eo ¼ �0:16V
Cuþ þ e� ¼ Cu; Eo ¼ 0:52V

:

Adding up these two reactions results in:
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2Cuþ ¼ Cu2þ þCu; Eo ¼ �0:16þ 0:52 ¼ 0:36V:

The free energy of the cell becomes:

DGo ¼ �nFEo: ðE2:1Þ

On the other hand, we also know that:

DGo ¼ �RT ln ðKÞ: ðE2:2Þ

Equating these expressions and noting that n = 1; thus the equilibrium constant
becomes:

�nFEo ¼ �RT ln ðKÞ
ln ðKÞ ¼ FEo

RT
¼ 96; 500� 0:36

8:314� 298
ln ðKÞ ¼ 14:02

K ¼ 1:23� 106:

Example 3 Calculation of the free energy and entropy of an electrochemical cell
The cell:

Pb PbCl2j jHCl AgClj jAg,

where all components are pure solids are in contact with an electrolyte made of
HCl. The cell voltage is 0.49 V at 298 K. The temperature coefficient of this cell at
the given temperature is −1.84 � 10−4 VK−1. Calculate the free energy and the
entropy changes of the cell reaction at 25 °C.

Solution
To calculate the free energy of the cell reaction, we use Eq. (3.6):

DG ¼ �nFE

DG ¼ �2� 96; 500� 0:49

DG ¼ �94; 570 J:

To determine the entropy change, we use expression (3.7):

DS ¼ nF
@E

@T

� �
P

DS ¼ 2� 96; 500��1:84� 10�14

DS ¼ �35:5 JK�1:
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Example 4 Estimation of thermodynamic quantities for an electrochemical cell.
The reaction of a cadmium–calomel cell is represented by:

CdþHg2Cl2 ¼ Cd2þ þ 2Cl� þ 2Hg:

All components are in their standard state. The reversible cell voltage (Eo) varies
with temperature, according to:

Eo ¼ 0:67� 1:062� 10�4 T � 298ð Þ � 2:4� 10�6 T � 298ð Þ2: ðE4:1Þ

Calculate the values of ΔGo, ΔSo, and ΔHo for the cell reaction at 40 °C.

Solution We need to determine the temperature coefficient of the cell. To do so, we
must take the first derivative of Eo with respect of T:

@Eo

@T

� �
P

¼ @

@T
0:67� 1:062� 10�4 T � 298ð Þ � 2:4� 10�6 T � 298ð Þ2
	 


@Eo

@T

� �
P

¼ 1:324� 10�3 � 4:8� 10�6T : ðE4:2Þ

Now it is necessary to calculate the cell voltage (Eo) at 40 °C (313 K) which is
the test temperature. From equation (E4.1):

Eo ¼ 0:67� 1:062� 10�4 T � 298ð Þ � 2:4� 10�6 T � 298ð Þ2

Eo ¼ 0:67� 1:062� 10�4 313� 298ð Þ � 2:4� 10�6 313� 298ð Þ2
Eo ¼ 0:667V:

Since both the standard potential and the temperature coefficient of the cell are
known, it is possible to calculate ΔGo, ΔSo and ΔHo:

DGo ¼ �nFEo

DGo ¼ �2� 96; 500� 0:667 ¼ �128; 731 J

DSo ¼ nF
@Eo

@T

� �
P

DSo ¼ 2� 96; 500� 1:324� 10�3 � 4:8� 10�6 � 313
�  ¼ �34:4 JK�1

DHo ¼ nF T
@Eo

@T

� �
P

�Eo
� �

DHo ¼ 2� 96; 500� 313 1:324� 10�3 � 4:8� 10�6 � 313
� � 0:667

�  ¼ �139; 539 J:

It is worth noticing that from the computed enthalpy and entropy changes it is
possible to calculate the Gibbs free energy associated to the cell using Eq. (1.21):
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DGo ¼ DHo � TDSo ¼ �139; 539� 313��34:4

DGo ¼ �128; 772 J:

This value differs 41 J from the one computed using Eq. (3.6). This error can be
attributed to rounding off; additionally such small difference is not significant given
the order of magnitude of the Gibbs free energy value.

Example 5 Use of experimental data to calculate the thermodynamic quantities
associated to a cell.

For the cell:

Zn ZnCl2 x ¼ 0:6ð ÞþKCl x ¼ 0:4ð Þj jCl2C:

The following data has been recorded:

T (°C) E (V)

435 1.6447

436 1.6435

440 1.6420

453 1.6338

456 1.6325

461 1.6295

468 1.6235

469 1.6230

477 1.6178

490 1.6098

497 1.6052

525 1.5870

545 1.5750

546 1.5741

551 1.5695

561 1.5642

575 1.5540

583 1.5502

For this cell, Eo is 1.5635 V at 500 °C. Answer:

(a) What is the cell reaction?
(b) Plot the cell voltage vs temperature and determine E at 500 °C by

interpolation
(c) Calculate the free energy, entropy and enthalpy of the cell reaction at 500 °C
(d) Calculate the activity and the activity coefficient of ZnCl2 in the electrolyte.
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Solution
Part (a):

An electrochemical cell is represented by: anode | electrolyte | cathode; in this
example we have: Zn | ZnCl2(x = 0.6) + KCl(x = 0.4) | Cl2 C, which means than
zinc and chlorine gas are isolated at each electrode, but are in electrical contact
trough the chlorides mixture. In view of this the overall cell reaction is:

Znþ 2Cl� ¼ Zn2þ þCl2 " þ 2e�

Part (b)
Plotting the data provided: (Fig. 3.4)
To determine the cell potential at 500 °C, we can use the data provided to

interpolate this value. To do so, we need the data at 497 and 525 °C, with these
points, we have:

1:5870� 1:6052
525� 497

V
oC

¼ 1:5870� E500

525� 500
V
oC

E500 ¼ 1:587� 25
28

�0:0182ð Þ ¼ 1:6033V:

Thus the cell potential at 500 °C is 1.6033 V.
Another option is to run a linear regression on the data so we can estimate the

slope of the corresponding line and its distance to the origin. Using this second
approach, the calculated the cell voltage at 500 °C is 1.6029 V. This value is also
plotted in the graph above (black triangle). There is good agreement between the
computed values.

Fig. 3.4 Voltage versus temperature plot
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Part (c)
Form the linear regression on the data supplied, we can express the cell voltage

as a function of the temperature and thus calculate the cell temperature coefficient:

E ¼ �6:45� 10�4T þ 1:9254

@E

@T

� �
P

¼ �6:45� 10�4:

The cell free energy at 500 °C is:

DG ¼ �nFE

DG ¼ �2� 96; 500� 1:6029 ¼ �309; 360 J:

At 500 °C the cell entropy is:

DS ¼ nF
@E

@T

� �
DS ¼ 2� 96; 500��6:45� 10�4 ¼ �124:5 JK�1:

The enthalpy of the cell at 500 °C is:

DH ¼ nF T
@E

@T

� �
P

�E

� �
DH ¼ 2� 96; 500 773��6:45� 10�4 � 1:6029

�  ¼ �405; 587 J:

Part (d)
The standard free energy of the cell is given by:

DGcell ¼ Gcell � Go
cell

DGcell ¼ �nFEcell � �nFEo
cell

� 
DGcell ¼ nF Eo

cell � Ecell
� 

DGcell ¼ 2� 96; 500 1:5635� 1:6029ð Þ ¼ �7604

:

With the cell free energy change, we can now estimate the activity coefficient of
ZnCl2:

DGcell ¼ RT ln cZnCl2
� 

cZnCl2 ¼ exp
DGcell

RT

� �
¼ exp � 7604

8:314� 773

� �
cZnCl2 ¼ 0:306:
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Having this value, it is possible to compute the activity of zinc chloride:

aZnCl2 ¼ xZnCl2 � cZnCl2
aZnCl2 ¼ 0:6� 0:306

aZnCl2 ¼ 0:184:

Further discussion on how to calculate the activity or the activity coefficient of a
component in amixture as a function of Gibbs free energywill be presented in the next
chapter. In the meantime, we advise the reader to accept these formulae as shown.

Example 6 Use of experimental data to calculate thermodynamic quantities in an
electrolytic cell

The cell:

Pb PbCl2 þLiClj jPb� Bi

Yielded the following data at 700 K

xPb E [V] dE/dT [V K−1]

0.848 0.00532 7.40 � 10−6

0.720 0.01148 1.44 � 10−5

0.600 0.01929 2.08 � 10−5

0.496 0.02782 2.78 � 10−5

0.414 0.03594 3.76 � 10−5

0.328 0.0454 4.64 � 10−5

0.230 0.05976 6.44 � 10−5

0.111 0.08615 1.02 � 10−4

(a) Calculate the values of aPb, ΔSPb and ΔHPb for each of these compositions.
(b) At the composition xPb = 0.6, if a potential of 19.29001 mV were applied to the

cell so as to oppose the measured e.m.f. would the cell generate or absorb heat?

Solution
In this cell lead is dissolved into a Pb–Bi alloy; as more lead is mixed with the
bismuth, the activity of the former should increase from zero (unmixed bismuth)
toward unity (unmixed lead). As the solution gets richer in lead, the associated
entropy and enthalpy should change accordingly.

To calculate the activity of lead in the Pb–Bi alloy, we need to use Eq. (3.6)
along with Eq. (1.38):

DGo ¼ �nFEo ð3:6Þ

DGo ¼ �RT ln K: ð1:38Þ
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The dissolution of lead in bismuth can be expressed as:

Pb ¼ PbBi ðE6:1Þ

From this expression, we can write down the equilibrium constant as:

K ¼ aPbBi
aPb

: ðE6:2Þ

The activity of pure lead is 1, therefore the equilibrium constant becomes the
activity of lead in solution with bismuth, and therefore we have:

�RT ln aPbBið Þ ¼ �nFEo: ðE6:3Þ

From the given data, we have that T = 700 K, n = 2. Substituting the corre-
sponding voltage values in expression (E6.3) would yield the activity of the dis-
solved lead. This is shown in the table below.

To calculate the entropy of the cell as the lead content in the mixture changes,
we need to take the same approach as before. In this case the values of the cell
temperature coefficient must be inserted in Eq. (3.8) to compute the entropy change
associated to lead dissolution in bismuth. Results are shown in the table below. The
same procedure is taken to compute the enthalpy change.

Table (3.2) summarizes all the calculations of these thermodynamic quantities as
a function of lead concentration in the Pb–Bi mix.

Plotting the data in Table 3.2, results in: (Fig. 3.5)
For part (b)
ΔHPb at xPb = 0.6 is negative, the cell would release heat.

Example 7 Estimation of energy consumption in copper deposition.
Copper refining can be done by depositing Cu2+ from an acidic CuSO4 solution

onto copper cathodes by applying an electric current.
Determine:

(a) How many kWh are required for the electrolytic refining of 1 ton of copper if
0.4 V are applied to the electrolysis cell and all the current supplied is used to
deposit the metal.

Table 3.2 Activity of lead
and thermodynamic quantities
as a function of lead content
in bismuth

xPb aPb DSPb [J K
−1] DHPb [J]

0.848 0.8383 1.43 −27.02

0.720 0.6834 2.78 −270.2

0.600 0.5274 4.01 −912.89

0.496 0.3975 5.37 −1613.48

0.414 0.3037 7.26 −1856.66

0.328 0.2219 8.96 −2493.56

0.230 0.1378 12.43 −2833.24

0.111 0.0574 19.69 −2846.75
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(b) How would the energy requirements would change if the voltage is lowered to
0.2 V?

(c) How much heat is liberated in each case?

Solution
For part (a):

We need to use Eq. (3.37) to determine the current supplied to the cell:

m ¼ i� t

F

M

z

Assuming an hour of operation and solving for i:

i ¼ Fzm

tM

Fig. 3.5 Thermodynamic quantities as lead dissolves in bismuth at 700 K (427 °C)
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Substituting values: F = 96,500 A s mole−1, t = 3600 s, z = 2, m = 106 g,
M = 63.54 g mole−1; we obtain:

i ¼ 96; 500ð Þ 2ð Þ 106
� 

3600ð Þ 63:54ð Þ ¼ 8:44� 105 A

Since we know the amount of current circulating through the cell as well as the
voltage supplied, we can calculate the power required:

P ¼ iV ¼ 8:44� 105
� 

0:4ð Þ ¼ 3:376� 105 W:

Since the current was supplied for an hour, then the power needed is 337.6 kWh.
For part (b)
Since we cut the voltage by a half, the power needed when using only 0.2 V is

168.8 kWh.
For part (c)
All the energy supplied to the cell via electric current has to be released even-

tually, therefore from the First law of Thermodynamics, we can estimate the heat
losses from the power supplied. Just remember that 1 kWh = 3.6 MJ, thus the
liberated heat when applying 0.4 V is (337.6 kWh � 3.6 MJ kWh−1) 1215.4 MJ:
Similarly when 0.2 V are used, the heat released is 607.7 MJ.

Example 8 Estimation of current efficiency in a cell for copper deposition.
A set up for copper refining consists of 4 cells. After running a test for 7.33 h,

with an average current of 34.2 A, results in 1089 g of deposited copper. What is
the current efficiency of the process?

Solution
We need to use Eq. (3.37) to determine the theoretical amount of current needed to
deposit the specified amount of copper:

m ¼ itM

zF
:

Substituting values: m = 1089 g, t = 26,388 s, M = 63.54 g mole−1,
F = 96,500 A s mole−1, z = 2 into Eq. (3.37) and solving for i:

ith ¼ mzF

tM
¼ 1089� 2� 96; 500

26; 388� 63:54
¼ 125:3A:

Each cell uses 34.2 A; therefore the total amount of current supplied to the cells
is 136.8 A. To deposit the copper the cells would only utilize 125.3 A, thus the
current efficiency (η) is defined by the ratio of theoretical current used to actual
current used:
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g ¼ ith
isupl

� 100

g ¼ 125:3A
136:8A

� 100 ¼ 91:6%:

Example 9 Effect of process variables on the acidity of an electrolyte.
It has been suggested to produce metallic nickel powders by hydrogen reduction

of a nickel sulfate solution. The reduction reaction would be:

Ni2þ þH2 ¼ Niþ 2Hþ :

For this reaction, its standard free energy change is:ΔGo = 640,15 −
58.948 T/J mole−1.

Discuss the effect of the following variables and calculate the final value of the
solution pH for the given variables.

(a) Temperature: 100 and 200 °C
(b) PH2 : 10 and 100 atm
(c) aNi

2+: 10−2 and 10−3

Solution
We need to determine the equilibrium constant (K) of the nickel reduction reaction:

Ni2þ þH2 ¼ Niþ 2Hþ ; K ¼ aNi � a2Hþ

aNi2þ � PH2

: ðE9:1Þ

As seen, the K value depends on the activities (concentration) of the different
species involved in the reaction. In addition, we know we can express the equi-
librium constant in terms of the free energy change:

DGo ¼ �RT ln ðKÞ:

With this information, we can discuss the effect of the variables on the acidity of
the resulting solution:

For part (a):
Since we are looking to estimate the effect of process temperature on the acidity

of the final solution, we need to keep fixed aNi, aNi
2+ and PH2 and solve for aH

+ as a
function of temperature. To simplify our calculations the fixed variables are set as 1,
thus we can establish how temperature influences the acidity of the electrolyte:

If T = 100 °C = 373 K
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DGo ¼ 64; 015� 58:948 T

DGo ¼ 64; 015� 58:948 373ð Þ ¼ 42027:4 J

K ¼ exp �DGo

RT

� �
¼ exp � 42027:4

8:314 373ð Þ
� �

K ¼ 1:3� 10�6

aHþ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K � aNi2þ � PH2

aNi

r
; aNi2þ ;PH2 ; aNi ¼ 1

aHþ ¼
ffiffiffiffi
K

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:3� 10�6

p
¼ 1:14� 10�3:

From this, we can calculate the final pH since: pH � −log (aH
+)

pH � � log aHþð Þ
pH � � log 1:14� 10�3

� 
pH � 2:94:

If we now increase the temperature to 200 °C (473 K), we need to repeat the
calculations to obtain the final pH:

DGo ¼ 64; 015� 58:948 473ð Þ ¼ 36; 132:6 J

ln K ¼ �9:19

K ¼ 1:02� 10�4

aHþ ¼
ffiffiffiffi
K

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:02� 10�4

p
¼ 1:01� 10�2

pH � � log 1:01� 10�2
�  ¼ 1:99:

Therefore, as temperature increases, so does the acidity in the electrolyte.
For part (b):
We need to keep T, aNi, and aNi

2+
fixed. The Temperature is set at 100 °C and the

latter two variables are kept as one. By fixing the temperature, we have set the
equilibrium constant as well. With this information we can estimate how the partial
pressure of hydrogen affects the final acidity:

if PH2 ¼ 10 atm;

aHþ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K � aNi2þ � PH2

aNi

r
; aNi2þ ¼ aNi ¼ 1

aHþ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K � PH2

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:3� 10�6 10ð Þ

q
¼ 3:61� 10�3

pH � � log 3:61� 10�3
�  ¼ 2:44

if PH2 ¼ 100 atm;

aHþ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:3� 10�6 100ð Þ

q
¼ 0:0114

pH � � log 0:0114ð Þ ¼ 1:94:
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From these calculations, it is clear that when partial pressure of hydrogen gas
increases, the solution becomes more acidic.

Part (c):
In this case, the activity of nickel ions vary, which means that temperature,

hydrogen pressure and concentration of H+ ions must be fixed. Again choosing
T = 100 °C, results in setting the equilibrium constant (K = 1.3 � 10−6), thus:

if aNi2þ ¼ 10�2;

aHþ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K � aNi2þ

p
aHþ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:3� 10�6 10�2ð Þ

q
¼ 1:14� 10�4

pH � � log 1:14� 10�4
�  ¼ 3:94

if aNi2þ ¼ 10�3;

aHþ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:3� 10�6 10�3ð Þ

q
¼ 3:6� 10�5

pH � � log 3:6� 10�5
�  ¼ 4:44:

Therefore if the amount of nickel ions decrease, the less acidic the solution
becomes.

Example 10 Calculation of a copper electrolytic refining plant capacity

1. An electrolytic copper refinery has 458 tanks of which 42 are used to produce
starting sheets. Anodes weigh 240 kg. Each tank has 22 anodes and 23 cath-
odes. There are three pulls of cathodes per anode. The current in each tank is
5400 A, and its efficiency is 92%. 11% of the anodes are turned into scrap.

Calculate: (a) The mass of each cathode. (b) The capacity of the refinery.

2. A second refinery has 39 cathodes (0.95 m � 0.95 m) and 38 anodes to a cell.
The anode weighs 240 kg and lasts 28 days. There are two pulls of cathodes per
28 days. The starting sheets weigh 4.54 kg. The current efficiency is of 93% and
2 V are applied to this cell.

Calculate: (c) What is the mass of the copper deposited on the cathode when
pulled. (d) What is the percentage of anode scrap? (e) What is the cathode current
density? (f) How many kg of copper are produces by kilowatt-day?

Solution
For part (a)

There are 22 cathodes in each tank whose weight is 240 kg. From this mass,
89% is concerted into copper cathodes, and 3 anodes are needed to obtain a
cathode. Since the mass of the starting anodes is given, and the ratio anode/cathode
is also known, we do not need to use Faraday’s laws to estimate the weight of each
cathode.

92 3 Electrochemistry



Therefore the mass of a cathode is:

240 kganodes � 0:89� 1cathode
3anodes

¼ 71:2 kgcathode

For part (b)
To produce the copper cathodes there are 416 tanks available. The mass of

copper that is produced in a daily basis is given by Fraday’s law. We need to
assume a processing time of 24 h:

mCu ¼ ntan ks � i� t �M

z� F
;

where mCu is the mass of copper in g/day; i is the current (5400 A � 0.92); t is
the time (3600 s/h � 24 h); M = 63.54 g/mole; z = 2; F = 96,500 C/mole;
ntan ks = number of tanks for electrolysis. Substituting these values:

mCu ¼ 416� 5400� 0:92ð Þ � 3600� 24ð Þ � 63:54
2� 96500

¼ 59� 106
gCu
day

:

Therefore the plant can produce 59 tons of copper per day.
For part (c):
In this case, two anodes are needed to produce a cathode, assuming 93% current

efficiency and subtracting the mass of the initial sheet (4.5 kg), gives the weight of
each cathode:

240 kganode � 0:93� 1cathode
2anodes

¼ 111:6 kgcathode

wcathode ¼ 111:6� 4:5 ¼ 107 kg:

For part (d)
Since two anodes are needed to produce a cathode. The amount of copper

consumed from the each anode is 107 kg � 2 = 214 kg; then the percentage of
anode scrap is:

%scrap ¼ 100� 1� wCu; deposited

wCu; anode

� �

%scrap ¼ 100� 1� 214
240

� �
¼ 10:8%:

Therefore 10.8% or 26 kg of the anode is thrown away as scrap.
For part (e):
To estimate the current density, first we need to know the amount of current

applied to the cell:
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i ¼ m� z� F

t �M
� 1
g
¼ 107� 103ð Þ � 2� 96500

3600� 24� 28ð Þ � 63:54
� 1
0:93

i ¼ 144:5A:

The current density is the ratio current/cathode area, therefore:

current density ¼ i

A
¼ 144:5

0:952
¼ 160

A
m2

:

For part (f)
The power supplied to the cell is:

P ¼ i� V ¼ 144:5� 2 ¼ 289W:

The amount of copper produced daily is:

mCu ¼ i� g� t �M

z� F
¼ 144:5� 0:93� 3600� 24ð Þ � 63:54

2� 96; 500

mCu ¼ 3823 gCu:

The amount of copper produced per unit of power is:

mCu

P
¼ 3823 gCu

289W
¼ 13:22

kgCu
kW

:

Therefore 13.22 kg of copper are produced per kW per day.
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4Mixing and Solution Thermodynamics

Introduction

In nature, we rarely find pure components or elements. We live in a world made of
mixtures; therefore, we should shift our attention to mixtures components in solids,
liquids, and gases. Because of this, we are more interested in the thermodynamics
of mixing.

Solution thermodynamics has three properties that are of primary importance:
heats, entropies, and Gibbs free energies of mixing. These properties can be
expressed in terms of integral and differential (partial molar) quantities.

Integral properties are related to processes in which solutions are obtained from
pure components. Take, for example, pure elements A and B. To form a mixture of
these elements at constant pressure and temperature.

The mixing of nA moles of A with nB moles of B can be represented in the form
of a chemical reaction:

nAAþ nBB ¼
�
A

�
nA

�
B

�
nB

 !
ð4:1aÞ

If instead of using the actual number of moles, we define the molar fraction as:
xi = ni/(nA +nB) with i = A or B, then expression (4.1a) can be rewritten as:

xAAþ xBB ¼ xAxBð Þ ð4:1bÞ

This process is sketched in Fig. 4.1.
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In order to continue our discussion of solution thermodynamics, we need to
define the term solution. A possible definition would be1:

A solution whether it be gaseous, liquid, or solid is a homogeneous mixture of
two or more substances (components); it constitutes a single phase.

The Concept of Activity

In Chap. 3 it was introduced by the term of activity, more precisely this term should
be called chemical activity. In the next paragraphs we are going to define such
quantity and how it relates to chemical equilibria in solutions and in phase
transitions.

Consider any chemical reaction such as:

aAþ bB ¼ cCþ dD ð4:2Þ

The equilibrium constant of reaction (4.2) is the ratio of the product of the
concentrations of reaction products over that of the reactants taking place in it:

K ¼ C½ �c D½ �d
A½ �a B½ �b ð4:3Þ

The larger the value of K, the larger the concentration of reaction products and
the less the concentration of the reactants. Thus, the rate of a chemical reaction is
proportional to the active mass taking place in the reaction. This is known as
molecular concentration of the chemicals involved.

However, if there are mutual inter atomic interactions (collisions/repulsions),
atoms, or molecules are less free to interact among them, therefore, the apparent
concentration either decrease or increase, respectively. To overcome this, the actual
concentrations of the species taking part in chemical reactions or any transformation
can be substituted by the “activity” of each of them. Henceforth, the equilibrium
constant now becomes:

Fig. 4.1 The making of a binary mix (solution) from components A and B

1Parker R.H., An introduction to chemical metallurgy, Pregamon Press, London, 1967.
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K ¼ aaA � abB
acC � adD

ð4:4Þ

It should be emphasized that the equilibrium constant strongly depends on the
temperature and the pressure of the system under study. Because of this feature, the
activity (and activity coefficients) is directly related to the change in Gibbs free
energy.

In its simpler form, the activity of a component can be defined as the ratio of its
vapor pressure (Pi) over a solution, to the vapor pressure of the pure component
(Pi°) at the same temperature, and assuming ideal gas behavior in the vapor phase:

ai ¼ Pi

P
�
i

ð4:5Þ

From definition (4.5) it is evident that the activity of any component may vary
from 0 to 1 and is a dimensionless quantity.

In addition to that, in the case of gaseous species, it is possible to relate the gas
concentration to the total pressure of the system through their partial pressure
(Dalton’s Law), i.e.,

Pi ¼ xi � P ð4:6Þ

where Pi is the partial pressure of the ith gaseous component in solution, xi is its
molar fraction, and P is the total pressure of the system.

The molar fraction of any component in any solution is the number of moles of
that component (ni) divided by the total number of moles n ¼P j

1 ni
� �

in the
solution, i.e.

xi ¼ ni
n

ð4:7Þ

In the case of pure condensed species (solids and liquids) their activities can be
considered as the unity.

Under ideal conditions, all components in a solution act independently of one
another; however, in real situations this simply does not happen, and all compo-
nents in a mixture interact between each other up to some extent. Such interactions
would reduce the availability of any component for other chemical reactions, and
the rate of reactions would no longer depend on the concentration of the compo-
nents, but on a fraction of that concentration; this fraction is the activity; therefore,
the activity of a substance in a solution is expected to vary with composition of the
solution and with the temperature.
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Partial Molar Quantities

The total value of any thermodynamic quantity, such as volume, enthalpy, entropy,
Gibbs free energy, or Helmholtz free energy of a solution consisting of n1, n2,…, nn
moles of components 1, 2, …, n, might be expressed in terms of pressure, temper-
ature, and the amount of moles of each component in solution as:

W ¼ W P; T ; n1; n2; . . .; nnð Þ ð4:8Þ

With W being V, H, S, G, A, etc. The total derivative of expression (4.8) is:

dW ¼ @W
@P

� �
T ;n1;n2;nn

þ @W
@T

� �
P;n1;n2;nn

þ @W
@n1

� �
P;T ;n2;nn

þ . . .þ @W
@nn

� �
P;T ;n1;n2

ð4:9Þ

Or simply:

dW ¼ @W
@P

� �
T ;n1;n2;nn

þ @W
@T

� �
P;n1;n2;nn

þW1 þW2 þ . . .þWn ð4:9aÞ

In general, form these last two equations, it can be defined:

Wi ¼ @W
@ni

� �
P;T ;n1;n2;...ni�1;niþ 1;nn

ð4:10Þ

The term Wi is known as the partial molar property (V, H, S, G, A, etc.) of the ith
component in solution. These quantities are defined as the rate of change of the
quantity (extensive) W when an infinitesimal amount of component i is added to the
system while keeping, the pressure, the temperature, and the amounts of all other
components in the mixture fixed.

Partial molar properties are intensive. In any system, at constant pressure and
temperature, the total value of the extensive property W is:

W ¼
Xn
i¼1

niWi ð4:11Þ

The value of the extensive property per mole of solution is:

W ¼
Xn
i¼1

xiWi ð4:12Þ
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Thus, we have the following relationships for the different thermodynamic
quantities thus far discussed:

V ¼ x1V1 þ x2V2 þ . . .þ xnVn

H ¼ x1H1 þ x2H2 þ . . .þ xnHn

S ¼ x1S1 þ x2S2 þ . . .þ xnSn

G ¼ x1G1 þ x2G2 þ . . .xnGn

A ¼ x1A1 þ x2A2 þ . . .xnAn

ð4:13Þ

where V, H, S, G, and A represent the molar volume, enthalpy, entropy, Gibbs free
energy, and Helmholtz free energy, respectively. The partial molar Gibbs free
energy is also known as the chemical potential (l).

The various partial molar quantities are related to each other by some of the
relationships developed in Chap. 1:

Gi ¼ Hi � TSi

@Gi
@T

� 	
P
¼ �Si

@
Gi
T

� �
@ 1

Tð Þ
� �

¼ Hi

@Gi
@P

� 	
T
¼ Vi

ð4:14Þ

The Concept of Chemical Potential

Recalling expression (1.27), the Gibbs free energy for a system comprised by a
single component is defined as:

dG ¼ VdP� SdT ð1:27Þ

This implies that Gibbs free energy solely depends on pressure and temperature,
i.e., G = G(P, T).

However, in systems with more than a single component, where the amount of
the substances present continuously change due to the advance of a chemical
reaction or because a given species is present in different concentrations in several
phases simultaneously (ice and water, water and vapor, etc.), results in extending
the dependency of Gibbs free energy to the number of moles of each component
present in the system; using Eq. (4.8), it results in:

G ¼ G P; T; n1; n2; . . .; nnð Þ ð4:15Þ
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Taking the derivative of expression (4.15), results in:

G ¼ @G

@P

� �
T ;n1;n2;nn

þ @G

@T

� �
P;n1;n2;nn

þ @G

@n1

� �
P;T ;n2;nn

þ @G

@n2

� �
P;T ;n1;nn

þ @G

@nn

� �
P;T ;n1;n2

ð4:16Þ

Expression (4.16) shows that the variation of Gibbs free energy with respect to
the number of moles of the ith substance in the mixture is:

@G

@ni

� �
P;T ;nj

ð4:17Þ

The quantity in expression (4.17) is called chemical potential of the ith com-
ponent in the mixture, thus we can rewrite Eq. (4.17) as:

li ¼
@G

@ni

� �
P;T ;nj

ð4:17aÞ

The chemical potential of a substance defines the rate of change of Gibbs free
energy per mole of substance present and it is an intensive quantity since it depends
on the mass of the system.

From definition (4.17a) we can see that under fixed temperature and pressure, the
rate of change in the amount of the other components while the system is:

dG ¼ @G

@ni

� �
P;T ;nj

� dni ¼ lidni ð4:18Þ

Integrating (4.18) after adding 1 mol of material, results in:

G ¼ lini ð4:19Þ

Equation (4.19) means that multiplying the chemical potential by the amount of
substance within the system gives the free energy (Gibbs) of that pure component.
Now dividing (4.19) by the number of moles of the ith component in the system
gives:

li ¼
G

ni
ð4:20Þ

Equation (4.20) signifies that the chemical potential (l) represents the Gibbs free
energy per mole of a pure substance.

The chemical potentials are applicable to phase transformations and chemical
equilibria for pure substances and mixtures.
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Also, form Eq. (4.17a) we notice that the chemical potential of a substance in
solution is defined as the partial derivative of the Gibbs free energy with respect of
the number of moles of that particular component in solution, thus we can now
define the partial Gibbs free energy of the ith component in solution:

Gi ¼ @G

@ni

� �
T ;P;nj

¼ li ð4:21Þ

On the other hand, we can express the Gibbs free energy change in terms of the
chemical potential of any component in solution. Recalling Eq. (1.32) we have:

G� G� ¼ RT ln a ð1:32Þ

Substituting definition (4.21) into expression (1.32)

Gi � G
�
i ¼ RT ln aið Þ ¼ DGi ð4:22Þ

Equation (4.22) represents the relative partial molar Gibbs free energy of the ith
component in solution.

Two problems arise from this definition: (1) the selection of the appropriate
species and (2) the selection of the proper standard state.

The properties of the selected species usually have been already measured (heat
and entropy content, heat capacity, etc.). Whereas the standard state is selected in
such a way that it is the most convenient for calculation purposes.

Conversely, the activity of a component can also be defined as the ratio of the
fugacity2 of a substance to its fugacity in the standard state. This fugacity (f) can be
approached in terms of pressure, as previously shown.

From this discussion, we can also define the chemical activity of a component in
solution as:

ln ai � li � loi
RT

ð4:23Þ

where li is the chemical potential of species i in solution and li° is the standard
state of i at the same temperature and pressure as the solution.

In those systems where the amounts of the substances constituting them change
because of a chemical reaction or by the formation of a solution, the free energy in
addition to temperature, and pressure will also depend on the amounts of the
components within the system. Take, for example, a system made of components
i and j; the free energy of such system can be defined as:

2Fugacity can be defined as a measure of the tendency of a gas to escape or expand. It is the
activity of a gas. Fugacity is not the same as pressure but it is closely related to it. The need for the
fugacity is to have a form for the chemical potential that looks like that of an ideal gas but still
obeys the rule that: @l

@P

� �
T ¼ V .
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G ¼ G T ;P; ni; nj
� � ð4:24Þ

By assuming this functionality, the free energy of the system now becomes:

dG ¼ VdP� SdT þ lidni þ ljdnj ð4:25Þ

If both the temperature and the pressure of the system are fixed, then the Gibbs
free energy only relates to the chemical potential of the components:

dG ¼ lidni þ ljdnj ¼
Xn
i¼1

lidni ð4:26Þ

As systems grow in terms of the number of components, the variation in Gibbs
free energy becomes:

dG ¼ Vdp� SdT þ
Xn
i¼1

lidni ð4:27Þ

Because of the relationship between G and l, it becomes evident that likewise
the Gibbs free energy, the chemical potential can be regarded as the driving force
which determines if a component would transfer within the system or move away
from it or simply undergo a chemical reaction.

Moreover, if a system is comprised of different phases (say A and B), the
chemical potential of the ith component relates to Gibbs free energy of each of these
phases by:

dGA ¼ l Að Þ
i dni ð4:28aÞ

dGB ¼ l Bð Þ
i dni ð4:28bÞ

If phase equilibrium has not been attained, ith component will be transferred
from the phase with higher chemical potential to the phase with lower chemical
potential, until reaching the equilibrium condition. In view of this, assuming that
the molar transfer occurs from phase A to phase B as indicates Fig. 4.2. Equa-
tions (4.28a) and (4.28b) can be rewritten as:

dGA ¼ l Að Þ
i ��dni ð4:29aÞ

dGB ¼ l Bð Þ
i � dni ð4:29bÞ

The total Gibbs free energy change due to transferring the ith component from
phase A to phase B becomes:
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dG ¼ dGA þ dGB ¼ �l Að Þ
i dni þ l Bð Þ

i dni ¼ l Bð Þ
i � l Að Þ

i

� 	
dni ð4:30Þ

Therefore it is expected that li
(B) < li

(A). This condition means that in order to
achieve the equilibrium condition, a component always will transfer to a region
where its chemical potential is the lowest.

This principle confirms that the phase with the lower free energy always is going
to be the more stable in any system.

In reaching the equilibrium condition, the overall change in free energy must be
zero (dG = 0), thus to satisfy this condition, the chemical potential for the ith
component between phases must be equalized, i.e., li

(B) = li
(A).

Equation (4.26) allows us to determine in a multicomponent system the amount
of moles that will be present in each individual phase along with the chemical
potential of each component present in every phase.

Take, for example, closed system made of components i and j and a single phase
(a). The chemical potential of each species would be li

a and lj
a, respectively;

because the system is closed, no matter is exchanged, therefore the Gibbs free
energy of the system is:

dGa ¼ lai dn
a
i þ laj dn

a
j ð4:31Þ

Since there is no mass exchange, we have:

dnai ¼ dnaj ¼ 0 ð4:32Þ

Fig. 4.2 Reaching the chemical equilibrium between phases A & B as component i is transferred
from the former to the later
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Therefore dGa = 0, which means that the system is in equilibrium.
In open systems where matter can be exchanged, mass transfer may occur freely

between the phases coexisting within the system. Thus for a three phase (a, b, c)
system containing components i and j, the total Gibbs free energy change would be:

dG ¼ dGa þ dGb þ dGc ð4:33Þ

or

dG ¼ lai dn
a
i þ laj dn

a
j

h i
þ lbi dn

b
i þ lbj dn

b
j

h i
þ lci dn

c
i þ lcj dn

c
j

h i
¼ 0 ð4:34Þ

Consequently, for a system comprised of n components allocated inm phases, the
total mass transfer between phases is conditioned by the chemical equilibrium that
must be attained between phases, i.e., dG = dGa + dGb + ��� + dGm = 0; and that
the chemical potential of each component must be the same in every phase at fixed
temperature and pressure, so li

a = li
b = ��� = li

m, for all components i = 1, 2, …, n.
If we now consider the equilibrium between a liquid and its vapor, we have a

mono component system comprised by two phases; thereupon for this equilibrium
we have:

lliquid ¼ lvapor ð4:35Þ

And from Eq. (1.29), the Gibbs free energy for this system becomes:

G ¼ G� þRT ln
P

P�

� �
ð4:36Þ

where G° is the standard Gibbs free energy of the vapor under standard pressure
conditions (P°) and this pressure is chosen in such a way that it has a value of
1 atm.

If we now mix the vapor with different chemical species, then the Gibbs free
energy of the ith component in the gas mixture becomes:

Gi ¼ G�
i þ nRT ln

Pi

P�

� �
ð4:37Þ

where Pi is the partial pressure of component i in the mixture. If we divide
Eq. (4.30) by the number of moles in the system:

Gi

n
¼ G�

i

n
þRT ln

Pi

P�

� �
ð4:38Þ

And from the definition of chemical potential, given by Eq. (4.21), it is possible
to rewrite expression (4.31) as:

104 4 Mixing and Solution Thermodynamics

http://dx.doi.org/10.1007/978-3-319-53815-0_1


li ¼ l�i þRT ln
Pi

P�

� �
ð4:39Þ

Notice that if Pi = P° results in li = li°.
Now, going back to the equilibrium between the liquid phase with its vapor as

defined by expression (4.35), we have the following relationship:

lliquid ¼ l� þRT ln
Pi

P�

� �
ð4:40Þ

This last relationship is valid because whenever there is a liquid (pure or mixed),
it is always in equilibrium with a vapor (gas) phase. Because of this, Eq. (4.39)
becomes fundamental in discussing the majority of systems, since invariably they
are equilibrated with a gas phase.

Considering a more complex system in which a mixture of different liquids is
present, the partial pressure of each component in the gas phase can be expressed
as:

Pi ¼ xi � Ptotal ð4:6Þ

Relating this pressure to that in the standard state results in:

Pi

P� ¼
xi � Ptotal

P� ð4:41Þ

xi represents the molar fraction of the ith component in the liquid mix; hence-
forth, the chemical potential for this species becomes:

lliquid mix
i ¼ lgasi ð4:42Þ

Combining Eqs. (4.40), (4.41), and (4.42) results in:

lliquid mix
i ¼ l�;gasi þRT ln

PTotal

P�

� �
þRT ln xið Þ ð4:43Þ

It is evident that in mono component systems xi = 1, so the last term in
Eq. (4.43) becomes zero.

Solutions
As mixing takes place to form a solution, different interactions between components
take place. As a result of such interactions, different thermodynamic effects occur,
consequently different types of solutions can be found. The solutions described in
this text are illustrated in Fig. 4.3.

To obtain a solution made of components i and j, a two staged process must be
completed:
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1. Bring together components i and j.
2. Mix i and j together until forming a homogeneous solution.

The Gibbs free energy of mixing two components into a solution can be esti-
mated by using the free energies of each pure component.

Additionally, to obtain one mole of solution, it is necessary to mix xi moles of
i and xj moles of j. Since one mole of solution is formed, the mass balance must be:

xi þ xj ¼ 1 ð4:44Þ

The Gibbs free energy associated to step 1 can be calculated from the molar free
energies of i and j, respectively:

G1 ¼ xiGi þ xjGj ð4:45Þ

Graphically, we can represent Eq. (4.45) by plotting the molar free energy as a
function of xi or xj (Fig. 4.4).

Whereas for stage 2, the free energy of the system will change as i and j atoms
mix until forming a solution; for this reason, the free energy at this stage (G2)
should consider both G1 and the change in free energy due to mixing:

Fig. 4.3 Classification of solutions

Fig. 4.4 Gibbs free energy
content of components i and j
before mixing takes place
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G2 ¼ G1 þDGmix ð4:46Þ

From this expression, we can define the free energy change during mixing as:

DGmix ¼ G2 � G1 ð4:47Þ

Similarly, we can expect the same relations for both the enthalpy and the entropy
of mixing:

DHmix ¼ H2 � H1 ð4:47aÞ

DSmix ¼ S2 � S1 ð4:47bÞ

Consequently:

DGmix ¼ DHmix � TDSmix ð4:48Þ

Solution Models
From the previous discussion it can be argued that the heat associated to the mixing
process as shown in Fig. 4.5 can be estimated by:

DHmix ¼ Hsolution � xiH
�
i þ xjH

�
j

� 	
ð4:49Þ

When the components of a mixture are mixed together, there is a Gibbs free
energy change and entropy change associated to mixing as well. This results in
absorbing or releasing heat from the solution. The amount of heat exchange in
Eq. (4.49) defines the character of the solution at hand.

Fig. 4.5 Gibbs free energy change associated to mixing
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Ideal Solutions

To exemplify the ideal solution behavior, consider a liquid in equilibrium with its
vapor. To determine the strength of molecular bonding in the liquid, we should look
at its vapor pressure. The stronger the bonding, the lower the pressure the vapor
exerts over the liquid. If a solute is added to the liquid, then the vapor pressure
exerted by the solvent will be lowered accordingly; but the solute itself will also
exert its own vapor pressure. Thus, the vapor pressure of the solution will be the
sum of the pressures of the solvent and that of the solute.

Raoult’s Law states that the relative lowering of the solvent’s vapor pressure due
to solute additions is equal to the molar fraction of the solute in the solution. If the
solution is made of components i and j, each of them will exert its own vapor
pressure, thus the total pressure of the solution becomes:

P ¼ Pi þPj ð4:50Þ

Additionally, for the pure components, their respective vapor pressure would be
Pi° and Pi°. Thus according to Raoult’s Law:

xi ¼ Pi

P�
i

xj ¼ Pj

P�
j

ð4:51Þ

This means that the vapor pressure of one of the components in solution is
directly proportional to the molar fraction of that component, thus the propor-
tionality constant is the vapor pressure of the component in its pure state (Pi°).
Figure 4.6 depicts this.

Fig. 4.6 Graphical
representation of Raoult’s
Law. Deviations from this law
are also shown
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Any solution obeying Raoult’s Law is known as an “ideal” solution. These
solutions are found when their components are similar in size (atomic, molecular)
and must attract one another with the same force as their own molecules. Also the
vapor phase should follow the ideal gas Law.

Enthalpy Change Associated to Ideal Mixing
In assuming ideal behavior in the gas phase, we can set Ptotal in Eq. (4.6) equal to
the standard pressure, i.e., P°. Substitution of this into Eqs. (4.41) and (4.5) results
in:

ai ¼ Pi

P�
i

¼ xiP�
i

P�
i

ð4:52Þ

From this, it becomes evident that in ideal solutions, the activity of the ith
component in the mixture equals its own molar fraction in the solution:

ai ¼ xi ð4:52aÞ

For binary solution made of species i and j, we can estimate the Gibbs free
energy of mixing incorporating definition (4.52a) into Eq. (4.45):

DGideal
mix ¼ xiGi þ xjGj ð4:53Þ

Using (4.36) into the last equation we obtain:

DGideal
mix ¼ xi RT ln xið Þð Þþ xj RT ln xj

� �� �
DGideal

mix ¼ RT xi ln xið Þþ xj ln xj
� �� � ð4:54Þ

Similarly, we can compute the entropy associated to ideal mixing. To do so, we
need to use the second equation in (4.14):

DSidealmix ¼ � d DGideal
mix

� �
dT

ð4:14Þ

Thus taking the derivative with respect of the temperature of Eq. (4.54) results
in:

DSidealmix ¼ � d
dT

RT xi ln xið Þþ xj ln xj
� �� �
 � ð4:55Þ

It is obvious that the entropy change due to ideal mixing is:

DSidealmix ¼ �R xi ln xið Þþ xj ln xj
� �� � ð4:55aÞ
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Since we now have computed the Gibbs free energy and the entropy changes
associated to ideal mixing, we can calculate the enthalpy change related to this
mixing process; to do so, the first relationship in Eq. (4.14) will be used:

DGideal
mix ¼ DHideal

mix � TDSidealmix ð4:14Þ

Substituting Eqs. (4.54) and (4.55a) into (4.14) gives:

RT xi ln xið Þþ xj ln xj
� �� � ¼ DHideal

mix � T �R xi ln xið Þþ xj ln xj
� �� �� �

Solving for the ideal mixing enthalpy:

DHideal
mix ¼ RT xi ln xið Þþ xj ln xj

� �� �� RT xi ln xið Þþ xj ln xj
� �� � ð4:56Þ

DHideal
mix ¼ 0 ð4:56aÞ

This result is very important. The fact that no heat evolves or it is absorbed means
that there are no strong interactions between atoms or molecules of those components
that are getting mixed. Moreover, the entropy change due to mixing is the parameter
that determines the chemical potential of the system since the Gibbs free energy
becomes exclusively dependent on that quantity. This is illustrated in Fig. 4.7.

Fig. 4.7 Effect of ideal
entropy of mixing on the
Gibbs free energy of mixing
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Temperature on the other hand becomes a multiple of the entropy of mixing.
This is shown in Fig. 4.8.

It is evident from these two figures that the parabolas describing the Gibbs free
energy are symmetrical and their lowest point occurs when xi = xj = 0.5. This
condition indicates that there is no heat exchange involved in ideal mixing. This
feature also indicates that the activity of each component is equal to their own molar
fraction in the solution. Departures from ideal behavior should show asymmetrical
features in the curves obtained for the thermodynamic quantities shown, therefore
the equations already obtained should change accordingly.

Nonideal Solutions

A nonideal solution shows a deviation from the Raoultian behavior, i.e., the activity
of the ith component in solution differs from its molar fraction. This is illustrated in
Fig. 4.6.

Fig. 4.8 Effect of temperature increase on Gibbs free energy of ideal mixing
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To account for such deviation, a correction factor known as activity coefficient
has to be included, so it would allow for computing the activity of any component
in solution; therefore, the activity of the ith component in a nonideal solution can

ai ¼ cixi ð4:57Þ

ci Is the activity coefficient of component i in solution. This coefficient depends
on pressure, temperature, and chemical composition of the mixture. Form the
definition of this coefficient; it is evident that in ideal solutions, its value is 1.

Dilute Solutions (Henrian Behavior)
In dilute solutions, Henry’s Law states that over a narrow composition interval, the
vapor pressure of a solute in solution is proportional to its mole fraction.

Considering a solution made of components A and B, with the solute being
component A, from applying Henry´s Law, the partial pressure of this component
is:

PA ¼ hAxA ð4:58Þ

In this last equation, hA is a constant under a given temperature. Using
expressions (4.5), (4.6), and (4.57), we obtain from (4.58):

aA ¼ c�AxA ð4:59Þ

In (4.59) c°A is a constant and represents the slope of the activity—composition
(molar fraction) plot at infinite dilution; it also represents the slope of such curve at
zero concentration of A.

Henry’s Law only applies over a concentration interval whose extent changes
from system to system. But its validity only occurs at very low solute
concentrations.

Alternative Standard States
Since the activity of a component in nonideal solutions differs from the molar
fraction, it becomes convenient in some instances to use a different standard state
then the pure substance.

Henry’s Law allows for using two alternative standard states3:

1. Infinitely diluted molar fraction.
2. Infinitely diluted weight percent.

3Upadhyaya, G.S., Problems in metallurgical thermodynamics and kinetics, Pergamon, Oxford,
UK, 1977.
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The former is defined in such a way that Henrian activity approaches the molar
fraction at infinite dilution:

hA ¼ xA as xA ! 0 ð4:60Þ

And hA is the Henrian activity of component A. This means that in the con-
centration range where Henry’s Law is valid, the molar fraction equals the activity.
Beyond such composition interval, the activity can be calculated by the following
relationship:

hA ¼ fAxA ð4:61Þ

fA is the Henrian activity coefficient of component A, relative to the infinitely
diluted molar fraction standard state. The relation between the activity coefficient of
A with respect of the pure substance standard state and the activity of A relative to
the infinitely diluted molar fraction standard state is:

c�A ¼ activity of A relative to pure substance SS
activity of A relative to diluted molar fraction SS

����
xA ¼ constant

ð4:62Þ

The Gibbs free energy change associated to this change in standard state is:

DG� ¼ RT ln c�A
� � ð4:63Þ

For the infinitely diluted weight percent standard state, this is the most widely
used in metallurgy. In this standard state, the Henrian activity approaches the
weight percent at infinite dilution:

hA ¼ wt%A as wt%A ! 0 ð4:64Þ

In this case, it is customary to assume that Henry’s Law is observed up to 1 wt%
of A, then hA is has a value of one at this concentration, and the standard state is
called the 1 wt% solution. Deviations from the activity using this standard state are
estimated in terms of the Henrian activity coefficient relative to the infinitely dilute
wt% standard state.

hA ¼ fA wt%Að Þ ð4:65Þ

Similar to the diluted molar fraction standard state, there is a relationship
between the activity referred to the pure substance standard state and that of the
infinitely diluted wt% standard state:

c�A
xA

wt%A
¼ activity of A relative to pure substance SS

activity of A relative to dilutedwt% fraction SS

����
XA ¼ constant

ð4:66Þ
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Gibbs free energy associated to this change in standard state is:

DG� ¼ RT ln c�A
xA

wt%A

� �
ð4:67Þ

In very small concentrations of solute A in A-B solutions, we have the following
approximation:

xA
wt%A

� MB

100MA
ð4:68Þ

MA and MB are the molecular (atomic) masses of A and B components,
respectively. Substituting (4.68) into (4.67) yields:

DG� ¼ RT ln
�
c�A

�
þ ln

MB

100MA

� �� �
ð4:68aÞ

Regardless of the standard state selected to perform calculations, Eq. (1.38) still
holds; but the numerical values of DG° and K will depend upon the selected
standard state.

Sievert’s Law
A particular application of Henry’s Law in metallurgy relates to the dissociation of
gases (H2, S2, O2, N2) in molten metals. Chemically, the decomposition of the any
of these gases can be represented as:

G2 ¼ 2G ð4:69Þ

where G represents any of the gases mentioned. According to expression (4.69),
Henry’s Law takes the form:

PG ¼ kSx
2
G ð4:70Þ

This relationship fits well with the solubility (SG) of these gases in the majority
of molten metals; this observation is known as Sievert’s Law and since the molar
fraction of the dissolved gas is proportional to its own solubility in the metal,
Sievert’s Law can be written as:

SG ¼ kS
ffiffiffiffiffiffi
PG

p ð4:71Þ

kS represents a constant which is determined for every gas–metal system. If the
dissolving gas is not diatomic, (4.71) still is valid as long as PG is expressed as the
partial gas pressure of the diatomic species.
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Regular Solutions
It has been discussed that when components A and B are mixed together changes in
thermodynamic quantities like V, H, S, G, A, etc. occur. Assuming an ideal behavior
resulted in that the enthalpy change associated to mixing is zero and the entropy and
Gibbs free energy of ideal mixing are functions of the composition and temperature.

But in dealing with real, non-diluted solutions, beg the questions of how these
thermodynamic quantities change?, and how are they related to the activity or
activity coefficients of the components in solution?

We need to refer to Fig. 4.5. It is evident that in order to go from state 1
(premixed) to state 2 (mixed) the change of the thermodynamic quantities directly
relates to this state change. Also we can distinguish between real and ideal
behaviors during mixing, thus we can establish that the departure from the ideality
is accompanied by excesses in the thermodynamic functions as mixing occurs.

Such excess may be defined as the difference between thermodynamic function
for the real solution and that of the ideal solution, thus:

Wxs ¼ Wreal �Wideal ð4:72Þ

With this definition, we can compute the excess Gibbs free energy of mixing for
a binary A-B solution. To do so, we need expressions (4.72), (4.59), and (4.54):

Gxs ¼ DGreal
mixing � DGideal

mixing

Gxs ¼ RT xA ln aAð Þþ xB ln aBð Þ½ � � RT xA ln xAð Þþ xB ln xBð Þ½ �
Gxs ¼ RT xA ln cAxAð Þþ xB ln cBxBð Þ½ � � RT xA ln xAð Þþ xB ln xBð Þ½ �

This results in:

Gxs ¼ RT xA ln cAð Þþ xB ln cBð Þ½ � ð4:73Þ

Similarly, it is possible to compute the excess entropy and enthalpy of mixing:

Sxs ¼ �R xA ln cA þ xB ln cBð Þ � RT xA
@ ln cA
@T

� �
P:xA

þ xB
@ ln cB
@T

� �
P:xB

" #

ð4:74Þ

Hxs ¼ �RT2 xA
@ ln cA
@T

� �
P;xA

þ xB
@ ln cB
@T

� �
P;xB

" #
ð4:75Þ

From (4.75), the partial molar enthalpy for a component in solution is:

Hi ¼ R
@ ln cið Þ
@ 1

T

� �
 !

P

ð4:75aÞ
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These last equations, show that in order to compute both the excess entropy and
enthalpy is necessary to calculate the partial derivatives of the activity coefficients
contained in them. To avoid such calculation, the regular solution model was
created; such model states that the entropy of mixing is equal to that of an ideal
solution and that the enthalpy of mixing is different from zero. Under these con-
ditions, for a binary solution, the associated mixing thermodynamic properties are:

DGmix ¼ RT xA ln aAð Þþ xB ln aBð Þð Þ ð4:76Þ

DSmix ¼ �R xA ln xAð Þþ xB ln xBð Þð Þ ð4:77Þ

DHmix ¼ RT xA ln cAð Þþ xB ln cBð Þð Þ ¼ DGxs
mix ð4:78Þ

From Eqs. (4.76) to (4.78), it is evident that the enthalpy of mixing in a regular
solution is equal to the Gibbs free energy associated to this type of mixing. Also to
identify if a solution behaves regularly, it should be calculated the interaction
parameter (X). Such parameter is constant and independent of the solution com-
position; furthermore it has the same value for all the components within the
system.

X ¼ RT ln cAð Þ
x2B

¼ RT ln cBð Þ
x2A

ð4:79Þ

Excess properties can also be used to determine partial molar quantities; for
example, the excess partial molar Gibbs free energy of component i in solution is:

G
xs
i ¼ RT ln cið Þ ð4:80Þ

Hence for an A–B solution:

Gxs ¼ xAG
xs
A þ xBG

xs
B ð4:81Þ

Similarly:

G
xs
i ¼ H

xs
i � TS

xs
i ð4:82Þ

and so on.
The effect of the interaction parameter X can be seen in the sketches in Fig. 4.9.

Gibbs–Duhem Equation

With the use of Eq. (4.12), it is possible to express any extensive thermodynamic
quantity as:

116 4 Mixing and Solution Thermodynamics



Xn
i¼1

xidWi ¼ 0 ð4:83Þ

Equation (4.83) is known as Gibbs–Duhem equation. This equation is used to
calculate partial molar quantities of a component when those quantities from the
other components in solution are known. Also it is possible to compute activities
and activity coefficients of an unknown component when data form other compo-
nents in solution are known. To do so, Gibbs –Duhem equation in a binary system
takes the form:

dWA ¼ � xB
xA

dWB ð4:84Þ

To solve this equation, it is necessary to integrate. It is customary to set the upper
integration limit as xA = xA. The lower integration limit should be set in a way that
the value of WA is known. However, it is also convenient to set the lower limit as
xA = 1, i.e., when no solution is formed:

ZxA¼xA

xA¼1

dWA ¼ �
ZxA¼xA

xA¼1

xB
xA

dWB ð4:85Þ

Equation (4.85) is solved numerically.

Fig. 4.9 Effect of the interaction parameters on the different thermodynamic properties
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To exemplify the use of this equation, consider computing the activity of
component A in a binary solution if the activity of component B is known:

xAdGA þ xBdGB ¼ 0
xAdRT ln aA þ xBdRT ln aB ¼ 0
xAd ln aA þ xBd ln aB ¼ 0RxA
1
d ln aA ¼ � RxA

1

xB
xA
d ln aB

ð4:86Þ

Similarly, the activity coefficient of a can be computed:

ZxA
1

d ln cA ¼ �
ZxA
1

xB
xA

d ln cB ð4:87Þ

Examples of Calculations

Example 1 Estimation of Partial Molar Quantities
Part (a) The following data for liquid Zn–Sn alloys at 710 K is available

xZn DHmix (J) DSmix (J/K)

0 0 0

0.1 9121 25.94

0.2 7950 18.87

0.3 6736 15.48

0.4 5648 11.8

0.5 4184 8.54

0.6 3180 6.11

0.7 2008 4.1

0.8 1088 2.3

0.9 259 1.05

1 0 0

Calculate:

i. The partial molar Gibbs free energies and the integral free energies at all
compositions

ii. Plot all the calculated data as a function of the composition

118 4 Mixing and Solution Thermodynamics



iii. Calculate the activities and activities coefficients of both Zn and Sn at all
compositions

Solution
To calculate the partial molar Gibbs free energies of the components, first, we need
to calculate the Gibbs free energy of mixing. To so, we use Eq. 1.21.

DGmix ¼ DHmix � TDSmix ð1:21Þ

Results from this operation are shown in the Table 4.1.

With the tabulated Gibbs free energy of mixing, we can compute the partial
molar Gibbs free energy for both the zinc and the tin. To do so, we need to plot
DGmix versus the molar fraction of zinc (or that of tin). This is shown in Fig. 4.10.

To determine the partial molar Gibbs free energy at every composition, a tangent
line is drawn over each composition point and then the partial molar Gibbs free
energy of tin is read directly from the graph on the left axis. Similarly, the partial
molar Gibbs free energy of zinc is read on the left axis. This is illustrated in the plot
below shown in Fig. 4.11. The results after repeating this procedure at every
composition are shown in Table 4.2.

The last column in Table 4.2 is the result of using expression (4.13):

DGmix ¼ xZnGZn þ xSnGSn ð4:13Þ

As seen from this column there is good agreement between the Gibbs free
energy of mixing.

Since each partial molar Gibbs free energy is known, it is possible to calculate
the activity and the activity coefficient of each component by using Eq. (4.22) in the
following form:

Table 4.1 Gibbs free energy
of mixing after Eq. (1.21)

xZn DGmix

(J)

0 0

0.1 −9296.4

0.2 −5447.7

0.3 −4254.8

0.4 −2730

0.5 −1879.4

0.6 −1158.1

0.7 −903

0.8 −545

0.9 −486.5

1 0
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Gi ¼ RT ln aið Þ ð4:22Þ

And because the molar fraction for each component is known, the corresponding
activity coefficients can be computed easily:

Fig. 4.10 Gibbs free energy of mixing in the Zn–Sn system at 710 K

Fig. 4.11 Determination of the partial molar Gibbs free energy of zinc and tin in a binary Zn–Sn
alloy
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ci ¼
ai
xi

Results for these calculations are shown in Table 4.3.
In the case of the activities of zinc, it is noticeable the extremely high values for

this quantity, especially at xZn = 0.2. The reason for such numerical values is that
the partial molar Gibbs free energy for this metal is positive in the interval
0.6 > xZn > 0.2. Although numerically consistent, activity values larger than unity
lack of any physical sense.

Part (b) The enthalpies of mixing of Cd-Sn alloys at 773 K are given in the
table below

xCd DHmix

(J/mole)

0 0

0.1 1247.7

0.3 2729.6
(continued)

Table 4.2 Partial molar
Gibbs free energy in the
Zn–Sn system

xZn GSn (J) GZn (J) Gmix (J)

0 0 0 0

0.1 −5700 −41,650 −9295

0.2 −12,200 21,600 −5440

0.3 −8350 5300 −4255

0.4 −7750 4800 −2730

0.5 −7000 3250 −1875

0.6 −5150 1500 −1160

0.7 −1975 −450 −907.5

0.8 −1175 −390 −547

0.9 −4000 −100 −490

1 0 0 0

Table 4.3 Computed values
of the activity and activity
coefficients for Zn and Sn in
the Zn–Sn system at 710 K

xZn aSn cSn aZn cZn
0.1 0.38 0.42 0.00086 0.01

0.2 0.13 0.16 38.83 194.15

0.3 0.24 0.35 2.45 8.18

0.4 0.27 0.45 2.26 5.64

0.5 0.31 0.61 1.73 3.47

0.6 0.42 1.04 1.29 2.15

0.7 0.72 2.39 0.93 1.32

0.8 0.82 4.10 0.94 1.17

0.9 0.51 5.08 0.98 1.09
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(continued)

xCd DHmix

(J/mole)

0.5 3347.2

0.7 2596.2

0.9 1052.3

1 0

Calculate the values of the partial molar enthalpies of mixing of cadmium and tin
in a mixture containing 60% molar Cd.

Solution
Similar to part (a), we need to plot the data given and at the composition (60% Cd,
40% Sn) draw a tangent line crossing the mixing enthalpy curve. The tangent line
must cross each axis and then read the values for the partial molar enthalpy of each
element.

The partial molar enthalpy of Zn at 773 K in a Zn-60% mole Cd alloy is
5600 J/mole, whereas that of Cd is 1400 J/mole.

Part (c) Ag–Cu alloys exhibit a regular behavior in the solid state. The
enthalpies of mixing at 500 °C (773 K) are given as a function of the copper
content

xCu DHmix

0.1 −1402

0.2 −2740

0.3 −3807

0.4 −4686

0.5 −5146

0.6 −5188

0.7 −4728

0.8 −3598

Find:

i. DHCu and DHAu at xCu = 0.3
ii. DGmix at xCu = 0.3

Solution
For part (i), we need to proceed like in the previous examples (Figs. 4.12 and 4.13):

From the figure, the partial molar enthalpy of gold at 0.3 mol of copper is
−1000 J/mole, whereas for copper that value is −10,500 J/mole.

For part (ii), since the solution exhibits a regular behavior, the Gibbs free energy
of mixing can be calculated using Eq. (4.72), thus:
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Fig. 4.12 Estimation of the partial molar enthalpies of Zn and Cd in a Zn—60% mole Cd alloy at
773 K

Fig. 4.13 Estimation of the partial molar enthalpies of gold and copper in a Au—30% mole Cu
alloy at 773 K
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DGmix ¼ DH
xs
mix � TDS

ideal
mix

DGmix ¼ 3807� 773 �8:314 0:3 ln 0:3ð Þþ 0:7 ln 0:7ð Þð Þ½ �
DGmix ¼ �7733

J
mole

Example 2 Calculation of Activity Coefficient
Part (a). The activities of aluminum at different concentrations in Al–Cu

solutions at 1373 K (1100 °C) are provided below:

xAl aAl
0.90 0.890

0.75 0.690

0.63 0.500

0.53 0.310

0.45 0.200

0.38 0.100

0.30 0.030

0.20 0.005

0.10 0.008

Calculate the activity coefficient of aluminum in a solution containing 49 mol%
aluminum.

Solution
To solve this problem, we need to calculate the activity coefficient of aluminum:

cAl ¼
aAl
xAl

From the data provided, we can calculate the activity coefficient and then plot it
against the molar (atomic) fraction of aluminum. From that resulting plot, we can
directly find the value for such coefficient (Table 4.4).

From the plot below (see insert), the value of the activity coefficient of aluminum
is 0.515 (Fig. 4.14).

Part (b). The following data is available for the Fe–Si system at 1600 °C
(1873 K)

xFe log cSi
0.1 −0.01

0.2 −0.02

0.3 −0.06
(continued)
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(continued)

xFe log cSi
0.4 −0.14

0.5 −0.7

0.6 −1.2

0.7 −1.45

0.8 −1.56

0.9 −1.62

1 −1.65

Determine:

i. The change in the activity of silicon over the Fe–Si system.
ii. The correction required to change from pure silicon standard state to the 1 wt%

Si standard state in iron at the indicated temperature.

Table 4.4 Activity
coefficient of aluminum in
Al–Cu alloys at 1373 K

xAl aAl cAl
0.90 0.890 0.989

0.75 0.690 0.920

0.63 0.500 0.794

0.53 0.310 0.585

0.45 0.200 0.444

0.38 0.100 0.263

0.30 0.030 0.100

0.20 0.005 0.025

0.10 0.008 0.080

Fig. 4.14 Estimation of the
activity coefficient of Al in
Al–Cu alloys at 1100 °C
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In part (i), from the given data, we need to compute both the molar fraction of
silicon as well as its activity coefficient. To determine the molar fraction of silicon
we must subtract from one the molar fraction of iron. To calculate the activity
coefficient of silicon, we must take the antilogarithm (base 10) of such coefficient
from the provided data. Once these quantities are known, we can determine the
value of the activity of silicon at every composition by multiplying the activity
coefficient and the molar fraction of silicon (Table 4.5).

Plotting the activity of silicon versus the iron content in the melt results in
Fig. 4.15.

From this figure, it is clear that at high concentrations of iron, the activity of
silicon is very low, thus we can assume Henrian behavior. Now plotting the activity
of silicon as a function of the silicon content at very low Si concentrations would
allow us to compute Henry’s constant for silicon (c°Si); this is illustrated in
Fig. 4.16.

Table 4.5 Silicon content,
activity, and activity
coefficient in Si–Fe alloys at
1600 °C

xFe log cSi xSi cSi aSi
0.1 −0.01 0.9 0.977 0.87951

0.2 −0.02 0.8 0.955 0.76399

0.3 −0.06 0.7 0.871 0.60967

0.4 −0.14 0.6 0.724 0.43466

0.5 −0.7 0.5 0.200 0.09976

0.6 −1.2 0.4 0.063 0.02524

0.7 −1.45 0.3 0.035 0.01064

0.8 −1.56 0.2 0.028 0.00551

0.9 −1.62 0.1 0.024 0.0024

1 −1.65 0 0.022 0

Fig. 4.15 Activity of silicon as a function of iron content in Si–Fe alloys at 1600 °C
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With Henry’s constant, we can calculate the correction factor by using
Eq. (4.67):

DG� ¼ RT ln c�Si
MFe

100MSi

� �
ð4:67Þ

Substituting values:

DG� ¼ 8:314 1873ð Þ ln 0:025
55:85

100� 28

� �
¼ �118404 J

The correction for changing standard state from pure silicon to 1 wt% Si in iron
at 1600 °C is −118.4 kJ.

Part (c) A stream of nitrogen gas is passed over mercury at 100 °C. The flow
rate is such that the gas becomes saturated with Hg vapor. The total volume of
nitrogen used was 22 L, measured at 20°C and 1 atm of pressure.

Calculate the vapor pressure of Hg (200 g/mole) at 100 °C, if 0.067 g of mer-
cury were found in the nitrogen.

The same experiment was carried out using a sodium–mercury mixture with
xHg = 0.878. The 22 L of nitrogen contained 0.0471 g of mercury. Determine the
activity of mercury and its activity coefficient. Also find the Gibbs free energy of
mixing of mercury.

Solution
We need to calculate the number of moles of nitrogen in the experiment. To do so,
we must assume an ideal gas behavior form the nitrogen:

nN2 ¼
PV

RT
¼ 1:01325� 105 22� 10�3ð Þ

8:314 373ð Þ
nN2 ¼ 0:915 moles N2

Fig. 4.16 Estimation of
Henry’s constant in diluted
Si–Fe alloys at 1600 °C
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We need to determine the molar fraction of mercury in the gas phase. To do so
we need to calculate the number of moles of mercury and from the number of moles
of Hg and N2 compute the molar fraction of mercury:

nHg ¼ 0:067 g Hg� 1 mole
200 g Hg

¼ 3:35� 10�4moles Hg

xHg ¼ nHg
nHg þ nN2

¼ 3:35� 10�4

3:35� 10�4 þ 0:915
¼ 3:66� 10�4

Since the total pressure is 1 atm (1.01325 � 105 Pa):

PHg ¼ xHgPTotal ¼ 3:66� 10�4 1ð Þ
PHg ¼ 3:66� 10�4 atm

For the second part, we need to calculate the mole fraction of mercury in the gas
phase after repeating the experiment:

nHg ¼ 0:0471 g Hg� 1 mole
200 g Hg

¼ 2:36� 10�4moles Hg

xHg ¼ nHg
nHg þ nN2

¼ 2:36� 10�4

2:36� 10�4 þ 0:915
¼ 2:58� 10�4

With this result, the partial pressure of mercury over the mixture is 2.58 � 10−4

atm.
The activity of mercury in the Na–Hg mixture can be calculated using

Eq. (4.52), making P°Hg = 3.66 � 10−4 atm and PHg = 2.58 � 10−4 atm:

aHg ¼ PHg

P�
Hg

¼ 2:58� 10�4

3:66� 10�4
¼ 0:705

To calculate the activity coefficient of mercury in the Hg–Na mixture, we need to
use the molar fraction of mercury in the mix, thus using Eq. (4.57) we have:

aHg ¼ cHgxHg

cHg ¼
aHg
xHg

¼ 0:705
0:878

¼ 0:8

To determine the Gibbs free energy of solution in the mixture, we use Eq. (4.36)

DGHg ¼ RT ln aHg
� �

DGHg ¼ 8:314 374ð Þ ln 0:705ð Þ ¼ �1084 J
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Part (d) In AgCl–KCl solutions at 800 °C, the activity of AgCl is 0.409 when
xAgCl = 0.5; additionally, the molar partial enthalpy of AgCl is−1793 J. This
quantity can be assumed independent of temperature. Calculate the activity of
AgCl at 1000 °C in an equimolar AgCl–KCl mixture.

Solution
To solve this problem, we need to combine Eqs. (4.78) and (4.10), this results in:

DHAgCl ¼ RT ln cAgCl
� �

Since the enthalpy of the silver chloride in independent of temperature, we can
substitute its given value into last equation as well as those of the gas constant and
the temperature, thus:

�1793 ¼ 8:314 1273ð Þ ln cAgCl
� �

cAgCl ¼ exp
�1793

8:314 1273ð Þ
� �

¼ 0:8442

Since the composition of the binary mixture is known, we use the activity coeffi-
cient and the molar fraction of the silver chloride to compute its activity at 1000 °C:

aAgCl ¼ cAgCl xAgCl

aAgCl ¼ 0:8442� 0:5

aAgCl ¼ 0:422

Example 3 Ideal solutions (Raoult’s Law)
Part (a) Calculate:

i. The heat effect after dissolving 1 mol of nickel (solid) in 9 mol of copper
(liquid) at 1200 °C (1473 K), assuming these metals form an ideal solution

ii. The entropy change for this process

Solution
Part (i):

Since the solution is ideal, the enthalpy of mixing associated to the dissolution of
nickel in copper is zero.

Part (ii):
To compute the entropy change, we need to use Eq. (4.55a):

DSidealmix ¼ �R xCu ln xCuð Þþ xNi ln xNið Þ½ �
xCu ¼ 9

1þ 9
¼ 0:9; xNi ¼ 1

1þ 9
¼ 0:1
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DSidealmix ¼ �8:314 0:9 ln 0:9ð Þþ 0:1 ln 0:1ð Þ½ �

DSidealmix s ¼ 2:7 J
mole K

Part (b) A metal (M) can be removed from molten lead by selective oxi-
dation at 900 °C (1173 K). Assuming that M forms an ideal solution with lead,
determine the limiting concentration to which M can be removed from lead.

Use the following data:

2Pb + O2 ¼ 2PbO DG�
1173 ¼ �200832 J

2Mþ 3
2 O2 ¼ M2O3 DG�

1173 ¼ �334720 J

Atomic weight of M ¼ 122 g=mole
Atomic weight of Pb ¼ 207 g=mole

Solution
To eliminate M from the molten lead, we are seeking for the reaction:

3PbO þ 2M ¼ 3Pb + M2O3

The Gibbs free energy for this reaction is obtained by reversing the lead oxi-
dation reaction and to multiply it by 1.5 and then add that result to the Gibbs free
energy for the oxidation of M. As a result of this the Gibbs free energy for the lead
refining reaction is −33472 J.

In addition, we need to determine an expression for the equilibrium constant of
the lead refining reaction in terms of the concentration of M and need to calculate a
numerical value for such constant:

K ¼ aM2O3
a3Pb

a2Ma
3
PbO

and

DG� ¼ �RT ln Kð Þ ¼ �RT ln
aM2O3

a3Pb
a2Ma

3
PbO

� �

In the expression of the equilibrium constant, since an ideal behavior is assumed,
the activities of lead and those of the oxides can be considered as one, additionally,
the activity of the metal M equals to its molar fraction. Thus we obtain:

DG� ¼ �RT ln 1�13

x2M�13

� 	
substituting numerical values :

�33472 ¼ �8:314� 1173� ln 1
x2M

� 	
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Solving for xM:

xM ¼
ffiffiffiffiffiffiffiffiffiffiffi
1

30:94

r
¼ 0:18 mole of M

This means that there are 0.18 mol of M and 0.82 mol of Pb. With such molar
fractions we need to compute the masses of each metal, i.e.:

0:18 mole M� 122 gM
moleM ¼ 21:96 g

0:82 mole Pb� 207 g Pb
mole Pb ¼ 169:74 g

concentration of M :

%M ¼ 21:94
21:94þ 169:74 � 100

%M ¼ 11:5 %

Therefore, M can be removed from the lead up to 11.5 weight %.
Part (c) In lead refining, antimony is removed from liquid lead by selective

oxidation with air at 900 °C (air does not oxidize lead). Assuming Raoult’s
Law, estimate the minimum amount of antimony in (mass%) dissolved in lead
after purification.

Use the following data:
DGSb2O3 @ 1100 K = −417,563 J/mole; DGSb2O3 @ 1200 K = −394,970 J/mole
MSb = 121.75 g/mole; MPb = 207.2 g/mole

Solution
The oxidation of antimony can be represented by the following chemical reaction:

2SbPb þ 3
2
O2 ¼ Sb2O3

Assuming a lineal dependency between Gibbs free energy for the antimony
reaction and temperature, allow us to estimate the free energy at 1173 K (900 °C):

DG�
Sb2O3; 1173 ¼

�417563þ 394970
1100� 1200

1173� 1200ð Þ � 394970

DGo
Sb2O3; 1173 ¼ �401070

The equilibrium constant for antimony oxidation reaction is:

K ¼ aSb2O3

a2Sb � P1:5
O2
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To use this constant, we need to do some considerations:

• Sb2O3 is a pure oxide, thus its activity is 1
• Since antimony is forming an ideal solution, its activity equals its molar fraction
• Air contains 0.21 mol%, thus the partial pressure of oxygen in air is 0.21.

With these assumptions, we can rewrite the equilibrium constant as:

K ¼ 1

x2Sb 0:21ð Þ1:5

To solve for xSb, first we need to calculate the value of K, to do so, we use
Eq. (1)

DG�
1173 ¼ �RT ln Kð Þ

K ¼ exp �401070
�8:314�1173

� �
K ¼ 7:25� 1017

With this value, we can calculate the molar fraction of antimony:

xSb ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

7:25� 1017 0:21ð Þ1:5
s

; xSb ¼ 3:79� 10�9

The mass of the remaining Sb in solution is:

mSb ¼ xSbMSb

mSb ¼ 3:79� 10�9 121:75ð Þ
mSb ¼ 4:61� 10�7gSb

To calculate the mass% of antimony, we need to add the mass of the lead. Since
the mole fraction of antimony is very small, we can consider xPb as 1. Thus there
are 207.2 g of lead and 4.61 � 10−7 g of antimony. Therefore, the mass percentage
of remaining antimony is: 2.22 � 10−7 mass% of Sb.

Part (d)
The standard Gibbs free energy for the reaction:

CO2 þC ¼ 2CO

Is

DG� ¼ 170700� 174:5T Jð Þ
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The equilibrium ratio PCO=PCO2 over molten steel containing 1 wt% C at 1600 °
C (1873 K) under 1 atm is 1003. Determine the activity of carbon in the steel with
respect of pure solid carbon.

Solution
For the given reaction, the equilibrium constant is:

K ¼ P2
CO

aCPCO2

To compute the activity of carbon, we need to calculate the numerical value of
the equilibrium constant and that of the partial pressures of CO and CO2:

The equilibrium constant is given by:

170700� 174:5 T ¼ DG� ¼ �RT lnK
170700� 174:5 1873ð Þ ¼ �8:314 1873ð Þ lnK
lnK ¼ 10:03
K ¼ 2:262� 104

From the PCO=PCO2 ratio given, we can express the partial pressure of CO in
terms of that of CO2:

PCO

PCO2

¼ 1003 ) PCO ¼ 1003PCO2

Substituting this relationship in the expression for K:

K ¼ P2
CO

PCO2

1
aC

¼ 10032P2
CO2

PCO2

1
aC

¼ 10032PCO2
aC

PCO þPCO2 ¼ 1;

1003PCO2 þPCO2 ¼ 1

PCO2 ¼ 1
1004 ¼ 9:96� 10�4

Thus :

K ¼ 10032PCO2
aC

¼ 10032 9:96�10�4ð Þ
aC

Substituting the numerical value of K and solving for the activity of carbon:

aC ¼ 10032 9:96� 10�4ð Þ
2:262� 104

¼ 0:044

The activity of carbon in molten steel at 1600 °C is 0.044.
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Part (e) At 150 °C, component A has a vapor pressure of 1.4 atm and that
of component B is 0.6 atm. A solution of A and B is prepared and allowed to
reach the equilibrium with its vapor. The vapor is equimolar. What is the
molar fraction of A in the solution?

Solution
Assuming an ideal mixing, we have from Eq. (4.6):

Pi ¼ xiP
�
i

Since the vapor over the mixture contains the same amount of moles of A and B,
thenwe have thatPA = PB. Because of this condition,we can use Eq. (4.6) as follows:

xAP
�
A ¼ xBP

�
B

xAP
�
A ¼ 1� xAð ÞP�

B

Solving for xA:

xA ¼ 1
P�
A

P�
B
þ 1

¼ 1
1:4
0:6 þ 1

¼ 0:3

The initial mole fraction of a in the solution is 0.3.
Part (f) The vapor pressure over an aqueous solution contains 21 mg of

water per liter at 25 °C, what is the concentration of the solute? The vapor
pressure of water at 25 °C is 0.031 atm.

Solution
We need to determine the number of moles of water in the vapor over the solution:

0:021 g
18g=mole

¼ 0:0012 mole H2O

Using the ideal gas law, we can calculate the pressure exerted by the water vapor
over the solution:

P ¼ nRT

V
¼

0:0012mole 0:08206 atmL
moleK

� 	�
298K

�
1L

¼ 0:029 atm

Assuming an ideal behavior, the molar fraction of the water can be calculated
from Eq. (4.6):

Pwater ¼ xwaterP
�
water

xwater ¼ Pwater

P�
water

¼ 0:029
0:031

¼ 0:94
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The solute content is then 1 − xwater = 0.06

Example 4 Diluted solutions (Henry’s Law)
Part (a) Data was recorded in measuring the vapor pressure of mercury

over Bi–Hg alloys at 321 °C. At that temperature, the vapor pressure of
mercury is 0.5039 atm.

With the given data:

i. Plot PHg vs xHg
ii. Calculate the activity of mercury for each alloy with respect of pure liquid

mercury as standard state. Also calculate the activity coefficients of mercury.
Plot the results.

iii. Recalculate the activities of mercury, but now use the infinitely diluted molar
fraction standard state.

Data:

xBi PHg (atm)

0.1486 0.4579

0.247 0.4237

0.347 0.3855

0.463 0.3276

0.563 0.2737

0.67 0.2171

0.793 0.1395

0.937 0.0463

Solution
Part (i). We need to compute the molar fraction of mercury (xHg = 1 − xBi) and the
plot the pressure of mercury vs its molar fraction (Fig. 4.17).

Part (ii). To determine the activities of mercury in the different alloys, we must
use Eq. (4.5). In this particular case, P°Hg has been given, and its value is
0.5039 atm. Since the molar fractions and the activities of mercury are known, we
can compute the activity coefficients of mercury (cHg) using Eq. (4.57). Results of
these calculations are shown in the Fig. 4.18.

For part (iii), we need to change the standard state from pure mercury to the
infinitely diluted molar fraction. To do so, we need to calculate the value of the
Henrian activity coefficient for mercury (c°Hg). To do this, we need to determine the
slope in the aHg versus xHg plot at very low mercury content. Such value should be
utilized to determine the Henrian activity of mercury (hHg) according to Eq. (4.62),
since the activity of mercury is already known. This means that in order to compute
the new activities of mercury, we must multiply the activities calculated in part
(ii) by c°Hg. The estimation of c°Hg is shown in Fig. 4.12.

Table 4.6 summarizes the results of this problem; whereas Fig. 4.20 compares
the different activities computed in this problem (Fig. 4.19).
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Fig. 4.17 Partial pressure of
mercury vs its molar fraction
in Hg–Bi mixtures at 321 °C

Fig. 4.18 Activities and
activity coefficients of
mercury in Hg–Bi alloys at
321 °C as a function of
composition

Fig. 4.19 H’s constant for
Hg in diluted Hg–Bi alloys at
321 °C
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Part (b) Zinc vapor pressure over a and b brasses at 800 °C was recorded:

Phase xZn PZn (mm Hg)

a 0.1 2

0.2 7.4

0.3 22

0.35 35

b 0.4 37

0.45 56

0.5 93

The vapor pressure of pure zinc (in mmHg) can be estimated with the equation:

logP�
Zn ¼ �1:255 log Tð Þþ 12:34� 6620

T

Table 4.6 Activity and
Henrian activity of mercury in
Hg–Bi alloys at 321 °C

xBi PHg

(atm)
xHg aHg cHg hHg

0.1486 0.4579 0.8514 0.9086 1.0672 0.673

0.247 0.4237 0.7530 0.8407 1.1165 0.623

0.347 0.3855 0.6530 0.7650 1.1715 0.567

0.463 0.3276 0.5370 0.6501 1.2107 0.482

0.563 0.2737 0.4370 0.5431 1.2427 0.402

0.67 0.2171 0.3300 0.4308 1.3055 0.319

0.793 0.1395 0.2070 0.2768 1.3370 0.205

0.937 0.0463 0.0630 0.0919 1.4588 0.068

Fig. 4.20 Comparison
between activity and Henrian
activity of mercury in Hg–Bi
alloys at 321 °C
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i. Calculate the activity of Zn in a and b brasses, and plot the activity vs the
molar fraction of zinc

ii. Calculate the activity coefficients of zinc and plot them vs molar fractions.
iii. Draw the curve for the ideal solution
iv. How is the behavior of these alloys with respect of an ideal solution?

Solution
First, we need to determine the pressure of pure zinc at the test temperature:

logP�
Zn ¼ �1:255 log 1073ð Þþ 12:34� 6620

1073

logP�
Zn ¼ 2:367

P�
Zn ¼ 232:8mmHg

Since we now have the pressure of zinc at the different compositions and that of
the pure element, we now can compute the activity of zinc in the different com-
positions, according to Eq. (4.5). Also, having already determined the activities of
zinc, we can calculate the corresponding activity coefficients by using Eq. (4.57).
Finally, if an ideal behavior is assumed, then we should plot xZn versus xZn. This is
shown in Fig. 4.21, next:

As seen from the previous image, the line of the activity of zinc lies below that
of the ideal behavior, henceforth, these solutions have a negative deviation with
respect of the ideality.

Table 4.7 summarizes the computed values of the different quantities used in this
example.

Part (c) Newhouse et al.4 measured the electromotive force in Ca–Mg alloys
at 500 °C. The measurements were made over mixtures with different calcium
contents. The following data is provided:

xCa ECa (mV) aMg

0.01 167 0.990

0.05 163 0.990

0.1 161 0.990

0.19 161 0.990

0.31 157 0.940

0.49 7.5 0.046

0.6 3 0.039

0.69 1 0.035

0.8 −4.3 0.032

4Newhouse J.M., Poizeau S., Kim H., Spatocco B.L., Sadoway D.R., Electrochimica Acta. 91,
2013, 293–301.
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Calculate:

i. The activity of calcium at the different composition tested
ii. The partial molar Gibbs free energies of calcium and magnesium
iii. The molar Gibbs free energy of mixing and how it departs from the ideal

behavior.

Solution
To determine the activity of calcium in the mixtures, we need to use Eq. (3.28):

E ¼ �RT

nF
ln aCað Þ ð3:28Þ

Solving for the activity of calcium, yields:

aCa ¼ exp � nFE

RT

� �

Fig. 4.21 Comparison of
ideal and nonideal activity of
zinc over different brasses

Table 4.7 Activities (ideal
and nonideal) over different
brasses at 800 °C

Phase xZn PZn

(mm Hg)
aZn cZn aZn,

ideal

a 0.1 2 0.008591 0.085911 0.1

0.2 7.4 0.031787 0.158936 0.2

0.3 22 0.094502 0.315008 0.3

0.35 35 0.150345 0.429557 0.35

b 0.4 37 0.158936 0.39734 0.4

0.45 56 0.240552 0.53456 0.45

0.5 93 0.399488 0.798976 0.5
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With n = 2 eq/mole, F = 96,500 J/V/eq, R = 8.314 J/mole/K, T = 773 K and
E the voltage readings. Substituting the constant terms in the previous equation:

aCa ¼ exp �30:031Eð Þ

The results for the calculated activities of calcium are shown in Table 4.8, along
with the activity of magnesium (provided). These activities are plotted together and
compared to the activities of these metals if Raoultian behavior were exhibited. See
Fig. 4.22a.

Since the activity of both calcium and magnesium are known, we can compute
the partial molar Gibbs free energy of each element according to Eq. (4.22):

DGi ¼ RT ln aið Þ ð4:22Þ

Results are shown in Fig. 4.22b. Once we have the partial molar Gibbs free
energies, we can compute the partial molar Gibbs free energy of the mixture
according to Eq. (4.45):

DGmix ¼ xCaDGCa þ xMgDGMg ð4:45Þ

Finally, the Gibbs free energy of mixing was calculated following Eq. (4.54):

DGideal
mix ¼ RT xCa ln xCað Þþ xMg ln xMg

� �� � ð4:54Þ

Figure 4.22c compares the Gibbs free energy of ideal mixing with that of the
nonideal solution.

Results for the calculated activities and Gibbs free energies are shown in
Table 4.8.

Table 4.8 Computed activity of calcium, partial molar Gibbs free energy of Ca and Mg, and
Gibbs free energy of mixing

xCa E
(mV)

aCa aMg ΔGCa

(kJ/mole)
ΔGMg

(kJ/mole)
ΔGmix

(kJ/mole)
ΔGmix,

ideal

(kJ/mole)

0.01 167.0 0.0066 0.990 −32.231 −0.06459 −0.38625 −0.35991

0.05 163.0 0.0075 0.990 −31.459 −0.06459 −1.63431 −1.2758

0.10 161.0 0.0079 0.990 −31.073 −0.06459 −3.16543 −2.08922

0.19 161.0 0.0079 0.990 −31.073 −0.06459 −5.95619 −3.12482

0.31 157.0 0.0090 0.940 −30.301 −0.39766 −9.66769 −3.97879

0.49 7.5 0.7983 0.046 −1.4475 −19.7886 −10.8015 −4.45338

0.60 3.0 0.9138 0.039 −0.579 −20.8495 −8.68721 −4.32526

0.69 1.0 0.9704 0.035 −0.193 −21.545 −6.81212 −3.97879

0.80 −4.3 1.1378 0.032 0.8299 −22.1209 −3.76026 −3.21595
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Part (d) Considerable amounts of magnesium are produced by molten salt
electrolysis. The salts used for electrolysis contain NaCl; this results in mag-
nesium bearing sodium with typical concentrations lying between 2 and
200 ppm (parts per million). Because of these extreme low concentrations,
reliable determination of the activity of sodium becomes an issue.

Determine if sodium–magnesium mixtures with high Mg contents obey Henry’s
Law. If so, determine the value of Henry’s constant fore sodium (c°Na), if the
electrolysis takes place at 735 °C.

The following data is available:

MgCl2 ¼ MgþCl2;
DG� ¼ 618604:4þ 56:819T log Tð Þ � 304:5T J=mole

ð1Þ

Fig. 4.22 a Computed activities (ideal and nonideal) of Ca and Mg at 773 K; b Partial molar
Gibbs free energy of Ca and Mg at 773 K; c Gibbs free energy of mixing (ideal and nonideal) in
the Ca–Mg alloy at 773 K
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NaCl ¼ Naþ 0:5 � Cl2;
DG� ¼ 478231:2� 149:8 T J=mole

ð2Þ

Also experimental data from Rosenkilde et al.5 is available:

xNa aNaCl aMgCl2

3.40 � 10−7 0 1

1.80 � 10−7 0.024 0.757

4.80 � 10−7 0.089 0.427

4.00 � 10−6 0.477 0.05

9.30 � 10−6 0.693 0.016

1.37 � 10−5 0.753 0.011

3.1 � 10−7 0 1

1.9 � 10−7 0.024 0.757

3.7 � 10−7 0.089 0.427

1.5 � 10−6 0.289 0.128

3.9 � 10−6 0.477 0.05

6.6 � 10−6 0.693 0.016

9.2 � 10−6 0.753 0.011

Solution
We need to combine reactions (1) and (2) to obtain the equilibrium between
magnesium sodium and their respective chlorides. To do so, we must multiply
reaction (2) by two and subtract Eq. (1) from the modified reaction (2):

2NaCl ¼ 2NaþCl2 DG� ¼ 2 478231:2� 149:8T½ �
Cl2 þMg ¼ MgCl2 DG� ¼ �618604:4� 56:819T log Tð Þþ 304:5T

This results in:

2NaClþMg ¼ 2NaþMgCl2
DG� ¼ 337858� 56:819T log Tð Þþ 4:9T

ð3Þ

At the test temperature of 735 °C (1008 K), the Gibbs free energy of formation
is:

DG� ¼ 170778 J=mole

On the other hand, we can relate this Gibbs free energy of formation to the
equilibrium constant by using Eq. (1.38):

5Rosenkilde C., Arnesen L.H., Wallevik O., J. Phase Equilibria. 21(6), 2000, 521–527.
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DG� ¼ �RT ln Kð Þ

Solving for the equilibrium constant K results in:

K ¼ exp �DG�

RT

� �
¼ exp � 170778

8:314� 1008

� �
¼ 1:41� 10�9

According to reaction (3), the equilibrium constant can be expressed as:

K ¼ a2Na aMgCl2

a2NaCl aMg

Since the concentration of sodium in magnesium is very low, we can assume that
the activity of magnesium is fixed at one. Substituting Rosenkilde’s data, we can
compute the activity of sodium:

aNa ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K � a2NaCl � aMg

aMgCl2

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K � a2NaCl
aMgCl2

s

Plotting the activity of sodium versus the molar fraction of this component yields
the following graph (Fig. 4.23).

As seen in this figure, the activity of sodium may be represented by a straight
line at very low concentrations, therefore, sodium forms solutions (low Na con-
tents) with magnesium that follow Henry’s law. The Henrian activity coefficient of
sodium in magnesium is 0.041.

Example 5 Regular solutions
Part (a) The enthalpies of mixing in various Cd–Zn alloys were measured at

800 K. Such measurements are shown next:

Fig. 4.23 Activity of sodium
in diluted Na–Mg mixtures at
735 °C
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xZn 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

ΔHmix

(J/mole)
774 1372 1761 2008 2092 2025 1799 1397 803

i. Plot the concentration dependence of the integral heat of mixing of these
alloys and by the method of tangents determine the partial molar heats for each
component.

ii. Find aCd for each composition
iii. Do these solutions exhibit a regular behavior?

Solution
Part (i), plotting the data gives the following figure.

Repeating the procedure described in example 1 part a, the following enthalpies
of mixing were found from Fig. 4.24.

The last column of Table 4.9 is in good agreement with the data provided. The
little variations between the computed DHmix and that gives is attributed to the
reading from the plot in Fig. 4.24.

For part (ii)
Since the partial molar enthalpy of mixing of cadmium is known and by

assuming regular behavior in the Cd–Zn alloys, the activity of cadmium can be
calculated from Eq. (4.80) since for a regular solution the enthalpy of mixing equals
to the Gibbs free energy of mixing, thus:

Fig. 4.24 Enthalpy of
mixing in Cd–Zn alloys at
800 K
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DGCd ¼ DHCd ¼ RT ln cCd

cCd ¼ exp
DHCd

RT

� � ð4:80Þ

Once the activity coefficient of cadmium is calculated, its activity can be esti-
mated by multiplying this coefficient by the molar fraction of Cd in the solution.

To verify the assumption of the regular solution behavior, we need to compute
the interaction parameter X as indicated by Eq. (4.79):

X ¼ RT ln cCd
1� xCdð Þ2 ð4:79Þ

Results of these calculations are shown in Table 4.10.

Table 4.9 Molar partial
enthalpies of zinc and
cadmium and mixing
enthalpy in the Zn–Cd system
at 800 K

xZn HZn (J/mole) xCd HCd (J/mole) Hmix

(J/mole)

0 8750 1 0 0

0.1 6000 0.9 200 780

0.2 4800 0.8 510 1368

0.3 3760 0.7 905 1761.5

0.4 3150 0.6 1250 2010

0.5 2200 0.5 2000 2100

0.6 1440 0.4 2900 2024

0.7 900 0.3 3900 1800

0.8 500 0.2 5050 1410

0.9 200 0.1 6300 810

1 0 0 8000 0

Table 4.10 Interaction
parameter (X) in Zn–Cd
alloys at 800 K

xCd cCd aCd X

1 1.00 1.00

0.9 1.03 0.93 20000.00

0.8 1.08 0.86 12750.00

0.7 1.15 0.80 10055.56

0.6 1.21 0.72 7812.50

0.5 1.35 0.68 8000.00

0.4 1.55 0.62 8055.56

0.3 1.80 0.54 7959.18

0.2 2.14 0.43 7890.63

0.1 2.58 0.26 7777.78

0 3.33 0.00
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From the table, it can be seen that the X parameter exhibits some variation
especially at high Cd contents, however, up to xCd = 0.6, the interaction parameter
shows little variability, thus we can affirm that the Cd–Zn solutions have regular
conduct.

Part (b) For an AgCl–KCl liquid solution, the activity of silver chloride is
0.409 at the equimolar composition and 800 °C. It was also found that the
molar partial enthalpy of mixing of this chloride is −1793 J. This quantity is
independent of temperature. Calculate the activity of silver chloride at the
equimolar composition but at 1000 °C.

Solution
Since there is a value for the partial molar enthalpy of mixing for the silver chloride,
we can assume a regular behavior for the AgCl–KCl mixture; then to solve this
problem, we can use Eq. (4.75a) to first calculate the activity coefficient of the
chloride and then its activity:

DHAgCl ¼ RT ln cAgCl
� �

cAgCl ¼ exp
DHAgCl

RT

� � ð4:75aÞ

Substituting values:

cAgCl ¼ exp � 1793
8:314� 1000þ 273ð Þ

� �
¼ 0:8442

With this coefficient, we now can calculate the activity of silver chloride:

aAgCl ¼ cAgClxAgCl ¼ 0:8842� 0:5 ¼ 0:422

At 1000 °C, the activity of silver chloride in an equimolar AgCl–KCl solution is
0.422.

Part (c) A and B form regular solutions with an interaction parameter of
−4184 J. What is the activity of component A at 1000 K in an equimolar
mixture.

Solution
From Eq. 4.79, we can calculate the activity coefficient of A and then its activity:

X ¼ RT ln cAð Þ
x2B

¼ RT ln cAð Þ
1� xAð Þ2

Substituting values and solving for cA:
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ln cAð Þ ¼ 1� xAð Þ2X
RT

¼ � 0:5ð Þ2 4184ð Þ
8:314 1000ð Þ ¼ �0:1258

cA ¼ 0:88

And the activity of A is then:

aA ¼ cAxA ¼ 0:88 0:5ð Þ ¼ 0:44

Part (d) Gold-copper solutions are regular at 500 °C. At such temperature
the enthalpy of mixing is given below.

xCu DHmix (J/mole)

0.1 −1402

0.2 −2740

0.3 −3807

0.4 −4686

0.5 −5146

0.6 −5188

0.7 −4728

0.8 −3598

Find:

i. DHCu and DHAu at xCu = 0.3
ii. DGmix at xCu = 0.3

Solution
We need to plot the data given, and graphically determine the partial molar
enthalpies of mixing for gold and copper (part (i)); this is illustrated in Fig. 4.25.

For part (ii), to calculate Gibbs free energy of mixing, we need to apply
Eq. (4.82):

DGmix ¼ DHmix � TDSmix ð4:82Þ

The enthalpy of mixing at the composition is already given (−3807 J/mole).
Assuming regular behavior, the entropy term should be calculated using Eq. (4.77),
thus, substituting values in (4.82), we have:

DGmix ¼ �3807� 773 �8:314 0:3 ln 0:3þ 0:7 ln 0:7ð Þð Þ
DGmix ¼ �3807� 3926 ¼ �7733

J
mole
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The Gibbs free energy of mixing at xCu = 0.3 is −7733 J/mole.
Part (e) The activities and heats of solution are reported for PbO–SiO2

binary mixtures at 1200 °C.

xSiO2 aPbO aSiO2 DHPbO (kJ/mole) DHSiO2 kJ=moleð Þ
0.1 0.85 0.0068 −0.42 −45.2

0.2 0.66 0.031 −1.7 −41.8

0.3 0.45 0.095 −9.6 −18.8

0.4 0.27 0.25 −18.0 −2.93

0.5 0.14 0.55 −23.0 4.20

0.6 0.079 0.88 −25.1 6.30

i. Construct the heat of formation curve for one mole of mixture
ii. Construct the integral free energy curve
iii. Construct the integral ΔS curve
iv. What are the values of ΔGPbO, ΔHPbO, ΔSPbO, and aPbO for a solution in which

xPbO = 0.53

Solution
To solve part (i), we need to calculate the activity coefficients of lead oxide and
silicon oxide by using Eq. (4.57). Once these coefficients are known, their
respective values are inserted in Eq. (4.78) to determine the enthalpy of mixing at
1473 K (1200 °C) as the silicon oxide contents increases. The resulting plot is
shown in Fig. 4.26.

Additionally, in part (ii), to compute the Gibbs free energy of mixing, we must
insert the activities (given data) of both oxides into Eq. (4.76) at 1473 K; results of
this operation are also plotted in Fig. 4.26.

Fig. 4.25 enthalpy of
mixing in the Au–Cu system
at 500 °C
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Similarly, to determine the entropy of mixing (part iii), we need to substitute the
molar fractions provided in the data (determine xPbO from xSiO2 ), into Eq. (4.77) at
1473 K. Results are shown in Fig. 4.27.

To solve part (iv) we need to read directly the values of the quantities referred in
the problem at the ordinate axis when xSiO2 is 0 (pure PbO), either in Fig. 4.26 or
4.27. Form these plots we have:

Fig. 4.26 Gibbs free energy and enthalpy of mixing at 1200 °C in the PbO–SiO2 system

Fig. 4.27 Entropy of mixing at 1200 °C in the PbO–SiO2 system
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Quantity Value

DHPbO −12,500 J/mole

DGPbO −20,750 J/mole

DSPbO 5.2 J/mole/K

aPbO 0.184

The activity of PbO was calculated using the Gibbs free energy of the oxide by
means of Eq. (4.22). Table 4.11 summarizes the results plotted in the previous two
figures.

Part (f) For a binary regular solution, Gibbs free energy of mixing is
expressed as:

DGmix ¼ XxAxB þRT xA ln xA þ xB ln xBð Þ

The first term in the previous equation is related to the enthalpy of mixing,
whereas the second term relates to the entropy. Determine the effect of the inter-
action parameter (X) on the Gibbs free energy of mixing and that of the entropy of
mixing.

Solution
To solve this problem, first we need to fix the temperature (entropy term) and vary
the interaction parameter. Second, we need to fix the interaction parameter and vary
the temperature. This is shown in the Fig. 4.28.

Example 6 Application of Sievert’s Law
It was found the following solubilities of oxygen in liquid silver (100 g) at

962 °C:

PO2 atmð Þ 0.58 1.00 1.32 1.58

gO2=100 gAg 0.232 0.305 0.35 0.383

Table 4.11 computed values for the Gibbs free energy, the enthalpy and the entropy of mixing in
the PbO–SiO2 system at 1200 °C

xSiO2 aPbO aSiO2 cPbO cSiO2 Gmix

(J/mole)
Hmix

(J/mole)
Smix

(J/mole/K)

0.1 0.85 0.0068 0.944 0.068 −7903.30 −3922.16 2.70

0.2 0.66 0.031 0.825 0.155 −12579.21 −6451.02 4.16

0.3 0.45 0.095 0.643 0.317 −15493.31 −8012.34 5.08

0.4 0.27 0.25 0.450 0.625 −16411.78 −8169.73 5.60

0.5 0.14 0.55 0.280 1.100 −15699.73 −7211.09 5.76

0.6 0.079 0.88 0.198 1.467 −13373.48 −5131.43 5.60
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Show that the data fits Sievert’s Law. Calculate how much oxygen silver absorbs
at the test temperature from ambient air.

Solution
To solve this problem, we need to plot the data given; in this case the oxygen
content must be plotted against the square root of the partial pressure of oxygen.

Form the graph in Fig. 4.29, the slope of the resulting line is 0.305. The oxygen
content in the air is 0.21 atm and its square root is 0.458 atm0.5. Substitution of this
value in the equation found from the data results in that the oxygen tat silver can
pick up from atmospheric air is 0.14 g O2/100 g Ag.

Fig. 4.28 Effect of the interaction parameter, and that of the ideal entropy on the Gibbs free
energy of mixing in regular solutions

Fig. 4.29 Solubility of
oxygen in silver at 962 °C
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Example 7 Application of Gibbs–Duhem equation
Part (a) It has been found that the activity coefficient of zinc in Zn–Cd alloys

at 435 °C can be represented by the equation:

ln cZn ¼ 0:87 1� xZnð Þ2�0:30 1� xZnð Þ3

Find an expression for the activity coefficient of cadmium, and calculate the
activity of this metal in 30 and 50 molar% Cd alloys at 435 °C.

Solution
We need to use Gibbs–Duhem Eq. (4.86) to solve this problem. Such equation
takes the following form:

xCdd ln cCd þ xZnd ln cZn ¼ 0 ð1Þ

Solving for the logarithm of cadmium activity coefficient:

d ln cCd ¼ � xZn
xCd

d ln cZn ð2Þ

To obtain the activity coefficient of cadmium in (2), we need to take the dif-
ferential of lncZn:

ln cZn ¼ 0:87 1� xZnð Þ2�0:30 1� xZnð Þ3

d ln cZn ¼ d 0:87 1� xZnð Þ2�0:30 1� xZnð Þ3
h i

d ln cZn ¼ 0:87d 1� xZnð Þ2�0:30d 1� xZnð Þ3

d ln cZn ¼ 2� 0:87 1� xZnð Þ �dxZnð Þ � 3� 0:30 1� xZnð Þ2 �dxZnð Þ

d ln cZn ¼ �1:74 1� xZnð Þ dxZnð Þþ 0:90 1� xZnð Þ2 dxZnð Þ ð3Þ

Inserting (3) into (2):

d ln cCd ¼ � xZn
xCd

�1:74 1� xZnð ÞdxZn þ 0:9 1� xZnð Þ2dxZn
h i

d ln cCd ¼ � xZn
1� xZn

�1:74 1� xZnð ÞdxZn þ 0:9 1� xZnð Þ2dxZn
h i

d ln cCd ¼ �xZn �1:74dxZn þ 0:9 1� xZnð ÞdxZn½ �
d ln cCd ¼ �xZn �1:74dxZn þ 0:9dxZn � 0:9xZndxZn½ �
d ln cCd ¼ �xZn �0:84dxZn � 0:9xZndxZn½ �

d ln cCd ¼ 0:84xZndxZn þ 0:9x2ZndxZn

 � ð4Þ
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To obtain the expression for the activity coefficient of cadmium we need to
integrate equation (E7.4), to do so, we need to use the following limits to perform
the integration: @ xCd = 1, xZn = 0, cCd = 1, and @ xCd = xCd, xZn = (1 − xCd),
cCd = cCd.

ZcCd
1

d ln cCd ¼
Z1�xCd

0

0:84xZndxZn þ 0:9x2ZndxZn

 �

ln cCdjcCd1 ¼ 0:84
2

x2Zn þ
0:9
3

x3Zn

� �����
1�xCd

0

Thus the logarithm of the activity coefficient of cadmium is:

ln cCd ¼ 0:42 1� xCdð Þ2 þ 0:3 1� xCdð Þ3 ð5Þ

To find the activity of cadmium at 0.3 and 0.5 mol fraction; we need to sub-
stitute these values into (5) to first calculate the respective activity coefficients and
then the activities:

xCd cCd aCd
0.3 1.3617 0.408

0.5 1.1532 0.577

Part (b) Data for Cr–Ti alloys were collected at 1250 °C:

xCr 0.090 0.190 0.270 0.370 0.470 0.670 0.780 0.890

aCr 0.302 0.532 0.660 0.778 0.800 0.863 0.863 0.906

Determine the activity of titanium in a Cr–Ti solution containing 60 mol% Ti.

Solution
To solve this problem, we need to use Gibbs–Duhem equation:

xCrd ln aCr þ xTid ln aTi

RxTi
1
d ln aTi ¼ � xCr

xTi

RxTi
1
d ln aCr

This last should be integrated at xTi = 0.6 (xCr = 0.4). The integration should be
performed graphically after plotting xCr/xTi versus −ln (aCr); such plot is shown in
Fig. 4.30.
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As seen in the insert of Fig. 4.30 the area to integrate is defined between
xCr/xTi = 0.4/0.6 = 0.667, and xCr/xTi = 0. Such area equals -0.2546, thus ln
(aTi) = −0.2546 and the activity of titanium becomes 0.775.

Fig. 4.30 Plot of xCr/xTi versus −ln(aCr) to determine the activity of titanium at xTi = 0.6 (insert)
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5Phase Equilibria II

Introduction

In the last chapter, interactions between components forming mixtures were
discussed. As more constituents were added to the system, the equations describing
the thermodynamic quantities become more complex. However, it was shown in the
examples section that graphical representation of such equations is very useful in
determining those quantities.

In this chapter, we will be discussing how these graphic representations can be
utilized to perform rapid calculations and what is meant of them in a very practical
manner.

Equilibrium Among Phases and Compounds

When several substances (compounds and elements) are mixed together, several
reactions may take place and consequently, the overall chemical composition of the
mixture will change with time, until no more chemical changes occur. At this point
the system is said to be in equilibrium.

This seems to be an ideal situation, however for metallurgical systems;
chemical reactions at high temperatures take place fairly quickly so the chemical
composition of the system under study may approach the equilibrium condition. By
knowing the equilibrium condition, it is possible to evaluate different processes
and determine if further improvements in terms of selectivity and recovery are
possible.

To determine the equilibrium condition, it is clear from our previous
discussions that the key thermodynamic quantity to do so is the Gibbs free energy.
The manner in which we may determine this quantity depends on the situation we
are in

© Springer International Publishing AG 2017
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• Standard Gibbs free energies from constituents in solutions: DG° = Rxil°i(T)
• From absolute entropies and enthalpies of formation: DG° = DH°−TDS°
• From electrode potentials: DG° = −nFE°

Once the Gibbs free energy has been determined, the equilibrium constant
associated to the transformation under study is also determined. Such constant is
calculated from compositions based on activity ratios. Depending on the system, the
activity of the components may take different expressions, for example, consider the
general reaction

aAþ bB ¼ cCþ dD ð5:1Þ

The equilibrium constant for reaction (5.1) is

K ¼ acCa
d
D

aaAa
b
B

ð5:2Þ

For many specific situations in metallurgy, one or several of the following
relations may apply:

The activity coefficient (c) depends both on temperature and composition.
Values for this coefficient are available for several systems. Also, it has been
observed that systems with strong chemical interactions exhibit activity coefficients
with very low values (0.001 and below). Elements and compounds that have little
mixing capacity (form immiscible phases), show very large values for their activity
coefficients (ci > 300). (Table 5.1).

Consequently, since there is a direct relationship between the activity, the
equilibrium constant and the Gibbs free energy, it is expected that for a given
system, the equilibrium constant varies as temperature does. Take for example the
following equilibrium:

H2þCO2 ¼ H2OþCO

K ¼ PCOPH2O

PCO2PH2

ð5:3Þ

Data on the value of both the equilibrium constant and the associated Gibbs free
energy for reaction (5.3) are shown in Table 5.2

Table 5.1 Activity of a component in relation to its occurrence

Occurrence of i Activity of i

i is a gas ai = Pi (atm)

i is a pure solid or liquid compound or element ai = 1

i forms an ideal solution ai = xi
i forms a non-ideal solution ai = cixi
i forms an ideal aqueous solution ai = ci (moles of i/L = molarity of i)

i forms a non-ideal dilute solution ai = fi(%wti)
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From the data in Table 5.2, it is evident that as temperature increases to 1000 °C,
reaction (5.3) proceeds from right to left (DG° < 0). Below such temperature, it
proceeds from left to right (DG° > 0). This is better illustrated in Fig. 5.1:

In view of this example, it seems quite helpful to express thermodynamic data
graphically; this would assist in making fast accurate calculations.

Ellingham Diagrams

In Chap. 1 it was shown that the standard Gibbs free energy for a reaction may be
given by Eq. (1.22):

Table 5.2 Temperature effect on Gibbs free energy and equilibrium constant for reaction (5.3)

T
[°C]

DG°
[kJ/mole]

Log(K)

0.000 29.656 −5.672

250.000 19.523 −1.949

500.000 10.387 −0.702

750.000 2.092 −0.107

1000.000 −5.576 0.229

1250.000 −12.790 0.439

1500.000 −19.672 0.580

1750.000 −26.300 0.679

2000.000 −32.728 0.752

Fig. 5.1 Variation of Gibbs free energy and the equilibrium constant with temperature for
reaction (5.3)
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DG� ¼ DH� � TDS� ð1:22Þ

A second look to Eq. (1.22) suggests a linear relationship between Gibbs free
energy and the temperature, where the slope is defined by the entropy term (DS°)
and the intercept with Gibbs free energy is DH°. Plots of Gibbs free energy versus
temperature are called Ellingham diagrams. A sketch of such diagram is shown in
Fig. 5.2:

Each plot in an Ellingham diagram represents a specific reaction, thus it is
possible to compare different reactions if Gibbs free energy lines corresponding to
similar reactions are plotted together. For example, consider that you want to know
the relative stability of various oxides. To be able to plot those oxidation reactions,
first every reaction must be related to a mole of oxygen consumed, thus the general
relationship can be written

2
x

y
MeþO2 ¼ 2

y
MexOy ð5:4Þ

The equilibrium constant for this reaction is

K ¼
a

2
y

MexOy

a
2x
y

MePO2

ð5:5Þ

The system described by reaction (5.4) is comprised by two components (Me
and O2) and three phases (Me, O2 and MexOy); thus applying the rule of phases to
this systems it results in F = 1, which means that at equilibrium only one variable
can be allowed to vary freely. If we consider that the temperature is fixed and that
the pure metal is oxidized to form a pure oxide, then the activity of these substances
is one; therefore at equilibrium, the standard Gibbs free energy of metal oxidation
only depends on the partial pressure of oxygen:

Fig. 5.2 Schematics of an
Ellingham diagram
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K ¼ 1
PO2

DG� ¼ �RT lnK ¼ RT lnPO2 ¼ 2:303RT logPO2

ð5:6Þ

The quantity RT ln PO2 is called “oxygen potential”.

Important Features of Ellingham Diagrams

For a given reaction line on the diagram, Me and MexOy coexist in equilibrium with
oxygen (at the equilibrium oxygen pressure) at a particular temperature. Below the
equilibrium line, at lower oxygen pressures, Me exists, whereas above the line at
higher oxygen contents (pressure), only MexOy exists. The equilibrium oxygen
pressure can be found by extrapolating a straight line that goes from point O at 0 K
(−273 °C) through the intersection of the Me/MexOy line with the temperature of
interest, until it reaches the PO2 scale on the right side of the diagram (Fig. 5.3).

In metallurgy reduction–oxidation reactions are quite common, since in order to
obtain a pure metal, oxides must be reduced, to accomplish this gaseous reducing
agents such as CO and H2 gases are frequently used. Thus it is possible to determine

Fig. 5.3 Estimation of the equilibrium pressure of oxygen and the CO/CO2 and H2/H2O ratios in
equilibrium with a metal/metal oxide pair (schematic representation)
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the CO/CO2 and H2/H2O ratios in equilibrium with a metal/metal oxide pair, by
reading them directly in the Ellingham diagram. Similar to finding the equilibrium
oxygen pressure, the CO/CO2 ratio is obtained by drawing a straight line from point
C on the left axis, through the point on the Me/MexOy line at the temperature of
interest, and to the CO/CO2 ratio scale on the right side of the diagram (Fig. 5.3).
This scale is calculated from

2COþO2 ¼ 2CO2

DG� ¼ �RT ln
P2
CO2

P2
COPO2

� �

RT ln PO2ð Þ ¼ DG� þRT ln
P2
CO2
P2
CO

� � ð5:7Þ

The H2/H2O is obtained in similar fashion as the CO/CO2 one. The starting point
to read this ratio is point H in the left side of the diagram (Fig. 5.3). The scale of the
H2/H2O ratio is calculated from

2H2þO2 ¼ 2H2O

DG� ¼ �RT ln
P2
H2O

P2
H2
PO2

� �

RT ln PO2ð Þ ¼ DG� þRT ln
P2
H2O

P2
H2

� � ð5:8Þ

In terms of thermal stability, most oxides are thermodynamically very stable.
Only noble metals silver, gold, copper, and the platinum group metals are found in
the native state. However, as temperature is raised, all oxides become less stable
and at sufficient high temperature they all decompose. This is due to an entropy
increase upon the decomposition into a metal and oxygen gas.

The trend of stability is from noble metals, through transition metals (iron to
tungsten), to the light reactive metals (Ti, Al, Mg). In Ellingham diagrams, this can
be seen by the relative position of the reaction lines. The most stable oxides are at
the bottom of the diagram, while the least stable oxides are found at the upper
part. If a metal located at the upper part of the diagram is in contact with metal
oxides located at the bottom of the chart, no reactions will take place; however, if a
reactive metal is in contact with an oxide of a more noble metal, an exchange
reaction will occur and the reactive metal will react with the less stable oxide.

In spite of not displaying the effect of activity changes in the equilibrium con-
stant, they can be evaluated; consider the equilibrium

2FeþO2 ¼ 2FeO ð5:9Þ

The Gibbs free energy change associated to reaction (5.9) is

160 5 Phase Equilibria II



DG� ¼ �RT ln
a2FeO
a2FePO2

� �
ð5:10Þ

If pure iron is oxidized, its activity is one, and thus from Eq. (5.10), the partial
pressure of oxygen in equilibrium with iron and its oxide is

RT ln PO2ð Þ ¼ DG� þ 2RT ln aFeOð Þ ð5:11Þ

If pure iron oxide results from the oxidation process, then the activity of the
oxide is one, and the partial pressure of oxygen is

RT ln PO2ð Þ ¼ DG� ð5:11aÞ

If for some reason not pure iron oxide results from the oxidation reaction, and
say its activity takes a value of 0.1, the partial pressure of oxygen under these
conditions is

RT ln PO2ð Þ ¼ DG� þ 2RT ln 0:1ð Þ ð5:11bÞ

Since the equilibrium constant is fixed at a given temperature, the effect of
decreasing the activity of iron oxide results in a decrease of the partial pressure of
oxygen to keep the K value constant. Such decrease is represented by the term RT
ln(0.1) in Eq. (5.11b). Physically this means that if the activity of an oxide is less
than unity, it becomes more difficult to reduce it to a metal. In an alloy, a metal with
low activity becomes more difficult to oxidize and higher oxygen potentials are
required. This is illustrated in Fig. 5.4.

Of interest is the reduction of oxides with carbon; two possible reactions can
occur between carbon and oxygen, these are

CþO2 ¼ CO2 ð5:12aÞ

2CþO2 ¼ 2CO ð5:12bÞ

Also carbon monoxide can be oxidized with oxygen to form carbon dioxide

2COþO2 ¼ 2CO2 ð5:13Þ

From these reactions, it has been observed

• Temperature has little effect on the thermal stability of CO2

• Increasing the temperature results in increasing the stability of CO
• At 1000 K CO and CO2 are formed in equal proportions
• When CO is cooled to low temperatures it decomposes into O2 and CO2
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Effect of Entropy Changes

As indicated in Eq. (1.22), the Gibbs free energy depends on the entropy and this
quantity represents the slope in a ΔG° versus T line. Therefore, at any phase
transformation, the Gibbs free energy line exhibits slope changes due to the cor-
responding entropy change upon the transformation taking place. To illustrate this,
Fig. 5.5 shows the Gibbs free energy lines for the oxidation of liquid and gaseous
potassium at the boiling point of this metal, the lines coexist below the boiling
temperature the liquid is more stable and has lower values for Gibbs free energy,
whereas at temperatures above the boiling point, the gaseous phase is the stable one.

The entropy change is largely determined by the number of gas molecules that
are consumed or produced. In the solid state, if two solids react to produce another
solid, the net entropy change is practically zero, the same goes for a solid–gas
reaction in which a single gaseous product is obtained. However, when it comes to
gaseous reactions, the net entropy change becomes important; consider reaction
(5.13), there are 3 mol (2 mol of CO and 1 mol of O2) on the left side of the
equation; on the right side there are two moles of CO2. The net molar balance is
−1 mol, consequently the entropy change is negative, thus d DG�ð Þ

dT is positive.

Fig. 5.4 Effect of reducing activities on the equilibrium pressure of oxygen
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It is also important to note that Ellingham can be constructed for sulfides,
chlorides, fluorides, etc.

Based on this, it is possible to compare the relative stability of metal oxides,
sulfides, etc. To do so, the Gibbs free energy is expressed in terms of a mole of S2,
O2, Cl2, F2, etc. This is shown in Fig. 5.6.

As seen in this figure, fluorides are the most stable compounds followed by the
chlorides, oxides, and sulfides. These differences in stability allow separating the
various metals during their extraction and refining.

Fig. 5.5 Gibbs free energy lines for the oxidation of liquid and gaseous potassium. At the boiling
point there is a sharp change in the slope of the line due to the entropy change

Fig. 5.6 Comparison of the Gibbs free energy of formation of several metal compounds at
1000 K
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The relative stability of carbon and hydrogen compounds shows that they can
only be used to reduce metal oxides. In the case of sulfides, carbon and hydrogen
sulfides are less stable than metal sulfides, therefore they cannot be used to reduce
metal sulfides to metallic. In the case of fluorides, hydrogen may be used to reduce
some metal fluorides (CuF).

Chlorides like MgCl2, cannot be reduced by hydrogen or carbon to produce Mg
metal. This also is the case for reducing aluminum oxide to metallic aluminum.
Such compounds are typically reduced by applying electrical (direct) current
(electrowinning). Similar principles apply to aqueous electro refining, where only
fairly noble metals can be deposited on a cathode. More reactive metals cannot be
reduced since hydrogen gas will be formed.

In Chap. 3 it was established the relationship between the Gibbs free energy of
formation and the voltage needed to obtain a metal, therefore we can compare the
voltages needed to decompose the differentmetal compounds. This is shown in Fig. 5.7:

As expected to decompose the fluorides, more voltage is needed, since as
appreciated in Fig. 5.6 these compounds exhibit the highest chemical stability. The
opposite is also true for sulfides.

Predominance Area Diagrams

Given the relative stability of compounds, the question that now arises is how these
different species interact among them? Furthermore, it is necessary to actually know
under which conditions the different equilibria relations will hold so a given
chemical species may or may not exist or coexist with different ones.

Fig. 5.7 Reversible decomposition voltage of pure metal oxides, sulfides, chlorides, and fluorides
at 1000 K
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The chemistry in metallurgical systems is quite complex and therefore it should
be explained by putting together (as much as possible) all the thermodynamic data
that shows the equilibria in Me–X–Y systems. Where Me is any metal, X is a
gaseous species such as O2, S2, SO2, CO, CO2, Cl2, F2, N2, etc., and Y is another
gas different from X, but that it can also react with Me.

It can be shown thermodynamically that, at a given temperature, the various
relationships between the solid and gaseous components at equilibrium are deter-
mined by the partial pressures of X and Y alone. Thus, if X and Y are chosen as
process variables, bivariant equilibria can be represented by reactions such as12

2MeþX2 ¼ 2MeX ðaÞ
Meþ YXn ¼ MeY þXn ðbÞ
2MeY þ 3X2 ¼ 2MeXþ 2YX2 ðcÞ
2MeXþ 2YX2þX2 ¼ 2MeYX4 ðdÞ
MeY þ 2X2 ¼ MeYX4 ðeÞ
2Meþ Y2 ¼ 2MeY ðfÞ

ð5:14Þ

For the reactions shown in expression (5.14), we should consider the activity of the
condensed phases (Me and MeXn Ym compounds) as unity and express their equi-
librium constants in terms of the partial pressures (equilibrium) of X, Y, and Xn Ym
species, thus we obtain the following expressions:

Ka ¼ 1
PX2

ða0Þ
Kb ¼ PXn

PYXn
ðb0Þ

Kc ¼ P2
YX2

P3
X2

ðc0Þ
Kd ¼ 1

P2
YX2

PX2
ðd0Þ

Ke ¼ 1
P2
X2

ðe0Þ
Kf ¼ 1

PY2
ðf0Þ

ð5:15Þ

If we take the logarithm of the expressions shown in relationships (5.15), we
obtain

logKa ¼ � logPX2 ða00Þ
logKb ¼ logPXn � logPYXn ðb00Þ
logKc ¼ 2 logPYX2 � 3 logPX2 ðc00Þ
logKd ¼ � 2 logPYX2 þ logPX2ð Þ ðd00Þ
logKe ¼ �2 logPX2 ðe00Þ
logKf ¼ � logPY2 ðf00Þ

ð5:15aÞ

1Kellog H.H., Basu S.K., Trans AIME, 218, 1960, 70–81.
2Rosenqvist T., Principles of extractive metallurgy 2nd Ed., McGraw-Hill, New York, 1983.
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from the set of expressions shown in (5.15a) is evident the various relationships
between solid and gaseous components at equilibrium are solely determined by the
partial pressures of X and Y alone.

The relevant thermodynamic information associated to the reactions (5.14), can
be presented graphically using gas compositions at fixed temperature. This is
illustrated in Fig. 5.8

In the diagram presented in Fig. 5.8, the axes are defined by the partial pressure
of Y and X gases. Inside the diagram, different areas are formed; they are known as
predominance areas and they are identified by a chemical species made of com-
binations of Me, X, and Y.

Diagrams like this, indicate the state of equilibrium between two different gaseous
reactants and a solid chemical compound for different gaseous contents at a fixed
temperature. For example, consider point 1 in the diagram above. If the partial
pressures ofX andY are those indicated by x and y respectively, then under such partial
pressures, MeX (point 1) will be the stable solid phase in equilibrium with the gases.

Additionally, the lines in the diagram indicate gas compositions at which two solid
phases will be in equilibrium. It also can be seen in Fig. 5.8 that there are points where
three lines coincide; this means that at such points three solid phases will be in
equilibrium with the gas phase. This only happens at a very specific gas composition.

These kinds of diagrams are known as stability, predominance area or Kellogg
diagrams. They are useful in indicating how the gas phase should be controlled at a
given temperature to produce a desired metal product.

Kellogg diagrams can be constructed following the Gibbs rule of phases.
A system at a fixed temperature and made of three components (Me, X, Y) and two
phases (solid and gaseous) results in three degrees of freedom. Of these three
degrees, one is lost since the temperature is constant. The two remaining degrees of
freedom are related to the partial pressures of X and Y components. Thus the axes of
these diagrams are related to the X and Y contents in the system.

Once the axes of the diagrams are determined, it is necessary to decide which
chemical species are going to be included in the diagram. These kinds of diagrams
are custom made and represent the equilibrium between the selected species. If any

Fig. 5.8 Schematics of a
predominance area diagram
for the system Me–X–Y
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major species are not included in the diagram, then an actual situation is not fully
represented.

To define the predominance areas within the diagram it is necessary to use the
equations shown in (5.15a). That set of equations clearly show that they represent
straight lines. Such lines when they intercept each other define phase boundaries
and also equilibrium between species. Take for example the Pb–S2–O2 system at
400 °C, shown in Fig. 5.9.

Form the previous diagram; X corresponds to oxygen whereas Y corresponds to
S2 gas. Once the partial pressures of these two gases define the axis of the diagram,
the different areas can be easily defined by the intersection of the equations shown
in (5.15a). For example, the Pb area is defined by the intersection of the lines
corresponding to expressions (a”) and (f”). Additionally, the phase boundary
between lead oxide and metallic lead is also defined by (f”). Similarly, (a”) defines
the phase boundary between the metal and its sulfide. Lead sulfate field is defined
by three different reactions: The oxidation of the sulfide (relation e”), the sulphi-
dation of the oxide (relation analogous to e”, not shown in 5.15a); and the reaction
between the oxide and the sulfide (relation d”).

These diagrams are particularly useful in depicting sulfide roasting operations.
As a consequence of this, it is often found predominance area diagrams in terms of
SO2 and O2 gases.

Thermodynamic data as presented in Ellingham diagrams indicate that by
increasing the temperature, the value of the equilibrium constant decreases; con-
sequently the equilibrium lines in Kellogg diagrams move towards the right side in
these diagrams. For a given partial pressure of oxygen, the SO2 pressure sets itself;
this results in changing the relative stability of the compounds in the diagram. If a
compound is stable at low temperature, it becomes unstable at high temperature and
vice versa. This is better illustrated in Fig. 5.10.

Fig. 5.9 Predominance area
diagram for the Pb–S2–O2

system at 400 °C
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Phase Diagrams

These diagrams are the graphical representation of the collection of phases that are
present in a system under a given set of conditions of pressure, temperature, and
chemical composition. The phases in the system are under equilibrium conditions
(minimum Gibbs free energy). Similar to Kellogg diagrams, these types of diagrams
must fulfill Gibb’s phase rule.

Phase diagrams are constructed in terms of the number of components present in
a system. For example, a system made of two components is known as a binary
system. Systems with three components are called ternary, and so on.

To construct one of these diagrams, it is necessary to have information about the
system under study, i.e., it is necessary to know if the components exhibit mutual
solubility (in the solid and/or liquid states), if so, it should be considered if that
solubility is limited or unlimited; also is necessary to know under which compo-
sitional range exist miscibility, etc.

If Gibbs free energy is plotted for a solid solution of A in B versus the molar
fraction of B at a given temperature, it will result in a curve like the one shown in
Fig. 5.11

From the Gibbs free energy curve shown in Fig. 5.11, it is evident that if the
solution is formed; at any composition, the solution has lower free energy than
either pure A or B, henceforth it will be the stable state of the system at the given
temperature. At the composition (xB) shown by the PQZ line, the free energy of the
mixture of pure A and pure B correspond to point P (see Fig. 4.4); whereas that of
the solid solution is represented by point Q. The Gibbs free energy of mixing
(ΔGmix) is thus represented by the PQ segment (Eq. 4.47). This happens when there
is total solubility between A and B at all compositions at a fixed temperature.

Fig. 5.10 Change in stability in phases present in the Cu–SO2–O2 system as a function of
temperature
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On the other hand, if there is limited solubility at a given temperature, then it is
expected that two solid solutions (a solution rich in A where B dissolves into A and
b solution rich in B where A dissolves into B) will be formed. The Gibbs free
energy diagram in Fig. 5.11 has to be modified to show the presence of these two
solid solutions. This is illustrated in Fig. 5.12:

At equilibrium, any composition of the alloy lying between points E and F
would consist of a mixture of the two solid solutions a and b, whereas any alloy of
composition to the left of point E would only consist of a, and to the right of point F
will only consist of b solution.

If we now add to this analysis the presence of the liquid phase, where there is
total solubility in the liquid state and limited solubility in the solid phase, it is
necessary to add a third Gibbs free energy curve, that of the liquid solution. As the
temperature decreases from T1 (all system is liquid) to T5, (all system is solid). As
the temperature drops, the liquid fraction constantly decreases until it disappears,
consequently, the stability of the liquid decreases in a way that its Gibbs free energy

Fig. 5.11 Gibbs free energy
in a binary AB system at a
fixed temperature

Fig. 5.12 Gibbs free energy
composition curves for a
binary system with limited
solubility in the solid state at a
fixed temperature
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Fig. 5.13 Gibbs free energy curves for the A-B system as it solidifies from T1 to T5
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curve moves until it is replaced by the curves of the resulting solid solutions. This is
illustrated in the sequence shown in Fig. 5.13 below.

Figure 5.13 shows the Gibbs free energy curves for the solid and liquid phases
of an eutectic (a liquid solution decomposes into two solid solutions at a fixed
temperature and composition) system at different temperatures. The Gibbs free
energy curves are also compared with the corresponding phase diagram.

Diagram (i) in Fig. 5.13 represents the phase diagram in which a liquid solution
(total solubility) decomposes at TE (eutectic temperature) into a and b solid
solutions.

The minimum freezing temperature in the system is that of TE. Below such
temperature, the entire system is in the solid state. Above that temperature, the
liquid fraction increases as temperature does so. From this description, it is clear
that at T = T1, only the liquid phase exists at all compositions; therefore, the liquid
is the most stable phase; consequently, the Gibbs free energy of the liquid has a
lower value than those of the a and b solid phases; thus Gibbs free energy curve of
the liquid lies below those of the solid phases (diagram ii).

When the system’s temperature reaches T2 (just below the melting point of A
and above that of B), the a phase starts to stabilize at compositions to the left of
point C in diagram (iii). Between points C and D, a mixture of the liquid and a
phases are in equilibrium so they coexist in this composition interval. To the right
of point D, only the liquid phase exists, since it has the lower Gibbs free energy. At
this temperature (T2), a phase is not stable at all.

If the temperature keeps dropping, until reaching T3, bphase appears (diagram iv).
TheGibbs free energy curves for a and b phases pass below that of the liquid at the left
of point E and to the right of point J respectively; this means that at such composition
intervals a and b are stable and no liquid is present. Between points E and F, a mixture
of a and liquid exist. Similarly, between H and J points, only liquid and b mixture
exists. Between points F and H, only liquid the liquid solution exists.

As temperature now reaches TE (eutectic temperature), the Gibbs free energy
curves of both a and b phases have the same tangent than that of the liquid free
energy curve. At that particular temperature, (unique to this system) point M rep-
resents the eutectic point where a, b and the liquid coexist simultaneously. The
composition of a in the eutectic mixture is defined by point K (this point also
represents the maximum solubility of B in A in the solid state). Point N represents
the composition of b in the mixture (maximum solubility of A in B in the solid
state). Between points K and M, the alloy consists of primary a and eutectic (a + b)
in equilibrium; between M and N points, primary b and eutectic are in equilibrium.
To the left of K and to the right of N, only a and b respectively will be the stable
phases.

Below TE, at T5, no more liquid is present at any composition; this is because the
Gibbs free energy curve of the liquid no longer intercepts the a curve or the b one.
Also the liquid curve does not have a common tangent with any of the solid phases
between points R and S (points of contact). Between points P and Q, there is a
mixture of a and b. To the left of point P only a exists; whereas to the right of Q,
there is only b.
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Calculation of Phase Diagrams

The previous discussion seems to depict phase diagrams as simply an intersections
f Gibbs free energy curves; however, this is not the case. Lots of thermodynamic
information lies behind what was described.

The key concept in drawing phase diagrams is that of the chemical potential. The
resulting Gibbs free energy curves and their corresponding intersections depend on
how the chemical potential of the different phases in the system meet at specific
points (equilibrium between phases).

Because of this, specific (invariant) reactions are found in multicomponent
systems. These reactions are

In considering the different equilibria taking place in a multicomponent system,
the Gibbs free energy of the phases in the system depends on the temperature, the
pressure and the composition as indicated in Eq. (4.27) (Table 5.3)

dG ¼ VdP� SdT þ
Xn
i¼1

lidni ð4:27Þ

Additionally, for a system under equilibrium at T and P fixed, the chemical
potential of the species contained in the different phases contained in the system is
derived from Fig. 4.2, thus we obtain

dlai ¼ dlbi ð5:16Þ

Inserting (5.15) into (4.27) results in

Va
i dP� Sai dT þ

Xr�1
i¼1

@lai
@xai

� �
dxai ¼ Vb

i dP� Sbi dT þ
Xr�1
i¼1

@lbi
@xbi

 !
dxbi ð5:17Þ

Table 5.3 Invariant reactions found in multicomponent phase diagrams

Reaction Definition Graphical representation

Eutectic A liquid transforms into two solids
(L = a + b)

Eutectoid A solid transforms into two solids
(c = a + b)

Peritectic A liquid and a solid combine to
produce another solid
(a + L = b)

Peritectoid Two solids combine to form a third solid
(a + b = c)

Compound Two components react to form a
compound of specific stoichiometry.
(Ax + By = AxBy)
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Expression (5.17) relates the temperature, the pressure, and the composition in
every phase comprising the system. Also by recognizing that when DG = 0, then
the entropy can be expressed in terms of the enthalpy (DS = DH/T) associated to
mixing. Such enthalpy term represents the heat involved in transferring a mole of
species i from phase a to phase b; if the mixture behaves ideally, this enthalpy term
equals the latent heat of transformation from phase a to phase b. After some
manipulation3 of Eq. (5.17) we obtain general expressions for a and b phases to
determine the equilibrium lines in phase diagrams. Such equations are, for a phase

Xr
i¼1

xai DV
a!b
i

� �
dP�

Xr
i¼1

xai
DHa!b

i

T

 !
dT ¼ �

Xr
i¼1

xai
RT

xbi
dxbi

 !
ð5:18aÞ

Whereas for b phase

Xr
i¼1

xbi DV
b!a
i

� �
dP�

Xr
i¼1

xbi
DHb!a

i

T

 !
dT ¼ �

Xr
i¼1

xbi
RT
xai

dxai

� �
ð5:18bÞ

The set of Eqs. (5.18) cannot be directly integrated and is not very useful beyond
showing how do temperature, pressure and composition vary simultaneously.
However, from these expressions a number of new ones can be deducted depending
on the specific type of phase diagram.

Computing phase diagrams relates to calculate phase boundaries among phases
in equilibrium. For example, consider a binary solution made of A and B com-
ponents: these components form liquid and solid solutions that behave ideally, the
chemical potential of each component associated to the solidification of the liquid
solution becomes:

Dlo;l!s
i ¼ DHo;l!s

i � TDSo;l!s
i ð5:19Þ

Recalling that the enthalpy change in ideal solutions is zero, Eq. (5.19) reduces
to:

Dlo;s!l
i ¼ DSo;s!l

i Ti � Ti;fusion
� � ð5:20Þ

If component B melts at a higher temperature than A, then its chemical potential
is greater than that of A and vice versa.

Then the liquidus4 and solidus5 lines for these kinds of diagrams can be cal-
culated using the following expression:

3Rastogi, R.P., Thermodynamics of phase equilibria and phase diagrams. Journal of chemical
education, 41 (8), 1964, 443–448.
4The temperature above which only liquid exist.
5The temperature that separates the solid phase from a solid + liquid region in a phase diagram.
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ln
aliquidi

asolidi

 !
¼ �Dlo;s!l

i

RT
ð5:21Þ

Since the enthalpy of mixing is zero and also by assuming that Cpliquid � Cpsolid,
then the change in chemical potential can be approximated to the latent heat of fusion
(DH°i,fusion).

Substituting these considerations into (5.21) results in

ln
aliquidi

asolidi

 !
¼ �DH�i;fusion

R

1
T
� 1
Ti;fusion

� �
ð5:22Þ

Both solutions (liquid and solid) are assumed ideal; then the activity of each
component in solution is equal to their respective mole fraction. Thus for compo-
nent A, we have

xliquidA

xsolidA

¼ exp �DH�A;fusion
R

1
T
� 1
TA;fusion

� �� 	
ð5:23aÞ

Analogously, for component B, we obtain

xliquidB

xsolidB

¼ exp �DH�B;fusion
R

1
T
� 1
TB;fusion

� �� 	
ð5:23bÞ

To determine the solidus line, the mass balance indicates that xA
solid + xB

solid = 1.
Combining equations set (5.23) with the previous conditions results in

xsolidA exp �DH�A;fusion
R

1
T
� 1
TA;fusion

� �� 	
þ xsolidB exp �DH�B;fusion

R

1
T
� 1
TB;fusion

� �� 	
¼ 1

ð5:24aÞ

For the liquidus line, a similar expression is obtained

xliquidA exp �DH�A;fusion
R

1
T
� 1
TA;fusion

� �� 	
þ xliquidB exp �DH�B;fusion

R

1
T
� 1
TB;fusion

� �� 	
¼ 1

ð5:24bÞ

Equations (5.24) need to be solved for T, to obtain each of the lines. Systems
exhibiting this behavior are: Cu–Ni, Si–Ge, NiO–MgO, among others. The Si–Ge
phase diagram is shown in Fig. 5.14:

In simple eutectic systems, where the solubility in the solid state is negligible, it
is possible to consider the activity of the solid phase as 1, and the liquidus line can
be calculated using a variation of Eq. (5.22)
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ln aliquidi ¼ �DH�i;fusion
R

1
T
� 1
Ti ; fusion

" #
¼ ln xliquidi þ ln cliquidi ð5:25Þ

In the event that a regular solution forms in the liquid state, the liquidus line for
component A is given by the expression

ln 1� xliquidB

� �
þ X

RT
xliquidB

� �2
¼ �DH�A;fusion

R
1
T
� 1
TA;fusion

� �
ð5:26aÞ

The corresponding liquidus line for component B is

ln xliquidB

� �
þ X

RT
1� xliquidB

� �2
¼ �DH�B;fusion

R

1
T
� 1
TB;fusion

� �
ð5:26bÞ

These lines (Eqs. 5.25, 5.26a, 5.26b) meet at the eutectic temperature and
composition (TE, xE).

Figure 5.15 shows the phase diagram of the Cu–Ag system which is represen-
tative of this type of systems:

From the previous discussion, it becomes evident that the form of phase dia-
grams with any number of components is ruled by Gibbs phase rule.

Therefore, as already shown, phase diagrams can be calculated from equations
involving Gibbs free energy of a particular between the considered phases. If
many equilibria take place in a system, then a set of Gibbs free energy equations
must develop; and to determining the corresponding phase diagram, the set of

Fig. 5.14 Si–Ge phase diagram. The diagram exhibits total solubility in the liquid and in the solid
phases
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thermodynamic equations must be solved after careful assessment of all thermo-
dynamic quantities involved in describing the system under study. (Figure 5.16).

The assessment of thermodynamic values can be done after minimizing simul-
taneously the Gibbs free energy expressions.6,7 This method is particularly useful in
describing systems with three or even more components. (Figure 5.17).

The expressions needed to perform the minimization of Gibbs free energy are
constructed by writing down the excess properties of phases in solution in terms of
composition and temperature. For example, consider a simple binary system; its
excess enthalpy and entropy can be represented as polynomials with the form:

HE ¼ xAxB h0þ h1 xB � xAð Þþ h2 xB � xAð Þ2þ h3 xB � xAð Þ3þ . . .
� �

ð5:27aÞ

Similarly, for entropy we have

SE ¼ xAxB s0þ h1 xB � xAð Þþ s2 xB � xAð Þ2þ s3 xB � xAð Þ3þ . . .
� �

ð5:27bÞ

where hi and si are empirical coefficients that are considered (for better approxi-
mation) independent of temperature.

Fig. 5.15 Cu–Ag eutectic system

6Pelton, A.D., Thermodynamics and phase diagrams of materials, in Phase Transformations in
Materials (ed G. Kostorz), Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim, FRG, 1–73.
doi: 10.1002/352760264X.ch1.
7Sangster, J., Pelton, A.D., J. Physical and Chemical Reference Data, 16 (3), 1987, 509–561.
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If the series shown in Eqs. (5.27a, 5.27b) are truncated after the first term, then

GE ¼ HE � TSE ¼ xAxB h0 � Ts0ð Þ ð5:28Þ

Since the excess enthalpy of mixing equals the excess Gibbs free energy, then
this polynomial technique can be considered an extension of regular solution the-
ory. This approach is very satisfactory for systems exhibiting small deviations from
ideal behavior. In more complex systems, more sophisticated models are needed.

Fig. 5.16 Plotting of the set
of logarithmic equations in
Table 5.4

Fig. 5.17 Phase
predominance diagram for
the Mg–Cl2–O2 system
at 300 °C
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For example, oxide mixtures or highly ionic systems are better described by
sub-lattice models such as that proposed by Temkin,8 in which he considered that
cations and anions are evenly distributed on their respective sites regardless of their
charges; in such case, the Gibbs free energy of mixture is represented nearly
identical to that of an ideal solution.

Examples of Calculations

Example 1. Phase predomination diagram Part (a) Using the data below, construct
a phase predominance diagram for the Mg–Cl–O system at 300 °C

Reactions @ T = 573 K DG
[J]

1 Mg + 0.5 O2(g) = MgO −539667

2 Mg + Cl2(g) = MgCl2 −550524

3 Cl2(g) + MgO = MgCl2 + 0.5O2(g) −10858

4 Cl2(g) + MgO2 = MgCl2 + O2(g) −15156

5 MgO2 = MgO + 0.5 O2(g) −4298

6 Mg(ClO4)2 = 3O2(g) + Cl2(g) + MgO2 −459339

7 Mg(ClO4)2 = MgCl2 + 4O2(g) −474495

Solution

To obtain the phase predominance diagram for the set of given equations, we need
to express the respective equilibrium constant in terms of the partial pressures of
oxygen and chlorine gas. The other species should be considered as condensed and
pure, thus their activity values 1.

After this first step, we need to express the equilibrium constants in terms of a
logarithm function; these steps are shown in the table below: (Table 5.4).

The next step in solving this problem is to plot the logarithmic expressions
shown in the table. It can be seen that every one of these expressions represents
straight lines

Once the different lines are plotted, we should mark the actual phase boundaries.
To do so, we have to join the interceptions where three equilibrium lines meet.
After this is done, we need to label the respective phase fields:

Part (b)
The Zn–S–O system at 500 °C can be represented by means of the attached

predominance area diagrams

8Temkin, M., Acta Physicochimica, 20, 1945, 411.
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These diagrams show the same equilibria, but with different coordinate axis.
Use these diagrams to estimate the equilibrium constant for the following

reaction:
½ S2 + O2 = SO2.

What is the value of DG° for this reaction at 773 K?

Solution

In the PSO2–PO2 diagram you have the equilibrium

Znþ SO2þO2 ¼ ZnSO4

K1 ¼ 1
PSO2�PO2

ð1Þ

For reaction (1), log PSO2 = 0, log PO2 = −16
In the PS2–PO2 diagram you have the equilibrium

Znþ 0:5S2þ 2O2 ¼ ZnSO4

K2 ¼ 1ffiffiffiffiffiffi
PS2

p �P2
O2

ð2Þ

Table 5.4 Equilibrium
constants and its logarithmic
form for chemical reactions in
the Me–Cl2–O2 system

Reaction Equilibrium
constant

Logarithmic function

1 K1 ¼ 1ffiffiffiffiffiffiffi
PO2

p log PO2 ¼ �2 logK1

2 K2 ¼ 1
PCl2

log PCl2 ¼ � logK2

3
K3 ¼

ffiffiffiffiffiffiffi
PO2

p
PCl2

log PCl2 ¼ 1
2 logPO2 � logK3

4 K4 ¼ PO2

PCl2

log PCl2 ¼ log PO2 � logK4

5 K5 ¼
ffiffiffiffiffiffiffi
PO2

p
log PO2 ¼ 2 logK5

6 K6 ¼ P3O2
PCl2 log PCl2 ¼ logK6 � 3 logPO2

7 K7 ¼ P4O2
log PO2 ¼ 1

4 logK7
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For reaction (2), log PS2 = −7, logPO2 = −16.
Subtracting reaction (1) from (2)

Znþ 0:5S2þ 2O2 ¼ ZnSO4 logK2 ¼ �0:5 logPS2 � 2 logPO2

ZnSO4 ¼ Hgþ SO2þO2 logK1 ¼ logPSO2 þ logPO2

0:5S2þO2 ¼ SO2 logK3 ¼ logPSO2 � logPO2 � 0:5 logPS2 ð3Þ

From reaction (3)

logK3 ¼ logPSO2 � logPO2 þ 0:5 logPS2ð Þ
logK3 ¼ 0� ð�16� 0:5� 7Þ
logK3 ¼ 19:5

K3 ¼ 1019:5

DG� ¼ �RT lnK3

DG� ¼ �8:314� 773� ln 1019:5

DG� ¼ �289 kJ=mole

Example 2. Calculation of liquidus and solidus lines in phase diagrams Part
(a) When mixtures of silicon and germanium are heated, melting occurs over a
range of temperatures:

N XSi Tstart melting [°C] XSi Tfinish melting [°C]

1 1 1414 1 1414

2 0.95 1408 0.97 1391

3 0.885 1395 0.9325 1366

4 0.85 1388 0.8925 1340

5 0.81 1377 0.875 1329

6 0.785 1369 0.7993 1281

7 0.765 1364 0.7625 1259

8 0.6975 1346 0.6875 1215

9 0.665 1335 0.595 1168

10 0.6275 1320 0.5375 1135

11 0.59 1307 0.43 1083

12 0.5525 1294 0.345 1045

13 0.495 1270 0.29 1027

14 0.4475 1250 0.2375 1005

15 0.385 1221 0.1575 977

16 0.35 1206 0.1075 962
(continued)
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(continued)

N XSi Tstart melting [°C] XSi Tfinish melting [°C]

17 0.32 1188 0.0575 950

18 0.2625 1157 0.015 940

19 0.2325 1142 0 938

20 0.18 1109

21 0.165 1098

22 0.1275 1074

23 0.105 1056

24 0.08 1038

25 0.06 1016

26 0.045 1001

27 0.03 983

28 0.0225 972

29 0.0125 955

30 0 938

(i) With the data provided, construct the corresponding phase diagram
(ii) Calculate the solidus and liquidus lines for this system (DHfusion,Si = 50.2

kJ/mole, DHfusion,Ge
= 36.9 kJ/mole)

(iii) Compare the calculated diagram with the experimental data, comment on
your findings.

Solution

We need to plot the data provided to find the experimentally determined phase dia-
gram. The data reveals that the Ge–Si system exhibits complete solubility in both the

Fig. 5.18 Comparison between experimental data and calculated one on the solidification of
Si–Ge alloys
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liquid and solid states, therefore ideal solution in each of these phases can be assumed.
Further, to calculate the corresponding solidus and liquidus lines, we need to use
Eqs. 5.24a and 5.24b, respectively. The resulting diagram is shown in Fig. 5.18.

In the figure it can be noticed the experimental data (full symbols solidus line,
empty symbols liquidus line), along with the calculated equilibrium lines. It is clear
that the computed solidus line is in better agreement with the provided data than the
estimated liquidus line. In both cases there is good agreement between experimental
data and the calculated ones. The more pronounced deviation exhibited by the
liquid phase can be attributed to the expected higher entropy associated to the liquid
state. Such entropy term is not present in the corresponding liquidus line equation.

Part (b). The following data was found on the heating of different Ag–Cu
mixtures upon melting:

N XCu T
[°C]

N XCu T
[°C]

N XCu T
[°C]

1 0 962 28 0.425 793 55 0.775 940

2 0.0175 953 29 0.4375 800 56 0.7875 947

3 0.03 947 30 0.4475 803 57 0.795 950

4 0.0575 930 31 0.46 807 58 0.805 957

5 0.07 923 32 0.4675 810 59 0.815 963

6 0.1 907 33 0.475 813 60 0.8225 967

7 0.115 900 34 0.4975 820 61 0.835 977

8 0.1425 887 35 0.51 823 62 0.85 987

9 0.16 877 36 0.5175 827 63 0.865 993

10 0.1875 863 37 0.53 830 64 0.8825 1003

11 0.205 857 38 0.5425 833 65 0.8925 1010

12 0.2275 847 39 0.5525 837 66 0.9025 1017

13 0.235 843 40 0.585 850 67 0.915 1027

14 0.2575 837 41 0.595 853 68 0.9225 1033

15 0.275 830 42 0.6025 857 69 0.9375 1043

16 0.285 827 43 0.6175 860 70 0.9525 1057

17 0.295 823 44 0.63 867 71 0.9675 1063

18 0.3075 817 45 0.6475 873 72 0.97 1067

19 0.3175 813 46 0.66 880 73 0.9775 1072

20 0.33 810 47 0.6775 890 74 0.9825 1077

21 0.35 803 48 0.6925 897 75 0.9875 1080

22 0.36 800 49 0.705 903 76 0.9925 1083

23 0.3725 793 50 0.715 910 77 1 1084

24 0.3825 790 51 0.725 917

25 0.3925 787 52 0.74 923

26 0.4 780 53 0.75 927

27 0.41 790 54 0.7625 933
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Independently, Hultgren et al. published the following activity data for liquid
Ag–Cu alloys at 1400 K (1127 °C).

XAg AAg cAg XCu ACu cCu
1 1.000 1.000 0 0.000 0.000

0.9 0.918 1.020 0.1 0.221 2.210

0.8 0.852 1.065 0.2 0.348 1.740

0.7 0.770 1.100 0.3 0.468 1.560

0.6 0.678 1.130 0.4 0.600 1.500

0.5 0.615 1.230 0.5 0.675 1.350

0.4 0.552 1.380 0.6 0.738 1.230

0.3 0.485 1.617 0.7 0.791 1.130

0.2 0.394 1.970 0.8 0.846 1.058

0.1 0.250 2.500 0.9 0.912 1.013

0 0.000 0.000 1 1.000 1.000

(i) With the data provided, plot the liquidus lines corresponding to the silver and
copper components in the system

(ii) Calculate the solidus and liquidus lines for this system (DHfusion,Ag = 11.3
kJ/mole, DHfusion,Cu

= 13.1 kJ/mole) assuming no terminal solution in the solid
state and also by assuming a regular solution in the liquid (X= 15 kJ/mole)

(iii) Compare the calculated liquidus lines with the data provided, comment on
your findings.

Solution

For part (i), simply we need to plot the data provided (temperature versus xCu). To
determine the liquidus line assuming no solid state solutions in part (ii), we need to
use Eq. (5.25). Use the silver and copper activities provided by Hultgren et al. to
carry out the computation of the liquidus line. As indicated by (5.25) the liquidus
temperature is an implicit function, thus to find its value we need to use a numerical
approach to promptly solve the problem. In this case the bisection method with a
convergence criterion of 0.001 was used.

Comparison between the data provided and that estimated with Eq. (5.25) is
shown in Fig. 5.19. Finally, for part (iii), Eqs. (5.26a, 5.26b) were used to deter-
mine the corresponding liquidus lines. Similar to Eq. (5.25), the set of Eqs. (5.26)
are implicit functions of T, thus they were solved numerically as in part (ii). The
resulting lines are also plotted in Fig. 5.19.

As seen in the figure, it is clear that assuming regular solution in the liquid state
offers a better fitting in relation to experimental data than the assumption of
non-solid solutions. Regarding to the computation in part (ii), the data provided was
taken at 1127 °C, which is far higher than the actual liquidus temperature for the
different compositions therefore is expected that the activities of either copper or
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silver would be different when equilibrium with a minimum portion of solid within
the system. Also from the data provided, it was found that the X parameter was of
13.5 kJ/mole. When using this value in expressions (5.26) there is considerable
departure from the experimental data. The best fitting was found when the inter-
action parameter (X) has a value of 15 kJ/mole. (Figure 5.20) and (Fig. 5.21).

Example 3 Part (a) With the attached Ellingham diagram
Answer

(i) The temperature at which Ni, NiO, and oxygen at 10−12 atm are in
equilibrium

(ii) The temperature at which Si, SiO2, CO, and CO2 (1 atm) are in equilibrium
together

(iii) The CO2 pressure in equilibrium with that of CO in (ii)
(iv) The mean values of DH° and DS° for the reactions

Fig. 5.19 Calculation of
liquidus lines in the Ag–Cu
system, using different models

Fig. 5.20 Ellingham
diagram for the CO, XO, YO,
and ZO species
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a. 2Mn + O2 = 2MnO
b. 4/3Al + O2 = 2/3Al2O3

(v) Determine the DG° for the reaction: 3/2Si + Al2O3 = 2Al + 3/2SiO2 at
1000 °C

(vi) Will the reaction in (v) proceed to the right or to the left?
(vii) At what temperature, if any, will the reactants and products in part (v) be in

equilibrium
(viii) By reference to the Ellingham diagram, comment on the feasibility of

a. Reducing MnO with CO
b. Reducing Al2O3 with CO
c. Reducing Al2O3 with Ca

Solution Part (i)

We need to draw a line from point O in the scale at the left side of the diagram to
PO2 = 10−12. At the point in which this line intercepts the Ni–NiO equilibrium, we
need to draw a second line perpendicular to the temperature axis from that

Fig. 5.21 Ellingham diagram for some oxides
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interception to the temperature axis and then directly read form the diagram the
temperature. In this case the equilibrium temperature is approximately 1075 °C
(1348 K).

Part (ii)
For this part, the temperature can be found at the intersection between lines 6 and

12. At that intersection, we need to draw a straight line from that point to the
temperature axis and read directly. In this case, the temperature is roughly 1680 °C.

Part (iii)
From part (ii) the equilibrium we are looking for is Si + 2CO2 = SiO2 + 2CO

(line 12–6 in the diagram). The equilibrium constant is K = (PCO/PCO2)
2. The

equilibrium CO/CO2 ratio in equilibrium with the reaction we are looking for can
be read from the diagram; in this case that ratio is 10−2 (draw a line from point C in
the left side scale that passes through the Si–CO2–SiO2–CO intersection and extend
it to the CO/CO2 ratio scale and read directly). Since the total pressure is 1 atm,
PCO + PCO2 = 1. Thus solving the following system:

PCO
PCO2

� �2
¼ 10�2

PCOþPCO2 ¼ 1

This results in PCO2 = 0.91 atm.
Part (iv)
Extending the Mn/MnO and Al/Al2O3 (lines 10 and 14 respectively) to the left

side scale of the diagram directly yields the mean enthalpy change (DH°). On the
other hand direct calculation of the slope of these lines gives the mean entropy term
(DS°). This results in DH°Mn/MnO = −775 kJ/mole; DH°Al/Al2O3 = −1140 kJ/mole;
DS°Mn/MnO = 0.16 kJ/mole; DS°Al/Al2O3 = 0.22 kJ/mole.

Parts (v, vi & vii)
The equilibrium we are looking for is: 3/2Si + Al2O3 = 2Al + 3/2SiO2. To get

this reaction we need to combine reactions (12) and (14). The Gibbs free energy
changes for these reactions at 1000 °C are −680 kJ/mole and −850 kJ/mole,
respectively. To obtain the desired equilibrium we must multiply both reactions by
3/2 and subtract reaction (14) from reaction (12). Consequently the Gibbs free
energies values have to be multiplied by the 3/2 factor. This results in
3/2 � −680 + 3/2 � 850 = 255 kJ/mole.

The positive Gibbs free energy change indicates that the reaction would take
place to the left, this means that silicon cannot reduce aluminum oxide; however,
aluminum can reduce silicon oxide.

By examining lines 12 and 14 in the diagram, they are almost parallel over the
entire temperature interval, and also line 14 lies beneath line 12; this means that at
any temperature, aluminum is able to reduce silicon oxide; but the silicon never can
reduce aluminum oxide. This means that the products and reactants in the proposed
reaction never reach the equilibrium condition.

186 5 Phase Equilibria II



Part (viii)
Manganese oxide can be reduced with CO at least at 1400 °C. Below that

temperature that is not possible, since DG° for Mn/MnO is below that of CO/CO2.
Aluminum oxide can only be reduced by CO gas above 2000 °C. Finally, alu-
minum oxide can be reduced by calcium at any temperature indicated in the dia-
gram since the Gibbs free energy line of formation of CaO is always below that of
the aluminum oxide.

Part (b) The following Gibbs free energies of formation are given in kJ/mole of
oxygen.

T
[°C]

CO Xo YO ZO

0 −251 0 −628 −1046

500 −342 50.2 −523 −941

1000 −439 105 −418 −837

2000 −628 −209 −628

What information can be obtained from this data set regarding to the extraction
of metals X, Y, and Z?

Solution

By plotting the data provided (DG° versus T) for each of the components shown in
the table, it results in the following diagram:

From this graph, it is clear that over the entire temperature interval, XO cannot
exist since its energy of formation is always positive, furthermore it can be reduced
by any of the other oxides. YO can only be reduced by CO above 900 °C, below
this temperature that is not possible since the Gibbs free energy line of YO lies
below that of CO under 900 °C. The same can be concluded for ZO, but for this
species, the equilibrium temperature is reached at 2000 °C.
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6Exergy

Introduction

Up to this point, several thermodynamic functions have been developed to predict
the equilibrium position of chemical systems, especially those related to metallur-
gical processes. The examples developed throughout the manuscript represent
classical chemical thermodynamics calculations aimed at predicting the behavior of
metallurgical systems.

However, in spite of its usefulness, thermodynamics has some limitations. One
of these; relates to the inability to determine how well the energy is used in the
different metallurgical operations.

Traditionally, chemical and metallurgical systems are evaluated and/or designed
based upon mass and energy balances. This approach has been taught for many
years both in academia and in industry.

However, the constant exploitation of natural resources to produce metals (al-
loys, ceramics, etc.) at the expense of expanding the consumption of natural
resources such as fossil fuels and increasingly depleted ore bodies has led to the
reexamination of such traditional approach.

In addition to the high energy and natural resources consumption, metallurgical
processes produce considerable streams of waste materials with different degrees of
toxicity. Therefore, besides looking at maximizing metal production, it has become
imperative for engineers to reduce as possible the ecological footprint associated to
their processing units.

Recent trends in shifting towards industrial sustainability have led to optimizing
the efficiency of extraction and refining processes. However, the estimation of
process efficiency is not as simple as considering the ratio of process outputs to
process inputs.

© Springer International Publishing AG 2017
G. Plascencia and D. Jaramillo, Basic Thermochemistry in Materials Processing,
DOI 10.1007/978-3-319-53815-0_6

189



To address this efficiency issue it is necessary to view a little further than the
results offered by mass and energy balances. It was commented that such balances
present some limitations.1,2

1. Enthalpy (energy) balances are based on the First Law of Thermodynamics,
which only considers the energy as a constant, thus no energy degradation is
accounted for.

2. Heat balances do not provide information about the quality of the sensible heat
associated to a reactant stream.

3. Energy balances come in hand with mass balances; both of these balances are
solved independently and the former depends on the later. Because of this, they
do not reveal any significant information in terms of process optimization.

4. Energy balances are expressed in terms of energy units (J); whereas the mass
balances are expressed in terms of the amount of matter (kg, mole); therefore
two different dimensions are obtained after conducting these types of calcula-
tions resulting impossible to estimate a single process efficiency.

To overcome these limitations, it has been proposed to conduct exergy analysis
of metallurgical processes.

The Concept of Exergy

Exergy is a concept that is derived from the First and the Second Laws of Ther-
modynamics. Exergy overcomes the limitations of the First Law of Thermody-
namics which states that energy is conserved. On the other hand, it also uses the
concept of thermal efficiency derived from the Second Law of Thermodynamics to
indicate at what point during any process energy degrades so the process can be
improved. The relationship between energy, exergy, and entropy is illustrated in
Fig. 6.1.

A simple yet concise definition of exergy has been provided by Rickert3

Exergy is the shaft work or electrical energy necessary to produce a material in its specified
state from materials common in the environment in a reversible way, heat being exchanged
only with the environment at temperature To.

According to this definition, to calculate the exergy associated to a process it is
necessary to define the environment. The environment is set as temperature (To) as
298 K or 25 °C and pressure (Po) of 1.01325 � 105 Pa (1 atm). The exergy (B) of a

1Morris, D.R., Steward, F.R., Exergy analysis of a chemical metallurgical process. Met Trans, 15B
(4), 1984, 645–654.
2Klaasen, B., Jones, P.T., Durinck, D., Dewulf, J., Wollants, P., Blanpain, B., Exergy-based
efficiency analysis of pyrometallurgical processes. Met. Mater. Trans, 41B (6), 2010, 1205–1219.
3Rickert, L., The efficiency of energy-utilization in chemical processes, Chemical Engineering
Science, 29 (7), 1974, 1213–1620.
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material stream can be calculated by means of considering four distinctive exergy
contributions: kinetic exergy, potential exergy, chemical exergy, and physical
exergy. Thus the total exergy can be calculated by

B ¼ Bk þBp þBch þBph ð6:1Þ

The kinetic exergy is referred to the rotation velocity of planet Earth; the
potential exergy relates to the elevation with respect of Earth’s surface at the
process location. The chemical exergy is the maximum work obtainable from the
substance at To and Po. The physical exergy is the maximum work obtainable from
the state defined by T and P to the environmental state defined by To and Po.

For metallurgical processes, the kinetic and potential exergies can be neglected,
thus reducing expression (6.1) to

B ¼ Bch þBph ð6:2Þ

As mentioned before, to successfully use Eq. (6.2), it is necessary to define the
reference state.

Reference State

The reference state can be defined in many different ways; however, it is advan-
tageous to do so in terms of the surrounding atmospheric conditions. For physical
exergy, the most common environmental (reference state) conditions are 25 °C
(298 K) of temperature and 1 atm (101.3 kPa) of pressure. Recalling Chap. 1, the
standard state has been defined in the same manner as the reference state.

Fig. 6.1 Relationship
between energy, entropy and
exergy
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Conveniently all thermodynamic data for chemical substances like enthalpies
and Gibbs free energy of formation are reported at this temperature and pressure.

In terms of chemical exergy, the reference state is more complicated. It has been
suggested that the reference state of a chemical substance is that in which the
substance occurs naturally in the planet. Because of this, the reference state of each
element can be chosen from a compound present either in the atmosphere, the
oceans or the Earth’s crust.

Once the reference state has been properly defined, it is now possible to calculate
both the physical and chemical exergies.

Physical Exergy and Chemical Exergy

The physical exergy of a process or a material stream can be computed by

Bph ¼ H�
T � H�

298

� �� T0 S�T � S�298
� � ð6:3Þ

On the other hand, the chemical exergy can be calculated as

Bch ¼ DG�
f þ

X
i¼1

niB
�
ch; i ð6:4Þ

From these last equations, H�
T is the standard enthalpy of reaction at temperature

T ;H�
298 is the standard enthalpy of reaction at 298 K; S�T is the standard entropy of

reaction at temperature T ; S�298 is the standard entropy of reaction at 298 K; T0 is the
ambient temperature (298 K). DG�

f is the standard Gibbs free energy of formation of
reaction at 298 K; ni is the ith chemical element taking part in a reaction; and B�

ch;i is
the chemical exergy of each element taking part in a reaction.

To determine the enthalpy and entropy terms in Eqs. (6.3) and (6.4), we need to
use the heat capacities of the different species participating in the reactions under
study. It was indicated in Chap. 1, that heat capacities are represented as a function
of temperature, with the general form

Cp ¼ AþB� 10�3T þ C � 10�5

T2
þD� 10�6T2 ð6:5Þ

Data for B�
ch of chemical elements and many inorganic compounds have been

gathered and reported by Szargut et al.4 Some of these values are shown in
Table 6.1.

Furthermore, in many metallurgical operations, oxygen enriched air is used to
enhance the metal refining processes while decreasing the volume of off gases
produced.

4Szargut, J., Morris, D.R., Steward, F.R., Exergy analysis of thermal, chemical, and metallurgical
processes. Hemisphere, New York, 1988.
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Increasing the relative oxygen content in the blasts used in these processes adds
an additional exergy cost, which can be computed with the equation

Bo
O2;enrichment

¼ RT0 ln
PO2

Po
O2

 !
ð6:6Þ

In Eq. (6.6), P�
O2

is the partial pressure of oxygen in ambient air (0.21 atm),
whereas PO2 is the partial pressure of oxygen in the enriched blast. If no extra
oxygen is added to the air; then PO2 is 0.21 atm, therefore P

�
O2 enrichment is zero.
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