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FOREWORD 

The book to which I was asked by the editors to write a 
foreword is an interesting collection of contributions. It presents the 
extended versions of the authors' works already introduced at the 
International Multi-Conference on Advanced Computer Information 
and Security Systems ACS-CISIM 2005. These contributions had 
already been reviewed once before the conference for presentation at 
the conference while some of them passed another selection to be 
prepared in their current versions for this book. 

I am convinced the book will be of help to the researchers in 
the field of Computer Methods in Biometrics, Security Systems and 
Artificial Intelligence. They would find the contributions of other 
researchers of real benefit to them. 

I would encourage those who have the book in hands to read 
it. 

Professor Andrzej Salwicki 

Faculty of Mathematics, 
Informatics and Mechanics 
Warsaw University, Poland 
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INTRODUCTION 

This book presents the most recent achievements in the field of a 
very fast developing Computer Science. It is a very fascinating 
science, which still encompasses a number of uncovered areas of 
study with urgent problems to be solved. Therefore, thousands of 
scientists are dealing with it elaborating on more and more practical 
and efficient methods. It is likely that their work will soon result in 
construction of a very effective, artificial computer-brain. 

All scientific works presented in this book have been partitioned in 
three topical groups: 

1. Image Analysis and Biometrics, 

2. Computer Security Systems, 

3. Artificial Intelligence and Applications. 

All papers in the book are noteworthy, but especially we would like 
to draw the reader's attention to some particular papers beginning 
from part 1. 

Image analysis and biometrics is the branch of Computer Science, 
which deals with a very difficult task of artificial, visual perception 
of objects and surroundings and problems connected with it. To the 
most remarkable papers in this part certainly 
belongs the invited paper of Anna Bartkowiak et al. where the 
authors present an interesting mathematical model showing their 
experience in visualization multivariate data. In his invited paper, 
Ryszard Choras introduces a survey on Content-Based Image 
Retrieval showing his and others' last achievements in this field. 
Three innovative papers on Face Recognition are also given in the 
same part. The remaining papers outline their authors' contribution 
to Speech Analysis, Signature Recognition using Dynamic Time 
Warping algorithm and hybrid fiised approaches for Speech and 
Speaker Identification. 

Computer Security and Safety is at present a very important and 
intensively investigated branch of Computer Science because of the 
menacing activity of hackers, of computer viruses etc. To the most 
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interesting papers in this chapter belongs the invited paper of Janusz 
Stokiosa et al. It contains an excellent overview of experiments in 
designing S-boxes based o nonlinear Boolean functions. The authors 
present also their new algorithm for random generation of perfect 
nonlinear function. Krzysztof Chmiel's paper concerns also S-boxes, 
but in contrast to the previous paper, the author discusses the 
problem of the differential and the linear approximations of two 
classes of S-box functions. Two other papers relate to PKI services, 
which can be used for sending sensitive information and for the 
public key certificate status validation. 

The third part of the book Artificial Intelligence contains 15 
absorbing papers, five of which are keynotes and invited papers. The 
keynotes and invited papers presented at or sent to the ACS-CISIM 
2005 conference introduce the latest achievements of their authors 
W. Dahko, G. Facchinetti et al., A. Imada, K. Madani, G. 
Mirkowska with 
A. Salwicki (their keynote paper is not included in this book on their 
request), 
R. Tadeusiewicz et al. and S. Wierzchon et al. The new approaches 
or notes they show in Computer Artificial Intelligence and its 
applications are really worth making use of The remaining papers in 
this part demonstrate the latest scientific results in the works of their 
authors in different aspects and areas of Computer Science and its 
wide applications. 

The works contained in the presented book will surely enable you. 
Dear Reader, to keep pace with significant developments in 
Computer Science. 

We wish you a great satisfaction from reading it. 

Professor Leon Bobrowski, Dean Professor Andrzej Piegat, Dean 
Faculty of Computer Science Faculty of Computer Science 
Bialystok Technical University Szczecin University of Technology, 
Poland Poland 
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Image Filtration and Feature Extraction 
for Face Recognition 
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Abstract, In the article we propose Gabor Wavelets and the modified Discrete 
Symmetry Transform for face recognition. First face detection in the input im­
age is performed. Then the face image is filtered with the bank of Gabor filters. 
Next in order to localize the face fiducial points we search for the highest sym­
metry points within the face image. Then in those points we calculate image 
features corresponding to Gabor filter responses. Our feature vectors consist of 
so called Gabor Jets applied to the selected fiducial points (points of the highest 
symmetry) as well as the statistical features calculated in those points neighbor­
hood. Then feature vectors can be efficiently used in the classification step in 
different applications of face recognition. 

1 Introduction 

Effective and fast face feature extraction and reliable face feature representation is a 
key problem in many applications. The most important areas involved in implement­
ing good solutions for that problem are: human-computer interaction, face biometrics, 
interpretation of face expression, face coding and face tracking. Even though there are 
many known methods of face detection in images, face feature extraction and repre­
sentation, still the performance of real-time recognition systems, e.g. for biometrics 
human identification, is not satisfactory. 
In general face feature extraction and representation can be appearance based, 2D 
geometry based or 3D model based. Since it is difficult to achieve reliable invariance 
to changing viewing conditions (rotation in depth, pose changes) while basing on 2D 
geometry [1][15] and 3D models techniques [4][10], currently most of the algorithms 
are appearance based and use PCA or its derivatives ICA and LDA [2][13] [19]. 
Another popular approach, which is based on Gabor Wavelets, is also appearance 
based, but local features are computed in the specified points as Gabor filtration coef­
ficients (responses). Such approach relies on filtering the face image by the bank of 
Gabor filters. Then faces can be efficiently represented by the filter coefficients (so 
called Gabor Jets) calculated in the extracted fiducial (characteristic) points 
[12] [14] [20]. It is mainly because Gabor Wavelets are invariant to some degree to 
affine deformations and homogeneous illumination changes. 
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Moreover, Gabor Wavelets are good feature extractors and its responses give enough 
data for image recognition. The recognition performance of different types of features 
had been compared in literature and it is shown that Gabor Wavelet coefficients are 
much more powerful than geometric features [22]. 
In the article we propose to use Gabor Wavelets for face feature extraction and face 
feature representation. In section 2 face detection by the ellipse fitting is presented. 
Face image filtration by the set of Gabor filters is covered in details in the section 3. 
In section 4 we describe fiducial points extraction and we cover Discrete Symmetry 
Transform. We also describe the algorithm for determining only the most significant 
symmetry points within the face. 
Face feature calculation in those selected symmetry points is performed next. In each 
point we compute the responses of Gabor filters for different filter parameters. More­
over, in order to improve the effectiveness of face recognition, we also calculate 
statistical features. Such algorithm of feature extraction together with the face feature 
representation is presented in the section 5. Then feature vectors are used in the clas­
sification step. Experiments, application to face recognition, discussion and conclu­
sion is given in the next sections. 

2 Face Detection 

Face detection and extraction of the fiducial (characteristic) points of face are the 
crucial operations before calculating face features. Face detection is usually per­
formed basing on the Hough Transform but other methods such as deformable tem­
plates and color skin models are also used [9][17]. 
We perform the face detection by the ellipse fitting on the input images. We also use 
color information and skin models to efficiently localize faces [5][9]. 
The ellipse fitting algorithm is not restricted to fit the face perpendicularly, therefore 
if the face is rotated under the angle a, the ellipse is also under the angle a towards 
the vertical axis (as shown in Figure 6). In our method the face detection stage is 
mainly used for fiducial points selection (Section 4.3). 

3 Face Image Filtration 

The Gabor Wavelets are used for image analysis because of their biological relevance 
and computational properties. The Gabor filter kernels model similar shapes as the 
receptive field of simple cells in the primary visual cortex [16]. 
Those are multi-scale and multi-orientation kernels and each kernel is a product of a 
Gaussian envelope and a complex plane wave. 
We use Gabor Wavelets to extract the facial features as the set of filter responses with 
determined scale and orientation values. 
The responses image of the Gabor filter can be written as a convolution of the input 
image / ( x ) , with the Gabor kernel ^^, , (x) such as: 
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RuA^)=^i^o)*WuA^-^o)' (1) 

where vector coordinates X of the image I\x) are equal to x = {x,y) and * de­
notes the convolution operator. 
Gabor filters ^ „ ^ (kernels) can be formulated as: 

^P x'^ 
exp vV^)- exp 

^ C T ^ ^ 
(2) 

The parameters / / and V define the orientation and scale of the Gabor kernels 

and (T = 2;r . 
The wave vector k ^ is defined as follows: 

M.y 

v+2 K 
k^=2 ^ TV , (t>u=-M 

, 8 
(3) 

where k^ is the spacing factor between kernels in the frequency domain. 
In most cases Gabor wavelets are used at five different scales and eight orientations 
[20]. Sometimes other configurations e.g. six orientations are also deployed [22]. 
Hereby, we use eight orientations / / e {0,1,...,7} and three scales VG \0,1,2} as 
presented in Figure 1 and 2. 
In general, Ij/ {x) is complex, however, in our approach, only the magnitudes are 

used since they vary slowly with the position while the phases are very sensitive. 
Graphical representation of Gabor wavelet kernels are shown in Fig. 1. 

• i ^ - • ^ % • 

• j ^ # ill! '/// 

Fig. 1. The kernels of Gabor wavelets at three scales (top-down) and eight orientations (left to 
right). 
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Fig. 2. Convolution outputs of example image (8 orientations and 3 resolutions). 

4 Fiducial Points Extraction 

In contrast to many methods which use manually selected fiducial points [22], we 
search for those points automatically. We use Discrete Symmetry Transform for 
choosing the points with the highest symmetry within the face. In contrast to a pro­
posed method of DST [6][7], we apply DST onto combined image of Gabor direc­
tional filtration images. 

Extraction of the High Symmetry Points 

The face fiducial points extraction is based on the Discrete Symmetry Transform as 
presented in [6] [7]. Hereby we modify the known method of symmetry points detec­
tion by applying Gabor filtered images in the first step of the Discrete Symmetry 
Transformation. 
Our application to detect points of symmetry is developed in two steps. The first step 
is the Gabor Wavelet filtration for proper values of orientations and resolution. Sec­
ondly for each point of the gradient image we compute the symmetry value. 

The algorithm to compute modified Discrete Symmetry Transform is following: 
1. First we filter the image with the Gabor filters for 2 different orientations 

(O, TC12). Then we add those images and in result of such filtering we obtain 

the combined image 0\X,y) such as: 

o{x,y)^\-Y,R^,My)- (4) 
A." 

The image 0(x, y) is presented in the Figure 4 (left). 

2. Computation of the DST. 
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The Discrete Symmetry Transform is computed as the multiplication of the fil­
ter response image 0{x,y) with the image M{x,y) such as: 

DST{l{x, y)) = 0{x, y)x M{X, y), 

where: 

/ « - i 
M{x,y)= \-f^{M,{x,y)y - \ Y.(^,(x,y)) 

(5) 

(6) 

and: 

M,{x,y)^ X [p-d] sin 
kTC 

— + a 
\n J 

-{q-e) cos 
kTC 

— + a 
y n J 

xl{x,y) 

(7) 

for the following parameters: 
- {p,q) are the coefficients of each calculated symmetry point, 

- {d, e) are the coefficients of the point belonging to the circle FI ̂  with the dis­

tance r from the point (/>, q) , 

- n ^ is the circle centred in (j9, q) , 

- r limits the size of the neighborhood of each point {p, q) , 

- n is the number of axial moments with the slope kTt I n with k = 0,1..., n, 

- and where OC is the angle between the ellipse and the vertical axis of the image. 

The final result of the modified DST computation is presented in Figure 5 (left). 

Fig. 3. Results of directional Gabor filtration of for two orientations [0,7112). 
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Fig. 4. Images 0{x,y) (lori);iiKl .\/(.V. v) (lisiht). 

Fig. 5. Resulting image DST{l{x,y)) and image ThreshDST{l{x, y)). 

Extracted Symmetry Points Thresholding 

The computed DST[l{x,y)) gives the symmetry points on the 0{x,y) image, but 
not all the symmetry points become our fiducial points. In order to find the most 
significant of those points we perform the threshold operation according to the fol­
lowing rule [6]: 

ThreshDST{l{x,y)) = 
1 // DST{l{x,y))> mean+ 3* var 

(8) 

0 otherwise 

where mean and var are the mean value and the standard deviation of 
DST{l{x,yy), respectively. 

The resulting image ThreshDST{l{x,y)) is presented in Figure 5 (right). 
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Symmetry Points Selection 

Moreover, in order to select only points within the faces, we take into account only 
those points which are localized within the area of the ellipse fitted into original input 
image as described in Section 2. The procedure of selecting fiducial points from the 
symmetry points is presented in the Figure 6. 
Finally, we choose N points with the highest symmetry value within the detected 
ellipse and those points become our fiducial points. Usually we select 30 - 40 points 
of the highest value. Then in those points we calculate face features based on Gabor 
Wavelets responses (Gabor Jets) as presented in the next section. 

Fig. 6. The consecutive steps of the fiducial points selection algorithm. 

5 Face Feature Extraction and Representation 

We calculate the face features only in the N extracted fiducial points. We usually 
choose 30-40 fiducial points. Moreover, we use Gabor filters responses for different 
orientations and scale as feature vector parameters (8 orientations x 3 scales). 
Therefore for each fiducial point we have a vector of 24 parameters. Such response 
vectors corresponding to face fiducial points are often called Gabor Jets [20]. 
The number of parameters in the final feature vector is given by: 

F^j=^xvxN. (9) 
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In order to enhance the effectiveness of standard Gabor Jets approach, we calculate 
the second feature vector in the extracted points neighborhood Q (kxk). Still we base 
on the Gabor-based filtration responses. Therefore the second feature vector consists 
of the following parameters: 

1. mean value for R" [x) and R"{x): 

K,v (̂ ) = E fc,. (̂ )}' K,v (^)=E k , . (̂ )} (10) 

2. variance for 7?^ ^ \x) and R^ ^ (x): 

KM=E{K,M-KM' <M=E[KM)-<Mh^) 

3. module and phase i? (x): 

'KM nr^.v[x] = ^j(Rl,{x)f + (R;,{x)f , pr^^[x] = arctan 
KKMJ 

(12) 

4. moments of order p and q: 

mrl:;:\x)^E¥'-'^-nr,M^°^ (^)'''" = (^'^y') (13) 
xeCl 

where: R" ^ [x) and R" ^ \x) are the even and odd responses of Gabor Wavelets, 

respectively, and tli is the averaging operator. 
The second feature vector is given by: 

(14) 

Such face feature vectors are used in the face recognition step. The recognition is 
based on simple comparison of the input image feature vector with all the vectors in 
the database. In the classification step we base on vector distances in feature space 
and we use City Block Classifier. 

6 Experiments and Results 

Reliable face feature extraction and representation depends on properly selected pa­
rameters in consecutive steps of our method. Firstly, the parameters of Gabor filters 
have to be properly tuned so that the effects of filtration can be further used in the 
calculation of the DST. Moreover, Gabor Wavelets also influence the face feature 
vector as it consists of the Gabor Wavelet responses. 
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We experimented with the number of scales and our conclusion is that 3 scales 
V G {0,1,2} are sufficient for reliable face representation. We can also add two more 
resolutions V e {3,4} but the filter responses are small and not distinctive within 
various images. Secondly, we experimented with the selection of parameters in the 
algorithm of the symmetry points calculation. Results for different selection of the 
radius value are presented in the Figure 7. 
Another important factor in the symmetry points extraction algorithm is the number 
of symmetry axis. We use 2 axis: vertical and horizontal since in the case of faces 
such symmetries are most significant. 
In our experiments we considered frontal view face images. For such dataset we ob­
tained correct recognition ratio of 86% while comparing only Gabor Jets feature vec­
tor F^^j, and 90% while comparing combined both vectors F^j and F^ . 

Fig. 7. Points of the highest symmetry calculation for the radius value of 2 (left), 4 (middle) 
and 8 (right). 

7 Conclusions 

In the article we presented an efficient method of face recognition based on image 
filtering, novel method of automated fiducial points extraction and face feature repre­
sentation. In our work we base on directional Gabor Wavelets and the modified Dis­
crete Symmetry Transform for the extraction of the face fiducial points. 
Then in those extracted points we apply parameterized bank of Gabor filters in order 
to calculate features needed for face representation and recognition. However, in 
contrast to many known methods, thanks to modified DST we extract the fiducial 
points automatically. The proposed method gives satisfactory results in comparison to 
other known implementations of EBGM and Gabor Jets approach to face recognition. 
We obtain satisfactory correct recognition ratios while using combined both feature 
vectors Ffjj and F^ on frontal view face image databases for example FaDab [3]. 

Further work includes global features calculation and texture parameters calculation 
in fiducial points ROI neighborhoods. 
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Abstract. We present our experience in visualization multivariate data when 
the data vectors have class assignment. The goal is then to visualize the data in 
such a way that data vectors belonging to different classes (subgroups) appear 
differentiated as much as possible. We consider for this purpose the traditional 
CDA (Canonical Discriminant Functions), the GDA (Generalized Discriminant 
Analysis, Baudat and Anouar, 2000) and the Supervised SOM (Kohonen, 
Makivasara, Saramaki 1984). The methods are applied to a set of 3-dimensional 
erosion data containing N=3420 data vectors subdivided into 5 classes of ero­
sion risk. By performing the mapping of these data to a plane, we hope to gain 
some experience how the mentioned methods work in practice and what kind of 
visualization is obtained. The final conclusion is that the traditional CDA is the 
best both in speed (time) of the calculations and in the ability of generalization. 

1 Introduction 

We consider the problem of multivariate data visualization when each data vector has 
a class (group) assignment. Generally, methods of data visualization perform linear or 
nonlinear mapping to a manifold of lower dimension. Say, this lower dimension is q. 
The most common visualization uses g' = 2. Generally, it is expected that the projec­
tion gives us an idea on the shape of the data cloud. Here, we want more: Using the 
information about crisp group assignment ('crisp' is used here in the opposite mean­
ing of 'soft'), we seek for such a projection (mapping), which shows distinctly differ­
entiation between various groups of the data. 
When intending a graphical visualization of the data, we should ask in first step about 
the intrinsic dimensionality of the data. It could happen that all the observed variables 
are generated by some unobserved variables, so called 'latent variables' located in a 
manifold of lower dimension - and we should know it. Thus, we should ask about the 
intrinsic dimensionality of the analyzed data. We will use for this purpose the correla­
tion integral C(r) and the correlation dimension D introduced by Grassberger and 
Procaccia [6], [4]. 
The next question is: What kind of projection or mapping should we use? The most 
simple method is the classical one using Fishers' criterion based on the between and 
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within class variance and yielding so called 'canonical discriminant variates' or ca­
nonical discriminant functions [2], [5], [7], [12]. The method belongs to the class of 
linear methods and is referred to as CDA or Fisherian LDA. The method is extend­
able to the class of nonlinear methods - by use of appropriate transformation of the 
data. In particular one may use kernel transformations [8], [9], [5], [11]. 
Using the kernel approach, Baudat and Anouar [2] proposed a non trivial generaliza­
tion of the canonical discriminant analysis. They called their algorithm GDA (gener­
alized discriminant analysis). It represents the nonlinear discriminant functions. 
As an alternative to the nonlinear GDA we will consider also quite a different algo­
rithm, called SOM supervised (SOMs) and based on a modification of Kohonens' 
self organizing map. 
In the following, we will show how the mentioned methods work when analyzing a 
real data set of a considerable size, i.e. about 3 thousands of data vectors. The data set 
is subdivided into 5 erosion classes. We take for our illustration only 3 variables 
known as predictors for the erosion risk. In the case of 3 variables it is possible to 
visualize the data in a 3D plot. For the considered erosion data, the 3D plot shows 
plainly that the relations between the variables are highly nonlinear; thus nonlinear 
projection methods might show a more distinctive differentiation among the erosion 
classes. 
The paper is organized as follows. In Sect. 2 we describe the data and their correla­
tion dimension. Sect. 3 explains the accepted Fishers' criterion of separation between 
classes and the principles of building canonical discriminant functions (CDA alias 
LDA). Sect. 4 shows the nonlinear extension of LDA using the kernel approach pro­
posed by Baudat and Anouar. In Sect. 5 we describe briefly the supervised SOM. 
Finally, Sect. 6 contains some concluding remarks. 

2 The Erosion Data 

Our interest in a trustful visualisation of subgroups of data originated from the re­
search of erosion risk observed in the Greek island Kefallinia. The entire island was 
covered by a grid containing 3422 cells. The area covered by each cell of the grid was 
characterized by several variables. For our purpose, to illustrate some visualization 
concepts, we will consider in the following only 3 variables: drainage density, slope 
and vulnerability of the soil (rocks). The values of the variables were rescaled to 
belong to the interval [0, I]. Thus, for our analysis, we got a data set containing 
N=3422 data vectors, each vector characterized by 3 variables. Using an expert GIS 
system, each data vector was assigned to one of five erosion classes: 1, very high 
(vH), 2. high (H), 3. medium (Me), 4. low (L) and 5. very low (vL). A 3D plot of the 
data is shown in Fig. 1. The data set contains a few outliers, which are strongly atypi­
cal observations. Two of them will be removed from further analysis. 



Visualization of Some Multi-Class Erosion Data Using GDA and Supervised SOM 15 

3D Erosion data 

0.9 

0.8 

I" 
0.6 

> 0.5 

0.4 

0.3 

very high 
high 
medium 
low 
very low 

'.x^.>:X;?.!^.^^NAi,.> 

n drainage density n slope 

Fig.l. Visualization of ttie Kefallinia erosion data containing N=3422 data points, subdivided 
into 5 classes of progressing erosion risk. In some parts of the space tlie data points are much 
condensed. Two severe outliers are visible top left - they will be dropped in further analysis 

The different classes of the data set are marked by different symbols and/or colours. 
Looking at the plot in Fig. 1 one may state that, generally, the distribution of the data 
is far from normality, also far from the ellipsoidal shape. The hierarchy of the classes 
exhibits a nonlinear pattern. Some parts of the space show a great concentration of 
the data points, while some other parts are sparsely populated. 
The fractal correlation dimension calculated using the Grassberger-Proccacia index 
[6], [4] equals D = 1.6039. This is the estimate of the intrinsic dimension for the con­
sidered erosion data (For comparison, we have performed analogous calculations for 
two synthetic data sets of the same size, generated from the 3D and 5D normal distri­
butions; as expected, we obtained the values D3 = 3.0971 and D5 = 4.9781 appropri­
ately). Thus - the intrinsic dimension of the considered data set is less then 2 and a 
planar representation of the data is justified. 
The data set contained two big outliers. To not confound the effects of the outliers 
and the effects of the methods, we have removed the outliers from the analyzed set. 
Next we subdivided the remaining 3400 data vectors into two parts (halves), each 
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counting N = 1710 data items. The first part (labelled sampl) was destined for learn­
ing (establishing the parameters of the models), and the second part (samp2) as test. 
In the next three sections we will show mapping of the data to a 2D plane using three 
different methods: canonical discriminant functions (CDA alias LDA), kernel dis­
criminant functions (GDA) and the supervised SOM (SOM_s). 

3 Canonical Discriminant Functions 

We show now the canonical discriminant functions derived from Fishers' criterion. 
The method is called sometimes also LDA [5], [2]. 
The case of the two-class problem. R. A. Fisher proposed to seek for the linear com­
bination (a) of the variables, which separates the two indicated classes as much as 
possible. The criterion of separateness, proposed by Fisher, is the ratio of between-
class to within-class variances. Formally, the criterion is defined as the ratio (see, e.g. 
Duda[6]orWebb[ll]) 

JF2 = [aT(ml-m2)]2 / [aTSw a], (2-class problem) 

where a is the sought linear form, mi and m2 denote the sample group means, and S„ 
is the pooled within-class sample covariance matrix, in its bias-corrected form given 
by 

S„ = (niSi+niSz) / (ni+n2-2). 

Maximizing the JF2 criterion yields as solution the sought linear combination a for the 
two-class problem. 
In the case of the multi-class problem, - when we have k classes, k>2, with sample 
sizes Ui, ..., ni, totaling N, and the overall mean m. - the criterion JF2 is rewritten as 
the criterion Jpk, which accommodates the between class and within class variances: 

J p k ^ ^ j n j a (mj—m. ) / [ a S„ a ] , j=l,...k (k-class problem) 

where mj denotes the mean of the j-th class and m. stands for the overall sample 
mean. The within class variance S„ is evaluated as (Sj denotes the covariance matrix 
in the jth class, j=l , . . . ,k): 

Sw = (I jniSj) /(N-k). 

Maximizing the criterion Jpk with respect to a we obtain, with accuracy to the sign, h 
solutions, i.e. h vectors ai, ..., an, h = min (k-1, rank of X), with X being the data 
matrix. From these we obtain h canonical variates: yj = Xaj, j = 1, ... , h, called also 
canonical discriminant functions. The separateness of the subgroups, attained when 
considering the transformation yielded by subsequent canonical discriminant variates, 
is measured by the criterion Jpk evaluated as JFk(aj) and called also lambda j . For each 



Visualization of Some Multi-Class Erosion Data Using GDA and Supervised SOM 17 

vector aj we obtain its corresponding value lambdaj = lambdafa^) denoting the ratio 
of the between to the within class variance of the respective canonical variate derived 
from the vector HJ. Thus a big value of/amMo,-indicates a high discriminative power 
of the derived canonical variate. 
For the analyzed erosion data we got h=3 vectors ai, 82, 83 and corresponding to them 
3 values of lambda equal to [22.1995 0.7982 0.0003]. One may notice that the first 
canonical variate - compared to the remaining ones - has a very big discriminative 
power, while the contribution of the third canonical variate is practically none. 
The projection of the data, when using the first two canonical variates, is shown in 
Fig. 2. One may notice that the subgroups are quite well separated. One may notice 
also that the second canonical variate, which - taken alone - has practically no dis­
criminative power, however, when combined with the first variate, helps much in the 
display, i.e. in distinguishing the classes of erosion risk. We got very similar values 
of lambda and very similar displays both for the learning and the testing data sets 
(i.e. for sampl and samp2) - thus the method has good generalization abilities. 

CDA, samp1, k=5 N=1710 lambcla=22.22 
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Fig.2. Projection of the sampl data using the first two canonical discriminant functions de­
rived from Fisher's criterion. The very low and very high erosion points keep opposite posi­
tion, right and left, in the exhibit. The display for the samp2 data looks identical 
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4 Nonlinear Projection Using the Kernel Approach 

The CDA, described in previous section, considers only linear functions of the vari­
ables and is proper when the groups (classes) are distributed elliptically. For our data 
this is not the case. Therefore, some nonlinear methods might be better for visualizing 
the class differentiation. A kind of non-linear discriminant analysis, called GDA 
{Generalized Discriminant Analysis) was proposed by Baudat and Anouar [2]. Their 
algorithm maps the input space into an extended high dimensional feature space. In 
the extended space, one can solve the original nonlinear problem in a classical way, 
e.g., using the CDA. Speaking in other words, the main idea is to map the input space 
into a convenient feature space in which variables are nonlinearly related to the input 
space. The fact of mapping original data in a nonlinear way into an extended feature 
space was met in the context of support vector machines (SVM) see e.g., [5], [8], [9], 
[11]. The mapping uses predominantly kernel functions. Direct coordinates - in the 
extended space - are not necessary, because the kernel approach needs only computa­
tions of so called 'dot products' formed from the original features. 
Generally, the mapping reads 

with X denoting the input space (original data), and F the extended feature space, 
usually of higher dimensionality as the original data space. The mapping <I> trans­
forms elements x e X from the original data space into elements <I>(x) e F, i.e. ele­
ments of the feature space. 
Statistical and/or pattern recognition problems use extensively cross products (inner 
products), e.g. for obtaining the within and between group covariance. To calculate 
them, a special notation of kernel products was invented. 
Let Xi and Xj denote two elements (row data vectors) of the input data matrix X. The 
kernel function k(Xi,Xj) returns the inner product <l>'̂ (xi)$(xj) between the images of 
these inputs (located in the feature space). It was proved that for kernel functions 
satisfying some general analytical conditions (possessing so called Mercer properties) 
the kernel functions k(xi,Xj) can be expressed as simple functions of the inner product 
<Xi, Xj> of the original vectors. In such a case, we can compute the inner product 
between the projections of two points into the feature space without evaluating ex­
plicitly their coordinates (N denotes the number of data vectors, i.e. the number of 
rows in the data matrix X): 

k(Xi,Xj) = <I>̂ (Xi)0(Xj) = k(<Xi, Xj>), for ij = 1, . . . , N. 

The GDA algorithm operates on the kernel dot product matrix K = {k(<Xi, Xj>} of 
size N X N, evaluated from the learning data set. The most commonly used kernels are 
Gaussians (RBFs) and polynomials. 
Let X, y be the two (row) input vectors. Let d = x-y. Using Gaussian kernels, the 
elementz = k(<Xj, Xj>) is evaluated a s : z - exp{-(d*d^)/a}. The constant o, called 
kernel width, is a parameter of the model; its value has to be declared by the user. 
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Baudat and Anouar use as the index of separateness of the constructed projection a 
criterion, which they call inertia. This criterion is defined as the ratio of the between 
class to the total variance of the constructed discriminant variates. The inertia crite­
rion takes values from the interval [0, 1]. High values of inertia indicate a good sepa­
ration of the displayed classes. 
For our evaluation we have used Matlab software implemented by Baudat and 
Anouar. For k = 5 classes we got 4 discriminative variates. The largest values of 
inertia were noted, as expected, for the first two GDA variates. What concerns the 
kernel width c, we have tried several values: o = 0.0005, 0.005, 0.05, 0.5, 1,4, 6.5, 9, 
14. For each value of o, the system has been learning using the sampl data, next the 
established model was tested using the samp2 data. Each run (i.e. calculations for 
one value of o) needed about 12 minutes of computer time (PC, XPHome, Intel® 
Pentium® 4, Mobile CPU 1.80GHz, 512 MB RAM). The sampl and samp2 data 
were of size [1710, 3]. Thus the computations were quite lengthy. 
Generally, it was stated that for decreasing values of o the classes appeared more and 
more separated (for values o = 0.5 to 14, the displays were quite similar). As an ex­
emplary exhibit we show here Fig. 3, obtained for a = 1. The resulting inertias for 
variates no. 1-4 are: [0.968650 0.705236 0.550547 0.257248]. 
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Fig. 3. GDA using Gaussian kernels with a = 1 applied to the sampl data. Horizontal and 
vertical axes denote first and second GDA coordinates. Five classes of data points correspond­
ing to decreasing erosion risk - appearing from left (very high risk) to right (very low risk) -
are marked differently. Generally, the topology of the subgroups is preserved and the groups 
appear fairly separated and condensed 

The overall pattern of the point configuration in Fig. 3 is the same as in Fig. 2. From 
left to right we see groups of points corresponding to areas with very high (vH), high 
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(H), medium (Me), low (L), and very low (vL) erosion risk. Generally, the topology 
of the subgroups is preserved. Both variates contribute significantly to the differentia­
tion of the risk classes. Unfortunately, the model when applied to the test set, yields 
projections appearing in quite different areas; thus it is not able to make the generali­
zation. 

5 Supervised SOM 

Kohonen's self-organizing maps are a popular tool for visualization of muhivariate 
data. The method was successfully applied to the Kefallinia erosion data [1]. 
The SOM method uses a general purpose methodology without accounting specially 
for the additional information on class membership of the data points. However, after 
constructing the map, we may indicate by so called 'hits', what is the distribution 
(location) of the different classes. Map with hits of the classes is shown in Fig. 4 
below. 

Samplel Hits of 5 classes 

Fig.4. Ordinary self-organizing map SOM of size 19 x 11 constructed from the sampl learn­
ing data set using the Matlab SOM Toolbox by Vesanto et al. [10]. The erosion risk classes 
are neatly separated, with single overlapping hexagons. The erosion risk is progressing from 
the north (low risk) to the south (high risk) 

Similarly as Fig. 3, also Fig. 4 was obtained using the data set sampl. When con­
structing the map, the class membership information was not used. The map was 
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created and graphed using the Matlab SOM Toolbox [10]. The same toolbox contains 
also another procedure, called 'som_supervised' (SOM_s), and based on a proposal 
by Kohonen et al. [7], how to include during the process of training the information 
on class membership. The procedure was added to the Matlab SOM Toolbox by Juha 
Parhankangas, who keeps the copyright of that procedure [10]. 
We have applied the 'somsupervised' technique to our data with the hope that it will 
ameliorate the already good differentiation among the classes. The result was nega­
tive: we got even a deterioration of the display. 
We considered the idea that perhaps we should normalize our data in a different way, 
say statistically, to have the data with mean=0 and variance=l. Result: We got even 
more mixed classes. 
The quality of a SOM is usually measured by two indices: the quantization error q^ 
and the topographical error 4 [10]. They are: 

Ordinary map: 0.0362 0.0327 
Supervised map: 0.0453 0.1544 
Ordinary normalized: 0.2203 0.0246 
Supervised normalized: 0.2247 0.0596 

Thus our conclusion: the best SOM quality is attained for the ordinary SOM. 

6 Concluding Remarks 

We compared in detail three methods serving for visualization of muhivariate data, 
whose intrinsic dimension - as evaluated by the correlation fractal dimension - equals 
1.60. This justifies the mapping of the data to a plane. The data were subdivided into 
5 erosion risk classes and we wanted the mapping algorithm to take into account the 
class membership. 
From the 3 investigated methods, the first one uses classical canonical discriminant 
functions (CDA alias LDA), which provide linear projections. The other two applied 
methods were: Generalized Discriminant Analysis (GDA) based on Gaussian kernels, 
and the som supervised SOM (SOM_s), a variant of Kohonen's self-organizing map. 
All the 3 considered methods yielded similar results. In all projections, the erosion 
risk subgroups appeared fairly separated, as it should be. The GDA, by a proper tun­
ing of the parameter 'sigma', yielded the classes more and more condensed and sepa­
rated, however without generalization to other samples. 
All the 3 methods preserved roughly the topology of the data, although the GDA has 
twisted sometimes the planar representation of the high and very high erosion group. 
The SOMs appeared worse than the ordinary SOM, both in som quality and in dif­
ferentiation of the risk classes. This is to a certain degree justified, because the ordi­
nary SOM is trained to be optimal in the som quality, which means to be optimal in 
achieving both small quantization error and small topographic error. A change in 
conditions of the training may cause a deviation from optimality. 
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What concerns time of computing, the classical CDA and the SOM (also S O M s ) 
worked extremely fast (several seconds), while the kernel GDA needed about 12 
minutes. This happens not only for the GDA. Let us mention that lengthy calculations 
do happen also for some other nonlinear methods, especially, when the complexity of 
calculations depends essentially from the cardinality of the analyzed data set. 
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Abstract: One of the parts person's identification systems is features extraction. This 
process is very important because effectiveness of system depend of it. Successful 
Wavelet Transform can be used in systems of persons' identification and pattern recog­
nition. 
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1 Introduction 

A problem of person's identification is one of the main questions of many research 
centres at present. Interest of this discipline is a result of potential possibilities of 
practical application of new possibilities in person's identification in the systems de­
manding authorizations of person's access entitled to use potential resources. 
One of the parts person's identification systems is features extraction. This process is 
very important because effectiveness of system depend of it. There are many differ­
ence way features extraction eigenface, Fourier Transform etc. This paper proposes in 
order to do this use Wavelet Transform (WT). 
The features extraction has to get out information from a signal (image), which will be 
base for person identification. The separation of useful information from nose is very 
important, because this data will be used for identification and should clearly describe 
the face. 
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2 Wavelet Transform of Images 

2.1 One-level Wavelet Transform 

One major advantage afforded by wavelets is the ability to perform local analysis ~ 
that is, to analyse a localized area of a larger signal. In wavelet analysis, we often 
speak about approximations and details. The approximations are the high-scale, low-
frequency components of the signal. The details are the low-scale, high-frequency 
components [1]. 
Using 2D WT (Fig. 1.), the face image is decomposed into four subimages via the 
high-pass and low-pass filtering. The image is decomposed along column direction 
into subimages to high-pass frequency band H and low-pass frequency band L. As­
suming that the input image is a matrix of « x « pixels, the resulting subimages be­
come m/2 X n matrices. At second step the images H and L are decomposed along row 
vector direction and respectively produce the high and low frequency band HH and 
HL for H, and LH and LL for L. The four output images become the matrices of m/2 x 
n/2 pixels. Low frequency subimage LL (Ai) possesses high energy, and is a smallest 
copy of original images {Ag). The remaining subimages LH, HL, and ////respectively 
extract the changing components in horizontal {Dn), vertical {D12), and diagonal 
{Di}) direction [2]. 
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Fig.l. Scheme of one-level two-dimensional Wavelet Transform 

The effect of use 2D WT on real image of face shown on Fig.2. The size of output 
images is the same as the input image. It is result of down sampling that is rejection 
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of every second row and column. This operation don't increase amount of data and 
simultaneously don't cause loss of information. 

2.2 Multi-level Wavelet Transform 

The process of decomposition of image can be repeated by recurrence. The result of 
this is more detailed data about process information. After first level wavelet decom­
position, the output images become input images of second level decomposition (Fig. 
3) [3]. The results of two-level 2D WT are shown on Fig. 4. 
Similarly can be made the multi-level WT. The tree of two-level decomposition is 
shown on Fig. 3. 

D, 

Fig. 2. Result of one-level two-dimensional Wavelet Transform 

Of. 
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2.3 Choice of Wavelet Function 

The very important aspect of features extraction with WT is suitable choice of wave­
let function [4,5,6]. The choice should adapt shape of wavelet to individual case and 
take into consideration the properties of the signal or image. The bad choice of wave­
let will cause problems of analysis and identification processed signal [7,8]. 
In order to point the best wavelet function was used FaMar system of person's identi­
fication. This method is combination two mathematical tools, Wavelet Transform 
(WT) and Hidden Markov Model (HMM). Here, WT is used for features extraction, 
and HMM for identification [9]. The results of experiment are presented in Table 1. 
Experiment was carried out on the basis of the BioID face database in which there are 
24 subjects. The best result achieve for function Dbl from among accessible function 
of Wavelet Toolbox of set MatLab. 
Analyse the result of Wavelet Transform (Fig. 6-9) we can see differences in contrast 
of fixed of boundary of face's elements. It is consequence of use different wavelet 
function (Fig. 5). Some of them {Dbl) are better to features extraction because more 
clearly appoint contour of eyes and eyebrow. 
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Table 1. The result of experiment 

Name of wavelet 
Dbl 
Db2 
Db3 
Sym2 
Coif] 

Biorl.3 

Error rate [%] 
10 
30 
35 
20 
40 
25 

i «•) 

Fig. 6. Result of WT - Db! 

Fig. 7.ResultofWT-£)W 

» . *. 

Fig. 8. Result of WT - Coifl 
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Fig. 9. ResultofWT-5>'m2 

3 Conclusion 

The choice of wavelet function is very important thing in features extraction. The 
effectiveness of recognition system depends on this selection. It guarantees a good 
recognition rate. 
Successful Wavelet Transform can be used in systems of person's identification, pat­
tern recognition and speech recognition also. 
Unquestionable advantage of WT is possibility of suite wavelet function to processed 
signal. 
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Abstract: Current technology allows the acquisition, transmission, stor­
ing, and manipulation of large collections of images. Images are retrieved 
basing on similarity of features where features of the query specification 
are compared with features from the image database to determine which 
images match similarly with given features. Feature extraction is a crucial 
part for any of such retrieval systems. So far, the only way of searching 
these collections was based on keyword indexing, or simply by browsing. 
However nowadays digital images databases open the way to content-based 
efficient searching. In this paper we survey some technical aspects of cur­
rent content-based image retrieval systems. 

Keywords: Content Based Image Retrieval, Color histogram, Texture, Zernike mo­
ments. 

1 Introduction 

Content-Based Image Retrieval (CBIR) has received an intensive attention in the 
literature of multimedia information indexing and retrieval since this area started 
years ago, and consequently a broad range of techniques is proposed. Almost all 
kinds of image analysis techniques have been investigated in order to derive sets of 
meaningful features which could be useful for the description of pictorial informa­
tion. 
First-generation CBIR systems were based on manual textual annotation to represent 
image content. However, this technique can only be applied to small data volumes 
and is limited to very narrow visual domains. 
In content-based image retrieval, images are automatically indexed by generating a 
feature vector (stored as an index in feature databases) describing the content of the 
image. The similarity of the feature vectors of the query and database images is 
measured to retrieve the image. Retrieval can be characterized in following queries: 
query-by-visual sample and/or linguistic queries. In a query by visual sample, a sam­
ple image is submitted to the system, and the system searches database to find the 
images most 'similar' to the sample image. The similarity measure is usually taken 
from image features such as color, texture and shape. 
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CBIR or Content Based Image Retrieval is the retrieval of images based on visual 
features such as color, texture and shape. In CBIR, each image that is stored in the 
database has its features extracted and compared to the features of the query image. It 
involves two steps: 

• Preprocessing: The image is first processed in order to extract the features, 
which describe its contents. The processing involves filtering, normalization, 
segmentation, and object identification. The output of this stage is a set of 
significant regions and objects. 

• Feature Extraction: The first step in the process is extracting image features 
to a distinguishable extent. Features such as shape, texture, color, etc. are 
used to describe the content of the image. Image features can be classified 
into primitives. We can extract features at various levels. 

• Matching: The second step involves matching these features to yield a result 
that is visually similar. 

The basic idea of the CBIR (Content-Based Image Retrieval) is to compactly describe 
an image by a feature vector and then match query images to the most resemblant 
image within the database according to the similarity of their features (Fig. 1). 

Database ' Database 
insertion I Retrmvai 

input image 

t 
Preprocessing 

I 
\Femure emraction I 

1 

Query image 

Preprocessingl 

IE 
Dmabase Matching 

Fig.l. Feature extraction approach to image retrieval. 

Retrieved Imagm 

Let F{x,y); x,y = l,2,--',N be a two-dimensional image pixel array. For color 

images F(;c,;;) denotes the color value at pixel ix,y) i.e., 

F(x,y)-{Fif{x,y),FQ(x,y),Fg(x,y)}. For black and white images, F{x,y) de­

notes the gray scale intensity value of pixel {x, y). 
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The problem of retrieval is following: 
For a query image Q, we find image T from the image database, such that the dis­
tance between corresponding feature vectors is less than specified threshold, i.e., 
D(Feature(Q), Feature{T)) < t . 

2 Representation of image content: feature extraction 

The purpose of CBIR is to retrieve images from a database (collection), that are rele­
vant to a query. Retrieval of images can be realized on the basis of automatically 
extracted features and finding images which are 'similar' to a query. Query describes 
the whole image or parts of an example image and similarity is based on either the 
whole image or parts of the image. 

IMAGE 
OBJEa 

Fig. 2. Features which are used in CBIR. 

CBIR systems include various levels of image description. Data which refer to the 
visual content of images - low intermediate features (color, texture, shape etc.) (Fig. 
2) are known as content-dependent metadata. Data referring to content semantics are 
known as content-descriptive metadata. 
In Content-Based Image Retrieval schemes we search for images by query by exam­
ple: 

Select an example image. 

Extract features from the image (color, texture, shapes). 

Locate other images with similar colors, textures, and shapes. 

Match image. 
Some of the best-known CBIR systems are included in Table 1. 

To extract the color features, the image is transformed from RGB to HSV color 
space. This color space has a color representation closer to human perception than 
RGB. The first set of features are color histograms: three color histograms (one for 
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each color component). The color histograms are normalized, such that the sum of 
the values for all bins of each color component sum to one. The color histogram val­
ues are included in the vector feature representation of the image. The fact that this 
information is included in the vector feature representation solves the problem of the 
combination of similarity measures from different approaches. The second set of 
features are color moments: the first and second moments are found for each color 
component. 

Table 1. Current retrieval systems 
(C=global color, R=color region, T=texture, S=shape, SR=spatial relationships). 

Name 
Chabot 

IRIS 
MARS 
NeTra 

Photobook 
PICASSO 
PicToSeek 

QBIC 
QuickLook 
Surfimage 

Virage 
Visual Retrievalware 

VisualSEEk 
WebSEEk 

Queries 
C 

C,T,S 
C,T 

C,R,T,S 
S,T 

C,R,S 
C,R 

C,R,T,S,SR 
C,R,T,S 
C,R,T 

C,T,SR 
C,T 

R,S,SR 
C,R 

Ref 

13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 

Colors are commonly defined in three-dimensional color spaces. The color space 
models can be differentiated as hardware-oriented and user-oriented. The hardware-
oriented color spaces, including RGB, CMY, and YIQ, are based on the three-color 
stimuli theory. The user-oriented color spaces, including HLS, HCV, HSV, CIE-
LAB, and CIE-LUV, are based on the three human percepts of colors, i.e., hue, satu­
ration, and brightness. The color space model can also be distinguished as uniform 
and non-uniform depending on differences in color space as perceived by humans (in 
fact, there is no truly uniform color space). The approximate uniform color spaces 
include CIE-LAB, and CIE-LUV. 
In the color space quantization, we reduce the color space of all possible colors to a 
set of discrete colors. In fact, this process of quantization is the same as the process of 
reducing colors. 

2.1 Color histogram 

Several methods for retrieving images on the basis of color similarity have been de­
scribed. But most of them are variations on the same basic idea. Each image added to 
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the collection is analysed to compute a color histogram, which shows the proportion 
of pixels of each color within the image. 
Color is one of the most widely used low-level feature in the context of indexing and 
retrieval based on image content. It is relatively robust to background complication 
and independent of image size and orientation. Typically, the color of an image is 
represented through some color model. A color model is specified in terms of 3-D 
coordinate system and a subspace within that system where each color is represented 
by a single point. The more commonly used color models are RGB (red, green, blue), 
HSV (hue, saturation, value) and YIQ (luminance and chrominance). Thus the color 
content is characterized by 3-channels from some color model. One representation of 
color content of the image is by using color histogram. For a three-channel image, we 
will have three such histograms. The histograms are normally divided into bins in an 
effort to coarsely represent the content and reduce dimensionality of subsequent 
matching phase. A feature vector is then formed by concatenating the three channel 
histograms into one vector. For image retrieval, histogram of query image is then 
matched against histogram of all images in the database using some similarity metric. 
There are two types of color histograms. Global color histograms (GCH) and Local 
color histograms (LCH). A GCH represents one whole image with a single color 
histogram. An LCH divides an image into fixed blocks and takes the color histogram 
of each of those blocks. LCHs contain more information about an image but are com­
putationally expensive when comparing images. 
A color histogram H for a given image is defined as a vector 
/ / = {/![!],A[2],...A[/],...,/![A^]} where /' represents a color in the color histogram, 

h[i] is the number of pixels in color / in that image, and n is the number of bins in 
the color histogram, i.e., the number of colors in the adopted color model. 
Typically, each pixel in an image will be assigned to a bin of a color histogram of that 
image, so for the color histogram of an image, the value of each bin is the number of 
pixels that has the same corresponding color. In order to compare images of different 
sizes, color histograms should be normalized. The normalized color histogram H' is 

defined for h'{i\ = -^ where P is the total number of pixels in an image (the re­

maining variables are defined as before). 
Among various low-level features, the color information has been extensively studied 
because of its invariance with respect to image scaling and orientation. Color is a 
very important cue in extracting information from images. Color histograms are 
commonly used in content-based retrieval systems [18, 19, 24] and have proven to be 
very useful though it lacks information about how the color is distributed spatially. It 
is important to group color in localized regions and to fuse color with textural proper­
ties. Color features used in image retrieval include global and local color histograms, 
the mean (i.e., average color), and higher order moments of the histogram [18]. The 
global color histogram provides a good approach to the retrieval of images that are 
similar in overall color content. There has been research to improve the performance 
of color-based extraction methods. 
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Fig. 3. Retrieval based on histograms. 

Image search is done by matching feature-vector (here color histogram) for the sam­
ple image with feature-vector for images in the database. In CBIR, a color histogram 
is calculated for each target image as a preprocessing step, and then referenced in the 
database for each user query image. 
The standard measure of similarity used for color histograms: 

- A color histogram H(i) is generated for each image / in the database (feature 
vector), 

- The histogram is normalized so that its sum (now a double) equals unity (re­
moves the size of the image), 

- The histogram is then stored in the database, 
- Now suppose we select a model image (the new image to match against all pos­

sible targets in the database). 

We tried 3 kinds of histogram distance measures for a histogram H{i), /' = 1,2,..., A .̂ 

1) L-2 distance defined as: 

d{QJ)-- Y,{hQ{m)-hr{m)f 
.m=\ 

(1) 

This metric is uniform in terms of the Eucledian distance between vectors in feature 
space, but the vectors are not normalized to unit length (in fact, they are on a hyper 
lane if the histogram is normalized). 



Content-Based Image Retrieval - A Survey 37 

2) Cosine Distance 

If we normalize all vectors to unit length, and look at the angle between them, we 
have cosine distance, defined as: 

d(Q,T) = —COS' 

^hQ(m)hj(m) 

m=\ 
mv4hQ\\,\\hr{m)\^ 

(2) 

Cosine Distance is more uniform in terms of the angle between the two vectors. 

3) Histogram Intersection defined as: 

dQj. = 1 -

]^min(/!g(m),/!y(m)) 
=0 

min(| |/ ,g| | ,p, | |) 
(3) 

The denominator term is needed for non-normalized histogram features (for example, 
edge histogram). 

Color moments have been successfully used in many retrieval systems (like 
QBIC)[18],[10], especially when the image contains just the object. The first order 
(mean), the second (variance) and the third order (skewness) color moments have 
been proved to be efficient and effective in representing color distributions of images 
[19]. 
The first color moment of the A:-th color component (^ = 1,2,3) is defined by: 

1 1 P 

where / , y is the color value of the A-th color component of the y-th image pixel 

and P is the total number of pixels in the image. The h-X\i moment, /z = 2 ,3 , . . . , ofk-
th color component is then defined as: 

Mi = i£(..-«;rf. 
Take the first L moments of each color component in an image / to form a feature 
vector, CV , which is defined as 
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where Z = L • 3 and o;,, 0̂ 2, (X^ are the weights for the color components. 

2.2 Texture 

Texture models can be divided into following classes: 
- statistical methods. Texture is defined in terms of the spatial distribution of gray 

values (e.g.. co-occurrence matrices, autocorrelation features). In the early 
1970s, Haralick et al. proposed the co-occurrence matrix representation of tex­
ture features. This approach explored the gray level spatial dependence of tex­
ture. It first constructed co-occurrence matrix based on the orientation and dis­
tance between image pixels and then extracted meaningful statistics from the ma­
trix as the texture representation. 

- geometric methods, 
- model based methods (e.g.. random field models and fractals), 
- filtering methods - spatial and Fourier domain filtering, Gabor filtering and wave­

let filtering. 
Coarseness relates to distances of notable spatial variations of gray levels, that is, 
implicitly, to the size of the primitive elements (texels) forming the texture. 
Contrast measures how gray levels vary in the image and to what extent their distribu­
tion is biased to black or white. The second- and fourth-order central moments of the 
gray level histogram, that is, the variance and kurtosis, are used in the definition of the 

contrast: F,.,,„ = where a^ - —^ is the kurtosis, (J^ is the variance 
con / \n 4 

( " 4 ) <̂  
(second central moment of the gray level), and ju^ is fourth central moment of the 
gray level distribution. The value «=0.25 is recommended as the best for discriminat­
ing the textures. 
Degree of directionality is measured using the frequency distribution of oriented local 
edges against their directional angles. 
Coarseness measures the texture scale, contrast measures the gray level variance, and 
directionality describes whether an image has a preferred direction. 
The texture distance between two images (image ( and image j) is computed as a 
weighted Euclidean distance in the 3d texture space: 

_(0^-Ojf (C^-C^f (D.-Djf 

a^o c^c <^D 

At present, most promising for texture retrieval are multiresolution features obtained 
with orthogonal wavelet transforms or with Gabor filtering. These features describe 
spatial distributions of oriented edges in the image at multiple scales. 
A 2D Gabor function is given by the following complex-valued function: 
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Kx,y) = 
1 

iTra^o, 
-exp 

X 

\^lj K-lj 
exp[2;r-\/-T(ja + vy)\. (5) 

It minimises the joint 2D uncertainty in both spatial and frequency domain, and, by 
appropriate dilations and rotations of this function, a class of self-similar Gabor filters 
for orientation- and scale-tunable edge and line detection can be obtained. The Gabor 
texture features include the mean and the standard deviation of the energy distribution 
of the transform coefficients. The total number of Gabor filters is equal to the product 
of the numbers of scales and orientations. 
The MPEG-7 ISO/IEC standard for multimedia content description interface is 
aimed, among a broad range of applications, at CBIR problems. It involves descrip­
tors for color, texture, shape, and motion. For describing textures, it recommends two 
descriptors, namely texture browsing descriptor and homogeneous texture descriptor 
based on scale- and orientation-selective Gabor filtering. Both descriptors allow to 
represent homogeneous texture regions in images. 

2.2.1 Texture Browsing Descriptor 

This 12-bit descriptor relates to regularity, directionality, and coarseness (scale) of 
visual texture perception and can be used both for browsing and coarse classification 
of textures. First, the image is filtered with a bank of orientation- and scale-tuned 
Gabor filters in order to select and code two dominant texture orientations (3 bits per 
orientation). Then an analysis of filtered projections of the image along the dominant 
orientations specify the regularity (2 bits) and coarseness (2 bits per scale). The sec­
ond dominant orientation and second scale features are optional. 

2.2.2 Homogeneous Texture Descriptor 

This descriptor uses 62 8-bit numbers per image or image region in order to allow for 
accurate search and retrieval. The image is filtered with Gabor filters, and the first 
and the second moments of the energy in the frequency domain in the corresponding 
subbands, that is, the means and the standard deviations of the filtered outputs in the 
spatial domain (5 scales x 6 orientations per scale) are used as the descriptor compo­
nents. 

2.3 Shape 

In image retrieval, depending on the applications, shape representation is required to 
be invariant to translation, rotation, and scaling. In general, the shape representations 
can be divided into two categories, boundary-based and region-based. The most sue-
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cessful representations for these two categories are Fourier Descriptors and Moment 
Invariants. The main idea of Fourier Descriptors is to use the Fourier transformed 
boundary as the shape feature. The main idea of Moment Invariants is to use region 
based moments, which are invariant to transformation as the shape feature. Bound­
ary/region based representations e.g. Zemike moments, pseudo-Zemike moments 
outperform the simple and efficient representations of shapes. 
Zemike moments are the projections of the image function f{x,y) onto the orthogo­
nal basis functions V^ (x , J^) : 

Vnm ix, y) = R„„, {x, y) exp(jm arctan(^)) , (6) 
X 

where the radial polynomial is defined as: 

» - | m | "-^••' 

„̂̂ (,,,)= i i-min-mi^^Y]' . (7) 
2 ^ 2 

The Zernike moment of order n with repetition m is a complex number given by: 

Z„n,= I I fix,yW„^ix,y)] , (8) 
^ x=0 v=0 

with X + y ^ 1 , and *denoting the complex conjugate. 

Let p = -^x^ +y^ be the length of the vector from the origin to the pixel {x,y), and 

6 = arctan(—) be the angle between that X -axis and that vector. R„^ (p), the polar 
X 

coordinate representation {x = pcos0,y = psm0) of R (x , JV'), is then a poly­

nomial of degree n'm p containing terms in p",/?""^,...,/?™ . /;„„(/7) contains no 

power of p less than \m\. 

The Zernike moment of the image f(p,6) can be expressed in polar coordinates as: 

z„„, =— f \f{p,0)W„,„(P,0)\ pdpde-
^ 0 0 

M + 1 2'»'' 

= f lf{P,m„.{p)sxp{-Jme)p dpd9 . (9) 
^ 0 0 
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^nm iP) is defined as follows: 

M-2.V 

^«.(p)= i i-^r[^"-^^p": 
-0 ,,(!?jJJ!il_,),('ll^_,)! 

(10) 

The reconstructed image / (x , J^) can be computed from: 

"" "max 

f{x,y)= i:i:Z„„V„„{x,y) , (11) 
«=0 m 

with/«€ A'^|(«-|/M|) even and |/«|<«. 

R„„(p) is over the unit disc, | R„„ip) \< 1 and that R„„{V) = 1 for any values of m 
and n. 

We have /?„„ (/?) = R„_„ (p) and then C (p, ^) = F„__„ (p, 0) and z l = Z„,_„ . 
For any order ftl, the number of Zernike moments is given by m + \, number of 

moments up to and including order Ifl is (—h \){m +1). 

The magnitude of Zernike moments has rotational invariance property. An image can 
be better described by a small set of its Zernike moments than any other type of mo­
ments such as geometric moments, Legendre moments, rotational moments, and 
complex moments in terms of mean-square error. Zernike moments do not have the 
properties of translation invariance and scaling invariance. The way to achieve such 
invariance is image translation and image normalization before calculation of Zernike 
moments. 
Since the images are normalized with respect to scale and translation before the com­
putation of Zernike moments, the rotation-invariant magnitudes of Zernike moments 
may be used as invariant features for the recognition of shapes (objects) in the re­
trieval process. 
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respectively to an even or odd n . 

3 Conclusion 

It is widely recognized that most current content-based image retrieval systems work 
with low level features (color, texture, shape), and that next generation systems 
should operate at a higher semantic level. One way to achieve this is to let the system 
recognize objects and scenes. 
The present and future trends are: indexing, search, query, and retrieval of multimedia 
data based on: 

1. Video retrieval using video features: image color and object shape, video seg­
mentation, video keyframes, scene analysis, structure of objects, motion vectors, 
optical flow (from Computer Vision), multispectral data, and so-called 'signa­
tures' that summarize the data. 

2. Use of the spatio-temporal queries, such as trajectories. 
3. Semantic features; syntactic descriptors. 
4. Use of relevance feedback, a well-known technique from information retrieval. 
5. Retrieval using sound, especially spoken documents, e.g. using speaker informa­

tion. 
6. Multimedia database techniques, such as using relational databases of images. 
7. Fusion of textual, visual, and speech cues. 
8. Automatic and instant video manipulation; user-enabled editing of multimedia 

databases. 
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9. Multimedia security, hiding, and authentication techniques such as watermarl:-
ing. 
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Abstract: Mainstream automatic speech recognition has focused almost ex­
clusively on the acoustic signal. The performance of these systems degrades 
considerably in the real word in the presence of noise. It was needed novel ap­
proaches that use other orthogonal sources of information to the acoustic input 
that not only considerably improve the performance in severely degraded con­
ditions, but also are independent to the type of noise and reverberation. Visual 
speech is one such source not perturbed by the acoustic environment and noise. 
In this paper, it was presented own approach to lip-tracking and fusion of sig­
nals audio and video for audio-visual speech and speaker recognition system. It 
was presented video analysis of visual speech for extraction visual features 
from a talking person in color video sequences. It was developed a method for 
automatically localization of face, eyes, region of mouth, comers and contour 
of mouth. It was proposed synchronous and two asynchronous of methods of 
fusion of signals audio and video. Finally, the paper will show results of lip-
tracking depending on various factors (lighting, beard), results of speech and 
speaker recognition in noisy environments. 

1 Generalized problem 

Extensive use of the internet and advances in computational power and virtual reality 
has enabled researchers to develop different virtual reality systems in recent years. 
Some of these systems have been used to simulate human movements, such as human 
motion capture [1,4], virtual character positioning and balance control [2,4]. On the 
other hand, different lip-tracking algorithms have been developed and lip information 
is used in different areas such as audio-visual speech recognition [3,4]. 
It's well known that humans have the ability to lip-read. It was combined audio and 
visual information in deciding what has been spoken, especially in noisy environ­
ments. A dramatic example is the so-called McGurk effect, where a spoken in English 
language sound /ga/ is superimposed on the video of a person uttering ^ a / [5]. Most 
People perceive the speaker as uttering the sound /da/ [5,6]. In addition, the visual 
modality is well known to contain some complementary information to the audio 
modality [5,7]. For example in polish language, using visual cues to decide whether a 
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person said Iml rather than /n/ can be easier than malcing the decision based on audio 
cues, however deciding between Iml and /p/ is more reliably done from the audio than 
from the video channel. 
The above facts have recently motivated significant interest in the area of Audio-
Visual Speech Recognition (AVSR), also known as automatic lip-reading, speech-
reading [5,8]. Work in these field aims at improving automatic speech region by 
exploring the visual modality of the region of mouth of speaker, in addition to the 
traditional audio modality. 
Automatic speech recognition by machine has been an active research area for several 
decades, but in spite of enormous efforts, the performance of current ASR system is 
far from the performance achieved by humans. Most state-of-the-art ASR systems 
make use of the acoustic speech signal only and ignore the visual speech cues. They 
are therefore susceptible to acoustic noise, and essentially all real-world applications 
are subject to some kind of noise. Although several audio-visual speech recognition 
systems have been proposed in the literature, most systems were dependent on con­
strained visual environments which prevents their use for real-word applications [17]. 
The aim of the speech-reading system described here is to perform speaker independ­
ent speech recognition for a large variety of speakers and without the use of visual 
aids. 

Scheme of audio-visual speech recognition system was showed on Fig. 1. 
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Fig. 1. Scheme of audio-visual speech recognition system 

2 Hidden Markov Models modeling 

Speech signals are slowly time varying signals. When examined over a sufficiently 
short period of time, the speech signal can be regarded as being stationary [18, 19]. 
Speech recognition systems generally assume that the speech signal is a realization of 
some message encoded as a sequence of one or more symbols. Speech recognition is 
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the task of recognizing, the underlying symbol sequence given a spoken utterance. 
Hidden Markov Models (HMM) have been very widely used for speech recognition 
studies for the last few years because of its success to model speech signal. In the 
next sections, first a brief basic HMM theory is given and the developed HMM codes 
is discussed. 
HMMs are stochastic models and are widely used for characterizing the spectral 
properties of frames of patterns [18,19]. The underlying assumptions of using HMMs 
in speech recognition are that speech signals can be well characterized as a parametric 
random process, and that the parameters of the stochastic process can be determined 
(estimation) in a precise, well-defined manner (training) [18, 19]. 
A Hmm is characterized by: the number of states in the model N, the number of 
Gaussian mixtures per state M, the state transition probability distribution A, the ob­
servation symbol probability distribution B, and the initial state distribution ;r. The 
compact notation A = (A, B, li) is used to indicate the complete parameter set of an 
HMM model. 

For speech recognition applications usually a left right HMM model is used because 
the underlying state sequence associated with the model has the property that as time 
increases, the state index increases (or stays the same). For this research left-right 
HMMs are used. For the developed of Matlab HMM code, the implementations for 
the first two problems of HMM were trivial. Forward backward and Viterbi algo­
rithms were used to solve the first and second problems of HMM. For the most diffi­
cult HMM problem, namely training problem, Baum-Welch algorithm was used by 
talking into account the practical implementation issues, such as scaling, multiple 
observation sequences, initial parameter estimates, which are explained in [18,19]. 

3 Speech coding with use MFCC and Lloyd algorithm 

Speech processing applications require specific representations of speech informa­
tion. A wide range of possibilities exists for parametrically representing the speech 
signal. Among these the most important parametric representation of speech is short 
time spectral envelope [18, 19]. Linear Predictive Coding (LPC) and Mel Frequency 
Cepstral Coefficients (MFCC) spectral analysis models have been used widely for 
speech recognition applications. Usually together with MFCC coefficients, first and 
second order derivatives are also used to take into account the dynamic evolution of 
the speech signal, which carries relevant information for speech recognition. 
The term cepstrum was introduced by Bogert et al. in [20]. They observed that the 
logarithm of the power spectrum of a signal containing an echo had an additive peri­
odic component due to echo. In general, voiced speech could be regarded as the re­
sponse of the vocal track articulation equivalent filter driven by a pseudo periodic 
source [20]. 
The main difference between mel-cepstrum and cepstrum was that the spectrums 
were first passed through mel-fi-equency-bandpass-filters before they were trans­
formed to the frequency domain. The characteristics of filters followed the character­
istics old human auditory system. The filters had triangular band pass frequency re-
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sponses. The bands of filters were spaced linearly for bandwidth below 1000 Hz and 
increased logarithmically after the 1000 Hz. 
For acoustic speech recognition twenty dimensional MFCC was used as the standard 
audio features. It was applied Lloyd algorithm to vector quantization. For example, 
Tab. 1. shows vector of observation of audio speech for 37 codes of codebook, for 
polish word recording. 

Table. 1. Vector of observation for 37 codes of codebook, for polish word recording 

Word 

Recording 

Vector of observation 

15 5 5 5 5 5 5 23 23 23 23 23 23 23 32 34 33 33 5 31 27 27 
27 34 27 27 27 27 27 27 27 7 7 5 18 15 24 19 23 23 23 23 
23 23 23 23 23 23 32 17 33 33 33 18 30 30 35 35 8 8 8 8 32 
32 32 32 32 32 34 25 25 25 25 25 25 29 29 25 

4 Tracking the facial features 

For a lip-reading system, it's essential to track the region of mouth of the speaker. 
This can be achieved by tracking the lip-corners. Unfortunately, it's difficult to locate 
or track lip-corners alone. In order to find the lip-corners within a face, we might 
have to search other facial features using certain constraints and heuristics. Some 
facial features are easier to locate than lip-corners. For example, within a face, the 
pupils are two dark regions that satisfy certain geometric constraints, such as position 
inside the face, symmetry according to the facial symmetric axis and minimum and 
maximum width between each other. Once the eyes are located, the lip region can be 
predicted [9]. 
One should to record audio and video speech. Audio signals are sampled at 8 kHz 
with 16 bit resolution. Visual signals are represented by RGB video captured with 
frame rate of 15 frames/s, and each image has 640 x 480 pixel resolution. Lip-
tracking is marked by video analysis (see Fig. 2.). 

Fig. 2. Examples of face detection with use of property of skin's color 

First, face of speaking person is detected. Before detection, one should to reduce the 
image size to 160 x 120, keeping the aspect ratio. The image is spreaded on three 
components RGB. Component B is subtracted from component R and area of color of 
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human skin is received [10]. Then, a mask is put on in aim of qualification of face's 
area (see Fig. 2.). 
It was been possible to search the pupils by looking for two dark regions lie within a 
certain area of the face. It is applied Gradient Method and Integral Projection 
(GMIP) [10] to finding horizontal (hjine) and vertical (vJineX, v line J.) line of 
eyes. Before, the image face is converted to the grayscale. Following equations (1,2, 
3) describe way of finding the pupils. 

h line = MAX 

\ = MAX 
21 

V line 2 = MAX 

£ \face_ image, J - face _ image, j^^ |, ( = 1..size _y\ (1 j 

X \face _ imagej J - face _ image^^^j |, y = 1.. " \l) 
Jine-t ^ ) 

21 I I size X I / o \ 
S \fiicejmageij-face_imagei^ij\, J = —-=—+ 1..5/ze_:v (5) 

i=h_lme-t 

Z 
^i=h_lme-l 

To search the lips initially, the approximate positions of the corners of mouth are 
predicted, using the positions of the eyes, the model of face and the assumption, 
therefore one should to have a near frontal view. Fig. 3. shows the search lip region. 

Fig. 3. Examples of mouth's area detection on basic of eyes position 

5 The visual feature extraction 

The position of the corners of mouth can be found by looking for the darkest pixel. 
This approach to search the horizontal line of corners of mouth using GMIP (1). The 
vertical boundaries of the lip can be found by applying gradient method to the refined 
search area and regarding the integral horizontal projection of this gradient method. 
Exact finding of corners of mouth is very most important because on basis of corners 
of mouth, edge of mouth will be defined. 
Described above method of finding comers of mouth no always gives satisfactory 
results. If studied speaker has beard, and then gradient method can be ineffective. 
One should to introduce sure modifications. It was applied different method of find­
ing comers of mouth. The comers of mouth are defined on basic of specific color of 
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mouths and specific shape of mouths {Color and Shape of Mouths, CSM). First, posi­
tion of mouths is found using specific color, and then comers of mouths are defined 
as extreme points of situated mouths. Fig. 4. shows difference among both methods. 

Fig. 4. Difference among GMIP (left images) and CSM (right images) 

To qualification of specific color of mouth, video frame is spreaded on component 
RGB. Then, for color of mouth MA it's accepted area, in which: 

MA = IR-B<T2 ^ 

[R-G<T3 

where Tl, 72 and 73 are liminal values (experimental: T\ =20, TZ^ 40, 73 = 40). 
Passed liminal values are dependent on from different factors: lightings, sometimes 
used lipstick, etc. 
Having definite area of mouth and comers of mouth, it was been possible to mark 
extemal edges of mouth {Lip Contour Detection, LCD). On basis of comers of mouth 
resource of circle is defined, for which what a a ray is drawn, beginning from one 
from appointed corners of mouth. It's got iTda of rays. Moving oneself along every 
fi'om rays in direction of resource of circle, points are marked in which begins ap­
pointed earlier area of mouth MA. In aim of elimination of significant mistakes, every 
fi-om appointed points is compared with neighbouring points, and suitably modified. 
In dependence from settle angle of jump or it's received 27da\>omXs. One should «rto 
accept experimental. It was accepted OFl7dl6. Described method above was showed 
on Fig. 5. 
On basic of characteristics points, defining external edges and corners of mouth, it 
were appointed codes as sum of relations of distance of all points from appointed line 
through comers of mouths. For all frames, it was created vector of observations for 
given word. For example. Tab. 2. shows vector of observation of visual speech for 37 
codes of codebook, for polish word recording. 

Table. 2. Vector of observation for 37 codes of codebook, for polish word recording 

Word 

Recording 

Vector of observation 
27 26 31 34 32 27 21 21 26 21 18 18 23 37 36 34 27 28 32 
37 38 34 28 22 18 
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Fig. 5. Examples of detection of external edges of mouth with use CSM method 

6 Fusion of signals audio and video 

Mean of fusion of characters audio and video of speech, presented in form of vectors 
of observations, it was realized onto three different methods. 
In first proposed method Sr, it was applied synchronic approach, consisted on calcu­
lation of vector of resultants' observation, from vectors of observation of both en­
trance signals of given word. 
In second proposed method ASrJ, both vectors of audio and video of speech were 
given separately onto input of HMM. Peculiarity of this method depends on use vec­
tors of observations of audio and video of speech as teaching data for the same 
HMM. 
In third proposed method ASrJI, it was applied approach, depending on creation of 
separate HMMs for both vectors of observations. Every from models generated se­
quence of observation most probable to entrance, and the fusion of characters of 
audio and visual was realized by sum of appointed probabilities. 

7 Experimental results 

In first experiment, two tests were moved. In first test, it was applied gradient method 
and integral projection (GMIP). In second test, it was applied method using specific 
color and shape of mouths (CSM). It was tested twenty different persons, speaking 
individual word. Every recording contained about 50 frame/s, so it was tested near 
1000 video frames. For every frame box comers mouth's were marked by hand, and 
next this corners were compared with automatically situated comers mouth's received 
at help of methods GMIP and CSM. Tab. 3. shows average mistakes committed 
through both tested methods for all frames. 

Table. 3. Average vertical and horizontal comers mouth's localization errors in pixel. 

method 

GMIP 
CSM 

amount 
of 

frames 
1000 
1000 

error^ 
[pixels] 

16,7 
4,8 

errory 
[pixels] 

18,9 
5,7 
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In second experiment, methods GMIP and CSM were applied also. It was tested 
twenty different persons, spelling words with clear division onto phonems. Checking 
of effectiveness of both methods was assignment of this experiment in lip-tracking 
system. Every recorded frame box was checked, defining membership of recognized 
object to object mouth/non-mouth (+)/non-mouth (-). No-mouth (+) marks, that cor­
ners became recognized correctly and no-mouth (-) marks, that comers became rec­
ognized irregularly. Into this way lip-tracking in real-time was studied. Tab. 4. shows 
results of second experiment. 

Table. 4. Result of lip-tracking in real-time 

method 

GMIP 
CSM 

amount of 
frames 

1000 
1000 

object 
mouth 

83,7 
94,2 

object 
non-mouth (+) 

3,4 
1,2 

object 
non-mouth (-) 

12,9 
4,6 

These results show that we can track lip-corners in images with different speakers 
using method CSM. Method GAIP is less resistant onto disturbances. Large on proper 
lip-tracking has correct situating of comers mouth's. If only woman would be our 
speaker, then it was been possible to apply both methods, because how it results from 
our investigations, a largest disturbance introduces male beard. 
In third experiment, it was tested level of mistakes of recognizing of audio speech in 
comparison with recognizing of audio-visual speech. Researches were made, using 
author base of statements of audio-visual speech. Ten users were tested, expressing 
seventy different commands (seven repetitions for every statement). It was tested 
4900 expressing of audio and audio-visual speech. Researches were made for differ­
ent degree of disturbance of signal audio (Signal to Noise Ratio, SNR = 0, 5, 10, 20 
dB). It was accepted, that for SNR = 20 dB signal audio is clean. It was accepted, that 
signal of video is clean for different SNR of audio. All three method of fusion signals 
of audio and video were tested. Tab. 5. shows results of third experiment. Fig. 6. 
shows level of mistakes of recognizing of audio speech and audio-visual speech. 
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Table. 5. Result of audio and audio-visual speech recognition 

Audio and audio-visual speech recognition 
signal 

Audio 
AVSr 

AVSr I 
AV Sr II 

FRR r%i 
SNR 
20dB 
2,09 
1,76 
1,42 
1,61 

SNR 
lOdB 
28,23 
23,90 
20,14 
23,14 

SNR 
5dB 
49,76 
31,82 
28,43 
35,47 

SNR 
OdB 
74,28 
42,66 
40,19 
46,52 

FAR [%] 
SNR 
20dB 
1,61 
1,52 
1,38 
1,57 

SNR 
lOdB 
6,81 
6,42 
5,76 
6,28 

SNR 
5dB 
8,19 
7,90 
7,81 
7,85 

SNR 
OdB 
13,28 
11,52 
10,76 
11,90 

g 

- audio-visual 
A S r J I 

- audio-usual 
ASr_l 
audio-visual Sr 

audio 

5 10 15 
SNR [dB] 

Fig. 6. Level of mistakes of recognizing of audio speech and audio-visual speech 

8 Conclusion and future work 

In this paper, it was presented a new approach to lip-tracking in real-time and audio­
visual speech recognition in polish language. The basic idea is that not only the lips, 
but also other facial features such as eyes are tracked. It was also evaluated the ro­
bustness of the new approach. It was tested twenty different persons, speaking indi­
vidual word. Every recording contained about 50 frame/s, so it was tested near 1000 
video frames. These results show that it was been possible to track lip-corners in 
images with different speakers using method CSM. Method GAIP is less resistant 
onto disturbances. Large on proper lip-tracking has correct situating of corners 
mouth's. If only woman would be our speaker, then it was been possible to apply 
both methods, because how it results from our investigations, a largest disturbance 
introduces male beard. 
The new approach was implemented in the lip-tracking module of our audio-video 
speech recognition system. The system was tested a database that contains image 
sequences of ten different speakers spelling seventy different commands steering 
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operating system in polish language. Audio-visual speech recognition gives better 
results than audio speech recognition, particularly in noisy environment. 
It's known that human lip-readers rely on information about the presence/absence of 
the teeth and the tongue inside the lip contour [15,16]. For this reason it is likely that 
the best recognition system will ultimately be obtained from frontal view with this 
additional information extracted. In future we plan to consider internal edges of 
mouths as well as presence of language and teeth in our system. 
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Abstract. The work is devoted to subband decomposition scheme and training 
set composition effect on quality of reconstructed speech when synthesising 
codebooks for multiband CELP-coders. Codebooks quality and its dependence 
on the codebooks structure are studied. The research work presents multiband 
codebook with multistage organization and reconfigurable structure optimized 
by SNR, Bark Spectrum Distortion (BSD), Modified Bark Spectrum Distortion 
(MBSD) and Noise-to-Mask Ratio (NMR) criteria for control by psychoacous-
tic model on the base of Warped Discrete-Fourier Transform (WDFT). 
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ture, Psychoacoustics, WDFT 

1 Multiband CELP-Coders Background 

Wideband speech coding researches have been actively curried out lately. CELP-
coders tend to prevail in the field because they provide high quality of the recon­
structed speech at high compression ratio. Modem CELP-coders have made a long 
path of development. Last models allow transmitting not only acoustic environment 
around a speaker but also musical components and even music. The research work 
presents multiband codebook with multistage organization and reconfigurable struc­
ture optimized by SNR, Bark Spectrum Distortion (BSD) [1], Modified Bark Spec­
trum Distortion (MBSD) [1] and Noise-to-Mask Ratio (NMR) [2] criteria for control 
by psychoacoustic model on the base of Warped Discrete-Fourier Transform (WDFT) 
[3]. In some schemes, subband decomposition is performed by a filterbank and each 
of the subbands is encoded by a single CELP-encoder [4]. Such models generally 
suffer from degradation of speech quality in the frequency region where the responses 
of the filterbanks overlap and have moderate compression ratio. 
Other schemes, examples of which can be found in [5-6], exploit an excitation signal 
generator using more than one source with different frequency ranges (muhiband 
codebooks) to enable background music encoding. Such coders provide a several 
times better compression ratio than the coders described earlier, but have a drawback 
of fast bitrate growing when subband number and search depth in subband codebooks 
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increase. Nevertheless, this drawback can be eliminated by using the codebooks with 
reconfigurable structure monitored by a psychoacoustic model. 

2 Basics of Subband Decomposition and Codebooks Training in 
Multiband CELP-Coders 

2.1 Subband Decomposition 

The main principle of subband decomposition presumes reaching a trade-off among 
number of subbands, their bandwidth (each subband must contain approximately 
equal signal energy), coding gain maximum [7] and effective filterbank implementa­
tion. Moreover, it is necessary to divide the frequency range into non-uniform sub-
bands to reflect properties of human auditory system [8] and formant structure of 
speech. Recently introduced CELP-coders with codebooks based on band-pass fil­
tered vectors are being widely spread. Their popularity is connected with the reduc­
tion of computational complexity because the filterbank is used only at codebook 
training stage and can have a relatively high complexity. All modern transform coders 
encode signal in perceptual frequency domain. To exploit high compression ratio of 
linear prediction (LP) and perceptual capabilities of transform coders in CELP-coders 
with muhiband excitation, it is necessary to use multiband codebooks that reflect non­
uniform critical bands and provide an ability of structure tweaking according to per­
ceptual properties of the encoded signal. 

2.2 Subband Training sets and Codebook training 

Subband training set is prepared by band-pass filtering of a wideband source material 
according to accepted scheme of subband decomposition. Usually, the original wide­
band source data are represented by original speech with duration from five to twenty 
minutes. Subband codebooks training can effectively be realized by well-known 
algorithms: K-means, Generalized Lloyd Algorithm (GLA), Linde-Buzo-Gray Algo­
rithm, etc. [9-10]. 

2.3 Features of Quantization according to Multiband Codebooks 

It is necessary to underline that fihered code vectors have final length (which equals 
subframe length). It leads to a "leakage" of spectral energy between adjacent subband 
codebooks. However, as code vectors of different codebooks are nearly orthogonal, a 
sequential search in each codebook provides almost the same quality as the optimal 
joint search in all subband codebooks with a significant complexity reduction. More­
over, the "leakage" of spectral energy of i-th subband can be compensated during 
quantization of /+7-th subband, thus leaving no need for a paraunitary filterbank. 



Synthesis of Codebooks with Perceptually Monitored Structure for Multiband CELP-
Coders 59 

Besides synthesis filter shapes noise-like excitation signal by spectrum envelope of 
the currently encoded signal and allows correcting the spectrum of error. 

2.4 Codebook Structuring 

Fixed character of codebook structure can be changed by using subband code-
books with multistage organization and different detail level (number of code vec­
tors). Such codebooks allow choosing the number of encoded subbands and limiting 
search depth in subband codebooks to meet the requirements of coding bandwidth, 
throughput capacity of communication channel and quality of the reconstructed 
speech. In addition, their structure can be monitored by a psychoacoustic model to 
reflect the perceptual characteristics of the encoded signal. 

3 Codebook Implementation in Multiband CELP-Coders 

Codebooks formed according to criteria listed in sections 3.1 and 3.2 are used in work 
[5]. The coder proposed in this work is suitable for transmitting both speech and 
music at 24 kbps (it is referred below as Coder 1). However, it has grave disadvan­
tage - the fixed structure that does not reflect perceptual properties of the encoded 
signal. Authors of Coder 1 refuse using a psychoacoustic model and accept a fixed 
structure of codebook with the aim of reducing the computational complexity. 
An improvement of approach presented in [5] is made in work [6]. This coder is re­
ferred below as Coder 2. In Coder 2 the number of subbands is successfully de­
creased from nine to eight (Table 1) and a psychoacoustic model based on MPEG-
standard [11] is included for retrieval the subband code vectors in order of their per­
ceptual significance. To provide functioning of the coder at different bitrates, search 
depth (number of stages) in the codebook is set by user. Coder 2 has several disad­
vantages: narrowing of the encoded frequency range fi'om 7000 Hz down to 6500 Hz 
and still fixed structure yet controlled by user in the presence of a psychoacoustic 
model. 
As it was mentioned earlier, one of the grave disadvantages of multiband CELP-
coders is a bitrate growth when increasing number of subbands and stages in subband 
codebooks. Codebook information contributes considerably to the overall bitrate. To 
avoid these problems, modification of multiband CELP-coder with variable search 
depth multistage vector quantization was proposed in work [12], where frequency 
range of encoded signal was widened up to 8000 Hz, while search depth control is 
realized by a psychoacoustic model based on the WDFT [3]. It was also shown that 
psychoacoustic model based on the WDFT provides better compression ratio against 
MPEG based one [11], while having no perceptual differences in reconstructed 
speech. Further improvement of the coder was proposed in [13], where a detailed 
description of psychoacoustic model and reconfigurable structure codebook monitor­
ing algorithm is implemented. Block diagram of the encoder is depicted in Fig. I and 
the scheme of subband decomposition is represented in Table 2. To obtain subband-



60 Biometrics, Computer Security Systems and Artificial Intelligence Applications 

training sets, non-uniform cosine-modulated polypliase filterbank described in [14] is 
used. Scheme of speech model parameters quantization is shown in Table 3. 

Table 1. Comparison of subband decomposition in coders 

Subband 

1 
2 
3 
4 
5 
6 
7 
8 
9 

Coder 1 
Freq. range, Hz 

50-500 
500-1000 
1000-1500 
1500-2000 
2000-2600 
2600-3400 
3400-4400 
4400-5600 
5600-7000 

Coder 2 
Freq. range, Hz 

100-510 
510-1080 
1080-1720 
1720-2320 
2320-3150 
3150-4100 
4100-5300 
5300-6500 

-

Barks 
4 
4 
3 
2 
2 

1.5 
1.5 
1 
-

Such model allows taking into consideration and eliminating both statistical and per­
ceptual redundancy while encoding source wideband speech. At the same time, the 
structure of the encoder (multiband codebook with multistage structure) is dynami­
cally changed and is tuned to perceptual features of the currently encoded signal 
frame. 

Vector 
Quanlizalion lifonj 

L|k>HJ^^!_r~J:> 
i 
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raodetwttti 

MuUiatage Vect« 
lion 

Fig. 1. Block diagram of the CELP-encoder with dynamic reconfigurable codebook structure 

The scheme includes an additional procedure of LTP-filtering that results in a fine-
tuned formant structure of speech in case the first two subbands are among the coding 
subbands. The procedure adds 2.6 kbps to a total bitrate (see Table 3, strings in 
italic). Comparative analysis of quality of this coder and MPEGl Layer III coder [11] 
was implemented in work [15], where it was shown that the proposed coder signifi-
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cantly exceeds the last one by perceptual quality based on BSD, MBSD and NMR. 
However, as it will be shown later, the structure of the codebook in this coder is still 
redundant and, consequently, needs to be optimized to fulfil the requirements formu­
lated in section 3.1. 

Table 2. Subband decomposition 
Subband 

1 
2 
3 
4 
5 
6 
7 
8 

Freq. range, Hz 
100-510 

510-1080 
1080-1720 
1720-2320 
2320-3150 
3150-4100 
4100-5300 
5300-8000 

Barks 
4 
4 
3 
2 
2 

1.5 
1.5 
3 

Table 3. Speech model parameters quantization scheme 

Model parame­
ter 

LSF 
Model Gain 
LTP Delays 
LTP Gains 
Codebook Struc­
ture 
Excitation Gains 
Book Indexes 

Par am./ 
frame 

16 
1 
4 
4 

1 

0 - 3 2 
0 - 3 2 

Bits/ 
param. 

1.6875 
7 
8 
5 

1.25 

4 
4 - 8 

Bits/ 
frame 

27 
7 
32 
20 

10 

0 - 1 2 8 
0 - 2 5 6 

Frames/s 

50 

Peak bitrate, bps 

Bitrate, bps 

1350 
350 
1600 
1000 

500 

0 - 6400 
0 -12800 
24000 

4 Techniques for Improving Codebook Quality and Structure 
Optimization 

4.1 Choice of Codebook Training Set Composition by Analysis of Objective 
Quality of Reconstructed Speech 

An influence of training set composition on the quality of the codebook is studied in 
this subsection. The quality of codebook (as a part of wideband CELP-coder [15]) is 
estimated at reconstructed speech. Three different training sets are used as a source 
material: 

• Wideband speech from the TIMIT database [16] with total duration of 5 min­
utes; 
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• Musical material (musical excerpts) with total duration of 5 minutes; 
• Mixed training set (for subbands 1-6 - first training set is used, for subbands 

7-6 - the second variant training set is used). 

Multiband multistage codebooks with 5-stage structure (16, 32, 64, 128, 256 vectors 
per stage) was constructed for the abovementioned training sets composition. Com­
parison of quality is performed by two patterns of test material voice and music with 
5 minutes length each. Average and total codebook bitrate values were evaluated 
along with SNRseg, BSD and MBSD [1]. Estimated parameters of quality for three 
training variants are shown in Table 4. 

Table 4. Codebooks' quality comparison 

Testing 
Material 

Voices 

Music 

Composition of 
training set 

Voice 
Voice+music 
Music 
Voice 
Voice+music 
music 

Avg. 
Codebook 
bitrate, bps 

5403 

10708 

Peak 
Codebook 
bitrate, bps 

18700 

19200 

SNRseg, 
dB 

10.94 
12.26 
13.72 
9.18 
10.64 
11.48 

BSD 

0.093 
0.089 
0.094 
0.097 
0.095 
0.087 

MBSD 

0.042 
0.035 
0.028 
0.045 
0.044 
0.032 

Analysis of Table 4 shows that in general case training of the codebooks on excerpts 
of musical compositions (vocal with accompaniment) provides better quality of the 
reconstructed signal according either to objective or to subjective estimates of the 
quality. Psychoacoustically monitored structure of the codebook allows a three-time 
decrease of codebook bitrate for speech and provides almost a two-time decrease of 
codebook bitrate for music. 

4.2 Analysis of the Subband Codebooks Contribution to Error Minimization 

Reconstructed speech quality and its dependence on multiband codebook configura­
tion in wideband CELP-coder [15] has been studied to determine an optimal structure 
of subband codebooks. Mixed data (voices+music) with total duration of 10 minutes 
composed from audio materials described in subsection 4.1 were used as a test mate­
rial. Subband codebooks contribution to preceding stage error minimization for 
speech excerpts is shown in Fig. 2. 
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Fig. 2. Subband codebooks contribution to error minimization 

Analysis of Fig. 2 shows that beginning from seventh subband error decrement 
reaches 1.5 dB, i.e. with further increase of subbands amount in codebook quantiza­
tion error will insignificantly decrease. Relative contribution of subband codebooks 
with different quantity of stages to preceding stage error minimization averaged 
through the whole test material is depicted in Fig. 3. As it can be seen from Fig. 3, 
subbands 4 and 5 make the least contribution. The 5-th stage brings significant con­
tribution in subbands from one to four, whereas the 3-rd stage - for others. Therefore, 
we can make conclusion that for subband codebooks (subbands from five to eight) a 
three-stage organization is the optimal one. 

Fig. 3. Subband codebooks contribution to preceding stage error minimization (for all stages in 
each subband codebook) 

SNRseg changing depending on subbands and stages amount in multiband codebook 
is illustrated in Fig. 4. Perceptual quality of reconstructed speech alterations accord­
ing to multiband codebook configuration are depicted in Fig. 5. Changing BSD and 
MBSD criteria are shown in Fig. 6. 
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Fig. 4. SNRseg versus: a) number of subbands for fixed detail level (stages) in subband code-
book; b) stages for fixed number of subbands 
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Analysis of Fig. 4a sliows tliat starting with 2-nd subband the quality linearly im­
proves and at the 5-th stage it reaches saturation. As it can be seen from Fig. 4b, 
SNRseg reaches saturation by the 8-th subband. Fig. 5 shows that perceptual quality 
of the reconstructed signal increases exponentially with subband amount, and number 
of stages in subband codebooks makes a moderate offset into characteristics. 

a) b) 

Fig. 5. Perceptual quality changing versus subbands with constant stage structure 
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Fig. 6. Perceptual quality versus stages for fixed number of subbands 

Analysis of Fig. 6 shows that an increase of stage number resuhs in ill-defined linear 
growth of perceptual quality, excluding first two subbands. Signal energy in subbands 
(Table 2) averaged through the whole test material is represented in Fig. 7. It is evi­
dent from Fig. 7 that first three subbands concentrate more energy, but the others 
have practically equal level of energy. 

Fig. 7. Averaged signal energy in subbands 
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Table 5. Comparison of codebooks' configurations quality 

Codebook Struc­
ture 

8 subbands with 5 
stages each 
8 subbands 

1 - 4 (5 stages) 
5 - 8 (3 stages) 
Opt. Structure 
Coding Gain 

u 

-6.577 

-6.597 

0.02 

B 03 

-6.364 

-6.501 

0.137 

60 

(75 

13.442 

13.439 

-0.003 

"3 
§ pa 

on 

12.498 

12.483 

-0.015 

Q 

0.0809 

0.0809 

0 

a 

0.0211 

0.0184 

-0.0027 

All features mentioned above testify that multiband codebook with eight subband 
codebooks with five-stage organization for the first four subbands (16, 32, 64, 128, 
256 vectors) and three-stage organization for the other three subbands (16, 32, 64 
vectors) can be quite effective in multiband CELP-coders from the point of reaching 
the best quality. In this case, codebook bitrate (peak value) reduces from 12800 bps 
down to 11200 bps. Quality comparison results analysis of redundant and optimized 
codebooks shows (see Table 5) that the optimized structure of codebook allows re­
ducing codebook information and even provides perceptual quality improvement at 
the cost of insignificant SNR impairment. Perceptual monitoring of the codebook 
structure can effectively be realized by using of psychoacoustic model based on 
WDFT [12-13]. As an example, outcomes of the proposed psychoacoustic model for 
subband masking thresholds (MTsubbands) (Table 2) and masking thresholds in Barks 
(MTearks) estimation are shown in Fig. 8. Dynamic ranges of subband perceptual 
entropy (SPE) for the whole test material are depicted in Fig. 9. Analysis of Fig. 9 
shows that perceptual significance of subbands (SPE max) evaluated by psychoacous­
tic model well correlates with relative contribution to error minimization data (Fig.3). 
Thus, psychoacoustic model is proved to be well balanced with accepted subband 
decomposition scheme in the coder. 

1000 2000 30OO 4O0O SOOO 6000 70OO 
Warped Frequency, [Hz] 

Fig. 8. Comparison of masking threshold in subbands and Barks 
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Fig. 9. SPE dynamic range estimation 

5 Conclusions 

Alteration of different parameters of multiband codebooks configuration is studied in 
the work. System approach for codebook synthesis in order to make a perceptually 
monitored structure of codebook is proposed. Synthesis is implemented by exploiting 
objective, subjective and perceptual quality criteria: SNR, BSD, MBSD, training set 
composition, etc. As a result, forming of the optimal (irredundant) structure of multi-
band codebook with multistage organization is reached and the control by psycho-
acoustic model based on the WDFT is done. Moreover, the new codebook structure 
provides quality improvement alongside with the codebook bitrate decrease. 
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Abstract. This paper describes the method of postage stamps recognition and 
the experiments carried out with it. It represents the basic operations of the post 
mail image processing. The article contains basic processing of the stamps im­
age and calculation of characteristic features, on basis of which it will be rec­
ognized. The main objective of this article is to use the color information to ob­
tain a set of features which are invariant under translation and rotation. The 
proposed method of recognizing can be applied in checking the value of post 
payments. The value of a post stamp is connected with a picture. The picture is 
represented in the color space where classification is done. The today's systems 
of recognition often use classification on the basis of shape. Proposed method 
enables recognition of postal stamps from mail piece. Sources of errors as well 
as possible improvement of classification results will be discussed. 

1 Introduction 

Image recognition is important and difficult research area. Nonetheless, it still is an 
active area of research. No available solutions have been offered that solves the prob­
lem completely. Automatic image recognition is widely used for identification of 
people, objects, shapes, maps, etc. Image recognition can be realised by using various 
picture features such as information about pixels, histograms, colours, layers, shapes, 
patterns etc. The image recognition method depends on application. The image fea­
tures on basis of recognition will be done, should be invariance from change scale, 
change orientation, skew transformation and change of intensity of lighting. More­
over features should be unaffected from errors from acquisition stage. Image recogni­
tion can be used for post stamps identification on envelopes to check postage as well 
as for identification of invalid ones. The basic invariant feature used for detection and 
identification of the post stamps on envelope or a postmail is color information. 
Analysis of the images for detection post stamps includes operations: image acquisi­
tion, segmentation, color transformation, features calculation as well as classification. 
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Fig. 1. Proposal of a method for recognition post stamps 

Some countries, such as the Poland, are at an advantage in this because their amount 
of post stamps is relatively small, therefore the process of classification is easier. 
Recognition systems for the postal service could be enhanced to read the whole ad­
dress and sort envelopes. Mail sorting is an ideal application for image processing 
because it has a wide variety of difficulty levels. The most simple case is recognizing 
post stamps situated without stamps and broken parts. In my paper this situation is 
chosen. The perception of human eye for information about color is independent from 
change lighting, scale, rotation and background. Possible is, to use color information 
as a feature for detecting interests area on envelope. The perception of human eye for 
information about color is independent from change lighting, scale, rotation and 
background. Possible is, to use color information as a feature for detecting interests 
area on envelope. The best way of use color as feature to distinction the post stamps, 
is take advantage of chrominance information. 

2 Filtration 

The first step of the postmails image processing is filtration. Filtration is used for 
improving the quality of the image, emphasize details and makes processing of the 
image easier. The filtration of digital images is obtained by convolution operation. 
The new value of point of image is counted on the basis of neighboring points value. 
Every value is classified and it has influence on new value of point of the image after 
filtration [5]. In the pre-processing part no-linear filtration was applied. The statisti­
cal filter separates the signal from the noise, but it does not destroy useful informa­
tion. The applied filter is median filter, with mask 3x3. 

7-1,-1 /o , - i / i , - i 

J-1,0 Jo.O /l,0 

/-i,i /o,i /i,i 

(1) 

P = {b,j •,\<i<M \<j<N} (2) 

by = medif, );{r,s)e A; {i,j)e P 
(3) 
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Where : A - the mask of fiher, P - input image , M - height of the image, N - width 
of the image, b - point of the image. The median filter is sorting values of points of 
image and counting center value. The applying the filter to the whole image, allows 
to eliminate noise majority. This filter does not have a smooth effect, and has low 
computational complexity. 

2 Color transformation 

A color space is a way of representing colors and their relationship to each other. 
Human perception of color is a function of the response of three types of cones. There 
are numerous color spaces based on the tristimulus values. The YIQ color space is 
used in broadcast television. The XYZ space does not correspond to physical prima­
ries but is used as a color standard. It is fairly easy to convert from XYZ to other 
color spaces with a matrix multiplication. Other color models include Lab, YUV, and 
UVW. All color space discussions will assume that all colors are normalized (values 
lie between 0 and 1.0). This is easily accomplished by dividing the color by its maxi­
mum value. For example, an 8-bit color is normalized by dividing by 255 [1]. In this 
approach color model (from acquisition stage) is RGB and can be expressed as 2D 
dimensional matrix of image points, where each point is represented by 3 coefficients. 
Let fF(x,y):x=l,2,...M, y=l,2,...N} will be a 2D dimensional matrix of image points 
about size MxN. F(x,y) defines value of point color (x,y) 
F(x,y)={Fr(x,y),Fg(x,y),Fb(x,y)} [2]. Each point of the image can be expressed in 3 
dimensional co-ordinates. The perception of human eye is independent from changing 
brightness, and kind of lighting source. 

350-

200-

Fig. 2. The color images of post stamps and their RGB 3D representation 
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Perception of color is relatively constant in wide area of changes of lighting. The 
RGB model simplifies the design of computer graphics systems but is not ideal for all 
applications. The red, green, and blue color components are highly correlated. This 
makes it difficult to execute some image processing algorithms. These processes are 
easier implemented using another color models. Thus, YCrCb color space can be used 
for eliminating dependences from the image brightness information. The realisation 
of transformation from RGB color space to YCjCb color space is given by the follow­
ing relationship: 

Y 0,29900 0,58700 0,11400 

0,50000 -0,41866 -0,08310 

-0,16874 -0,33126 0,50000 

(4) 

There are several ways to convert to/from YCbCj. This is the CCIR (International 
Radi Consultive Committee) recommendation 601-1 and is the typical method used in 
JPEG compression. The received coefficients Q and Cb for each point of the image, 
can be presented on 2D co-ordinates. The Y coefficient is not useful for next opera­
tions. 

Fig. 3. YCrCb 3D representation of color images from Fig.2 

Another representation of color space is CIEL*a*b* model. To transform from RGB 
to that space, it is necessary to use XYZ transformation first. The realisation of trans­
formation from RGB color space to XYZ color space is given by the following rela­
tionship: 

X 

Y 

Z 

0,4412453 0,357580 0,180423' 

0,212671 0,715160 0,072169 

0,019334 0,119193 0,950227 

(5) 

The realisation of transformation from XYZ color space to ClEL*a*b* color space is 
given by the following relationship: 
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Fig. 4. The CIEL* a*b* 2D representation of color images from Fig.2 

3 Color segmentation 

The RGB color space 24bit image theoretically requires about 16,7Mb of memory. In 
reality, amount of memory is lower, it is depend from content of image. 
To decrease application memory requirements, color segmentation should be done. 
The color segmentation from 24bit image (8bit for each coefficient) is realised by 
indirect addressing algorithm, as a result of that operation, I2bit image (4bits for each 
coefficient) is received. After this reduction, size of the color space is 64 times less 
than before. This decrease of amount of colors does not have a big influence on rec­
ognition rate. But it is important for amount of system recognition memory, size of 
database with patterns of images and for the speed of recognizing process. 
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4 Post stamps models 

Two sets of data received from color transformation stage (C^ and Cb) are used to 
create model of post stamps. On basis of this information can be made 2D graph. The 
weakness of that solution is that we do not have any information about amount of 
pixels with the same color. Therefore while color transformations stage the histogram 
of color should be done. So histogram will be another factor of the post stamps 
model. As a result of this stage is a 3 - dimensional feature vector including coeffi­
cients Q,Cb and color histogram. 

Fig. 5. The CrCb representation of post stamp from Fig.2 

Fig. 6. The CrCb and amount of pixels representation of color images from Fig.2 

As a result of this stage is a 3 - dimensional feature vector including coefficients 
Cr,Cb and color histogram. 

F^ = {PO'PI^-^PAO9S} 
(10) 

Model of the post stamps (FV) contains amount of pixels for each chromination value 
on the color space Fig.6. This solution has additional problem which is connected 
with the feature vector. The coefficients Cr,Cb and color histogram are identical, for 
images from Fig.7.a.b and Fig.9.e.f Therefore the feature vector should contain more 
information about color and their localization on image of the post stamp. Enhanced 
model of the post stamps contains values of centroid QOCM for Cr,Ci, representation 
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and boundary points for 8-component neighbor in the form of distance po, pi,.-, p? 
from Cro.Cw 

FV = {C^^,C,^,P„P„...,PT} (11) 

Taking into consideration only coefficients CHICM and po, pi,—, p? from the special 
created database of 192 post stamps images, the upper limit of recognition rate is up 
to 70%. The recognition rate is to low for use in checking payment system therefore 
(FV) should additionally contain geometrical relationship. The points po, pi,..., pj are 
described by chromination value of boundary point in each direction on the color 
space Fig. 8. These values are reflecting many points on the geometrical plane of the 
input image Fig.lO. So we can use those coordinates x„a,yoo,Xio,ym-,x7o,y7a for each 
point Po, PI,—, p? are defined as centroid of points with the same color values on the 
image Fig.9. as additional vector features (equation 12). In this way it can be possible 
to differentiate image Fig.7.a.b and Fig.S.e.f As a result of this stage is a 18 - dimen­
sional feature vector including coefficients from image of the post stamp. 

r V — iC^gjCjQj/Joj / ' i v)/'7»^00»J'oO»-*-10'^^10'"-5'^70'J^'70j 
(12) 

This approach have better recognition rate, especially for broken and illegible inten­
tionally prepared stamps, and so far the recognition rate increase to 81%. 

(a) (b) 

Fig. 7. The color images of post stamps (a) regular stamp (b) specially prepared stamp from 
testing set 
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Fig. 8. The localization of p points on CjCb representation for the post stamps from Fig.7 
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Fig. 9 The samples of stamps from database (a-e) regular samples of stamps, (f) specially 
prepared stamp from testing set 

In Table 1 we can observe how values obtain coefficients from feature vector for 
similar stamps from one stamp series. We can also notice that it is necessary to use 
geometrical plane values to build post stamp model vector (to differentiate images 
from Fig. 7.a.b and Fig. 9.e.f.). 

Table 2. The values of feature vector for C^ICM andpo, pi,..., p? for images of the post 
stamps from Fig. 9. 
Stamp 

(a) 
(b) 
(c) 
(d) 
(e) 
(f) 

CrO 
31 
30 
35 
30 
20 
20 

CbO 
38 
33 
28 
31 
34 
34 

pO 
16 
5 
5 
16 
16 
16 

Pl 
20 
14 
9 
12 
12 
12 

p2 
10 
21 
10 
22 
8 
8 

p3 
11 
9 
5 
12 
8 
8 

p4 
20 
21 
5 
21 
20 
20 

p5 
4 
7 
9 
12 
7 
7 

p6 
22 
24 
4 
23 
10 
10 

P7 
12 
8 
5 
12 
7 
7 

If similarity is suitably high it means that pattern is situated on the image. In this way 
are received patterns which are on the image. These data are enough to describe pay­
ment. The main sources of recognition error are acquisition stage processes and post 
stamp area detection algorithm. These areas of research must be improved to obtain 
better recognition rate. 



The Color Information as a Feature for Postage Stamps Recognition 77 

. • < H * 

; l^ 

- r 

\*^ • : 

»14» 

-
...L+J 

'^ • ^ - - ^ - . 

: ••-|»- •; 

• • i i 

.1-̂ ;.. 

(b) 

Fig. 10. The localization of p points on xy for the post stamps from (a)Fig.7.a and (b)Fig.7.b 
(dots - the points with the same color, cross - the centroid) 

5 Classification 

The classification module comparing features from the unknown image to model 
features sets obtained during the learning process. Based on the feature vector, the 
classification attempts to identify the image based on the calculation of Euclidean 
distance between the features of the image and of the image models [3]. The distance 
function is given by: 

Diq,c^) = Y.[RU)~Aij)f 
(13) 

y=i 

where 

a 
Cs 
R 
A 
N 

- is the predefined image, 
- in the image to be recognized, 
- is the feature vector of the image to be recognized, 
- is the feature vector of the predefined image, 
- is the mmiber of features. 

The minimum distance D between unknown image feature and predefined class of the 
image is the criterion choice of the post stamp [4]. 
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6 Summary 

The selecting of the features for postage stamps recognition can be problematic. 
Moreover fact that the mail pieces have different sizes, shapes, layouts etc. this proc­
ess is more complicated. The paper describes the often used image processing. The 
proposed method of recognizing can be applied in checking the value of post pay­
ments. The value of a post stamp is connected with a picture. 

The picture is represented in the color space where classification is done. The rec­
ognition on basis of the color space representation has invariance property against 
image transformation including translation, scaling, skew, and rotation. Moreover it is 
invariant from changing type and intensity of lighting. The weakness of this method 
is that some post mails can include graphics similar to the post stamps. The research 
is continued in aim decrease the quantity of RGB coefficients in color transformation 
stage and their influence on recognition errors. As well as another color spaces will 
be tested too. In connection with this work, the application including discussed algo­
rithms is in progress. 
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Abstract. In this paper algorithm of exact iris shape determination in a face 
image with simple background was described. This work is a part of face rec­
ognition method and will be base for developing face features extraction proce­
dure. The aim was to locate circles circumscribed about irises (radius and cen­
ters of such circles) in frontal face image. Presented algorithm combines known 
image processing algorithms and developed procedures. Achieved results are 
satisfactory for purpose of use in face recognition method, which is being de­
veloped. 

1 Motivation 

Nowadays face and iris detection methods are widely used in many computer vision 
applications, such as systems of human-computer interaction [1,2]. 
Considerable part of applications is used in systems for face recognition in access 
control [3] and model-based video coding [4-6]. 
Author is developing face recognition method in which exact features extraction in 
eyes' part of face plays a meaningful role. 
In this method the primary quantity is the iris diameter. As a constant of human body 
the diameter was used to construct unit called Muld which allow to measure face 
features on images in different scale [7, 8]. 
The first step is to locate face area on image. This is done by algorithm combining 
skin-like color detection method [9], median filtering [10] and simple method of 
determining region boundaries. Once the face has been detected the next step is to 
locate area of both eyes. For purpose of detecting eyes the 3-stage gray-level image 
projection algorithm was applied. The thresholding of gray-level image (with auto­
mated threshold selection), median filtering, Canny edge detection [11] and proce­
dure of finding circles in eye's edge-image was combined to accomplish iris detec­
tion. 
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2 Related Works 

There are many known approaches to realization the taslc of face detection in images. 
Turk and Pentland [12, 13] proposed application of Principal Component Analysis 
(PCA) for face detection. This method was improved by Moghaddam and Pentland in 
[14]. 
Good results of face detection were observed in skin-color detection methods [15], 
Procedures based on color information allows to segment image regions easy, but can 
be affected by skin-like color areas in background. 
There are also known such approaches as: shape analysis [16, 17], template-based [4, 
18] and neural network-based [19]. 
Known approaches of realization the task of iris localization can be divided in 3 main 
groups: 
- intrusive 
- non intrusive active 
- non intrusive passive 
Our approach is based on skin-color detection and can be classified as non intrusive 
passive. 

3 Face Detection 

As input of face recognition procedure we assume to have the RGB color space, fron­
tal face image. For purpose of detecting face in input image the algorithm of thresh­
olding in 12 color space was applied [9]. The 12 color space let us to detect skin-like 
color regions in RGB image with satisfactory result. 
To transform image to the 12 color space, we have to subtract R and B components of 
RGB space. Let IR and Is represent matrix containing R and B components respec­
tively, for each pixel of input image. The output IRB matrix is obtained after subtrac­
tion: 

w h 

(=0 7=0 

where: 
w, h - width and height of input image. 

Once we have the 12 color space image the next step is to apply thresholding proce­
dure which can be described by following formula: 

f255 for hJx][y]>T 

[0 for Ij^[x][y]<T 

where: 
x = 0...w,y = 0...h- coordinates of the pixel, 
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w, fi- width and height of the image, 
Ijuj - input 12 color space matrix, 
/ ' - output, thresholded image, 
r-threshold. 

As far as now the value of threshold T is assigned as constant. For face database used 
for purpose of testing the procedure, value of the threshold equals 37. On 
Fig. 1 are presented images before and after skin-like color detection procedure. 

Fig. 1. Face image before and after 12 thresholding procedure with threshold value T=37 

In order to eliminate noise around the face area and small objects in background the 
modified median filtering procedure was applied. In classic median filtering, values 
of pixels neighboring analyzed pixel (including analyzed pixel) are sorted from low­
est to highest (or reverse). To analyzed pixel is assigned median value of surrounding 
pixels [10]. 

The filtration procedure after modification can be formulated as follows: 

-2 -2 

S{x,y) = YT.^\x + i\[y + i\ (3) 
'=2 >=2 

f255 for 5(jc,v)>3315 
I"[x][y] = \ •' ^ ^' (4) 

[0 for S{x,y)<^Z\5 

where: 
X = 2...W - 2, y = 2...h - 2 - coordinates of the pixel, w,h- width and height of 
the image, S(x, y) - sum of 25 neighboring pixels (including analyzed), / ' - input 
12 thresholded image, / " - output, filtered image. 

Analyzed pixel is set to white if more than half of surrounding pixels is white {sum 
S{x, y) > 3315; 13 • 255 = 3315). In other case the pixel is set to black. 
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The result of modified median filtering is image with smoothed edges of face area. 
Also small background objects were eliminated. Fig. 2 shows example of median 
filtering of the image obtained after 12 thresholding (procedure repeated 20 times). 
The boundaries of face region are acquired in simple procedure. The upper boundary 
is the row of image where number of white pixels (occurring continuously) exceeds 
given value. The lower boundary - the line where number of white pixels decreases 
below given value. Vertical boundaries are white pixels found most on left and right 
side of the image (in limits of horizontal boundaries). This procedure gives bounda­
ries of region shown on Fig. 3. 
The procedure of acquiring face area can be summarized in following algorithm: 

Face area detection 
IN: RGB color space, frontal face image 
OUT: Boundaries determining face area 
1. Transformation of RGB color space to 12 according to (1) 
2. Thresholding the 12 color space image (2) 
3. Filtering image obtained in step 2 with modified median filter (3) and (4) 
4. Determining boundaries of white region in filtered image from step 3 

Fig. 2. Image before and after median filtering with 20 repeats 

Fig. 3. Founded boundaries of the face area. 
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4 Eyes Localization 

For purpose of accurate irises localization, we have to determine region of eyes -
squares containing each eye. This has been accomplished in 5-stage gray-level image 
projection. 

Stage 1 - Determining the line of eyes. 

To find line where the eyes are located the gray-level image horizontal projection 
procedure was applied. Let I^ray be gray-level image obtained from RGB image ac­
cording to following formula: 

,_77I,[x][y] + l5lI^[x][y] + 2SI,[x][y] 
256 

I,..,[x][y]= " - ^ ^ - J L ^ J — ^ o L ; j m - - o .,,.,,y, ^^^ 

where IR, la, IB are components of RGB color space. 
The horizontal projection is defined as follows: 

i v - l , 

^ . [ ^ ] = Y\^,ray[x][y] " I^ayi^ + ^yj (6) 

The line of eyes is determined by Maximum value Hj""". 

Stage 2 - Determining horizontal positions of eyes. 

In this stage we consider zone 7/;'™" - 20 -̂  Hi""" + 20 and in this limits we calculate 
vertical projection according to: 

//,""" +20 

^ M = Z \l,ray[x][y]-I^ayM[y + l]\ (7) 
y^ffm.^ _20 

Horizontal position of eyes is determined by two maximum values of V [x]. 

Stage 3 - Correcting vertical position of each eye. 

In case of inexact vertical position of head in image, determining the line of eyes' 
(by value of Z//"^) is not satisfactory for iris localization. To increase accurateness of 
eye localization the procedure of horizontal projection is repeated for both of eyes 
and in limits of ±20 pixels of maximums of vertical projection. 
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^=K,'"" - 2 0 
(8) 

K,"'"'+20 

Area of eyes is square in size of 152x152 pixels with center in {Hp^max), V„ax\) for 
right eye and {Hi{max), Vmaxi) for left. Fig. 4 presents sample results of eye localiza­
tion procedure. Curves denotes values of horizontal and vertical projection, for each 
row/column, horizontal lines - limits the zone of eyes (H,"^^ -20^ H,""^^ + 20) and 
boxes - areas of eyes. In further processing we will consider founded areas for both 
eyes separately. 

Fig. 4. Sample result of eye localization procedure 

5 Iris Detection 

Finally we have to find circle circumscribed about the iris on area of size 152x152 
pixels containing image of the eye. This task will be completed in following steps. 

1. Thresholding the gray-level image with automatically selected threshold and 
applying Canny edge detection procedure. 
Many methods of analyzing histograms for purpose of estimating scene parameters 
can be found in literature [20-22]. In our procedure value of threshold is set as aver­
age value of pixels in analyzed image incremented by constant {10, this constant was 
determined experimentally). The threshold value is calculated using the relationship: 

1 w h 

T = \Q+ YLl[x]{y] (9) 
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After applying threshold, the median filtering procedure was used (see section 3). 
Fig. 5 shows result of above operations. 

k^ \i^m 

Fig. 5. Result of threshold with automatically selected threshold value {T = 101) 
and single course of median filtering 

Next, the Canny edge detection procedure was applied [11]. Stage of Gaussian filter­
ing was omitted due to reducing edge sharpness. Image of the eye after edge detection 
is shown on fig. 6. 

Fig. 6. Processed eye image before and after Canny edge detection procedure 

2. Finding points on edge of the iris and determining best-fitted circle 
In order to detect edge of the iris we use 10 rays with center in point of maximum 
projection (see section 3). The rays are inclined at angles of: 340° 350° 0° 10°, 20°; 
160° 170° 180° 190°, 200°. 
In range of 20 to 65 pixels from the center, along each ray we find first occurrence of 
black pixel and set it as edge of the iris. This gives us set of 10 points - candidates for 
circle circumscribed about the iris. Result of above procedure is presented in Fig. 7. 
Next step is to verify which points belongs to iris circle. To achieve that aim follow­
ing algorithm was constructed: 

Fig. 7. Result of finding point on edge of the iris 

IN: Set of 70 points-candidates for edge of the iris. 
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OUT: Center and radius of a circle circumscribed about the iris. 
1. Construct circles for points' triplets 
2. Compare each circle with every other. If distance of centers and radius 
difference of those circles is lower than given value the rank of circle is incre­
mented 
3. Circle with maximum rank is accepted as best-fitting the iris. 

6 Results 

As shown on figures below, the procedure of determining circles circumscribed about 
irises gives satisfactory results, even in case of blurred images (Fig. 9). 
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Fig. 8. Sample result of iris localization procedure 
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Fig. 9. Sample result of iris localization procedure - blurred image 
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7 Conclusions and Future Works 

In this paper the procedure of iris detection was presented. Main aim was to find 
radius and center of circles circumscribed about both irises. Presented method of iris 
detection in image with simple background gives satisfactory results in aim of future 
processing in face recognition system. Major defect of this method is constant value 
of threshold in procedure of 72 thresholding. The method will be improved by realiza­
tion of automated threshold selection. This will be achieved by analyzing histogram 
of the 12 color space image. 

For purpose of further realization of the face recognition system the eyes feature 
extraction method will be developed. 
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Abstract. The paper presents experimental method for the extraction of hand­
written signature features with the aim of incorporating them in the offline sig­
nature recognition system. The algorithm uses view-based approach and 
searches for the extreme values with the threshold value being applied. This in­
vestigation is a continuation of previous work extended with experiments on 
classification of resulted feature vectors. The classification of feature vectors is 
conducted by means of Dynamic Time Warping (DTW) algorithm. Experi­
ments were carried out with the standard DTW algorithm with window and 
slope constraints. 

1 Introduction 

The study reported in this paper is a continuation and extension of previous 
work [1], where an experimental method for extraction of handwritten signature fea­
tures was presented. The proposed method is examined in order to evaluate its use­
fulness as a part of the signature recognition system. 
There are two main approaches for the signature recognition: offline and online. The 
offline methods analyze the static picture of the signature, whilst the online 
algorithms consider the dynamics of the writing process [2], [3], [4], [5] as well. The 
algorithms that consider only the static image are less resistant to forgeries but in 
many cases the static image of the signature is the only available form of 
information. This paper focuses on the analysis of static features in a handwritten 
signature. 
The image of the signature is a special type of object when looked at as the subject 
of recognition process. One of the problems which is likely to arise is that the 
signatures of a particular person are not exactly the same. Of course, during the appli­
cation of the recognition system we may require that the signatures should be made 
carefully but there are always some differences we must deal with. This 
requires that the identification system should be flexible and allow certain variations 

* This work is supported by the Rector of Bialystok University of Technology (grant number 
W/WI/3/04). 
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within the set of the signatures put down by one person. The type 
of error we want to reduce at this moment is the rejection of the genuine signatures. 
On the other hand, in order to reduce misclassification and improve forgery 
resistance we must require that certain important features should be exactly recurrent 
and we must strictly demand their presence. The errors we are trying to minimize in 
this case are: acceptance of a fake signature and classifying one person's signature as 
belonging to another one. 
Incorporating those two aspects - acceptance of the variance and the requirement for 
exactness of certain features in one system is a very difficuh task and still there is no 
perfect solution. The techniques developed so far give good results but they still have 
a relatively significant error. 
The alternative approach is to split those two aspects into separate tasks and then 
combine the results of both into one hybrid system. When human being attempts to 
handle signature recognition task it seems that the overall appearance or 
the general shape is the thing of highest importance. Only then, the particular 
features are examined in greater detail in order to make the correct judgment. 
Following the above considerations, this paper focuses on the general shape of the 
signatures in order to prepare data for the first recognition step. Information 
acquired at this stage should enable differentiation between the signatures given by 
different people and be general enough to reduce influence of the variations among 
different occurrences of the same signature. This stage should be supplemented by 
more precise local investigations to form the complete recognition system 

2 Signature Acquisition 

The images of signatures (Fig. 1) stored as Portable Network Graphics (*.png) files 
are used as a source of data for further processing. This particular format 
of storing images provides lossless compression, which is important because it 
doesn't add artifacts and provides relatively small footprint. 
The images can be obtained from documents by means of scanning devices. This 
approach can be applied to gather data from a variety of available sources in the form 
of signed forms because the signing on a paper form is still the most common authen­
tication procedure. 

,_, , 1__ 
Fig. 1. Examples of images of signatures given by different people 
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3 Selection of characteristic points 

In [1] an experimental method to select signature characteristic points was presented. 
Its main purpose was to reduce the dimensionality of data, whilst preserving the fea­
tures necessary for distinguishing between different classes of signatures. The other 
goal was to improve the separation of the classes. By the class of a signature we mean 
the group of signatures signed by a particular person. 
The first stage of the method uses the view-based approach [1], [6], [7], [8]. 
The algorithm chooses only those points with minimal and maximal values of y 
coordinate. Points with minimal values form what is called the upper view, whilst 
points with minimal values form the down view. The process is illustrated 
in Fig. 2. 

Fig. 1. Signature (a) with its upper (b) and down (c) views 

As a result the two vectors for each of the signatures are obtained (Eq. 1). The nor­
malization (Eq. 2) is applied to get values ranging in < 0,1 >. 

Y = {y„y2,...,y„_^,y„) (i) 

y] = -^'~-^'"" (2) 
-'max .^min 

During the next step extreme values from coordinates of vector Y are selected. This 
operation reduces the influence of the variance among signatures of 
a particular person. Equations 3 and 4 represent the conditions which were tested to 
find the maximum and the minimum values accordingly. In addition, 
the threshold T value is applied in order to eliminate disturbances created by 
roughness of the ink trace and minor artifacts which mostly are conducive to inaccu­
racy of the signing individual. If the difference between most recently acquired 
extreme and the currently examined one does not exceed the threshold value (Eq. 5) it 
is discarded from the final feature vector (Eq. 6). 

yi < yM' y,^k > y ^ ^ - y ^ = y ^ =••• = x + * (3) 

yi > yM. y^k < y^^i. yM = y^^i = - = y^ (4) 

\y]-y''\>T (5) 

r ={yl,yl,...,yl,yl) (6) 
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In this study, in order to compare the proposed method with other approaches, 
two additional ways for selection of characteristic points are introduced. 
The first is the classic view-based approach described in detail in 
works [6], [7], This method is also used here as the first stage of the examined ex­
perimental algorithm as described earlier in this section. Additionally, to proceed 
further with the reduction of data we select N equally spaced points from the resulted 
outline where the value of Â  depends on the height of the particular view. 
The second approach is based on contour tracing technique [8]. The algorithm 
follows the outer boundary of each separate object comprising the signature image 
and collects y coordinates of its consecutive points. For each contour the upper part is 
separated from the down. Then all the upper parts and the down parts are 
concatenated separately (Fig. 3). In order to reduce the number of points a simple 
sampling is used by selecting every M-th value from the acquired sequences to form 
feature vectors, where M denotes the step length in the sampling process. 

(a) (b 

Fig. 1. Signature (b) with its upper (a) and down (c) views 

4 Classification 

In [1] the results, achieved from the new method, were illustrated graphically. 
Feature vectors representing each of the signatures were shown on graphs 
(Fig. 4, 5, 6, 7 in the next section), and evaluated visually. Although they clearly 
showed that the new method gave good results, a new research was carried out to see 
how well the new method describes the signatures for the task of classification. 
In the process of classification we used a measure based on Dynamic Time Warping 
(DTW) algorithm. This method was chosen due to its flexibility to compensate for the 
variations occur in handwritten signatures. Experiments showed that 
during signing process individuals often stretch and shrink local parts of the 
signature. Additionally, there is an increasing variance towards the end 
of the signature denoting decreasing accuracy of writing. DTW algorithm with its 
ability to eliminate the influence of such nonlinear fluctuations seems to be 
an appropriate tool for this kind of classification task [4], [8], [9], [10]. 
DTW algorithm defines a measure between two sequences x^,X2,•••,X|^_^,X|^ and 

j>̂ ,, ^̂ 2 >••• 5 >";_!» >"/ as a recursive function (7): 
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D(i, j) + min 
D{i,j-\) 

D(i-l,j) 

Dii-lJ-\) 

+ d{x^,yj) (7) 

The distance measure d(ai,bj)can be chosen in various ways depending on the 

application. In our case the square of Euclidean distance was used. 
The calculations are carried out using dynamic programming. The key part of this 
algorithm is the computation of cumulative distance g{i,J) as the sum of distance 

d(i, J) and one of the cumulative distances found in earlier iterations (Eq. 8): 

g(i, j) = d{a, ,b.) + mm{g{i -1, j), g{i, j -1), g(/ -1,7 -1)} (8) 

In this study two modifications of the basic DTW algorithm were used. The first used 
a window which constrained possible paths in the matrix of g(i,j) [9]. The second 
used a slope constraint allowing warping path to follow only particular directions [9]. 
The applied slop constraint can be expressed by the following equation (Eq. 9): 

g{ij) = min 
g(i - 1 , y - 2) + 2 * dii, j-l) + d{i, j) 

gii-\,j-\) + 2*dii,j) 

g{i-2,j-l) + 2*d{i-\J) + d(i,j) 

(9) 

5 Results 

The objective of this investigation was to evaluate effectiveness of the proposed 
method for characteristic points selection from handwritten signatures. 
The database used in this experiment consisted of 60 signatures taken from 20 indi­
viduals, each repeated three times. For each person, each of the three repetitions was 
used as a reference pattern and the remaining two were utilized as subjects of the 
classification process. Therefore 20x3x2 = 120 tests were conducted in each vari­
ant of the experiment. To simplify the comparison, only the upper views or contours 
were considered during those tests. 
The most important parameter in the proposed method is the threshold value T. 
It allows for excluding the extremes which are artifacts and don't repeat between 
different occurrences of the same signature. Table 1 contains results of the classifica­
tion process in which the feature vectors where built using various threshold values. 
Two modifications of Dynamic Time Warping algorithm were used: 

• DTW - Dynamic Time Warping algorithm with window constraint, 
• DTWS - Dynamic Time Warping algorithm with window and slope con­

straints. 
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Table 1. Percentage of properly classified signatures using extremes with threshold 

T 

0 

0,01 

0,02 

0,03 

0,04 

0,05 

0,1 

DTW 

65,83% 

69,17% 

70,83% 

70,83% 

70,00% 

70,00% 

68,33% 

DTWS 

66,67% 

74,17% 

76,67% 

75,00% 

70,83% 

70,00% 

67,50% 

Table 1 shows percentage of properly classified signatures depending on 
the threshold value. The threshold value of zero means acceptance of all extremes 
into the feature vector. As can be seen the threshold value affects the effectiveness 
of classification process. The experiment carried out without applying threshold 
( r = 0) gave the worst results, whilst the best classification rate was achieved with 
T = 0.02. 
The next experiment compares the experimental method with view-based and contour 
tracing techniques. Table 2 summaries the classification rate achieved by using each 
of the methods. 

Table 2. Comparison of the three methods for selection of characteristic points 

view based 

extremes with 
threshold 

contour tracing 

DTW 

40,83% 

70,83% 

68,33% 

DTWS 

58,33% 

76,67% 

80,83% 

The sampling steps A'̂  for the view based algorithm and M for the contour tracing 
where selected in such a way that the average lengths of the resulted feature vectors 
were nearly the same as in the algorithm with extremes and threshold. The average 
vector size was 17 elements, with minimum 7 and maximum 36 depending on the size 
of the signature. The threshold value was chosen from previous experiment 
(T = 0.02). The results confirm that selection of extremes from views is more effi­
cient than using the views themselves. This fact was illustrated in previous work [1] 
by showing views and extreme values of the signatures on graphs (Fig. 4, 5, 6,7). 
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Fig. 4. The upper views of selected signature 

15 I 

Fig. 5. Extreme values of the upper views of selected signature 
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Fig. 6. The upper views of the signatures 

Fig. 7. Extreme values of the upper views 

Fig. 4 represents the upper views of one of the signatures. Fig. 5 shows the results 
achieved after finding extreme values with the threshold for normalized data. 
As can be seen, the lines representing each version of the signature have similar char­
acteristics, though, in the first graph the variance is significantly higher 
Figs 6 and 7 present the results obtained for 4 signatures, each written twice. In Fig. 6 
the number of extremes is constrained to the 10 first values. 
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The graphs of Figs 6 and 7 show that after applying the described algorithm to the 
original data, the separation of characteristics for each of the signatures is improved 
and the variance between different versions of the same signature is minimized. 
The results show that the contour tracing gave the best classification rate - 80%. 
It is also important to mention that the aim of this experiment was not to achieve the 
highest classification rate but to verify effectiveness and compare the proposed algo­
rithm with other approaches. The classification rate could be easily improved by 
considering other information like down views or contours, internal contours and 
using more than one signature in each class as a reference pattern. 

6 Conclusions and Future Work 

The results of the presented method seem to be promising and hence encouraging to 
fiirther work to incorporate them in the complete offline signature recognition system. 
The classification of the feature vectors using DTW algorithm confirmed 
effectiveness of the developed algorithm. It is also obvious that such a system should 
be supplemented by additional data from local features like placement and size of 
internal loops, number of segments, their positions and so on. The fiiture research will 
be focused on incorporating all those features in one hybrid solution. As a part of 
authors' future work, it is planned to extend contour tracing technique 
by calculation of extremes with threshold value. 
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Abstract. In this paper we present the parallelization process of standard 
modes of operation for symmetric key block ciphers: ECB, CBC, CFB, OFB 
and CTR along with the description of exploited parallelization tools. The data 
dependencies analysis of loops and loop transformations were applied in order 
to parallelize sequential algorithms. The OpenMP standard was chosen for rep­
resenting parallelism of the standard modes of operation for block ciphers. The 
speed-up measurements for parallel programs are presented. 

1 Introduction 

In addition to security level, the cipher speed is one of the most important features of 
cryptographic algorithms. It is well known that by the same security level even a little 
difference of speed may cause the choice of the faster cipher. Therefore, it is so im­
portant and useful to enable the use of Shared Memory Parallel Computers for cryp­
tographic algorithms processing. We propose a software approach based on the trans­
formations of a source code representing a sequential algorithm. The creation of par­
allel algorithms is important not only for multiprocessors but also is connected with 
the current world tendency towards the hardware implementation of cryptographic 
algorithms, because we need parallel algorithms in this case. The major purpose of 
this paper is to present a parallelization process of the standard modes of operation 
for the symmetric key block ciphers along with the description of exploited paralleli­
zation tools. 

2 Standard modes of operation for symmetric key block ciphers 

There are the following standard modes of operation for the symmetric key block 
ciphers: ECB, CBC, CFB, OFB and CTR [1], [2]. 
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2.1 Electronic Codebook (ECB) mode 

The ECB mode is the simplest, most popular, and the least secure mode of operation 
for the block ciphers [1], [2]. 

It is defined as follows: 
ECB Encryption: Cj = EK(XJ) forj=l ...n. 
ECB Decryption: Xj = EK"'(CJ) forj=l ...n. 

In this mode, the message is divided into blocks of an equal size and each block is 
encrypted / decrypted separately and independently of each other. Regarding the 
above features, the ECB mode is fully parallelizable, because all blocks are independ­
ent. 

2.2 Cipher Block Chaining (CBC) mode 

The Cipher Block Chaining (CBC) mode is represented as follows [1], [2]: 
CBC Encryption: Co = IV; Cj = EK(CJ.I® XJ) for j=l ... n. 
CBC Decryption: Co = IV; Xj = Cj., ® EK"'(CJ) for j=l ... n. 

In the CBC encryption, the input block to each forward cipher operation (except the 
first one, which depends on an initialization vector (IV)) depends on the resuh of the 
previous forward cipher operation, therefore the forward cipher operations cannot be 
performed in parallel. In the CBC decryption, the ciphertext blocks are available 
without any dependencies, so multiple inverse cipher operations can be parallelized. 

2.3 Cipher Feedback (CFB) mode 

The Cipher Feedback (CFB) mode is defined as follows [1], [2]: 
CFB Encryption: Co = IV; Cj = Xj © EK(CJ.I) for j=l ... n. 
CFB Decryption: Co = IV; Xj = Cj © EK(CJ.I) for j=l ... n. 

Similarly to the CBC mode, in the CFB encryption, the input block to each forward 
cipher function (except the first one) depends on the result of the previous forward 
cipher function and therefore multiple forward cipher operations cannot be performed 
in parallel. In the CFB decryption, the required forward cipher operations can be 
parallelized, because input blocks are available without any dependencies. 

2.4 Output Feedback (OFB) mode 

The formula of the Output Feedback (OFB) mode is the following [I], [2]: 
OFB Encryption: opo = IV; opj = EK(OPJ.I); CJ = xj ® opj for j=l ... n. 
OFB Decryption: opo = IV; opj = EK(OPJ.I); XJ = cj © opj for j=l ... n. 

In both the OFB encryption and OFB decryption, each forward cipher function (ex­
cept the first one) depends on the result that yields the previous forward cipher func­
tion, therefore required forward cipher functions cannot be performed in parallel. 
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2.5 Counter (CTR) mode 

The Counter (CTR) mode is defined as follows [1], [2]: 
CTR Encryption: Cj = EK(LJ) ® Xj for j=l ... n. 
CTR Decryption: Xj = EK(LJ) ® Cj for j=l ... n. 

In both the CTR encryption and the CTR decryption, each forward cipher function 
depends on the following counter block, therefore the forward cipher function can be 
parallelized. 

3 OpenMP API and Data Dependencies 

In order to parallelize loops contained in cipher algorithms and to present parallel 
algorithms we have performed data dependencies analysis and have applied the 
OpenMP API. 

3.1 OpenMP API 

The OpenMP Application Program Interface (API) supports multi-platform shared 
memory parallel programming in C/C++ and Fortran on all architectures including 
Unix and Windows NT platforms. OpenMP is a collection of compiler directives, 
library routines and environment variables that can be used to specify shared memory 
parallelism. OpenMP directives extend a sequential programming language with 
Single Program Multiple Data (SPMD) constructs, work-sharing constructs and syn­
chronization constructs and enable us to operate on private data. To build a correct 
parallel code, it is necessary to eliminate all blocking constructs in the source code 
[3], [4]. 

3.2 Data Dependencies 

There are the following types of data dependencies blocking parallelism in "for" 
loops [5], [6]: 

- Data Flow Dependence indicates that a write-before-read ordering must be satis­
fied for parallel computing. 

- Antidependence indicates that a read-before-write ordering should not be violated 
for parallel computing. 

- Output Dependence indicates a write-before-write ordering for parallel processing. 
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4 Parallelization process of the standard modes of operation for 
block ciphers 

We applied the following parallelization strategy: 
a) Parallelization of the loops included in functions that are responsible for data block 

encryption and decryption in the ECB mode of operation. 
b) Separation of the above functions from the loops that are responsible for data block 

encryption and decryption in the CBC, CFB, OFB and CTR modes of operation 
(when possible). 

c) Data dependence analysis of the most time-consuming loops included in the ECB, 
CBC, CFB, OFB and CTR modes of operation. 

d) Parallelization of the parallelizable loops included in the ECB, CBC, CFB, OFB 
and CTR modes of operation. 

4.1 The ECB mode 

We adopted, presented in [1], the source codes of popular block ciphers: DES, Triple 
DES and IDEA in the ECB mode of operation. The parallelization process of the 
block ciphers in the ECB mode relies on parallelization of the most time-consuming 
loops. The parallelization degree of these loops has the fundamental meaning for the 
parallelization degree of the whole algorithm. For example, in the case of the DES 
algorithm such the neuralgic loops are situated in the des_enc() and the des_dec() 
functions, for the IDEA algorithm- the idea_enc() and the ideadec(). In general, we 
will call such functions as the ecb_encryption() and the ecb_decryption(), respec­
tively, for the encryption and decryption processes. 
The papers [7], [8] show that the parallelization of block ciphers in the ECB mode is 
possible and effective.. 

4.2 The CTR mode 

In the case of the CTR mode we have to examine separately the encryption and de­
cryption processes. 

Encryption. The following loop is responsible for 64-bit data blocks in the CTR 
mode encryption: 
for(int i=0;i<total;i+=8) { 

ecb_encryption(&c,counter+i,1); 
for(int j=0;j<8;j++) 

enc_ctr[i+j] = data[i+j] ^ counter[i+j]; 
} . 

According to the presented parallelization strategy, this loop may be rewritten in the 
following form: 

ecb_encryption(&c,counter, total/8) ; 
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for(int i=0;i<total;i++) 
enc_ctr[i] = data[i] ^ counter[i]; 

The ecb_encryption() function is parallelizable as it was presented in [7], [8]. Consid­
ering the fact that there is no data dependencies in the succeeding loop, the parallel 
form of this loop in accordance with the OpenMP standard is the following: 

#pragma omp parallel 
#pragma omp for 
for(int i<total;i++) 

enc_ctr[i] = data[i] '̂  counter [i]; 

Decryption. The following loop code is responsible for 64-bit data blocks in the CTR 
mode decryption: 

f o r ( i n t i = 0 ; i < t o t a l ; i + = 8 ) { 
ecb_encryption(&c,counter+i,1); 
for(int j=0;j<8;j++) 

dec_ctr[i + j] = enc_ctr[i + j] ^ counter [i + j]; 
} . 

This loop may be rewritten in the following form: 

ecb_encryption(&c,counter,total/8) ; 
for(int i=0;i<total;i++) 

dec_ctr[i] = enc_ctr[i] '~ counter [i]; 

The ecb_encryption() function is parallelizable. 
Regarding the fact that there are no data dependencies in the succeeding loop, the 
parallel form of this loop is the following: 

fpragma omp p a r a l l e l 
#pragma omp for 
f o r ( i n t i < t o t a l ; i + + ) 

d e c _ c t r [ i ] = e n c _ c t r [ i ] ^ c o u n t e r [ i ] ; 

4.3 The CBC mode 

In the case of the CBC mode, we have to analyze separately the encryption and de-
crypytion processes. 

Encryption. The following source code is responsible for 64-bit data blocks in the 
CBC mode encryption: 

f o r ( i n t 1=0; i<8 ; i++) 
data_iv[i] = data[i] ^ iv[i]; 

ecb_encryption(&c data_iv,1); 
for(1=0; i<8; i++) 

data_iv_enc[i] = data_iv[i]; 
for(1=8; l<total; l+=8) { 

for(int j=0; j<8; j++) 
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data_iv[i+j] = data[i+j] ^ data_iv_enc[i+j-8]; 
ecb_encryption(&c,data_iv+i,1); 
for(int k=0; k<8; k++) 

data_iv_enc[i+k] = data_iv[i+k]; 
} . 

Taking into account the fact, that the ecb_encryption() function is situated between 
nested loops and there are data flow dependencies, it is impossible to find equivalent 
code containing the ecb_encryption() function placed out of the main loop. However, 
the first loop is parallelizable, because there are no data dependencies. 
The parallel loop is as follows: 

#pragina omp parallel 
#pragma omp for 
for(int i=0; i<8; i++) 

data_iv[i] = data[i] ^ iv[i]; 

Decryption. The following source code is responsible for 64-bit data blocks in the 
CBC mode decryption: 

ecb_decryption(&c data_iv,1); 
for(int i=0; i<8; i++) 

data_iv_dec[i] = data_iv[i] ^ iv[i]; 
for(i=8; i<total; i+=8) { 

ecb_decryption(&c,data_iv+i, 1); 
for (int j=0; j<8; j++) 
data_iv_dec[i+j]=data_iv[i+j]^data_iv_enc[i+j-8]; 

} . 

This loop may be rewritten in the following form: 

ecb_decryption(&c,data_iv,total/8); 
for(1=0; i<8; i++) 

data_iv_dec [i] = data_ivl[i] '̂  iv[i]; 
for(1=8; i<total; i++) 

data_iv_dec [i]=data_iv[i]^data_iv_enc[i-8] ; 

The ecb_decryption() fimction is parallelizable as it was presented in [7], [8]. 
Considering the fact that there are no data dependencies in the next loops, the parallel 
form of these loops is the following: 

#pragma omp parallel 
fpragma omp for 
for(i=0; i<8; i++) 

data_iv_dec[i] = data_ivl[i] ^ iv[i]; 
#pragma omp parallel 
#pragma omp for 
for(i=8; i<total; i++) 

data_iv_dec [i] = data_iv[i] ^ data_iv_enc[i-8]; 
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4.4 The CFB mode 

In the case of the CFB mode we have to examine separately the encryption and de­
cryption processes. 

Encryption. The following source code is responsible for 64-bit data blocks in the 
CFB mode encryption: 

for(int i=0; i<8; i++) 
data_xored[i] = iv[i]; 

ecb_encryption(&c, data_xored,1); 
for(i=8; i<total; i+=8) { 

for(int j=0; j<8; j++) 
da ta_xored [ i + j ] =data [ i+ j -8 ] •^data_xored [ i + j - 8 ] ; 

f o r ( i n t k=0; k<8; k++) 
data_enc[i+k-8] = data_xored[i+k]; 

ecb_encryption(&c, data_xored+i,1); 
} . 

The ecb_encryption() is situated after nested loops and there are data flow dependen­
cies, thus it is impossible to find equivalent code containing the ecb_encryption() 
function placed out of the main loop. However, the first loop is parallelizable, be­
cause there are no data dependencies: 

#pragma omp parallel 
tpragma omp for 
for(int i=0; i<8; i++) 

data_xored[i] = iv[i]; 

Decryption. The following source code is responsible for 64-bit data blocks in the 
CFB mode decryption: 

f o r ( i n t i=0 ; i < 8 ; i++) 
data_xored[i] = iv[i]; 

ecb_encryption(&c, data_xored,1); 
for(i=8; i<total; i+=8) { 

for(int j=0; j<8; j++) 
data_xored[i+j]=data[i+j-8]^data_xored[i+j-8]; 

for(int k=0; k<8; k++) 
data_enc[i+k-8] = data_xored[i+k]; 

ecb_encryption(&c, data_xored+i,1); 
} . 

This loop may be rewritten as follows: 

f o r ( i n t i=0 ; i < 8 ; i++) 
data_xored[i] = iv[i]; 

ecb_encryption(&c, data_xored, total/8); 
for(i=0; i<total; i++) 

data_dec[i] = data_xored[i] ^ data_enc[i]; 

The ecb_encryption() function is parallelizable. 
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There are no data dependencies in the remaining loops, thus the parallel form is as 
follows: 

#pragma omp parallel 
#pragma omp for 
for(int i=0; i<8; i++) 

data_xored[i] = iv[i]; 

#pragma omp parallel 
#pragma omp for 
for(1=0; i<total; i++) 

data_dec[i] = data_xored[i] ^ da ta_enc[ i ] ; 

4.5 The OFB mode 

In the case of the OFB mode we analyse separately the encryption and decryption 
processes. 

Encryption. The following source code is responsible for 64-bit data blocks in the 
OFB mode encryption: 

f o r ( i n t 1=0 ; i < 8 ; 1++) 
data_xored[i] = iv[i]; 

for(1=0; i<total; i+=8) { 
ecb_encryption(&c,data_xored,1); 
for(lnt j=0; j<8; j++) 

data_enc[i+j] = data[i+j] ^ data_xored[j]; 
} . 

In view of the fact, that the ecb_encryption() is situated before nested loops and there 
are data flow dependencies, it is impossible to find equivalent code containing the 
ecb_encryption() function placed out of the main loop. However, the first loop is 
parallelizable, because there are no data dependencies: 

#pragma omp parallel 
#pragma omp for 
for(1=0; i<8; i++) 

data_xored[i] = iv[i]; 

Decryption. The following source code is responsible for 64-bit data blocks in the 
OFB mode decryption: 

fo r (1=0 ; i < 8 ; i++) 
data_xored[l] = iv[i]; 

for(1=0; i<total; l+=8) { 
ecb_encryption(&c,data_xored,1); 
for(j=0; j<8; j++) 

data_dec[1+j]= data_enc[1+j] ^ data_xored[j]; 
} 
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The ecb_encryption() is situated before nested loops and there are data flow depend­
encies, thus it is impossible to find equivalent code containing the ecb_encryption() 
function placed out of the main loop. However, the first loop is parallelizable. 

5 Speed-up measurements 

In order to study the efficiency of the parallelization proposed, the Omni OpenMP 
compiler has been used to run sequential and parallel algorithms. The results received 
for a 5 megabytes input file using a PC computer with two processors Xeon, has 
shown in Table 1. 

Table 3. Speed-ups of the standard modes of operation for various block ciphers 

Block 
Cipher 

DES 

Triple 
DES 

IDEA 

Mode of ope­
ration 

Encryption 
Decryption 

Total 
Encryption 
Decryption 

Total 
Encryption 
Decryption 

Total 

ECB 

1.65 
1.65 
1.60 
1.70 
1.70 
1.60 
1.65 
1.70 
1.60 

CTR 

1.65 
1.65 
1.60 
1.65 
1.70 
1.60 
1.65 
1.65 
1.60 

CBC 

1.00 
1.65 
1.25 
1.00 
1.70 
1.30 
1.00 
1.65 
1.30 

CFB 

1.00 
1.65 
1.25 
1.00 
1.70 
1.30 
1.00 
1.65 
1.30 

OFB 

1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 

The total running time of each algorithm consists of the following operations: 

- receiving data from an input file, 
- data encryption, 
- data decryption, 
- writing data to an output file (both encrypted text and decrypted text). 
The total speed up of the parallel algorithms depends heavily on the four factors: 

- the degree of the ecb_encrypt() and ecb_decrypt() functions parallelization, 
- the method of reading data from an input file, 
- the method of writing data to an output file, 
- the existence of data flow dependencies in the most consuming-time loops. 
The block method of reading data from an input file and writing data to an output file 
was used. The following C functions and block sizes were applied: 

- the freadO function and 10-bytes blocks for reading data, 
- the fwriteQ function and 512-bytes blocks for writing data. 
The results confirm that algorithms based on the ECB and the CTR modes of opera­
tion have satisfactory speed-ups. Algorithms based on the CBC and the CFB modes 
of operation have satisfactory speed-ups for the decryption process. 
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6 Conclusions 

In this paper, we described tiie parallelization process of the standard modes of opera­
tion for block ciphers. Each algorithm can be divided into parallelizable and unparal-
lelizable parts. We have shown, that the most profitable modes for parallelization 
process are the ECB and CTR ones, because speed-ups are satisfactory in those cases 
(see Table 1). The decryption processes of the CBC and the CFB modes also have 
been parallelized with a relatively high value of speed-up. Unfortunately, the CBC 
and the CFB data encryption and the OFB mode processes are in the high range un-
paralleizable considering the existence of irremovable data flow dependencies in the 
most consuming-time functions. The experiments carried out on a two processor 
computer have shown that the application of parallel algorithms for multiprocessor 
computers can considerably boost the time of the ECB and CTR modes processing 
and the CBC and CFB data decryption. Parallel algorithms may be also helpful for 
hardware implementations of these algorithms. The hardware synthesis of algorithms 
will depend on the appropriate adjustment of the data transmission capacity and the 
computational power of applied hardware. 
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Abstract. In the paper the differential and the linear approximations of two 
classes of S-box functions are considered. The classes are the permutations and 
arbitrary functions with n binary inputs and m binary outputs, where 1 < n=m < 
10. For randomly chosen functions from each of the classes, the distribution of 
the best nonzero approximations is investigated. The based on the definitions of 
differential and linear approximation algorithms to compute a single element of 
the approximation tables, are of exponential complexity. The presented in the 
paper fast algorithms compute the best nonzero approximations in at worst lin­
ear time for a single element, without memory needed for storage of the whole 
table. 

1 Introduction 

Differential and linear cryptanalysis belong to main topics in cryptology since they 
were introduced and successfully applied to the Data Encryption Standard. Unlike the 
differential cryptanalysis, which is essentially a chosen-plaintext attack [1], [6], the 
linear cryptanalysis is essentially a known-plaintext attack and moreover is applicable 
to an only-ciphertext attack under some circumstances [2], [3], [4], [5], [6], [7]. 
The basic idea of differential cryptanalysis is to analyze the effect of particular differ­
ences in plaintext pairs on the differences of the resultant ciphertext pairs. The differ­
ences are usually calculated as a result of XOR operation. Input XOR of a cipher 
algorithm causes a specified output XOR with some probability. The appropriate, 
approximate expression will be called the differential approximation. 
By the differential approximation of function Y =f{X): {0,1}" —> {O,!}™ we mean an 
arbitrary equation of the form: 

AX)®AX®X')^Y', (1) 

fulfilled with approximation probability p=N{X\ Y')/2", where X'e {0, 1,..., 2"-
1}, r e {0,1,..., 2'"-l} and N{X', Y") denotes the number of input pairs {X,X®X') 
for which the equation holds. 
The numbers X', Y' are called input and output difference respectively and the func­
tion N(X', Y') is called the counting function of the approximation. The magnitude of 
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p represents the effectiveness of the approximation. Among approximations we dis­
tinguish the zero differential approximation with X' =Y' = 0, which probability p is 
equal to 1 for arbitrary function/ 
The basic idea of linear cryptanalysis is to describe a given cipher algorithm by a 
linear approximate expression, so-called linear approximation. In general, the linear 
approximation of function Y = fiX): {0,1}" —> {O,!}"" is defined as an arbitrary equa­
tion of the form: 

@y> = @xj, (2) 

fulfilled with approximation probability p = N{X', Y") /2", where ^ ' c {1, 2,...,«}, 
F c {1, 2,..., m} and N{X', F') denotes the number of pairs {X, Y) for which the equa­
tion holds. For simplicity the above equation is written in the following form: 

Y[Y'\=X{X']. (3) 

The sets of indexes X\ Y' are called input and output mask respectively and the func­
tion N(X', y) is called the counting Junction of the approximation. The effectiveness 
of the approximation is represented by magnitude of \Ap\ = \p- 1/2|. By the zero 
linear approximation we mean approximation with A" = Y' =^ <&, which probability p 
is equal to 1 for arbitrary function/ Masks X', Y' are often denoted by numbers, cor­
responding to the zero-one representation of sets. 

2 Approximation Tables 

The set of all differential approximations of function/can be described in the form of 
the approximation table TDf called in [1] the difference distribution table. The ele­
ment TDj[X', Y'] of the table, is defined as follows: 

TDj[X',Y'\=N{X',Y). (4) 

The maximum value of TDf, that corresponds to the best, i.e. most effective, nonzero 
differential approximation, is denoted by maxTD and is defined by formula: 

maxTD = max{TDf[X', F] : Z V 0 v r ?i 0} . (5) 

Similarly, the set of all linear approximations of function/is represented in the form 
of the approximation table TAf. The element TAJ[X', Y'\ of the table, is defined in the 
following way: 

TAJ[X', Yl = AN(X', Y") = N{X', Y") - 2" '̂ . (6) 

The maximum absolute value of TAf that corresponds to the best nonzero linear ap­
proximation, is denoted by maxTA and is defined as follows: 

maxTA = max{\TAJ[X', 711 : A" ?i O v r t̂ <&} . (7) 



On Differential and Linear Approximation of S-Box Functions 113 

Table 1. An example function/ and its approximation tables TDf and TAf («=4, m=2) 

X 

6 
1 
2 
3 
4 
S 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 

) 
3 
3 
3 
0 
1 
3 
1 
1 
0 
0 
3 
3 
1 
2 
2 
2 

(/) 

A7 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 

0 
10 
10 
6 
6 
2 
2 
0 
2 
4 
2 
8 
8 
0 
0 
2 
2 

1 
1 
0 
0 
0 
0 
8 
8 
2 
4 
2 
0 
2 
2 
6 
6 
8 
12 

(TDf 

•t 

2 
0 
2 
2 
2 
6 
6 
12 
10 
0 
2 
0 
0 
8 
8 
6 
2 

3 
0 
4 
8 
8 
0 
0 
2 
0 
10 
12 
6 
6 
2 
2 
0 
0 

X" 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 

r 
0 
8 

.1. 

0 -2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

0 
0 
0 
0 
2 
2 
-4 
0 
-2 
2 
2 
-2 
-4 
0 

2 3 
-1 ' 1 
1 -1 
1 
3 
-1 
-3 
1 

-1 
1 

-1 
-5 
1 

-3 
-1 
-1 
1 

-1 
7 

-1 

-1 

-1 
-1 

-1 

(TAJ) 

The approximation tables of an example function / are presented in table 1. There 
exist many effective approximations of the function, identified by nonzero values of 
the tables. The best nonzero differential approximations have maxTD = 12 and prob­
ability p = 12/16, while the best nonzero linear approximation has maxTA = 7 and 
probability |Ap| = 7/16. 

TD-F(Z', Y'J, n, m) 
1. nX',Y',f,n,m) 
2. w<-0 
3. forA'<-0to2"-ldo 
4. \fj{X)@fiX®X') = Y' t\itnw<^w+\ 
5. return w 
6. return N(X', Y'J, n, m) 

Fig. 1. Basic algorithm, computing a single element of the approximation table TDf 

For clarity, in figure 1 is presented the basic algorithm computing a single element of 
the approximation table TDf. Function N(...) is the counting function of the approxi­
mation. The main function TD-F(...) returns the value of this function. The time com­
plexity of the algorithm is 0(2"). 
In figure 2 is presented the basic algorithm computing a single element of the ap­
proximation table TAf. Auxiliary function BIT-XOR(...) computes the XOR of the n 
least significant bits of parameter X. Function N(...) is the counting function of the 



114 Biometrics, Computer Security Systems and Artificial Intelligence Applications 

approximation. Tlie main function TA-F(...) returns the value of AN. Tlie time com­
plexity of the algorithm is 0{{n+m) • 2"). 

TA-¥{X', Y'J, n, m) 
1. BIT-XOR(X,«) 
2. W4-0 
3. for / ^- 0 to « - 1 do w <— w ® ^ 
4. return w 
5. n{X\Y'J,n,m) 
6. w <-0 
7. fo rA '<-0 to2"- ldo 
8. Y<r-J{X) 
9. if BIT-XOR(XandZ',«) = BIT-XOR(rand Y', m) 

10. thenw<—w+l 
11. return w 
12. return N(A", Y'J, n, m) - 2""^ 

Fig. 2. Basic algorithm, computing a single element of the approximation table TAf 

The size of the approximation tables TDfaxxA TM/of function/is equal to 2"̂™ and the 
basic algorithms compute a single element of the tables in exponential time. The 
presented in the next chapter fast algorithms compute the approximation tables in 
time at worst linear for a single element. 

3 Fast Algorithms 

The fast computation of approximation table TDf, for an arbitrary function 
Y =f(X): {0,1}" -» {O,!}"", where n,m>\, is suggested in [1]. Each row of TDf con­
tains in fact the distribution of output differences Y' for all input pairs with difference 
X'. By examination of all input pairs {X, X® X) the whole row of TDf can be com­
puted instead of a single element. The appropriate procedure is shown in figure 3. 

CALC-TDR(TDR, X',f n, m) 
1. for r <- 0 to 2'"-l do TDRIYI <r- 0 
2. forX<-0to2"- ldo 
3. Y'<^j[X\® A^®^'] 
4. 7D«[y] <- TDR[Y'\ +1 
5. return 

Fig. 3. Procedure computing the row of the approximation table TDf for X' 

Procedure CALC-TDR(...) computes the row of TDf for X' in time 0(2"™) for a 
single element. If n - m is limited by a constant, in particular for n = m, then the 
computation time is 0(1) for a single element. 
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The fast algorithm maxTD(...) presented in figure 4, computes the value of maxTD, 
that corresponds to the best nonzero differential approximation of function / The 
computation is carried out row by row of TDf, in time 0(1) for a single element if « -
m is limited by a constant. 

maxTD(/", n, m) 
1. max := 0 
2. forX'<-0to2"-ldo 
3. CALC-TDR(7Z)/?, X'J, n, m) 
4. for r <- 0 to 2'"-l do 
5. ifX 5̂ 0 e r r 5̂ 0 then 
6. if max < TDR[Y'\ then max <- TD^YI 
1. return max 

Fig. 4. Fast algorithm computing the value oimaxTD for function/ 

The fast algorithm computing approximation table TAf, first described in [4], is com­
posed of two main steps. In the first step the initial value of TAf is computed. The 
initial TAf contains elementary approximation tables of all residual functions of/ 
dependent on one variable XQ. In the second step the final value of TAf is computed, 
as a result of addition and subtraction of these elementary tables for consecutive vari­
ables. An important feature of the fast algorithm is, that the computation of TM/can 
be carried out column by column, without keeping the whole TAf in memory. 

m\-TkC{TAC, Y',f n, m, TP) 
1. for^'<-0to2"-ldo 
2. TAC[X'\ f- BIT-XOR(/[A"] and Y', m) 
3. for X <- 0 to 2"-2 step 2 do 
4. {TACIX"], TAC[X'+\]) <- TP{TAC{X'], TAClX'+l]] 
5. return 

Fig. 5. Procedure computing the initial value of TAfcohivcin for Y' 

The initial value of TM/column for Y' is computed by procedure INI-TAC(...) pre­
sented in figure 5. First, in steps 1-2, for each mask X\ is calculated the value Y[Y'] 
with use of the auxiliary function BIT-XOR(...) from figure 2. Then, in steps 3-4, 
each pair of adjacent values, corresponding to the value 0 and 1 of variable XQ, is 
replaced by a pair stored in so called table of pairs TP. 
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Table 2. Table TP of pairs 

Vo 

0 
0 
1 
1 

"i 

0 
1 
0 
1 

(1,0) 
(0,1) 
(0-1) 
(-1,0) 

Table TP of pairs is presented in table 2. For each function of one variable, defined 
by the values of vo and Vi, it contains a pair of values from the right column of the 
appropriate elementary approximation table. 

CALC-TAC(7MC, i,j) 
1. ify - ;• > 2 then 
2. k<r- (i +j) div 2 
3. CALC-TAC(L4C, i, k) 
4. CALC-TAC(r/iC, k+\,j) 
5. SUMSUB-TACCf/iC, /, k, k+\,j) 
6. return 

Fig. 6. Procedure computing the final value of TAf column for Y\ 
first call: CALC-TAC(I>1C, 0, 2"-l) 

The final value of TAf column for Y' is computed by the recursive procedure 
CALC-TAC(...) presented in figure 6. In the first call of the procedure the initial 
value of 7M/column must be used and the range of rows is from / = 0 \oj = 2"-l. For 
the range greater than 2, the problem is solved by solution of two half-subproblems. 
Having solved the subproblems, the approximation table column of the problem is 
computed by the auxiliary procedure SUMSUB-TAC(...) from figure 7. 

SUMSUB-TAC(r.4C, j , , ; , , i2,J2) 
1. for / <— 0 ioj\ - i\ do 
2. {TAC[h + i\, TAC[i2 • 
3. 
4. return 

Fig. 7. Procedure SUMSUB-TAC(...) 

/•]) <r- ( TAOjx + /] + TAC\h + \\ 
TAC[h + i] - TAC[i2 + i]) 

Procedure SUMSUB-TAC(...), for two parts of TAf column that correspond to the 
subproblems, replaces first of them by their sum and the second by their difference. 
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maxTA(/', n, m) 
1. max :=0 
2. forr<-0to2'"-ldo 
3. INI-TAC(L4C, Y',f, n, m, TP) 
3. CALC-TAC(7:4C, 0, 2"-l) 
4. forX<-0to2"-ldo 
5. ifX^Oor rVOthen 
6. if max < | TACiXI \ then max <- | TAC[X'\ \ 
7. return max 

Fig. 8. Fast algorithm computing the value of maxTA for function/ 

It can be shown, that procedures INI-TAC(...) and CALC-TAC(...) compute the col­
umn of TAf for Y' in linear time 0{n + m) for a single element [4]. 
The fast algorithm maxTA(...) presented in figure 8, computes the value of maxTA, 
that corresponds to the best nonzero linear approximation of function/ The computa­
tion is carried out column by column of TAf, in time 0(« + m) for a single element. 

4 Results 

The presented in this chapter results of experiments concern the distribution of the 
best nonzero differential and linear approximations of two classes of S-box functions 
Y=J{X). The classes are the permutations and arbitrary functions of the type 

/{0,1}"-^ {0, i r , for 1 < «=/w < 10. 

Table 3. Summarized results of experiments for permutations 

(/I, l«) 

<'2-2'> 
(3,3) 
(4,4) 
(5,5) 
(6,6) 
(7,7) 
(8,8) 
(9.9) 

(10,10) 

Range nf 
maxTD '. inaxTA 

2-2 1 - 1 
4 - 4 
2 - 8 
4-12 
6-16 
6-14 
8-16 
10-16 
10-16 
12-18 

-> _ T 

2-4 
4 - 8 
8-14 
12-20 
20-30 
30-44 
46-72 
72 -100 

Distribution maximum 
value (%) 

100 
inn 

45,3 
55,2 
39,0 
31,7 
33,8 
19,0 
21,7 
13,9 

for (inaxTD, maxTA) 
(2. 1) 
(4 ->) 
\ -7 —/ (4,4) 
(6,6) 
(8, 10) 
(8, 14) 
(10, 24) 
(12, 34) 
(12, 52) 
(14, 80) 
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Tabic 4. Sumin;iri/L\l R-JUIIS orL'\pi.Tinionl.s fur iiihilMn Puiictions 

(«, m) 

(1.1) 
(2.2i 
(3.3) 
(4.4) 

1(1.6) 

r.r] 
»8.S) 
('1.')) 

(lO.IO) 

Ran 
maxTD 

2-4" 
2 - 8 
I -10 
' i - 12 
' i -16 
.S-16 
10-16 
10-16 
12-16 

»eof 
maxTA 

1 - 1 
2 - 2 
2 - 4 
4 - 8 
8 - 1 3 
12-21 
20 -30 
30 -47 
4 7 - 6 9 
70-97 

DMr 
VMIIU'('"'•] 

100 
73,6 
56,7 
40,5 
24,7 
20,6 
20,0 
9,5 
12,0 
7,8 

hir (n/ur/7), niM.v/ l | 
(2,1) 
(2,2) 
(4,3) 
(6,6) 
(8,9) 

(8, 14) 
(10,22) 
(10,35) 
(12, 52) 
(14, 79) 

For each value of«, the investigation was carried out for 1000 randomly chosen func­
tions from the class. For each function, with use of the presented in the previous 
chapter fast algorithms, were calculated values of maxTD and maxTA. Distribution of 
pairs (maxTD, maxTA) was the goal of the computation. The obtained results, in a 
synthetic form, are presented in tables 3 and 4. 
The first observation is, that the significant for distributions ranges of maxTD and 
maxTA as well as the values of pairs (maxTD, maxTA) for which are obtained maxima 
of distributions, are about the same for permutations and arbitrary functions. The 
values of maxima are greater for permutations. It follows from the fact, that for « > 2, 
the values of maxTA are even for permutations and for arbitrary functions are odd as 
well. 

Table 5. Results of experiments for permutations (n=lO, m=\0) 

nuLxTD 

12 
14 
l 6 
18 1 

Total 

maxTA 
72 
1 
3 
0 
0 
4 

74 
17 
37 
1 
1 

56 

76 
55 
93 
11 
0 

159 

78 
86 
127 
7 
1 

221 

80 
81 
139 
15 
1 

236 

82 84 
46 26 
83 52 
10 
0 

139 

5 
2 

85 

86 
21 
29 
5 
0 

55 

88 
10 
11 
1 
0 

22 

90 
6 

"i 
0 
0 
13 

92 
4 
4 
1 
0 
9 

100 
0 
1 
0 
0 
1 

rotal 

353 , 
586 , 
56 ' 
? 

1000 

The results in detail, obtained for permutations with 10 input bits and 10 output bits, 
are presented in table 5 and illustrated in figure 9. 
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8S 90 92 100 . / 

Fig. 9. Proportional distribution for permutations (n=lO, m=lO) 

The obtained results indicate, that with the increase of n=m the values of maxTA rise 
much faster than the values of maxTD. It means that linear approximation of S-box 
functions becomes much more effective than differential approximation. This is 
probably the most important conclusion that results from the investigation. 

5 Conclusion 

The basic algorithms to compute a single element of the approximation tables TDf 
and TAf are of exponential complexity. The presented in the paper fast algorithms 
compute the values of maxTD and maxTA in at worst linear time for a single element, 
without memory needed for storage of the whole table. The fast algorithms were used 
to calculate the distribution of pairs (maxTD, maxTA) for randomly chosen permuta­
tions and arbitrary functions with n binary inputs and m binary outputs, where 1 < 
n=m < 10. The main conclusion is, that starting from some value of n, linear ap­
proximation of S-box functions becomes much more effective than differential ap­
proximation. Moreover, this advantage of linear approximation rises with the increase 
of «. 
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Abstract: In the paper results of experiments in designing S-boxes and 
nonlinear Boolean functions as their components are presented. We discuss de­
terministic algorithms for the construction of bent functions and we formulate 
our algorithm for random generation of perfect nonlinear functions. We present 
results of experiments performed on S-boxes and we compare them with results 
obtained using deterministic methods. 

1 Introduction 

Symmetric key encryption is used in a large variety of applications: transmitted and 
stored data files, e-mail messages, ATM PINs, video transmissions (e.g. pay-per-view 
movies), UMTS communications, etc. Strong symmetric ciphers have properly de­
signed S-boxes. Each cryptographic attack that is more effective than exhaustive 
search explores some weaknesses in S-boxes. 
In the paper we present results of our experiments on designing S-boxes and nonlin­
ear Boolean functions as their components. We present design criteria for Boolean 
functions and S-boxes. We discuss deterministic algorithms for the construction of 
bent functions and we formulate our algorithm for random generation of perfect 
nonlinear functions. We present resuhs of experiments done on S-boxes and we com­
pare them with results obtained using deterministic methods. 
The results presented in the paper indicate that random generated perfect nonlinear 
functions offer an interesting alternative to constructed methods. Not only nonlinear 
characteristics are at least as good as those of constructed perfect nonlinear functions 
but also generated fimctions have a very compact form which can be used for effi­
cient storage and fast cryptographic routines. 

' This research carried out by the first author was supported by the Polish Ministry of Educa­
tion and Science as a 2004-2006 research project. 
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2 S-Boxes 

An S-box is a component used in most block ciphers. S-boxes vary in botli input size 
and output size, and can be created either deterministically or randomly. S-boxes 
were probably first used in Lucifer, then DES, and afterwards in many encryption 
algorithms. 
S-boxes can either be large tables (like in DES), or derived algebraically (like in 
Safer, IDEA, or AES). The advantage of the former is that there is no simple mathe­
matical structure that can be potentially used for cryptanalysis. The advantage of the 
latter is that the S-boxes are more compact, and can be more easily implemented in 
applications. 
Essential S-box design criteria include: completeness, balancedness, nonlinearity, 
propagation criteria and good cryptoanalitycal profile [18]. However, in this paper we 
focus our attention especially on the nonlinearity and propagation criteria of Boolean 
ftinctions and S-boxes composed of Boolean functions. We skip the problem of com­
pleteness because it is, for a given S-box, the question about the design of suitable 
round permutation and of how many rounds are necessary to build up the cipher. If 
we consider an S-box as the sequence of Boolean fiinctions then we should also take 
into consideration such properties of Boolean fiinctions as algebraic degree and order 
of correlation immunity [20]. 

3 Preliminaries 

Throughout the paper F2 is the finite field of order 2, or simply the set {0,1}, and 
F/ is 7'-dimensional vector space over the finite field F2. The definitions and results 
presented below can be found (may be in an alternative form) in [1, 3-6, 12, 14-16, 
18,21,23]. 
A substitution operation or an sxt S-box (or S-box of the size sxt) is a mapping 

5:F^-^F^, 

where s and t are fixed positive integers, 2 < / < s. 

An 5-argument Boolean function is a mapping 

/ : F 2 - > F 3 . 

An S-box 5 : Fj ^ F2 can be decomposed into the sequence, 

of Boolean functions such that 

S{Xi,X2,. ..:^s) = (f\{Xi,X2,.. .:,Xi),f2{X\,X2,.. .,Xs),.. .,f^X\,X2,.. .,Xs)). 
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We say that the flinctions/i,^,...^ are component functions of S. 
Let for an ^-argument Boolean function / : F2 -^ Fj , /' = \,2,...,t, the integer z be the 
decimal representation of its arguments {x],X2,...rX,^). Let us denote J(xi^2,-• -rXs) ^s y^. 
A truth table of the function/is denoted as [yo,yi,---,y , ] • 

In the sequel when we use/there is always an ̂ -argument Boolean function. 
A Boolean function can also be represented as a maximum of 2" coefficients of the 
Algebraic Normal Form (ANF). These coefficients provide a formula for the 
evaluation of the function for any given argument A; = {x\,X2,....;Cs): 

where £ denotes the modulo 2 summation. 
The order of nonlinearity (denoted as ord(j)) of a Boolean function^(A;) is a maximum 
number of variables in a product term with non-zero coefficient aj, where J is a subset 
of {1, 2, ..., .s}. In the case where J is an empty set, the coefficient is denoted as ao 
and it is called a zero order coefficient. Coefficients of order 1 are a\, a^, ..., a,-, 
coefficients of order 2 are 012, ai3,...,a(.,_i).„ coefficient of order .$ is ai2....i- The number 
of all ANF coefficients equals 2\ 
Let us denote the number of all (zero and non-zero) coefficients of order / of the 
function f as o;(/). For ^-argument function/there are as many coefficients of a given 
order as there are /-element combinations in ̂ -element set, 

An 5-argument Boolean function/is affine if it can be represented in the following 
form: 

J{x\^2,---,x,^) = 00® a\Xi ® a2'C2 ® ••• ® «As> «/ e F2. 

A Boolean function 

/ : F , ' ^ F , 

that is not affine is called a nonlinear Boolean function. 

Hamming weight of a binary vector xe Fj, denoted as hwt(x), is the number of I's in 

that vector. Hamming distance between two Boolean functions / , g: Fj —> Fj is 

defined as: 

d(f.g)= Z/W®gW-
JE(0,1)' 
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The distance of a Boolean flinction/from a set X̂  of ^-argument Boolean functions 

8{f)=mm^^^d{f,g). 

The distance of a function / from a set A,^ of affine functions is the distance of 
function/from the nearest function g e A.,. The distance of function/from a set of 
all affine functions is called the nonlinearity of function/and is denoted by Nfi 

It is known that Nf < 2*"' - 2*'̂ "'. lis is even then there exist functions with Nf = 2*"' 
- 2''^"'. We call them bent functions. The function is bent if and only if the absolute 
value of its Walsh transform is constant for all w, 

^M= i/(^)(-i)' («,») = 2" 

wher/(x) = g{fix}) = (-l)-^'" and {x, w) = x\Wx ® X2W2©...® Jc.w,. 
For bent functions their correlation to any affine function is consistently bad. 
Let #olyo>yi>--->y , ] be a number of O's in the truth table lyo,y\,---,y « ] of the 

function/ and #1 [yo.yv-.y , ] be number of I's. A Boolean function/is balanced 

if Myo-yv-'y^sJ =#dyo.yi y^._^\• 
Let / : Fj -> Fj, where 5 > 3, be balanced. Then 

|2..-i_2./2-i_2 for seven 
N,< [[2'-'-2'-^"]J for .J odd 

where LUJJ denotes the maximum even integer less than or equal to x. 
The function/satisfies SAC if complementing any single input bit changes the output 
bit with the probability equal to 'A ./satisfies SAC ifX^) ^A^ ® ^) is balanced for 
any a e Fj such that hwtia) = 1. 
A generalization of the SAC property where the number of input changes is greater 
than one, is called the higher order SAC. Both the SAC and the higher order SAC are 
collectively called propagation criteria. 
A function / : F2 —> Fj is said to fulfill the Strict Avalanche Criterion of order 1 if 
and only if: 
- /fulfills the SAC, 
- every function obtained from/by keeping the i-th input bit constant and equal to 

c fulfills the SAC as well (for every / e {1,2, ...,s}, and for c = 0 and c = 1). 
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A function / : F̂  ^ Fj satisfies SAC(v), 1 < v < s-2, if and only if 
- /satisfies SAC(v-l), 

any function obtained from/by Iceeping any v input bits constant satisfies SAC. 
A Boolean function / : Fj —> Fj is perfect nonlinear if and only \fj{x) <S)J{x® a) is 

balanced for any as Fj such that 1 < hwt(a) < s. For a perfect nonlinear Boolean 
function, any change of inputs causes the change of outputs with probability equal to 

Meier and Staffelbach [12] proved that if* is even then the set of perfect nonlinear 
Boolean functions is the same as the set of bent functions defined by Rothaus [19]. 
Perfect nonlinear functions are not balanced. This property prohibits their direct 
application as components in S-box construction. However, there exists a number of 
methods for modifying perfect nonlinear function in such a way that the resulting 
function is balanced and still maintains the good cryptographic properties of a (almost 
perfect) nonlinear function. 
Bent functions exist only for even s. Their nonlinear order is bounded from above by 
s/2 for s > 2. The number of Boolean bent functions for s > 6 remains an open 
problem. Currently, for .y = 6 (i.e., in the input dimension of the DES S-boxes) it is 
impossible to find perfect nonlinear functions either by exhaustive search or by pure 
random search. 

4 Algorithms for Bent Functions' Generation 

4.1 Determinictic Algorithms 

There exist a number of algorithms for constructing bent functions. Such construc­
tions have been given by Rothaus, Kam and Davida, Maiorana, Adams and Tavares, 
and others [1, 8,10, 17, 19,22]. 

Let B̂ . denote a set of s-argument perfect nonlinear functions with s even. 

Algorithm 1 
INPUT: a,beB6,a=^ b. 
OUTPUT: bent functions in the set Bj of 8-argument bent functions. 
METHOD: the function g : F̂  ^ F̂  defined by: 

I a(x„...x^), x^ = 0,̂ 7 = 0 

a(x„...xA, x^ =0,XT =\ 
b(x„...xA x^=\,x.,=0 
b(xf,...x^)®\, x^=\,Xy=\ 

is bent [8]. 
Permutations of the arguments in the expression also result in bent functions. 
The method given in Algorithm 1 can be extended [3], 
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Algorithm 2 (Rothaus) 
INPUT: s-argument bent functions a{x), b{x) and c{x) such that a{x) ® b{x) ® c{x) is 

bent. 
OUTPUT: (s+2)-argument bent function g. 
METHOD: g(x, x^.+u x,+2) = 

a{x)b(x) ® b(x)c{x) ® c{x)a{x) ® [a{x) ® b(x)]x,,+i ® [a{x) ® c{x)]x,^+2 ® x^+^Xs+i-

Most of the known perfect nonlinear (or bent) function constructions talce i'-argument 
perfect nonlinear functions as their input and generate perfect nonlinear functions of 
5+2 arguments. A major drawback of these methods is the fact that they are 
deterministic. Only perfect nonlinear functions of 4 or 6 arguments are selected at 
random and the resulting function is obtained using the same, deterministic formula 
every time. Even if there is some "random" element in such generation (like adding a 
linear term to the resulting function) it does not bring any new quality to the 
generated function. 

Algorithm 3 (Maiorana functions) 

INPUT: bijective mapping K : F^^^ -> F^'^, function g: Fj'^ -> F^, j - even. 

OUTPUT: bent function f^ : F̂  -> F2 called Maiorana function. 

METHOD: 

fUxlly) = jKx)y ® g(x), 
where x,y e F^^^, || is the concatenation and (a.a-u av/2-2, • • •, ao)-(*v/2-i, b^n-i, • •., *o) = 
asl2-\bsl2-\ ® «j/2-2 b.,12-2 ®...® Oobo. 

Let(ao, fli, •••,«7) beapermutationof {0,1,...,7}. The function 

j{Xf),Xf...,X-j) = jMK-^ao'-'^cn ' • • • ' ^ 0 7 ) ' 

where_^i is a Maiorana flinction, is bent. We will refer to these functions as Maiorana 
functions with permuted inputs [14]. 

4.2 Random Generation of Bent Functions 

It would be of special interest if we could generate bent functions at random, and not 
only via some deterministic constructs, as presented above. The reason for this 
interest is the fact that constructed bent functions have some inherent properties that 
are induced by the method of their construction. And that is obviously not desired, as 
such properties may be used to design a cryptanalitic attacks. 
However, it is impossible to find all bent functions by a pure random search for 6-
argument Boolean functions. ANF representation of Boolean functions opens up 
some possibilities for random search. We have used that representation to generate 
successfully random bent functions of up to 16-argument functions. 
Operating on ANF representation gives a great control over the nonlinear 
characteristics of generated functions. Basic properties of bent function can then be 
used to tremendously narrow search space which makes generation of bent functions 
feasible for 5 > 8 even on a standard PC machine. 
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The algorithm for the generation of bent functions in ANF domain takes as its input 
the minimum and maximum number of ANF coefficients of every order that the 
resulting functions are allowed to have. Since the nonlinear order of bent functions is 
less or equal to sll, clearly in ANF of a bent function there can not be any ANF 
coefficient of order higher then sll. This restriction is the major reason for random 
generation feasibility, since it considerably reduces the possible search space. 
The number of ANF coefficients of orders less or equal to sll can be fixed or 
randomly selected within allowed range. If the number of coefficients for a given 
order / is fixed then all generated functions will have the same number of coefficients 
of that order, but the coefficients themselves will be different in each generated 
function. If the number of coefficients for a given order / is randomly selected then all 
generated fiinctions will not only have different coefficients but also the number of 
coefficients of order i will vary from fiinction to function. 
It is of course possible to fix the number of coefficients for some orders and obtain 
varied number of coefficients for other orders. 
An important consequence of this approach is the possibility of prohibiting the 
generation of bent functions which are merely linear transformations of other bent 
functions. This is easily achieved by setting the number of coefficients of order 0 and 
1 to 0. So in the ANF of the resulting functions there will be no linear part. Bent 
functions of any order can be generated with this method, simply by setting any 
higher order coefficients to 0. 
An drawback of the method results from the fact that it does not guarantee the 
generation of bent functions without repetitions, although the chance of generating 
two identical bent functions is minimal with any reasonably selected ranges of 
number of ANF coefficients. However, if avoiding repetitions is an absolute 
requirement, the set of generated bent functions must be checked for duplicates. 
The limitations of this approach are twofold. First, there is a feasibility limit. Number 
of possible functions grows with the number of coefficients of higher orders (/' > 2) 
and generating a bent function quickly becomes infeasible. So the algorithm works 
good with the low number of higher order coefficients (e.g., less than 6 for j = 8, /' = 
3 and 4). 
Due to the above limitation, this method does not generate all possible bent functions 
with equal probability. In principle, it would be possible but is not feasible for the 
reason described above. One has to limit the number of higher order coefficients and 
at the same time prohibit the generation of some bent functions. 

Algorithm 4 (Randomly generated bent functions) 
INPUT: 

- the number s of arguments such that s is even, 
- for each order ord such that 0 < ord < sll define 

minimum (denoted as cminord) and maximum (denoted as cmaxord) number of 
coefficients of ANF, 

( s ^ 
0 < cminord < cmaXord < 

\ordj 

OUTPUT: 

randomly generated perfect nonlinear fiinction/ANP in ANF, 
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randomly generated perfect nonlinear function/rr in the form of the truth 
table. 

METHOD: 

(1) Repeat steps (1.1) and (1.2) for each order ord such that 0 < ord < s/2: 
(1.1) generate randomly the number of coefficients Cgrd of ANF for a 

given order ord such that cmiriord < c„n/ < cmaXord, 
(1.2) for/̂ NF fix randomly the value 1 for coefficients of order ord. 

(2) Transform/ANF to/rr • 

(3) Calculate the distance offn fi'om the set of affine functions. 

(4) If the distance calculated in the step (3) is equal to 2*"' - 2"'̂ '̂, then/rr (and 
/ANF) is bent - stop; otherwise go to (1). 

If the first input of Algorithm 4 is dropped (allowing s to be even or odd) then the 
algorithm can be used to obtain highly nonlinear functions even for odd number of 
arguments (in the sequel we will refer to it as to Algorithm 4'). These functions are 
not bent (as these do not exist for odd arument number) so step (4) of the algorithm is 
not perfomed - the algorithm should be used in a loop that generates random 
functions, many of which are highly nonlinear. 

5 Nonlinearity of S-boxes 

The nonlinearity of an S-box, meant as a function 5 : F̂  —> F̂  such that S{x\^2,---^s) 

= (f^{xi^2,---y(s), f2ixiyC2,...^s),..., f^X]^2<-• •y's)), IS Calculated as minimal 
nonlinearity of all linear combinations of .ys component functions. The nonlinearity 
of a S-box is then defined as follows: 

^ , = m i n { i V , J / , = ! / , J c ( l ,2 t)}. 

To calculate a nonlinearity of a single S-box 2t linear combinations have to be 
constructed and their distance to affine functions calculated. The lowest of all 
calculated nonlinearities is the nonlinearity of the S-box. 
In Fig.l to Fig.4 the distributions of nonlinearities of 8x6 S-boxes are depicted (each 
S-box is constructed of six 8-argument functions). By comparing Fig.l and Fig.2 one 
can see that balanced Boolean functions are better for building S-boxes than pure 
random Boolean functions, as there are more S-boxes of relatively high nonlinearity 
(98 and 100). 
Just slightly better than S-boxes built from random balanced Boolean functions are S-
boxes built from constructed bent functions (Algorithm 2) (see Fig.3). Only for the 
high nonlinearity equal to 98 there are a little more S-boxes built using constructed 
bent functions. 
Quite different distribution of nonlinearity characterizes S-boxes built from randomly 
generated bent functions (depicted in Fig.4). In this group there exist S-boxes of the 
highest found nonlinearity of 112, for c.a. 5% of all generated S-boxes (note that 5% 
is still too little to be visible on the graph in Fig.4 hence the highest value of 
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nonlinearity on the graph is 104). There is also about 20 times more S-boxes of very 
high nonlinearity of 100 than in case of S-boxes built from constructed bent functions 
or random balanced functions. 
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Fig.l. Number of S-boxes built of random Boolean functions with respect to their nonlinearity 
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Fig.l. Number of S-boxes built of random balanced Boolean functions with respect to their 
nonlinearity 
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Fig.3. Number of S-boxes built of constructed bent functions (Algorithm 2) with respect to 
their nonlinearity 
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Fig.4. Number of S-boxes built of randomly generated bent fiinctions with respect to their 
nonlinearity 

This means that using randomly generated bent functions may lead to constructing S-
boxes of better cryptographic qualities in shorter time. 
However, it should be noted that in case of randomly generated bent functions there 
are also S-boxes of relatively poor nonlinearity (like 80). So building S-boxes from 
these functions requires (more than in other cases) careful checking the resulting S-
boxes for possibly low nonlinearity. 
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6 Strict Avalanche Criterion for S-Boxes 

The generalization of SAC(v) to vector output Boolean functions (S-boxes) has been 
proposed by Kurosawa and Satoh [9] as a step toward the security of block ciphers 
against attacks which keep some input bits constant. We say that 5 = (/i,^,...^) is an 
(s, /)-SAC(v) function if all nonzero linear combinations offufi, ...,f, satisfy SAC(v). 
As mentioned earlier, S-boxes are not usually built directly from bent functions, as it 
is one of the fundamental cryptographic requirements for Boolean functions (building 
blocks of an S-box) to be balanced. Balancing bent randomly generated bent 
functions will be covered in the next section. However, for the purpose of comparing 
constructed and generated bent functions we decided to test S-boxes built directly 
from bent functions. These S-boxes were not necessarily chosen to fit any particular 
application but to clearly show the differences between constructed bent functions 
(Algorithm 2) and randomly generated bent functions. Such an S-box in its simplest 
form would be just a pair of two Boolean functions (S-box of the size 8x2). The 
number of 10000 S-boxes has been tested during each of the experiments mentioned 
below. 
For 8x2 S-boxes (pairs of bent functions) there also has not been a single S-box 
found that would satisfy SAC for constructed bent functions (Algorithm 2). For 
randomly generated bent functions the proportions of SAC fulfilling S-boxes were 
shown in Table 1. 

Table 1. (8,2)-SAC(v) fulfilling S-boxes Table 2. (6,2)-SAC(v) fulfilling S-boxes 

V 

0 
1 
2 
3 
4 

Percentage of 
S-boxes 

26.80 
33.00 
15.60 
2.40 
0.20 

V 

0 
1 
2 
3 
4 

Percentage of 
S-boxes 

37.80 
19.60 
3.90 
0.30 
0.00 

Similarly, for S-boxes of the size 6x4, there were no SAC S-boxes built from 
constructed bent functions while there where about 3% of (6,4)-SAC(0) S-boxes buih 
from randomly generated bent functions. 
For S-boxes of the size 6x2 (pairs of 6-argument bent functions) there were ca. 3% of 
(6,2)-SAC(0) S-boxes built from constructed bent functions (Algorithm 2), and 
results for randomly generated bent functions are given in Table 2. 
Another set of S-boxes tested were S-boxes of the size 8x4 built from constructed 
bent functions (Algorithm 2). There is not a single S-box found that would satisfy 
even the original SAC ((8,4)-SAC(0)), while among the same size S-boxes built from 
randomly generated bent functions there is ca. 71,5% of non-SAC fulfilling S-boxes, 
28,2% of (8,4)-SAC(0) fulfilling S-boxes and the remaining 0,3% of (8,4)-SAC(l) S-
boxes. 
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As one can easily see from the results presented above, randomly generated bent 
functions have some interesting cryptographic qualities, quite distinct from those of 
constructed bent functions. Generation time for randomly generated bent functions 
are up to 40 times shorter then time required for the constructing a bent function 
(using Rothaus algorithm for 8-argument bent functions). This opens new 
possibilities for designing fast algorithms for strong S-box constructions. 

7 Balancing Bent Functions 

As bent functions achieve maximum possible nonlinearity they are often used as a 
foundation for constructing highly nonlinear balanced functions that could be used 
directly in S-boxes. In recent years some methods have been proposed that transform 
bent functions to balanced Boolean functions with minimal loss in nonlinearity [10, 
11]. For the purpose of this research none of these methods has been implemented. 
Instead the adopted approach was to balance generated bent functions randomly, 
without any sort of optimization and then to test the nonlinearity of resulting balanced 
functions. Thus balancing is performed as follows. A bent function is randomly 
generated. Depending on whether bent function's Hamming weight is 2'"' - 2"'̂ "' or 
2*~' + 2"'^"^ "missing" I's or O's are added at random positions. 
Table 3 summarizes the obtained results. It shows the nonlinearity of balanced 
Boolean fiinctions achieved by the best currently known techniques with best 
theoretical upper bounds and the best currently known examples. The table contains 
values for Boolean functions of 8 up to 12 arguments. Results for lower number of 
arguments are the same for all algorithms and are in fact maximum achievable. 

Table 3. Conjectured upper bounds and attained values for nonlinearity of balanced functions 
of given number (8-12) of arguments 

LUB 
BK 
BC 
R 
RHC 
GA 
DNL 
NLT 
ACT 
GEN 

8 
118 
116 
112 
112 
114 
116 
114 
116 
116 
116 

9 
244 
240 
240 
230 
236 
236 
236 
238 
238 
240 

10 
494 
492 
480 
472 
476 
484 
480 
486 
484 
488 

11 
1000 
992 
992 
962 
968 
980 
974 
984 
982 
992 

12 
2014 

2010 
1984 
1955 
1961 
1976 
1972 
1992 
1986 

2002 

Abbreviations: LUB - Lowest upper bound, BK - Best known example [7], BC -
Bent concatenation, R - Random, RHC - Random & Hill-Climb [2], GA - Genetic 
algorithms [13], DNL - Direct nonlinearity [2], NLT - Nonlinearity targeted [2], 
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ACT - Auto-correlation targeted [2], GEN - balanced randomly generated fiinctions 
(see Algorithm 4 and Algorithm 4') 

As it can be clearly seen from Table 3, a random generation algorithm presented in 
this paper gives the same results of nonlinearity of balanced functions only for s= S, 
and is better then any of other methods for all higher number of arguments, and most 
profoundly so in case of 11 and 12 arguments. It is also worth noting, that for * = 9 
and J = 11 random generation method yields results equal to the best known examples 
of highly nonlinear balanced Boolean functions. 
Other interesting results are presented in Table 4. The number of 200000 12-
argument bent functions were randomly generated and then randomly balanced. Table 
4 shows the nonlinearity of the resulting balanced functions. The majority (more than 
97%) of balanced Boolean functions in Table 4 has nonlinearity between 1994 and 
2000, which is very high (see Table 3). 

Table 4. Nonlinearities of balanced 12-argument functions 
obtained by random balancing generated bent Junctions 

Nonlinearity 

1986 
1988 
1990 
1992 
1994 
1996 
1998 
2000 
2002 

Number of functions 

3 
41 
543 
3979 
22458 
76492 
87004 
9474 
6 

8 Concluding Remarks 

From the results presented in the paper it seems that random generated bent (and in 
general highly nonlinear) functions offer an interesting alternative to constructed 
methods. Not only nonlinear characteristics of these functions are equal or better than 
those of constructed perfect nonlinear functions but also generated functions have a 
very compact (small) ANF which can be used for efficient storage and fast 
cryptographic routines. 
Perfect nonlinear fiinctions with relatively small number of arguments (i.e., for 
* < 10) generated with a combined method of ANF generation and then used as an 
input for deterministic constructions can indeed yield interesting resuhs. Such 
functions should be further tested to verify their possibly superior cryptographic 
qualities. 
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Abstract: This paper addresses the problem of an electronic document 
generation in the case when sensitive information is proceded. Pro­
posed schemes based on two-phase procedure of the message cipher­
ing. It guarantees the required security level. In addition, all attributes 
of the physical carrier are satisfied. Furthermore, schemes are presented 
to illustrate clearly the proposed methodology of generating and deci­
phering the electronic document containing sensitive information. 

Keywords: Generating of electronic document, public key infrastruc­
ture, sensitive information. 

1 Introduction 

The first countries that step in an information society will gain the greatest profits. 
Obviously, the countries that put such a decision aside or decide to apply only partial 
solutions may have economic problems like a decrease in the investment, competi­
tiveness along with reduction of the work market [1,2]. 
It is well-known fact that telecommunications infrastructure improvement, especially 
development of new technologies in the teleinformation branch, gives an effect simi­
lar to the increase in the innovativeness of the economy. An economic growth and 
facilitate access to information conducive to an increase of many dangers, e.g. expose 
people to loss of their privacy. Appearance of such a kind of dangers necessities de­
velopment of information security which fulfills the specification of privacy and 
security of network users. This should conducive to the fast development of elec­
tronic economy. 
Developing information processing algorithms that contribute to the rise of the elec­
tronic document that is equivalent-in-law to the physically existing document is an 
element that dynamizes a common application of the teleinformatic infrastructure in 
the economy. 
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2 Circumstances and the legislative state of the electronic 
document 

One of the most important tasks faced by governments of all countries in the World is 
the establishing such a law and technical conditions so as to ensure that the electronic 
information can be treated as a rightful document [1]. 
Development of mechanism ensuring that the features of electronic documents will be 
identical like that of physical ones will conducive, in particular, to the introduction of 
the electronic mail as an information circulation standard. In the light of the above 
statement, this will contribute to the development of the secure network. Such solu­
tions are particularly expected by public administration as well as in business struc­
tures. Such a state will allow to connect internal networks of the departments, contain­
ing qualified information. This means that this is necessary to "acceptance of legisla­
tive procedures of establishing document validity and authenticity as well as digital 
signatures, original sanctity, conditions of copy preparation and modification, a lack 
of the possibility of signature withdrawing or forging and determining when saving 
entails legislative results" [2]. Works in this direction are led in many EU countries. 
It is obvious that putting into practice new computer science technologies will cause 
an increase in the number of computer crimes and, in particular, teleinformatic crimes. 
More and more often, in the networks there appears illegal and harmful information 
pertaining pornography, materials of terror organizations, and nationalist groups as 
well as information conducive to the functioning of the organized crime including 
international one. Such information may result in serious economical losses of sepa­
rate countries as well as in a global scale. 

3 Generation of electronic document 

In [2] there are defined features that must be possessed by the electronic information 
that can be treated as an electronic document. It has to possess features that are guar­
antied for the physical document, in particular 

guarantying confidentiality, 
guarantying possibility of authenticity checking, 
to make impossible to deny of electronic document preparation and sending 

by the sender (non-repudiation of sending), 
to make impossible to deny of electronic document receipt by the receiver 

(accountability of receipt), 
assurance of the moment (time) of document preparation, 
leading the evidence (saving), i.e. who had an access to information, 
leading the evidence (saving), i.e. when receiver got a given information, 
denoting who has an electronic document in a given moment. 

Guarantying confidentiality for the electronic document may be optional [8] but in 
the case of sensitive information this requirement is absolutely necessary. Checking 
the authenticity of the electronic document containing sensitive information should be 
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possible to do and it has to be realizable. Ensuring this feature makes it impossible to 
introduce any modification into the document both in the preparation process by the 
sender, transmission as well as the receipt by the receiver. All the changes appearing 
in the electronic document, after its preparation, should be detectable. 
Non-repudiation of preparing an electronic document means that the sender of infor­
mation cannot deny the fact that the document has been generated by himself and 
then send to the declared receiver. Such a mechanism make its impossible to with­
drawn the generated and sent document. 
Receiving accountability of the electronic document allows unambiguously establish 
who received a document and in the same way it makes it impossible that user de­
clared by the sender will deny that he has received a document that has been meant 
for him. If forgery of the document happened during the transmission of the docu­
ment then there exist the possibility to establish which of the participants taking part 
in the exchange of the information allow himself to forge the electronic document. In 
the case of sensitive documents, and in particular not public information, it is impor­
tant to lead the registry with such information like: who had an access to the informa­
tion, when a given user received a given information, as well as where presently is a 
document with a given information. 
An electronic document, like any other document, should be accompanied with a time 
of its preparation. Till now there is no time signing standard of the electronic infor­
mation. In [6, 8] as a time of preparing an electronic document the moment when the 
server signs the time pattern of the hash functions of the ciphered file is assumed. 
Ensuring all features characteristic of information saved on a physical material will 
make more flexible the process of sending sensitive information in the form of elec­
tronic documents to specific, previously declared users. 
In [8] electronic documents is formed by ciphered information, ciphered key of the 
symmetrical cryptographic system as well as timestamp concerning preparation of the 
document. Taking into account the necessity of guarantying additional features char­
acteristic of sensitive information, it is necessary to apply additional mechanisms 
allowing an uninhibited distribution in the Internet, particularly classified informa­
tion. 
It is obvious that the lack of any of the previously described features of the electronic 
document or distortion of it discredit such information and it cannot be perceived as a 
document. In the case of not public information written on a physical material we can 
easily determine if it (the document) satisfies all the features specific of the docu­
ment. The copy of such a document is not a document. If there is a prohibition of 
making copies from a document then possessing, by anybody, a copy of such a 
document is a proof for illegal leak of information. Thus, possessing an electronic 
document is not the same as possessing an information contained in an electronic 
document. An electronic document has a specified form and shape while the informa­
tion contained in it may be in an arbitrarily form. In the case of not public information 
document circulation, including an electronic form, is rationed, but spreading the 
information around not entitled people both in oral or by other ways, is forbidden. 
Nowadays, transmitting not public information is realized through special, separate 
corporation teleinformatic networks. It is allowed to transmit it through the open 
Internet network after doing the previously - described security procedures, e.g. ci-
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phering. In the case when the information exchange takes places in the corporation 
network then transmission of sensitive information is allowed after previous authenti­
cation of the participants. If one of the addressees of such a information is the par­
ticipant that is not a member of a given corporation then using of such a network or 
an access to its equipment is difficuh (if not impossible). 
The subsequent part of this paper presents an exchange information system that al­
lows transmitting sensitive information through the open Internet network. It ensures 
all the features of the electronic document along with receipt confirmation (acquaint­
ing with the document by the receiver). 
In order to ensure saving who had an access to a given information, when a given 
user got this information who has the document with the information it is necessary to 
accompany an electronic document by not public information, apart from ciphered 
information, a ciphered key, timestamp, additional information received from the 
corporation server. 
An access management regarding sensitive information is the task of the corporation 
server. 
The message sender declares a list of people who can acquaint with a given document 
as well as he defines the laws of the receivers with respect to the redistribution of this 
document. During the document generation, the part of the cipher key employed to 
ciphering the message, along with a list of people authorized to read this message, is 
sent to the corporation server that stores this data. In order to decipher the electronic 
document, the receiver of the message gets a key from the corporation server that 
transmits the message through the time server to the sender confirming the time in 
which the receiver acquaints with the document. 
It is assumed in the system that the cipher key of the symmetrical cryptographic sys­
tem is a sum of the hash function of the ciphered message and the hash function of 
the message identifier introduced by the message sender. Moreover the value of the 
hash fiinction of the message identifier is sent to the corporation server. This means 
that the receiver cannot decipher a received message until getting the hash function of 
the message identifier. The corporation server notifies the fact of getting the message 
identifier as well as it sends a confirmation message to the sender notifying him that 
the receiver read the information addressed to him. 
Checking if a given receiver may get an message identifier, may distribute sensitive 
information etc. is a function of the corporation server. 
Figure 1 shows the algorithm of generating an electronic document of sensitive in­
formation. 
Plain text M is sent to the coder of the symmetrical cryptographic system in order to 
cipher it as well as to determine its shortcut WSP which is summed in the summator 
with the hash function of the massage identifier. 

WSP ® WSID = WSK. 

WSK is announced to the coder of the symmetrical cryptographic system as a cipher 
key of message M. It should be strongly underlined that the cipher key is divided -
one part of it is introduced by the message sender {ID) while the second one is func-
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tionally related with the message itself (WSP). As a ciphering result of file Mwe get a 
cryptogram ZP. 

ZP = {{WSP®WSID)M). 

The hash ftinction of file WSP is ciphered with the public key of the receiver EQ-

A = Eo{WSP) 

and then with the private key of the sender Djv 

B = D,{A) 

and it is added to the ciphered file ZP 

Z = ZP\\B. 

In order to signify the time of creating the electronic document the sender of the mes­
sage calculates the value of the hash function ciphered file WSZP which is ciphered 
with his private key Dff 

D^D^iWSZP) 

and then to the signed value of the ciphered file D, the sender includes his certificate 
CN 

E = D\CN 

and then it is ciphered with the public key of the time server public key Es 

F = ES(D\CN) 

and then it is sent to the time server. 

The time server ciphers the received F with its private key Ds 

FS^D,{F)=D\CN 

and then Fs separates the certificate of sender CN. 
The time server accompanies D with the timestamp ZCN 

Us = DJZCN 
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and then Us is ciphered with its private key Ds 

H = D,{U,) 

as well as with the public key of the sender EN 

L = E^{H). 

L ciphered in such a way is sent by the time server to the sender of the message. All 
parameters that are necessary to determine the sender in order to send L to him are 
contained in the certificate obtained allow with Fs. 
After receiving L the sender of the message performs its ciphering with his private 
key £)jv 

and then N is ciphered with the public key of the server Es 

P^E,{N). 

From resulting P 

P = D\ZCN 

one can get timestamp ZCN, while D is ciphered with the public key of the sender E^ 

G = EM, 

and then it is compared in comparator ZC with the ciphered with the private key of 
the sender D/v of the hash function of the ciphered file WSZP. 
If 

G = D, 

then it is assumed that timestamp ZCN has been included to the transmitted message, 
while the sender ciphers A'̂  with the public key of the receiver Eo 

Q = Eo{N) 

And he includes it to the ciphered file ZP as well as to the ciphered key B 
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w = z ie=2PMe. 

In the case when these quantities are different then receiver repeats his request for 
getting an improved timestamp. 
The presented scheme is similar to the algorithm of generating an electronic docu­
ment [6, 8]. 
In the case of sensitive information, and in particular in the case of not public infor­
mation it is required, apart from the features ensured for the electronic document, to 
save who had an access to a given information, giving the possibility of the informa­
tion receipt time as well as where is the information in a given moment. Such re­
quirements may be fulfilled by introducing the corporation server whose task, in 
particular, storing the message identifier being part of the cipher key of the message 
M as well as it defines means which may have access to the information. People who 
will have an access to a given information are declared by the sender through detail­
ing receiver certificates of this information. Each of the receivers, possessing appro­
priating rights, may redistribute this information but in this case he will be its sender 
and in the same way he will be responsible for its distribution. 
The sender of the message sends to the corporation server the hash function of the 
ciphered message WSZP along with the ciphered, with the public key of the receiver 
Eo, hash function of the message identifier WSID 

ZWSID^EO{WSID). 

The certificate of receiver CO and its certificate 

X = WSZPIWSID\\CO\\CN 

crypted previously value of Z with the public key of the corporation server ESL 

U-EJX) 

and then crypted again with its private key Df/ 

After receiving Y, the corporation server is ciphering it with the public key of the 
sender EN 

V = E,{Y) 

and then with its private key DSL 
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The triple: the hash function of the file OWSZP, the hash function of the identifier 
OWSID and the certificate (certificates) of the receiver CO is saved into the database 
in the corporation server. The certificate CTVof the sender is saved in this database as 
well. 
The resulting hash function of the ciphered file OWSZP, the corporation server is 
ciphering with the public key of the receiver Eo 

R = Eo{OWSZP) 

and then with its private key DSL 

S = DJR). 

After receiving from the corporate server, the ciphered message S, the sender of the 
message is deciphering it with the public key of the corporation server ESL 

T = EJS)^R. 

This message is compared in the comparator NI with the ciphered with the public key 
of the receiver EQ, of the hash function of file IVSZP 

TT = Eo{WSZP). 

When the values 

T = TT 

then the server is appending the value of 5 to the value of W 

ZD = W\\S 

and then is sending to the receiver of the message. On the other hand, if 

T^TT 

then the sender renews the attempt to get the correct value of S form the corporation 
server. 
Figure 2 shows the algorithm of deciphering an electronic document of sensitive 
information. 
After obtaining the ciphered message OZP, the ciphered key OB, the ciphered time-
stamp OQ and signed through corporation server ciphered with public key of the 
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receiver EQ ciphered the hash function of the OS the receiver is separating these val­
ues. 
Such a received hash fiinction of the file OWSZP, ciphered with the public key of the 
receiver EQ and then with the private key of corporation server Dgi 

OS = DjEo{OWSZP)) 

then receiver is ciphering it with the public key of the corporation server ESL 

OR = EjOS) 

and then with its private key Do 

DD = DO{OR). 

The resulted value of DD is compared in the comparator ZCR with the hash function 
of the ciphered file WSOZP and if the following condition holds 

WSOZP = DD. 

It means, that received document was registered in the corporation server and to deci­
phering process it is essential to get the hash function of the identifier WSID from the 
server. 
Without the hash function of the identifier WSID, the receiver of the message is not 
able to decipher the file M, because its ciphered key is a sum of the hash function 
WSID and the hash function of the file WSP 

WSK = WSID @ WSP, 

In the value of £ there occurs only the hash fiinction of WSP in the sent package ZD 
distinct from the scheme of generating the electronic document presented in [6, 8]. 
In order to obtain the hash function of the identifier WSID, the receiver of the mes­
sage appends the certificate of the sender CN and its certificate CO to the hash func­
tion of the file 

pp = WSOZPWCOWCN 

and then the value PP is ciphered with the public key of the corporation server ESL 

OA = Esi^{WSOZP) 

and then with its private key Do 
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OB = DO{OA) 

finally, it is sent to the corporation server. 
The received message OB is ciphered in the corporation server with the public key of 
the receiver EQ 

OC^EO{OB) 

and then with its private key D^i 

OD = Dsi^ [OC) = WSOZP\\CO\\CN . 

In the comparator KZ value of the hash function of the ciphered file WSOZP is com­
pared with the received hash function of the ciphered file OWSZP stored in the data­
base in the corporation server. 
In the comparator KO certificate of the receiver CO is compared with certificate of 
the receiver CO stored in the database in the corporation server. 
In the comparator KN certificate of the sender CN is compared with certificate of the 
sender CN stored in the database in the corporation server. 
If the following condition holds 

WSOZP = OWSZP and CO = CO{Database) and 
CN = CN {Database) 

then the corporation server appends the certificate of the sender CN and its certificate 
CC to the ciphered file WSOZP 

ON = WSOZPWCNWCC 

and is ciphering message OÂ  with the public key of the time server Es 

GF = E,{ON) 

and is sending it to the time server in order to forward to the sender and storing into 
the time database the timer pointer of receiving message M by the receiver. More­
over, the corporation server is ciphering with its private key D^i the received ciphered 
hash function of the identifier OZWSID, which is stored in the database 

OE^Dsi,{OZWSID) 

and is sending it to the receiver of the electronic document. 
After receiving the message OE, the receiver is ciphering it with the public key of the 
corporation server Est 
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And this resulted message is ciphered with the private key of the receiver Do 

OF = DO{OH] 

in the next step, it is summed with the receives hash function of OWSP. OWSP is 
obtained by deciphering the ciphered key OB i.e. with the sender's public key EN 

OL = E^{OB) 

and next, with the receiver's private key Do 

OWSP = DO{OK). 

OH and OWSP are summed 

OK^OH® OWSP 

and if OH = WSID, then OK is the symmetric ciphering key for the cryptographic 
system, in which the ciphered file OZP can be deciphered. For the obtained message 
OM, the hash function OWS is determined. OWS is compared with OWSP (obtained 
due to the deciphering the key OB) in the comparator /. 
If OWSP and OWS are equal, then it is assumed that received file is genuine 

OWSP = OWS, 

then we assume that obtained file OM is an authentic. 
After determining the hash function of the received file WSOZ, the receiver of the 
message is ciphering the received pointer of the time OQ signed by the server, with 
its private key Do 

SS = Da{OQ) 

and then with the server of time public key Es 

SP = E,{SS) = U, 

where 

7̂̂  = D\\ZCN. 
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The time pointer ZCN got during generation of the electronic document is ex­
tracted form SP and D is ciphered with the pubhc key of the sender Er^ 

SU = E,{D). 

SU is compared with the hash function of the ciphered file WSOZP in the comparator 
T. 
If 

SU = WSOZP 

then the time pointer ZCA'̂ has been appended to the received message M. 
After receiving message GFthe time sever is deciphering it with its private key Ds 

PR = D,{GF). 

The certificate of the sender CN and the certificate of the corporation server CC are 
extracted from PR 

HH = WSOZP 

and then the pointer of time of the received electronic document ZCO is appended to 
the value HH 

HT = HH\\ZC0 = WSOZP\\ZCO 

and the value HT is sent to the sender of the electronic document. Simultaneously, the 
time server ciphers / / r with the public key of the sender Ef^ 

HL = E^{HT) 

and then with its private key Ds 

HN = DS{HL), 

which is send through server into the receiver of electronic document. At the same 
time, the time server is ciphering the value of/ /r with its private key Ds 

HP = DS{HT) 

and then with public key of the corporation server ESL 
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HR = EJHP) 

which the server send to the corporation server. 
After receiving the message HR, the corporation server is deciphering it with its 

private key DSL 

TK = DJHR) 

and then with the public key of the time server Es 

TE^ES{TK) = HT, 

where 

HT = HH\\ZC0 = WSOZP\\ZCO. 

Size of WSOZP is compared with size of OWSZP from the database on the 
corporation server in the comparator SL and if 

WSOZP = OWSZP 

then for a given receiver (defined by the certificate CO) the time stamp of the ac­
cess to electronic document ZCO is kept in the memory. 

After receiving the time pointer HN from the time server, the sender of the mes­
sage is deciphering it with the public key of the time server Es 

HS^EsiHN) 

and next with its private key D/v 

FF = D^ (HS) = 0N = WS0ZP\ZC0 . 

The sender extracts the time stamp ZCO from ON, which points the time of the 
access to the electronic document by the receiver and the obtained size of WSOZP is 
compared with size of WSZP in the comparator OD. 

If the following holds 

WSOZP = WSZP, 

then the sender of the message, assumes that receiver received the message and ac­
quainted the content sent to it electronic document. 
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The receiver of the electronic document ciphers the obtained time stamp OQ with 
its private key Do 

Q = E^ (D, (E, (D, (D\\ZCN)))) = E^ (D, [D\\ZCN)] 

ciphered its private key Do 

RR = Da{OQ) 

and then with the public key of the time server Ea 

RT = ES{RR)=D\\ZCN 

it extracts the time stamp ZCN from RT. 
The receiver ciphers the value D with the public key of the sender £A, 

RG = E,{D) 

in the comparator T, the value of RG is compared with the hash function of the re­
ceived file WSOZP. 

If values 

RG = WSOZP 

then it is assumed that the time stamp ZCN has been appended to the received OM. 
On the contrary, if 

RG ̂  WSOZP 

then the receiver questions the received electronic document, suspecting that the time 
stamp has been appended to another file. 
It is obvious, that there exists a possibility of committing the forgery in such a way, 
that for a given file, the time stamp can be obtained earlier and use it at the moment 
of generation of the document. Such a operation would cause, that the time of the 
creating the document would be earlier than the real time of the generating the docu­
ment. In the case, when the time of accessing the document is considered simultane­
ously, so the last one is the real time. 

4 Conclusions 

Presented in the paper framework of generating the electronic document for the sensi­
tive information requires the detailed procedure. For the information stored on the 
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physical carrier, the procedure allowing the secure exchange of the information has 
been developed. Presented way of securing the information causes, that it characterize 
all features for the information stored on the physical carrier 

Advantages of the presented procedure can be itemized as follows: 
- the owner (sender) of the message specifies the set of entitled for the accessing 

to the content of it persons, 
- the corporation server limits possibilities of the information redistribution, by 

unauthorized persons (the sender gives the rights for the accessing the message), 
- the existence of the corporation server prevents redistribution of the sensitive in­

formation (this is the analogical case to copying the not public document - it is 
allowed to read it and is not to make a copy), 

- the sender gets the confirmation with the time stamp, that the receiver has read 
the content of the electronic document, 

- forcing users of the sensitive information to apply the security rules due to or­
ganization, 

- confirmation of the accessing to the document (the time stamp) is done by the 
time server and the corporation server initializes such a procedure, 

- possibility of the not public information distribution in Internet, 
- possibility of downloading the sensitive data without necessity of physical ac­

cessing to selected networks, 
- there exists a possibility to specify entities entitled to accessing the sensitive in­

formation. 
The drawbacks of the presented procedures are: 
- there is no explicit possibility removing the owner of the sensitive information 

at the receiver's side 
- the fact of removing the electronic document, containing sensitive information 

relies on the statement of the receiver 
- complex database in the corporation server 
- a monitoring of the corporation server can be the possible point of failure 
- the security of the distribution the electronic documents is depends on the proper 

working of the corporation server database 
Beside the drawbacks, the presented procedure can be applied to more dynamical 

distribution of the sensitive information. 
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Abstract. In systems based on public key infrastructure in most cases we de­
pend on trusted third party. Development of computer security systems and in­
crease in popularity of public key infrastructure and its uses led to development 
of new data distribution methods - distribution based on untrusted publishers. It 
is possible to publish data by an untrusted publisher, however this data must 
contain authentication information in it. Validation of that information allows 
verification of information origin. Starting with certificate revocation list, cer­
tificate revocation trees we analyze these structures and find their strengths and 
weaknesses. By improving their strengths and eliminating their weaknesses we 
introduce a method for publishing data and their authentication information by 
an untrusted publisher. Basic concept of existing solutions is described in chap­
ter 1. Chapter 2 introduced our method for publishing self authenticated data 
structures. Conclusions are described in chapter 3. 

1 Authenticated structures 

1.1 Basic concept 

Data structure authentication was at first developed for Certification Revocation Lists 
(CRL's) used in Public Key Infrastructure. New group of efficient certificate revoca­
tion methods was based on authenticated structures, exactly on authenticated diction­
aries. Dictionaries are common data structures that support search, insert and delete 
operations. Authenticated dictionaries are dictionaries that additionally contain au­
thentication information. In this manner, data owner (O) may spread information by 
untrusted publishers (P). End entities - clients (C) - may verify correctness of re­
ceived data. Schema of such a system is shown on Fig 1. The Merkle hash tree 
scheme was used to implement the simplest static authenticated dictionary - Certifi­
cate Revocation Tree (CRT) presented in [5]. Skip List [3] and 2-3 tree [10] were 
used for dynamic implementations of authenticated dictionaries. Interesting usage of 
cryptographic accumulators for data sets authentication was defined in [4]. 
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Fig. 1. Authenticated data flow between data owner, untrusted publisher and client 

^ 

1.2 Structure definitions 

We base our further considerations on a general model of authenticated data struc­
tures proposed in [7] and discussed in [11]. This structure consists of a directed 
acyclic graph G, an associated search procedure S and a proof of structure authentic­
ity P. We denote the whole structure as {G, S, P). 

Directed Acyclic Graph (G). Graph is defined as G = {V, E), where F is a set of ver-

texes and £ is a set of edges. We define function c? to describe a degree of graph ver­

tex Vve V: d{v) = d* (v) + d'(v) + d° (v) + d~ (v). Because graph is acyclic and di­

rected, only d*{v) and d~{v) parts may be different from 0. We call these parts 

outdegree and indegree of vertex v. We can define them as follows: d*{v) = |r*(v)|, 

where r*(v) is a set of vertex v successors, and d'^{v) = |r"(v)|, where r '(v) is a set 

of vertex v predecessors. We can define a set R of nodes 3RciV -.^fre R:d~{r) = 0 , 

further called roots and a set L of nodes 3L c K: V/ e L: c?* (/) = 0, called leafs. We 

make assumption that graph is connected. There is exactly one root in our graph 

(|/?| = 1) and there are many leafs (|i | ^ 1). Each vertex v posses: key information 

Jj(v), successors information J^(v)and additional information <5„(v). We will use 
notation ^(v) for whole information placed in vertex. In addition we assume, that all 
successors of v are arranged in a strict order (we can always find first one, second one 
and so on). 

Search procedure (S). Owner should define deterministic search procedure S. Proce­
dure takes as an input search key q and starting from the root node begins comparison 
of visited vertex keys. On the basis of this comparison procedure query q returns 
answer Q or continues searching one of successors of last visited vertex. Search pro­
cedure in BST is a classical example : if q value is equal to vertex key S^ (v), this 
vertex is returned. If q is smaller then S^ (v), the first (left) successor will be visited 
and searched, if q is greater then S,^ (v) the second (right) successor will be chosen 
for searching. 
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Proof of authenticity (P). Owner should chose collision-intractable hash function h. 
The authentication information a is associated with each node: 

\h{S{v)):vsL 

\h{d(v),a{^X-Mv,)):v<tL 

where V;,..., v; are ordered successors of vvertex (P(v) = {v,,...,v,}). In this manner 
we can compute general authentication information a{r), where r is a root. This 
value is obviously dependent on all other vertexes. There is a proof of authenticity P 
for whole graph prepared on the base of general authentication information. In classi­
cal solutions owner posses a pair of keys (a private and a public key) and in a final 
stage the general authentication information is signed by owners private key, where P 
is created as result. Use of this authentication information will be explained in the 
next section. 

1.3 Actions 

1.3.1 Owner data update 

Owner updates his data set inserting or removing some data. Usually parts of data 
structure should be rebuild after such action. Update information should be sent to the 
untrusted publisher (1.3.2 Publisher data update). Moments, when data changes are 
collected in a set TU= {tug, tuj, tU2,...}. 

Insert operation. Owner wants to add a new data to the data structure in moment /«,. 
There is an insertion procedure / defined for particular graph type. It takes as an input 
key value k and additional information associated with that key. Procedure can be 
divided into three stages: 1) search of predecessor for new vertex (based on search 
procedure 5); 2) creation of new vertex and partial reconstruction of the graph (if any 
construction rules were violated); 3) update action described in Update flnalization 
(for example partial reconstruction of authentication information). 

Delete operation. Owner wants to remove data from structure. There is a deletion 
procedure D defined for particular graph type. It takes as an input key value k. Proce­
dure can be divided into three stages: 1) search for vertex containing A: key (based on 
search procedure S); 2) removal of located vertex and partial reconstruction of the 
graph (if any construction rules were violated); 3) update action described in Update 
flnalization (for example partial reconstruction of authentication information). 

Update flnalization. All vertexes, which were changed during the second stage may 
be temporarily marked and only for these vertexes new value a{v) will be computed. 

Finally general authentication information a{v) is computed. Value a(v) is gener­

ated from updated graph in time tUi and we mark it as a{r, tu.). The owner O owns a 
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pair of keys: SO (a secret key) and PO (a public key). He signs a{r, tu,) witli iiis 
private key and creates a proof P{tui) = { a{r, tu,), SJGso (oc{r, ?«,))}. Tlie process 
of creating a new graph is finished. In addition, owner O generates additional update 
information, which are send to untrusted publisher P instead of sending the entire 
graph. New update information consists of: 
- removed subgraph Ujt, defined as: U„ {tu,) = G{tu,_,) \ G(/M ,) ; 
- added subgraph UA, defined as: U^{tu,) = GituJ \ G{tu._^). 
Example on how to create update information was shown in Fig 2. 

a) G(to,.,) 

A J A o o o o o 
o 

b) CKtu,d 

A 2 A o o o o cp 
o 

c) G(/Ui.,) 

A J A o o o o cp 
o 

X ? A 
0 • O O O 

o 

A I A 
• o 

G(fl/,) 

A J A o o o o • 

o o 0 6 0 

* ! >: 
6 6 o a -! 

0 

U^tud 

0 • o 

A 
A T 
='' T 

• 

Fig. 2. Example of creating update information during transition from G{tu,.j) to G(/„/). Cases: 
a) value S^ (v,) was changed, b) vertex v̂  was deleted, c) vertex v̂  was added. 

1.3.2 Publisher date update 

Publisher data update may be initiated by publisher himself (active waiting) or by 
owner (updates broadcasting). After initiation, update data is transmitted to the pub­
lisher and necessary reconstruction is made. Moments of publisher data updates are 
collected in a set TP = {tpo, tpi, tp2,...}. 

Data transmission. Owner (O) sends current update information U{tui) and proof 
P(tu^ to untrusted publisher (UP) {tui denotes time of last owner data update). 

0-^UP: { UR{1U>), UAitu,), PitUi)} 
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Structure update. Update begins at time tpj {tUi > tpj > tum). If received proof/"(?«,) 
differs from last local copy of a proof P'{tpj.j), the data structure reconstruction is 
needed. Publisher prepares his copy of a graph G'{tpj), defined as: 

G\tp.) = [G'(tp._^)\U^{tu^'\KjU^{tu,), where G\tpj) is a publisher copy of 

G{tu.) and G'{tp._^) is a publisher copy of G(tu,_,). New proof/"'('ft) = P{tud 's 

also published. 

1.3.3 Client query 

Client query. Client (C) sends query q to the untrusted publisher (UP). For simplicity 
we made assumption that q value is a key of needed vertex. 

C-^UP: {q} 

Publisher response. Untrusted publisher starts search procedure S for value q. Finally 
vertex v̂  is reached. The v̂  is wanted vertex (if S^{v^) = q), or v̂  is the last visited 

vertex (if key q was not found). All vertexes on the path from root to v̂  create or­
dered set p(v^) = {r, v/, ..., V,}. Successors of all vertexes from path create set 
r*(v,)= (Jr*(v). Publisher prepares set A{v^) = {S{v):vs p{v^)} and set 

A(v^) = {a(v): V e r* (v̂  ) \ p} • Both sets are prepared on the bases of the last local 

copy of graph G'{tpj) and then send to the client along with last proof/"' = P'{tpj). 

UP^C:{A(v,) ,^(v , ) ,P '} 

Response verification. Last element of A(v )̂ is an answer for query q (value 

^(v^)). Other information received from untrusted publisher (UP) are used for au­

thenticity verification only. Authentication information a'{r) is calculated according 

to definition: 

a'(v) = 

h{S{v)):vsp{v^)nL 
A(<J(v),flr(v,),..., a(v,)): V 6 ;7(v,) \ Z, 

a{v):r;{vj\p{v) 

In other words: a'(r) is computed on the basis of A(v )̂ and A(v^). Client com­
pares calculated a'{r) and original a{r,tu,) (received in P') and verifies owner 
signature. We assume, that the client C is in possession of owners public key {PO) 
and can verify signature SIGsd a{r, tu,)), which is a part of the proof P'. 



160 Biometrics, Computer Security Systems and Artificial Intelligence Applications 

1.4 Possible publisher fraud 

There is vulnerability in presented system. Untrusted publisher may be dishonest or 
just unreliable. Client has no possibility to verify freshness of untrusted publisher 
data, which were used to create an answer. We present such an example situation: 
- there are two updates of owners data in moments tUj.i and tUi (where tUi.i < tu,); 

updated structures are denoted G{tUi.i) and G(tu^, updated proofs P{tUi.i) and 
P{tu^; second update concerns insertion of data associated with key q; 

- dishonest untrusted publisher ignores last update iG{tu,) and P{tu,)); his current 
local data are based on previous update: G'{tpj) = G{tUi.j) and P'{tpj) = P{tUi.i); 

- client asks about element associated with key q at moment t^{ t^ > tu!); answer 
from untrusted publisher is prepared on the basis of an obsolete data (there's no 
element associated with key q in G'{tpj)); client correctly verifies an answer 
(whole path and signature) and he is sure that element he seek for wasn't located. 

2 Protection schema 

2.1 Existing solution 

Solution was discussed in [7]. When publisher updates data, only G(tUi.j) is sent from 
owner to untrusted publisher. Clients query is a little modified: proof of authenticity 
P' is received directly from owner O. In case of publisher fraud (usage of obsolete 
data) general authentication information a'{r) computed from publisher data will 

differ from signed proof P' received from owner. This solution clashes with main idea 
of authenticated structure usage - data distribution without owner activity. 

2.2 Our proposal 

2.2.1 First solution: asynchronous proof updates with proof signing 

We separate publisher data update and publisher proof update processes (shown in 
Fig 3). Data structure update is the same as in base schema. Each change (e.g. adding 
new element) requires reconstruction of graph (optional) and preparation of new 
authentication value a(r,/M,). Update subgraphs are generated similarly Uj(,{tui) and 
UA (tUi). Changes refer to method the proof/*(?«,) is generated. 

Generation of proof. The owner sets commonly known period of proof validity At. 
Succeeding proofs are generated in constant periods of time At. Proof P(tUi, ri) {tu, is a 
time of data structures update and « is a sequent proof number starting with tui) is 
defined as follow: P{tUi, n) = { a(r, tu,), tUi, n, SIGso (oc{r, tu,), tui,«)} 
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data update 

proof i^idatc 

UP(untrasted 
publisher) 
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' k 
data and proot " 

CCcIient) 

trusted untnisted 

Fig. 3. Authenticated data flow between data owner, untnisted publisher and client with separa­
tion of data and proof updates. DS denotes data update service, PS denotes proofs update ser­
vice. 

It is obvious, that the moment when proof is generated is tui + n*Al. Example is pre­
sented in Fig 4 

P(/u,.2,0) P{w,.:,I} P(!tt,.;,2) P(lu,.i,0) P{tu,.,J) P(W,.,,2) PiUu.,,3) P(lu„Cl) 

air, nifi) 

W(ft'H) 

URmi-i) 

Fig. 4. Data and owner proofs update. Data update (lower axis) is set in tu,.2, tUj.i and tUj. Proof 
update (upper axis) is set in constant periods of time. 

Untrusted publisher local data update. The update is similar to the base schema, 
however, instead of { Uii{tui), UA{tui), Pitu,)}, set { Uuitu,), UAitu,) } is send from 
owner to the untrusted publisher. Local data structure update is identical to the base 
schema, we just skip proof update. 

0->UP: { Uiiitud, UAitu,) } 

Untrusted publisher proof update. The update can be initialized by both: the pub­
lisher or by the owner. As an effect, the owner sends updated proof to publisher. 
Untrusted publisher stores local copy of the proof: P\tpj) = P{tUi, ri). 

0-4UP: {P{tUi,«)} 
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Client query. Client C sends query to the untrusted publisher similar to the base 
schema. As an answer he receives { A(vJ, A{v^) ,P'}. Answer authenticity verifi­
cation is also the same as the base schema, but only to the moment, where calculated 
values a'{r) are compared with P'={ a{r,tu.), tUj, n, SIGso{oc{r,tUi), tUj, n)}. The 

client compares a'{r) and a{r,tu^), verifies owner signature and makes the deci­
sion whether time of proof creation to, + n*At satisfies him. This way untrusted pub­
lisher does not have to constantly update entire data but only proofs. If for some rea­
son (e.g. fraud attempt) untrusted publisher does not own updated proof and will 
issue post dated proof, the client can make a decision whether to accept or reject it. 
The need to constantly generate proofs (which is signing authenticated data) will put 
big load of job on the owner. It is the major disadvantage of this method. 

2.2.2 Second solution: asynchronous proof updates with hash chaining 

The next solution is a modification of the previous proposition. It is based on schemas 
presented in [8] and [9]. It is commonly known, that making a hash fi-om information 
is up to 10000 times faster then signing that information [9]. In proposed schema only 
first proof made after data update is signed. The remaining proofs are created by hash 
fiinction. Owner data structure update is similar to the previous proposition. The 
changes are made in the way the proof is generated, updated and verified. 

Generation of proof. The owner sets a commonly known proof validity period At. 
After data update he also generates secret value R in time tui and sets maximum num­
ber - d of proof updates generated from that proof In next step, owner generates 
values: Ro, Ri, R2 R, Rd-i, Ra, where /?, = ff'*'''{R), and // is a hash function. 

I P(tu>J I P(tu,-) i! P(tu) 

iP(t"ir?,0) P(tu,.2,J) P<M.2,2)p(tu,-,,0) P(Z~rjf'P(tu,.,,2) p(;u,.j,S)\\P(tu,,0) 

T T T T T T T T 
p I L_| \ i \ L_| I ^ 

tlt,.2 tU,.j tU, 

Fig 5. Periodic proof updates after data updates. 

Base proof is defined as follow: P{tui) = { a{r, tu^), to,, RQ, d, SIGso («('", tu,), to;, 

R(), d)}. Next proof update (generated in constant periods of time At) for tu, + n*At is 
defined as: /'(to/, «) = { Rd.„, n}. Fig 5 presents an example of this operation. 

Untrusted publisher proof update. The update can by initialized by publisher or by 
owner and is made of two stages: 
- uploading base proof, distinctive for actual data update: 0->UP: {/'(to/)} 
- uploading for distinctive base proof: O—>UP: {P(to(, n)}. 
Untrusted publisher stores local copy of proof P'Clfl;) = { ^('w/). /'(<"/, «)}• 
Client query. Client C sends a query to untrusted publisher the same as in the base 
schema. As an answer he also receives { A(v^), A{v^), P'}. Answer authenticity 
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verification is also the same, up to the moment when computed a' (f) value is com­

pared with P ' data. P ' also contains base proof of the last data update and last proof 

update (P(tUi) and P(tUi, n)), therefore: P' = {a(r,rM,), tu„ Ro, d, SIGso («(?-,'M, ) , 

tui, Ro, d), Rd.n, n } . 

Client compares a\r) and a(r,tu,), verifies owner signature and makes a decision 

whether time of proof generation tUi + n*At satisfies him. Signature verification con­
firms only authenticity of base proof The user verifies authenticity of proof update in 
a separated process. At first, value R;, = H^'^Rd-n) is calculated and after that, this 
value is compared with Ro from base proof If they are identical, update is authentic. 
Both values should be identical, because: R, = ff'-^Rd-n ) = If'-\tf'-''^""\R)) = / / " 
"(ff''{R)) = ff"\R) = Ff^'^'iR) = Ro. 
Untrusted publisher is not able to generate false update, because he would need R 
value to do so, or one of the hashes from the chain used to generate future proofs 
updates (which in fact was not published before). 

3 Conclusions 

Trust is now a days a major problem when dealing with information security and 
authentication. Not every publisher or data server can be trusted when one would like 
to use information supplied by it. Proposed schema could be successfully used to 
publish data (e.g. certificate revocation lists) by untrusted publishers. Presented 
method is safe, efficient and reliable. It could be easily adapted to many branches of 
information systems, not only to public key infrastructure but data mining in general. 
Implementation of the method should be our next concern. More examination must be 
made to verify methods weaknesses and strengths. 
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Abstract. A method of stream cipher keys generation with low power 
consumption based on LFSR (Linear Feedback Shift Register) is presented in 
this paper. The idea of power consumption minimization by modifying the 
structure of main element of cipher keys generator (LFSR) have been proposed. 
In this paper some examples are included. 

1 Introduction 

Key generation is the main problem during designing a stream cipher. It generates a 
key which is as long as the plain message. Each binary digit in the message is en­
crypted through a function which reads a corresponding binary digit within the key, 
and also takes into account additional information contained in the plaintext. 
The most common tool in generating such random series is the Linear Feedback Shift 
Register (LFSR), which is a described by its primitive polynomial. Some pseudo­
random non linear pattern generators based on LFSR used in stream cipher cryptog­
raphy are presented in [1]: the Geffe generator, the Jennings generator, the Beth-Piper 
stop-and-go generator, the Gollmann cascade stop-and-go generator. Stream ciphers 
can be used to encrypt the plaintext message to form the ciphertext. 

2 Power consumption and switching activity 

We assume that mentioned cipher keys generators are made in CMOS technology 
which guarantee low power consumption for keys generation. The average power 
consumption in conventional CMOS digital circuits can be expressed as the sum of 
three main components, namely, (1) the dynamic (switching) power consumption, (2) 
the short-circuit power consumption, and (3) the leakage power consumption. If the 
system or chip includes circuits other than conventional CMOS gates that have con­
tinuous current paths between the power supply and the ground, a fourth (static) 
power component should also be considered. Our calculations are based on a design­
ing the structure which assure lower dynamic power consumption in CMOS. 
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Below is shown detailed description of switching power dissipation component which 
is used in our research. It represents the power dissipated during a event of switching, 
i.e., when the output node voltage of a CMOS logic gate makes a power consuming 
transition. Dynamic power is dissipated when energy is drawn from the power supply 
to charge up the output node capacitance. During this phase, the output node voltage 
makes a transition from 0 to VDD. Let us consider the example where a two-input 
NOR gate drives two NAND gates, through interconnection lines. The total capaci-
tive load at the output of the NOR gate consists of (1) the output capacitance of the 
gate itself, (2) the total interconnect capacitance, and (3) the input capacitances of the 
driven gates. 
The output capacitance of the gate consists mainly of the junction parasitic 
capacitances, which are due to the drain diffusion regions of the MOS transistors in 
the circuit. The interconnect lines between the gates contribute to the second 
component of the total capacitance. Any CMOS logic gate making an output voltage 
transition can thus be represented by its nMOS network, pMOS network, and the total 
load capacitance connected to its output node. The average power dissipation (1) of 
the CMOS logic gate, driven by a periodic input voltage waveform with ideally zero 
rise- and fall-times, can be calculated from the energy required to charge up the out­
put node to VDD and charge down the total output load capacitance to ground level. 

P = i 
avg rp 

[v \-C ""' dt+ Uv -V ic ""' dt 
i y dt J .^ [, dt J 

(1) 

Evaluating this integral yields the well-known expression for the average dynamic 
(switching) power consumption in CMOS logic circuits. Any CMOS logic gate 
making an output voltage transition can thus be represented by its nMOS network, 
pMOS network, and the total load capacitance connected to its output node. The 
average power dissipation of the CMOS logic 

P =-C V ' (2) 

or 

"avg ~ ^toad'^DD J (3) 

Equation (3) shows that the average dynamic power dissipation is proportional to the 
square of the power supply voltage, hence, any reduction of VDD will significantly 
reduce the power consumption. Another way to limit the dynamic power dissipation 
of a CMOS logic gate is to reduce the amount of switched capacitance at the output. 
The analysis of switching power dissipation presented above is based on the assump­
tion that the output node of a CMOS gate undergoes one power-consuming transition 
(0-to-VDD transition) in each clock cycle. This assumption, however, is not always 
correct; the node transition rate can be smaller than the clock rate, depending on the 
circuit topology, logic style and the input signal statistics. To better represent this 
behavior, we will introduce aT (node transition factor), which is the effective number 
of power-consuming voltage transitions experienced per clock cycle. Then, the aver­
age switching power consumption becomes 
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"mg ~ ^T ^load'DD JCLK ( 4 ) 

In the most general case, the internal node voltage transitions can also be partial tran­
sitions, i.e., the node voltage swing may be only Vi which is smaller than the full 
voltage swing of VDD. Taking this possibility into account, the generalized expres­
sion for the average switching power dissipation can be written as 

P = 
mg 

^number of nodes \ ,_> 

V (=1 

where C: represents the parasitic capacitance associated with each node and aji repre­
sents the corresponding node transition factor associated with that node [2]. It is also 
called switching activity factor and researches presented in this paper are about re­
ducing it during generation stream cipher keys. 
Increased generator activity and hence power consumption can lead a generator to 
failure. A detailed description of these problems is proposed in [3]. A cryptographic 
key generators and other silicon devices affect power consumption in the rising of 
working frequencies, lowering of applied voltage and the tightening of timing con­
straints [4]. The main factors which are considering during designing System-On-
Chip (SOC), which is also a cipher keys generator, are : energy, average power, peak 
power, instantaneous power and thermal overload [5]. In [6],[7], [8], [9], [10] are 
presented low power Test Pattern Generators (TPG) used in Built-in Self-Testing 
(BIST) which are designed to reduce switching activity, thus reducing power con­
sumption. 

2 Stream cipher key generators 

Both secrecy as well as authenticity of a message can be achieved through cryptogra­
phy with a cipher. A cipher encrypts a plaintext message (the message in its original 
form), to a ciphertext, i.e. the message which is incomprehensible and cannot be du­
plicated by an outsider. Stream ciphers divide the plaintext into characters, and enci­
pher each character with a function which is dependent upon the current state. In this 
research, we consider secret-key stream ciphers, specifically one-time pads [11]. The 
key length for the one-time pad is equal to the length of the plaintext and this key is 
secret. To encrypt the message, the plaintext message is added modulo 2 (Exclusive-
ORed) to the secret key. To decrypt the message, the ciphertext is Exclusive-ORed 
with the secret key again. 
The problem with the one-time pad is the length of the key. Therefore, the key is 
often replaced with a Pseudo-Random Pattern Generator (PRPG) with a secret seed. 
A large pseudo-random sequence can now be produced and duplicated with a small 
length key. 
Some pseudo-random non linear pattern generators used in stream cipher cryptogra­
phy are presented in [11]: the Geffe generator, the Jennings generator, the Beth-Piper 
stop-and-go generator, the GoUmann cascade stop-and-go generator, the Massey-
Rueppel multispeed generator, Rueppel's self-decimated sequence and Gollman's self-
decimated sequence. Each of the generators use a combination of LFSR. 
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Fig. 1. The Geffe generator 

In the Geffe generator, three LFSRs are used to create the output sequence (Fig. ). 
The Geffe generator uses a design technique which is classified as a non linear feed­
forward transformation. The bit generated by one LFSR selects either of the other two 
sub-machines, and the corresponding bit from the selected machine is used in the 
final output sequence. A 2-to-l multiplexor (MUX)is used to make the selection and 
creates the non linear transformation. The degree of the characteristic polynomial for 
each of the three LFSRs can be different. Assuming «/, â , aj are corresponding input 
bits of LFSRs the output bit of the Geffe generator is equal: 

6 = ( f l , & a 2 ) e ( ( f l 2 )8La^) (6) 

If the length of the LFSRa are equal ni, n2, n^ then linear complexity of this generator 
is equal: 

(«, -l-l)«2+«, «3 

where ni o ni and ni o n^ and n2 o n3. 

(7) 

3 Generation of new bits in LFSR 

Mathematical description of standard LFSR which is used for stream cipher keys 
generation is in the equation (8). 

A{k + \) = VxA{k) (8) 

where A(k+1) is a vector with the next state of LFSR, the A(k) vector of previous 
state and V is the transition matrix. For example V for the primitive polynomial, 
F(x)=l+x^+x' is write as: 
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0 1 0 0 1 (9) 

1 0 0 0 0 

V=0 1 0 0 0 

0 0 1 0 0 

0 0 0 1 0 

New bits are described by equations (10), wliere a(k+J)-next state of bit a(k) 

a,(lc+l)=a2(k)ea,(k) 
a2(k+l)=a,(lc) 
a3(k+l)=a2(k) 
a4(k+l)=a3(k) 
a5(k+l)=a4(k) 

Disadvantage of this realization is tiiat only one new bit is produced per each clock 
cycle of the circuit. By modifying (8) we are able to obtain more than one new bit. To 
realize it we will insert N which is the power of matrix V. 

(10) 

A(k + l) = V'' xA(k) 

Matrix V for N=3 is presented below. 

0 1 1 0 1 

1 0 0 1 0 

F' = 0 1 0 0 1 

1 0 0 0 0 

0 1 0 0 0 

(11) 

(12) 

V' was built by using below equation which describe generation of three new bits per 
one clock cycle.: 

(13) 
a,(k+l)=a2(k)ea3(k)©a5(k) 

a2(k+l)=ai(k)® a4(k) 
a3(k+l)=a2(k)® a5(k) 

a4(k+l)=a2(k) 
a5(k+l)=a3(k) 

In the next section will be shown switching activify calculation for the modified 
structure of LFSR which is used for stream cipher keys generation. 

4 Switching activity calculation 

By modifying the standard structure of LFSR, what was presented in the previous 
section, it is possible to obtain more than 50% power reduction [12]. Using this tech-
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nique it is possible to generate more than one new bit generated by LFSR per clock 
[13]. Let us calculate minimal, maximal and an average power consumption for 
stream keys cipher generator based on LFSR. Each LFSR is describe by its primitive 
polynomial. Let us calculate switching activity for LFSR of m-degree (for example 
for primitive polynomial F(x)=l+x+x'', m=4) which will produce d new bits per one 
clock. Next we determine the number of switchings for the case of generation of all 
test patterns (2''=16 clock pulses). All nodes of this circuit can be presented as 3 sub­
sets Sl-cXock inputs of the flip-flops (\S1\=8), 52-data flip-flops inputs (\S2\=8, S3-
inputs of the feedback circuit constructed on the XOR gates (]S3\=2). Let us desig­
nate switching activity of clock inputs, as SAsi.The number of clock inputs equals 8. 
The number of clock pulses is equal 16 (each clock pulse twice changes a logical 
level). Thus, SAsi=8* 16*2*5=1280. The number of data inputs is equal 8. Thus, 
SAs2=8*(8*4+8*15)=1216. Subset S3 consists of two inputs to XOR gate, that is 
SAs3=2*8*3=48. As a results we receive SALFSR=SASI+SAS2+SAS3=2544. There are 
4*16=64 symbols of M - sequence applied on LFSR output. Weighted Switching 
Activity (number of switching for generating one new test bit) can be rewritten as 
WSAiFSR =2544/64=39,75. 

Our generator will be built from m memory elements (flip-flops) and will be divided 
into 7 nodes which allow us to calculate switching activity. {Sl=m, S2=m), feedback 
adder (S3mm^2, S3max=2m-2), output of the generator (S4=l), (S5=d-1), (d-l)-mu\t\-
input modulo 2 adder for copy ofM-seguence {S6mi„=2(d-1), S6,„ax=(d-l)(2m-2)) and 
output d-input modulo 2 adder (S7=d). 
Based on the above equations we will calculate switching activity for one clock of the 
generator. We assume that LFSR has two kind of inputs: logic inputs and synchroni­
zation inputs. In the synchronization inputs (subset SI) during one clock cycle logical 
level changes twice (fs=2). Like it was proved in [14], probability than logical inputs 
changes its state is equal 0,5 (/L=0.5). 

WSAe:=fsSl+fL(S2+S3+dS4+S5+S6+S7) ,^^. 

Now we will insert the coefficient k. Assuming optimal realization output adder on 
the two-input elements its switching activity will increase k times, where k is coeffi­
cient which describe increasing of the switching activity during realization on two-
input elements: 

k = llog-,d}+4i\-2'°^"'/d) (15) 
Assuming optimal realization of generator on 2-input elements its switching activity 
will increase ^-times comparing with non optimal realization. Now we will write an 
expressions for calculation minimal, maximal and an average switching activity of 
generator which generate d-nev/ bits per one clock: 

WSATmm=(2.5m+2d+0.5kd-0.5)/d (16) 
WSAT„ax=(2.5m+0.5kd+md-0.5)/d (17) 

WSATav=(2.5m+0.5md+0.5kd+d-0.5)/d (18) 

Now we will calculate switching activity for the LFSR. SI and S2 will not change. 
Output of the generator S4 has double switching activity. Subset 55 will divide into 
two subsets SMI and SM2. Subset S5 is built from two elements E, and subset S7 is 
built from output adder. 
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Let us calculate switching activity per one new bit, where appropriate subsets have 
values: Sl=4, S2=4, S3=4, S4=l, S5=l, S7=2: 

WSAcL=2Sl+0.5(S2+S3+S5+S7)+S4=8+0.5(4+4+l+2)+l=14.5 (19) 

Assuming that during one clock we get two new bits switching activity will be: 

WSAT= WSACL / 2 = 7.25 (20) 

Now we will write an expression for the general case for generation of two new bits 
per one clock. For the primitive polynomial of/w-degree Sl=m, S2=m, S4=l, S5=l, 
S7=2: 

WSAT=(2Sl+0.5(S2+S3+S5+S7)+S4)/2=1.25m+1.25+0.25S3 (21) 

What is more, we will find maximal, minimal and an average value of WSAT- Subset 
S3 consists of inputs of the adders so its switching activity will increase twice. As­
suming optimal realization on two-input adders values of subset S3 can be from 4 to 
4m-4, then S3„i„=4, S3„ax=4m-4. Based on the above calculation now we will write 
an expressions for minimal, maximal and an average values of WSAf. 

WSAT™„=1.25m+2.25 (22) 
WSAT„ax=2.25m+0.25 (23) 
WSATav=1.75m+1.25 (24) 

For the next step we will find equations which will calculate switching activity of the 
m-degree generator which will produce c?-new bits per one clock. The generator will 
need m-elements of memory {Sl=m, S2=m), ^-feedback adders {S3mi„=2d, 
S3mcu'=(2m-2)cl), output of the generator {S4=l), S5=(d-1), and output J-input modulo 
2 adder {S7=d). 

WSAT™„=(2.5m+2d+0.5kd-0.5)/d (25) 
WSAT™x=(2.5m+md-0.5+0.5kd)/d (26) 

WSATav=(2.5m+d-0.5+0.5kd+0.5md)/d (27) 

In the next section we will calculate switching activity of Geffe stream cipher keys 
generator. 

5 Power reduction estimation for the Geffe generator 

Let us now consider the case of pseudo-random pattern generation for the Geffe gen­
erator presented in Fig. . The switching activity was calculated using (26). We were 
taking into considerations number of new bits generating per one clock and a degree 
of LFSR's. As it was presented in Fig. accordingly nl=10, n2=15, n3=20 and the 
number of new bits 2..100. The results are presented in the Fig.. 
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Fig. 2. WSAaverage for Geffc generator for nl=10, n2=15,n3=20 and nl=15,n2=20,n3=25 for the 
number of new bits 1-30 

As we can observe the more new bits is generated the less value is WSAavemge per one 
clock. 
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Fig. 3. WSAaverage reduction for Geffe generator for nl=10, n2=15,n3=20, 
nl=15, n2=16 n3=17 and nl=15 n2=20 n3=25 for the number of new bits 1-30 

6 Results 

Analyses of the presented results show the way of power reduction estimation for 
stream cipher keys generators. As it was showed in the Fig. when using LFSRs of 
higher degrees the Weighted Switching Activity is also higher. In the Fig. 3 there is 
presented Geffe generator with three different values of nl, n2, n3 suitably equal 
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10,15,20; 15,16,17; 15,20,25. During generating more than 20 new bits per one clock 
WSAav differ only a little between these three series. As we can observe power reduc­
tion is about 45% for number of new bits equal 25..100. 
In the next step we will try to decrease Weighted Switching Activity in other stream 
cipher keys generators. 
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Abstract: This paper aims an overview of the obftiscation transformations like 
layout, data, control, preventative and stealthy obfuscation. Software obfusca­
tion is the common way to prevent reverse engineering. Obfuscation is one of 
the software secrets technique protections and in general, describes a practice 
that is used intentionally to make something more difficult to understand. Ob­
fuscation techniques convert program into another one with the same behavior 
that is more difficult to understand. Obfuscation cannot be mathematical ana­
lyze and it is very hard to predict the effectiveness of obfuscation transforma­
tions. 

1 Introduction 

Obfuscation is an old technique that has been used since programmers first started to 
worry about protecting their intellectual property from reverse engineering. The ap­
plication of obfuscation was studied by Cohen in 1992. He was looking for a protec­
tion of the operating systems from hackers' attacks or viruses. Recently, obfuscation 
has gained a lot of interest with the appearance of Java, which bytecode binary execu­
table format is very easy to decompile back into its original source. Obftiscation is 
one of the software secrets technique protection and in general, describes a practice 
that is used intentionally to make something more difficuh to understand. In a pro­
gramming context, it means that code will be harder to understand or read, generally 
for privacy or security purposes. A tool called an obfuscator is sometimes used to 
convert a straightforward program into this one, which works in the same way, but it 
is much harder to understand. Obfuscation automatically applies to any computation 
that can be expressed as a program. Level of security which gives by obfuscation 
techniques depend on the sophistication of the transformations employed by obfus­
cator, the power of available deobfuscation algorithms and the amount of resources 
(time and space) available to the deobfuscator. 

2 The Quality of an Obfuscating Techniques 

The quality of an obfuscating transformation is describing by three components: po­
tency, resilience and cost. 
We can classify software metrics: 
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- program length - the number of operators and operands, 
- data flow complexity - the number of inter - block variable references, 
- cyclomatic complexity - number of predicates in a function, 
- nesting complexity - number of nesting level of conditionals in a program, 
- data structure complexity - complexity of the static data structures in the program 
like variables, vectors, records, 
- 0 0 metrics: level of inheritance, coupling, number of methods triggered by another 
method. 
The transformation is a potent obfuscating transformation if increase overall program 
size and introduce new classes and methods, introduce new predicates and increase 
the nesting level of conditional and looping constructs, increase the number of 
method arguments and inter - class instance variable dependencies, increase the 
height of the inheritance tree, increase long - range variable dependencies [1]. Po­
tency defines to what degree the transformed code is more obscure than the original. 
Software complexity metrics define various complexity measures for software. The 
goal of obfuscation is to maximize complexity based on these parameters. 
It is necessary to introduce the concept of resilience because of useless potent trans­
formations. Resilience measures how well a transformation holds up under attack 
from an automatic deobfuscator and it can be seen as the combination of two meas­
ures: programmer and deobfuscator effort. Programmer effort is the time required to 
construct an automatic deobfiiscator, which is able to reduce the potency of obfuscat­
ing transformation. Deobfuscator effort is the execution time and space required by 
such an automatic deobfuscator that is able to effectively reduce the potency of ob­
fuscating transformation. A transformation is resilient when if it confuses an auto­
matic deobfiiscator. The highest degree of resilience is a one-way transformation that 
cannot be undone by a deobfiiscator. 

The cost of transformation is the execution time, space penalty that a transformation 
incurs on an obftiscated application. A transformation with no cost associated is free. 
Cost is also context-sensitive. 

3 Obfuscation Techniques 

The problem of obfuscation could be shown in following way. We are given a set of 
obfuscating transformations T = ]T^,...,T^} and a program P consisting of source 

cod objects (classes, methods, statements, etc.) p , , . . . , S/^} and we should find a new 

program P' = {S'j = T. {Sj )}[2] such that 

1) P has the same observable behavior as P, i.e. the transformations are seman­
tics - preserving. 
2) The obscurity of P maximized, i.e., understanding and reverse engineering 
P will be strictly more time - consuming than understanding and reverse engineer­
ing P . 
3) The resilience of each transformation T^ \Sj) is maximized, i.e., it will either be 

difficult to construct an automatic tool to undo the transformations or executing such 
a tool will be extremely time - consuming. 
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4) The stealth of each transformation T\Sj) is maximized, i.e. the statistical prop­

erties of Sj are similar to those of S •. 

5) The cost (the execution time, space penalty incurred by the transformations) of 
P is minimized. [2] 

There are many techniques of obfuscation. We can classified them in categories: 
1) Layout obfuscation 
2) Data obfuscation 
3) Control obfuscation 
4) Preventive obfuscation 
5) Stealthy obfuscation 

3.1 Layout obfuscation 

Layout obfuscation alters not necessary to the execution of the program information, 
such as variable names and comments. This is commonly referred to lexical transfor­
mations. Layout transformation is the simplest form of obfuscation (simple to apply 
and cheap in terms of added code size and execution time) but has low potency and it 
is not enough by itself This is one-way transformation. Layout obfuscation removes 
comments and identifiers, scramble identifiers, limited format changes, use method 
overloading. Many obfuscators depend on layout transformations. 

3.2 Data obfuscation 

Data obfuscation obscures the data structures. These transformations can be classified 
into affecting storage, encoding, aggregation and ordering of data. 
Obfuscating storage and encoding transformation attempts to choose unnatural ways 
to encode and store data items in a program. For example: changing encoding of 
primitive data types, promoting variables from more specialized forms (e.g. a primi­
tive type) to more generalized ones (e.g. a class), splitting variables, and converting 
static to procedural data. 
Aggregation is used to hide the data structures of a program by changing ways of data 
items are grouped together. We could use following ways to obfuscate the data struc­
tures: merging scalar variables, restructuring arrays, and modifying inheritance rela­
tions. 
Ordering transformation is used in randomizing the order of declarations in a program 
(randomizing the declarations of methods and instance variables within classes, ran­
domizing the order of parameters within methods, using a mapping function to reor­
der data within arrays). 

3.3 Control obfuscation 

Control obfuscation aimed at obfuscating the flow of execution (change the flow of 
the program, break the link between the original code and the obfuscated code). It can 
be classified into affecting the aggregation, ordering or computations of the flow of 
control. 
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Computational transformation inserts redundant or dead code into the program. That 
alter control of computational overhead will be unavoidable for obfuscation. For a 
developer it means that he have to choose between a highly efficient program and a 
highly obfuscated program. The biggest issue with control transformation is making 
them computationally cheap, yet hard to deobfiiscate. [1] We can classify these trans­
formations in three categories: hiding the real control flow, introducing cod se­
quences, removing real control flow abstractions or introducing superior one. We 
could achieve this for example by inserting dead or irrelevant code, using more com­
plicated but equivalent loop conditions, using language breaking transformations that 
take advantage of constructs available in the binary code but not at the source level 
(e.g., goto's in Java), removing library calls and programming idioms, implementing a 
virtual machine with its own instruction set and semantics, adding redundant oper­
ands, and converting a sequential program into a multithreaded one by using auto­
matic parallelization techniques or by creating dummy processes that do not perform 
anything relevant. [7] 

Control aggregation transformations make code harder to understand by breaking the 
abstraction barriers represented by procedures and other control structures. It is one 
of the important procedures for obfuscator. We can classify them in following way: 
inlining subroutine calls and outlining sequences of statements (turning them into a 
subroutine), interleaving methods, cloning methods, and loop transformations. All of 
them have one idea to break up the code and scatter over the program, or aggregate 
the code into one method. 
Control ordering transformation alters the order in which computations are carried 
out. These transformations change the order of statements, blocks, or methods, within 
the code, being careful to respect any data dependencies. They have low potency, but 
have high and one way resilience, too. In most cases, it is impossible for an automatic 
deobfiiscator to restore the code ordering to its original form. Code ordering trans­
formations have also been proposed as a method for software watermarking and fin­
gerprinting software. [7] 

3.4 Preventative obfuscation 

Preventative obfuscation works by trying to break already known deobfuscation tech­
niques. Preventative transformations are different from control and data transforma­
tions because of lack confuse a human reader only automatic deobfuscation difficult. 
We could classified them in following way 
1. Inherent preventative transformations which include problems hard to solve with 
known automatic deobfuscation techniques, for example: adding variable dependen­
cies to prevent program slicing, adding bogus data dependencies, using opaque predi­
cates with side effects, making opaque predicates using difficult theorems. 
2. Target preventative transformations that include knowledge of the specific weak­
nesses in existing deobfuscation programs. 

3.5 Stealthy obfuscation techniques 

The stealth of obfuscation is relay on similarity of obfuscating and original code and 
how well it fits in with the other code. The more stealthy obfuscation is the more 
reverse engineering aware of change. 
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Method inlining is technique that replaces a function call with the body of the called 
function. [11] In this body every occurrence of a method parameter is replaced with 
the actual parameter, some variable can be renamed too. 
Opaque predicates are Boolean valued expressions. This values are well known to the 
obfuscator but difficult to determine for an automatic deobfuscator. Opaque it means 
difficult to understand. 
Identifier switching we can classify to variable names, method names and class 
names. Variable names is a technique which switch the names. In this way reader 
believe that the code has not been obfuscate. Method names is a technique with re­
names methods but it is important to take consideration that function might be called 
from outside the class and we should not rename inherited functions. Class names is 
similar to technique which rename methods. First all classes names are collected, a 
mapping between this class names is created and finally all occurrences of each class 
are replaced with it's mapping [11]. 

Writing out loops is an obfuscating technique, which depended on type of loop. There 
are two types of loops: with definite iterations and indefinite iterations. When we 
know the number of iterations we can replace the iteration with the code that would 
have been executed when the loop was iterated. 
Variable outsourcing is a data obfuscating technique, which removes a group of vari­
ables from a class and place these variables in a separate class. These classes are 
equipped with set and get methods to read and write the "outsourced" variables [11]. 
Obfuscation is the process of transforming bytecode to a less human readable form 
with the purpose of complicating reverse engineering. It typically includes stripping 
out all the debug information, such as variable tables and line numbers, and renaming 
packages, classes, and methods of machine generated names. Obfuscation transform 
program not affecting what the program does. In a nutshell, obfuscating transforma­
tions are meant to destroy relationships that exist between the compiled and source-
code versions of the code. Because of stealthy obfuscation techniques reverse engi­
neer does not notice that the code has been obfuscated. The idea of making program 
code harder to understand is seen as a valuable component in computer security. 

3 Tools 

Nowadays, we have many programs, which use obfuscation techniques. Obfuscator 
must keep the specification of program and should transform automatically the pro­
gram into harder to understand. The most general technique, which is used in obfus­
cation tools is symbol name transformation. Obfuscator has to make application more 
difficult for human and automated attacks. An obfuscation difficult for a human to 
understand is often easy for an automated tool to handle, and vice-versa. A quality 
obfuscator should use techniques difficult for both kinds of attacks. Collberg proposed 
to build obfuscator which applies all techniques and more over which analyzes the 
code and determine appropriate transformations to apply to different parts of code. 
The University of Arizona developed SandMark. It is a Java tool for software water­
marking, temper - proofing and code obfuscation. The code obfuscation algorithms in 
SandMark take a Java - jar file as input and produce an obfuscated jar - file as output. 
SandMark supports 25 algorithms. Detailed explanations of these algorithms can 
be found in [13]. SandMark provides a GUI for a tool called Soot, an optimization 
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tool that can also decompile bytecode. These tools together obfuscate Java code and 
then decompile it to see the effect of the obfuscations. If you apply the obfuscation 
algorithm to example [13] like this 

public class IfElseDemo { 
public static void main(String[] args) { 

int testscore = 76; 
char grade; 
if (testscore >= 90) { 

grade = 'A'; 
} else if (testscore >= 80) { 

grade = 'B'; 
} else if (testscore >= 70) { 

grade = 'C ; 
} else if (testscore >= 60) { 

grade = 'D'; 
} else { 

grade = 'F'; 
} 
System.out.println("Grade = " + grade); 

} 
} 

and decompiled by Soot we receive obfuscated source code like this 

public class IfElseDemo 
{ 

public static void main(Java.lang.String[] rO) 
{ 

long 10, 17, 116; 
char c50; 
10 = IL; 
17 = 10 ^ ((long) 76 ^ 10) & (- (IL)) > » 32; 
if ((int) 17 < 90) 
{ 

if ((int) 17 < 80) 
{ 

if ( (int) 17 < 70) 
{ 

if ((int) 17 < 60) 
{ 

116 = 17 ^ ((long) 70 « 32 ̂  
17) & (- (IL)) « 32; 

} 
else 
{ 

116 = 17 ^ ((long) 68 « 32 ̂  
17) & (- (IL)) << 32; 

} 
} 
else 
{ 

116 = 17 " ((long) 67 « 32 ^ 17) & 
(- (IL)) « 32; 

} 
} 
else 
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{ 
116 = 17 -̂  ((long) 66 « 32 •^ 17) & (-

(IL)) « 32; 
) 

} 
else 
{ 

116 = 17 '̂  ((long) 65 « 32 ^ 17) & (-
(IL)) « 32; 

} 

c50 = (char) (int) (116 » 32); 
System.out.println((new String-

Buff er ()). append ( "Grade = ").append(c50).toString()); 
return; 

} 
public IfElseDemo() 
{ 

s u p e r ( ) ; 
r e t u r n ; 

} 
} 

Another interesting example of obfuscation tool is JHide. It is a tool kit for Java pro­
grams. JHide supports 30 obfuscation algorithms. What is interesting that 5 of them is 
new obfuscation algorithms based on composite function and known mathematical 
concepts of discrete logs and affine ciphers. Basis on the classification of obfuscation 
techniques, the algorithms supported by JHide use: 

1) layout transformations which modify a program's formatting 
2) control transformations which hide the flow of control using opaque predi­

cates, one of this technique is modify If Else block 
3) data transformations affect the data structures used by program 
4) preventative transformations which intended to stop decompilers and deob-

fuscators from functioning correctly 
5) merging transformations which merges all possible program constructs 
6) reordering and miscellaneous transformations [14] 

We have many commercial and popular obfuscation tools for example: Salaman-
der.Net Obfuscator, ASP, ProGuard, Java Source Code Obfuscator (Semantic De­
signs), DotFuscator. Most of the them work by taking as input arbitrary program 
source code, and they output obfuscated binary or source code that is harder to reverse 
engineer. 

4 Conclusions 

Almost all obfuscating transformation have a deobfuscation transformation. There 
exist some transformations which are useful for reverse engineering obfuscated code. 
An obfuscation application is good as long as the deobfuscator have to be built. In 
this paper I was trying to overview obfuscation transformations with stealthy obfusca­
tion techniques. Recently security of obfuscation was formally defined and examined 
theoretically, but not all software can be obfuscated. Obfuscation is the reasonably 
safe process that should preserve application functionality. However, in certain cases 
the transformations is performed by obfuscators, which can inadvertently break code 
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that used to work. There are many advantages of using obfliscation techniques and 
nowadays they are very useful in obfuscator programs, but the main disadvantage of 
obfuscation is that it is not mathematically analyze and very hard to predict the effec­
tiveness of the obfuscation transformations. 

References 

1. Collberg, C; Thomborson, C; Low D. "A Taxonomy of Obftiscating Transformations." 
Technical Report#, Department of Computer Science, University of Auckland, 1997. 

2. Collberg C; Thomborson C; "Watermarking, Tamper - Proofing, and Obfuscation -
Tools for Software Protection", University of Arizona Technical Report 2000-03, Univer­
sity of Auckland Technical Report #170, 2002 

3. Collberg C, Thomborson C, Low D.; "Manufacturing Cheap, Resilient, and Stealthy 
Opaque Constructs" ACM SIGPLAN-SIGACT Symposium on Principles of Program­
ming Languages (POPL98), San Diego, California, 1998 

4. Lynn B; Prabhakaran M;Sahai A. „Positive Results and Techniques for Obfuscation" 
Advances in Cryptology - EUROCRYPT 2004: International Conference on the Theory 
and Applications of Cryptographic Techniques, Interlaken, Switzerland, May 2-6, 2004. 
Proceedings http://eprint.iacr.org/2004/060.pdf 

5. Eoff B.; Hamilton J.A.; "Vulnerability of Simulation Executables" Proceedings of the 
2003 Military, Government, and Aerospace Simulation Symposium 
http://www.scs.org/scsarchive/getDoc.cfin?id=2111 

6. B. Barak, O. Goldreich R. Impagliazzo, S. Rudich, A. Sahai, S. Vadhan and K. Yang," 
On the (Im)possibility of Obfuscating Programs", Advanced in Cryptology - CRYPTO 
2001 Proceedings, Springer Verlag, 2001. 

7. Luis F. G. Sarmenta "Protecting Programs from Hostile Environments: Encrypted Com­
putation, Obfuscation, and Other Techniques" Area Exam Paper, Dept. of Electrical En­
gineering and Computer Science, MIT. July, 1999. 

8. Just J.E.; Comwell M.W., "Review and Analysis of Synthetic Diversity for Breaking 
Monocultures", Proceedings of the 2004 ACM workshop on Rapid malcode, October 
2004, Washington DC, USA 

9. Jacob M., Boneh D., Felten E., „ Attacking an obfuscated cipher by injecting faults" 
Proceedings of the 2002 ACM Workshop on Digital Rights Management, November 
2002, Washington DC, USA. http://crypto.stanford.edu/~dabo/papers/obfiiscate.pdf 

10. Andrzej Sihiszek, „Przest§pstwa komputerowe - nieznajomo^d prawa nie chroni przed 
odpowiedzialnosci^", PCKurier 8/2000 

11. Arjan de Roo, Leon van den Oord, "Stealthy obfuscation techniques: misleading the pi­
rates" Department of Computer Science University of Twente, 
http://wwwhorae.cs.utwente.nl/~oord/paper.pdf 

12. J. Witkowska, "A short overview of the Obfuscation Techniques and Solutions" ACS -
CISIM Intemational Multi - Conference on Advanced Computer Systems and Computer 
Information Systems and Industrial Management, WSFiZ Bialystok 2005, Vol. 1, pp. 
287-293. 

13. Matthew Russell, "Protect your source code: Obfuscation 101" 
http://www.macdevcenter.com/pub/a/mac/2005/04/08/code.html?page=I 

14. Lovent Ertaul, Suraa Venkatesh, "JHide - A Tool Kit for Code Obfiiscation" Proceedings 
of the Eight Lasted Intemational Conference Software Engineering and Applications, 
November 9-11, 2004, Cambridge, USA 



Capability and Functionings: 
A Fuzzy Way to Measure Interaction 

between Father and Child 

Tindara Addabbo', Gisella Facchinetti', Giovanni Mastroleo^ 

' University of Modena and Reggio Emilia, Faculty of Economics - Modena, Italy 
addabbo.tindaraSunimore.it; facchine t t i .g i se l laSunimore . i t 

^ University of Calabria, Faculty of Economics - Cosenza, Italy 
mastroleo@unical.it 

Abstract. This paper aims at analyzing the building of social interaction a 
relevant dimension in the description and conceptualization of child well being 
by using the capability approach. In this paper we deal with a special dimension 
of this capability that involves the capability of interaction between father and 
child. We will try to put in relation and to come to a measure of different 
factors that can affect its development. We propose a fuzzy expert system to 
measure this capability both at a theoretical and empirical level. In the applied 
part of the paper we use a data set based on a ISTAT (Italian National 
Statistical Office) multipurpose survey on family and on children condition in 
Italy to recover information on children's education, the socio-demographic 
structure of their families, child care provided by relatives and parents 
according to the type of activities in which the children are involved. 

1 Introduction 

This paper aims at analysing the building of social interaction a relevant dimension in 
the description and conceptualisation of child well being by using Sen's capability 
approach [10]. In this paper we deal with a special dimension of this capability that of 
interaction between father and child. The importance of father's role in child well 
being construction is well documented by evolutionary psychology and psychoanaly­
sis, and it is an important element of social interaction a capability that has been con­
sidered as relevant in the list endorsed in [2]. This list of capabilities includes: Life 
and physical health, Mental Well being, Bodily Integrity, Education and knowledge. 
Leisure activities. Play and Social Interaction. Here we will try to put in relation and 
to measure different factors that can affect father's interaction with their children. 
How we can do it? 
Measurement is at the heart of scientific work. Ever since Galileo the process of sci­
entific discovery has gone hand-in-hand with the development of methods and tech­
niques for measurement and analysis, influencing decisively the opportunities for 
scientific progress. However, science, business and government now present chal­
lenges to measurement, which are intrinsically more complex, problematic and sub­
ject to interpretation. Many phenomena of significant interest to contemporary sci­
ence are intrinsically multidimensional and multi-disciplinary, with strong crossover 
between physical biological and social sciences. Products and services appeal to con­
sumers according to parameters of quality, satisfaction, etc., which are mediated by 
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human perception. Public authorities, private bodies such as schools, kindergarten, 
provide citizens with support and services whose performance is measured according 
to parameters of life quality, security or wellbeing. These parameters are described in 
an imprecise way as: sufficient wellbeing, good level of quality of life, etc. People 
have used imprecise information for thousands of years. But conventional mathemat­
ics enables processing of precise information. Because of this, the efficiency of many 
classical decision-making methods was considerably limited all the more, as in some 
systems imprecise information is the only accessible one. Thus, the practical chal­
lenge facing scientists is often to "measure the impossible" to go beyond the existing 
science of measurement, and the assumptions that surround it. The domain of mathe­
matics dealing with imprecise information is named Fuzzy Set Theory. This theory in 
connection with conventional mathematics enables the processing and use of any 
information [9]. 
This paper wants to sign the beginning for the creation of new, interdisciplinary part­
nerships between researchers within the field of measurements and researchers in a 
range of psychologists, sociologists and economists, and cross-fertilisation of re­
search relating to complex measurements across different fields of science, which 
involve complex issues of interpretation, and/or mediation by human perception, 
using emerging methodologies and techniques. We outline if and to what extent this 
fiizzy technique can be used to measure fiinctionings with special reference to an 
important dimension of child wellbeing. Fuzzy set theory has been already used to 
measure functionings [5, 6]. However the idea followed is different from the one 
developed in this paper. They use data to build the slopes of fuzzy variables member­
ship functions and then they aggregate them using different averages. We do not use 
data, but only experts' opinions to build a picture of interactions between several 
items involved. The power of Fuzzy Expert Systems comes from the ability to de­
scribe linguistically a particular phenomenon or process, and then to represent that 
description with a small number of very flexible rules. In a Fuzzy Expert System, the 
knowledge is contained both in its rules and in fuzzy sets, which hold general de­
scription of the properties of the phenomenon under consideration. For testing the 
system, we will use a data set based on a 1ST AT (Italian National Statistical Office) 
multipurpose survey on family and on children condition in Italy to recover informa­
tion on children's education, the socio-demographic structure of their families, child 
care provided by relatives and parents according to the type of activities in which the 
children are involved (Section 2). The system used to measure interaction between 
child and father is described in Section 3, while the first outcome is analysed with 
reference to the observed characteristics of fathers and area where the family lives in 
Section 4. 

2 Elements of interaction 

The importance of father's role in child well being construction is well documented 
by evolutionary psychology and psychoanalysis, and it is an important element of 
social interaction a capability that has been considered as relevant in the list endorsed 
in [2]. This list of capabilities includes: Life and physical health; Mental Well being; 
Bodily Integrity; Education and knowledge. Leisure activities, play and Social Inter­
action. Here we will try to put in relation and to measure different factors that can 
affect father's interaction with their children by using ISTAT (Italian National Statis-



Capability and Functionings: A Fuzzy Way to Measure Interaction between Father and 
Child 187 

tical Office) multipurpose survey on family and on children condition in Italy (year 
1998) and by applying a Fuzzy Expert System procedure. Istat multipurpose survey 
provides information on children's education, the socio-demographic structure of 
their families, childcare provided by relatives and parents according to the type of 
activities in which the children are involved. The source of data is going to affect the 
system developed in this paper, however our aim is to develop in a further step of 
analysis a larger system with more indicators than the ones currently available that 
can be collected in a further step of this research directly or by making use of differ­
ent sources of data. This is a first step of a more complex system allowing for a richer 
set of indicators and of dimensions of child well being as well as for their interaction. 
The survey collects information on 20,153 families. The very definition of relevant 
functionings is bound to change with the age of children therefore we have decided to 
focus on a particular phase of children's life by analysing the interaction of children 
aged six to ten years old (in primary school age) with their fathers. We have analysed 
3,251 families with at least one child aged from six to ten years old. Moreover in this 
first application we will focus only on those mononuclear families where both parents 
are present and there is only one child. This decision brought us a sample of 485 
children (each one of them belongs to a single child-double parents household). The 
sample is made of 238 boys and 247 girls. We have attached information on their 
parents to each child's record. From a first analysis on parents' variables that can be 
related to the interaction between parents and children we can see that our sample 
confirms the disequilibrium in total working time by gender (Table 1) observed also 
in other studies, a disequilibrium that in Italy is higher than in other industrialized 
countries [ 1 , 8 ] . 

Table 1. Parents' allocation of time 

average hours of paid work 
average hours of unpaid work 

father 
mean 

41,26 

6,65 

mother 
st.dev. 

13,27 
9,16 

mean 

20,25 
34,38 

st.dev. 
18,64 

19,04 

As we can see in Table 2, mothers do play more often with their child (54% of them 
play everyday) while fathers tend on average to play more than once a week (47% of 
them) or everyday (35% of them). Turning to fathers' level of education 44% of them 
have on average secondary high school education, 41% high school, 8% degree or 
higher level or education while 7% primary or no education. According to their em­
ployment condition, 94% are employed, fathers' job position is mainly blue collar 
(40% of them are in this position), 29% are white collar, 6% are in managerial posi­
tion and 24% self employed (including also entrepreneurial positions). Looking at the 
average hours of work spent by fathers by their job position with the family (in un­
paid working activities that include care) and in their job we can see that teachers 
work on average the lowest number of hours (27) whereas self employed work on 
average 47 hours a week. Teachers' contribution to unpaid working time is higher (10 
hours on average a week) whereas the lowest contribution comes from self-employed, 
5 hours a week. 
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Table 2. How often do parents play with the child 

father mother 
all days 
more than once a week 
once a week 
some times monthly 
sometimes yearly 
never 

35,05% 
47,22% 
7,42% 
5,77% 
2,68% 
1,86% 

53,81% 
33,61% 
3,30% 
6,39% 
0,82% 
2,06% 

3 The fuzzy model: a Fuzzy Expert System. 

A Fuzzy Expert System (FES) utilizes fuzzy sets and fuzzy logic to overcome some 
of the problems that occur when the data provided by the user are vague or incom­
plete. The power of FES comes from the ability to describe linguistically a particular 
phenomenon or process, and then to represent that description with a small number of 
very flexible rules. In a FES, the knowledge is contained both in its rules and in fuzzy 
sets, which hold general description of the properties of the phenomenon under con­
sideration. One of the major differences between a FES and another Expert System is 
that the first can infer multiple conclusions. In fact it provides all possible solutions 
whose truth is above a certain threshold, and the user or the application program can 
then choose the appropriate solution depending on the particular situation. This fact 
adds flexibility to the system and makes it more powerful. FES use fiizzy data, fuzzy 
rules, and fuzzy inference, in addition to the standard ones implemented in the ordi­
nary Expert Systems. Functionally a fuzzy system can be described as a function 
approximator. More specifically it aims at performing an approximate implementation 

of an unknown mapping f :A^R" —^ R"' where A is a compact of i?". By 
means of variable knowledge relevant to the unknown mapping, it is possible to 
prove that that fuzzy systems are dense in the space of continuous functions on a 
compact domain and so can approximate arbitrarily well any continuous function on a 
compact domain [7, 11]. The following are the main phases of a FES design [3, 9]: 

identification of the problem and choice of the type of FES which best suits 
the problem requirement. A modular system can be designed. It consists of 
several fuzzy modules linked together. A modular approach may greatly sim­
plify the design of the whole system, dramatically reducing its complexity and 
making it more comprehensible; 
definition of input and output variables, their linguistic attributes (fuzzy val­
ues) and their membership function (fuzzification of input and output); 
definition of the set of heuristic fuzzy rules. (IF-THEN rules); 
choice of the fuzzy inference method (selection of aggregation operators for 
precondition and conclusion); 
translation of the fxizzy output in a crisp value (defiizzification methods); 
test of the fuzzy system prototype, drawing of the goal function between input 
and output fuzzy variables, change of membership functions and fuzzy rules if 
necessary, tuning of the fuzzy system, validation of results. 



Capability and Functionings: A Fuzzy Way to Measure Interaction between Father and 
Child 189 

In this section we will try to apply the logical system of indicators looking at useful 
data and by proposing a fuzzy set scheme to measure them. 
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Fig. 1. Interaction with father: a fuzzy representation 

The system we propose has: 16 input variables, 7 intermediate variables, 1 output 
variable, 8 rule blocks, 155 rules, 82 membership functions. The variables are so 
identified: 

Degree 
Gl 
G2 
03 
G4 
G5 
G6 
G7 
G8 
G9 
Homework 
KindOfGame 
teach 
Tpaid 
Tplav 
Tunpaid 
availability 
education 
EntAct 
Ftime 
plav 

father's level of education 
He reads tales 
He invents tales 
He watches television with the child 
He watches videocassettes with the child 
He goes to the cinema with the child 
He goes to sport shows with the child 
He hears music with the child 
He goes to the park with the child 
He sines, dances, plavs with the child 
Father's assistance in doing homework 
Kind of games thev do together 
Relations with teachers 
Father's working hours 
Father's plav frequency with the child 
Father's housework's hours 
Availability evaluation 
Education evaluation 
Entertainment activities evaluation 
Father availability 
Favourite game evaluation 

input 
input 
input 
input 
input 
input 
input 
input 
input 
input 
input 
input 
input 
input 
input 
input 

intermediate variable 
intermediate variable 
intermediate variable 
intermediate variable 
intermediate variable 
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game 
school 
Pint 

Game frequency evaluation 
Time for school activities availability 
Interaction with father 

intermediate variable 
intermediate variable 

output 

Some variables are described in a categorical way and other by a typical fuzzy input 
with a different number of granules described by fuzzy numbers with linear member­
ships. The categorical variables are used when the fuzzification is not useful. For 
example, a variable like "KindOfGame" has this structure: 

fgl They plav with videogames/computers 
fg2 They play with building tovs/puzzles 
fg3 They play with table games 
fg4 They play with rule games 
fg5 They plav with movement plays 
fg6 They build or repair objects 
fg7 They draw/paint 
fg8 They plav making housework 
fg9 They plav with different toys 

It assumes only discrete integer values, these values are equivalent to linguistic terms 
and each term can accept the membership degree 1 or 0 (true or false) only. When 
this type of variable enters the fuzzy system, the experts give a linguistic judgement 
to every term, like this: 

Table 3. 

IF: KindOfGame 
fgl=They play with videogames/computers 
fg9=They play with different toys 
fg3=They play with table games 
fg4=They play with rule games 
fg6=They build or repair objects 
fg8=They play making housework 
fg2=They play with building toys/puzzles 
fg5=They play with movement plays 
fg7=They draw/paint 

THEN: game 
low 
low 

medium 
medium 
medium 
medium 

high 
high 
high 

A Judgement has also been given with regards to the type of activities father and child 
do together as follows: 

Gl 
G2 
G3 
G4 
G5 
G6 
G7 
G8 
G9 

Reading tales 
story telling 
watching tv 
watching videotapes 
going to the movies 
attending sport shows 
listening to music 
going to a park 
singing, dancing and playing together 

high 
high 
low 
low 

medium 
medium 

high 
high 
high 
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The two input variables can be fuzzified to provide the intermediate variable 'play' 
that gives a measure of the quality of playing and entertainment activities that father 
and child do together. We have inserted in the model as intermediate variable "fa­
ther's education". This variable can be a proxy of family income (that is not directly 
available in this data set and that in a further step of this research will be imputed , a 
higher income can provide higher possibilities for the child to participate to activities 
with higher chances of interaction with other people. A higher level of education in 
this model leads also to a higher level of interaction under the hypothesis that a more 
educated parent can have more ability in engaging in certain activities or game with 
the child (like home-working, story telling or reading tales). We assume that, taking 
home-working into account, a more educated father is more productive in this activ­
ity. Taking the activity of listening to music, we assume that a more educated parent 
can have a wider musical knowledge and can transmit it to the child doing this activ­
ity together. 
An example of a typical fuzzy input is "Tpaid". It provides, for difference, father's 
presence. It has this description: 

Table 4. Tpaid variable: definition points 
Term Name 

low 
medium 
high 

Shape/Par. 
Linear 
Linear 
Linear 

Definition Points (x, y) 
(30, 1) 
(30, 0) 
(30, 0) 

(38, 0) 
(38, 1) 
(38, 0) 

(41,0) 
(41,0) 
(41, 1) 

Fig. 2. Tpaid variable: layout 

The intermediate variable 'school' in Figure 1 has to do with how much time the 
father spends with his child both in doing homework (input variable homework) and 
in the relationship with child's teachers (input variable teach). The intermediate vari­
able 'availability' regards both directly or indirectly father's availability of time to be 
spent with his child: how often does the father play with his child (input variable 
Tplay), the time that he devotes to care and housework inside the family (input vari­
able Tunpaid) (the assumption is that a higher number of hours in these activities 
increases the value of interaction) and his paid working hours (input variable Tpaid, a 
higher number of hours of work reduces the time available to play and interact with 
the child and it is considered as an indirect indicator of father's availability) and this 
is the rule block that we have fixed with experts' suggestions: 
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#|Tpaid 
1 low 
2 low 
3 medium v high 
4 medium 
5 medium 
6 high 
7 high 
a low V medium 
9 low 
10 low 
11 medium 
12 medium 
13 high 
M high 
15 low 
16 low 
17 medium 
18 medium 
19 high 

[Tp^tay 
everyday 
everyday 
everyday 
everyday 
everyday 
everyday v sometimes 
everyday 
sometimes 
sometimes 
sometimes 
sometimes v never 
sometimes 
sometimes v never 
sometimes v never 
never 
never 
never 
never 
never 

IJiQESi— 
low 
medium v high 
low 
medium 
high 
medium 
high 
low 
medium 
high 
medium 
high 
low 
high 
low V medium 
high 
low 
high 
medium 

L f S E ! ! L _ 
medlum_high 
high 
medium low 
medBjm_high 
h i ^ 
mediumjow 
mediumjiigh 
medium low 
medium_hi^ 
h i ^ 
medlum_bw 
mediumjiigh 
tow 
medium_tow 
medium low 
mediumjiigh 
low 
medium low 
low 

Fig. 3. Tpaid variable: its influence in Ftime rule block 

4 Results 

The source of data that we have used for the implementation of the system is I STAT 
(Italian National Institute for Statistics) "1998 Famiglia, soggetti sociali e condizione 
dell'infanzia" survey on about 24,000 households and about 60,000 individuals. In 
this chapter we present some of the 485 records we have submitted to the system. The 
system produces very sensible results consistent with experts' evaluation of the re­
cords involved in the analysis. For a better understanding of the final results, for all 
the variables we describe in Table 4 range, type and if their linguistic attributes are 
allotted in an increasing or decreasing way. 

Table 4. 

# 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 

Variable Name 
degree 
GI 
G2 
03 
G4 
G5 
G6 
G7 
G8 
G9 
homework 

Type 
1 i ^ 

XX 
X)f 
YY" 
^(T 
T£ 
Xf 

)(T 
XX 
fei 

Min 

0 

Max 
9 
6 
6 
6 
6 
6 
6 
6 
6 
6 
1 

Monotonicity 
increasing 
decreasing 
decreasing 
decreasing 
decreasing 
decreasing 
decreasing 
decreasing 
decreasing 
decreasing 
increasing 
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# 
12 
13 
14 
15 
16 

Variable Name 
KindOfGame 
teach 
Tpaid 
Tplay 
Tunpaid 

Type 

fei 
fei 
Y f̂ 
YT 
y y 

Min 
1 
0 
30 
1 
3 

Max 
9 
1 

41 
6 
18 

Monotonicity 
non monotone 

increasing 
decreasing 
decreasing 
increasing 

In Table 5 we have listed all the variables, the intermediate variables defuzzified and 
in the last column the final output. The evaluation of the intermediate variables is 
very useful to understand how the different components affect the final result. 

Table 5. 

o 

1183B 

11848 
11 BBS 

1187B 

11B99 

11910 

11317 

11928 

11944 
11SS2 
11959 
11973 
1206D 
121DD 

12119 

12139 

12154 

12157 

12164 

i 
E 
a 

1 
1 
0 
a 
0 
1 
0 
1 
Q 
1 
1 
0 
0 
a 
a 
0 
0 
Q 
0 

Results 

S 
o 
c 

5 
7 
2 
5 
5 
7 
1 
2 
2 
5 
7 
5 

m 7 
2 
0 
4 
2 
5 

5 
6 
6 
4 
5 
4 
2 
E 
2 
8 
S 
B 
4 
B 
6 
4 
6 
2 
8 
2 

s 
6 
E 
4 
4 
4 
2 
E 
2 
4 
G 
5 
4 
6 
E 
5 
E 
4 
8 
6 

3 
1 
5 
1 
1 
2 
1 
3 
1 
1 
1 
2 
3 
2 
1 
2 
2 
5 
1 
2 

3 
1 
5 
1 
2 
2 
4 
3 
2 
4 
E 
5 
3 
2 
2 
5 
3 
5 
4 
5 

E 
E 
4 
E 
4 
5 
5 
4 
5 
E 
5 
5 
5 
2 
5 
5 
5 
8 
3 

( 0 

E 
E 
8 
E 
2 
E 
5 
4 
8 
E 
E 
5 
E 
2 
E 
E 
G 
E 
5 

E 
E 
1 
6 
3 
1 
8 
4 
8 
1 
3 
4 
2 
1 
8 
6 
3 
8 
6 

8 
6 
5 
2 
2 
3 
4 
5 
3 
2 
E 
2 
3 
2 
B 
S 
3 
2 
4 
2 

8 
E 
E 
4 
3 
4 
E 
2 
E 
1 
E 
4 
5 
E 
E 
G 
5 
G 
8 

1 
T 

2 

4 
2 
1 

6 

3 
2 
2 
2 
2 
2 
4 
1 

2 

55 
38 
36 
36 
42 
40 
44 
46 
46 
30 
39 
10 
38 
80 
45 
38 
40 
40 
36 

'a 
a. e 
i2 
ID 
ID 
4 

8.5 
3 
5 
D 
a 
3 

14 
GO 
4 
0 
S 
7 

ID 
14 
5 

14 

1 
G 
6 
4 
8 
4 
4 
6 
B 
4 
2 
E 
4 
7 
4 
1 
6 
8 
5 
4 

0) 

01 

•u 
5 
5 
3 
5 
3 
3 
6 
5 
3 
1 
6 
3 
E 
3 
0 
5 
5 
4 
3 

3 

"(3 

0.500 

0.500 

0.141 

O.OOD 

D.DOD 

0.500 

O.OOD 

0.5DD 

0.000 

1.000 
Q.500 
0.042 
D.QOD 
O.OOD 

0.000 

0.347 

D.233 

n.ooo 
0.423 

E 
cn 

1.000 

1.D0D 

1.000 

1.000 

1.000 

l.OOD 

O.OOD 

1.QDD 

1.000 

1.000 
1.0DD 
1.0D0 
0.500 
1.000 

1.000 

O.OOD 

O.SOD 

1,DDQ 

1.000 

O.ODO 

0.013 

0.480 

0.333 

0.401 

O.BBO 

0.066 

D.5B3 

D.321 

0.6B7 
0.2B1 
0.282 
0.27B 
0.409 

0.209 

0.099 

0.47B 

0.111 

0.3DB 

1 
a. 

0.500 

0.5DB 

0.740 

0.B94 

0.7D1 

0B3D 

D.D27 

0.792 

0.6B1 

0.B33 
0.B40 
D,B41 
0.3B8 
0.70S 

D.604 

D.D5D 

0,489 

0.556 

D.B63 

a o 
u 
V) 

0.500 

0.500 

0.000 

D.DOD 

D.DOD 

0.500 

O.ODO 

0.5DD 

0,000 

1.D00 
0.500 

D.mo 
O.OOD 
0.000 

D.DOD 

D.DOQ 

D.OOO 

D.DOO 

O.CBO 

.1 

0.333 
0.370 

0.521 

0.308 

O.ODO 

0417 
D.DOD 

D.333 

0.000 
0.852 
0,556 
D,3B9 
0,333 
0.111 

O.DQO 

0.735 

0.644 

a.2D0 

0.897 

o 
1 
u 

at D.500 

D.SDO 

0,500 

0,500 

D.SDO 

O.SOD 

D.5DD 

D.SOQ 

D.600 

1.000 

D.sm 
0.500 
0.000 
D.600 

1.0D0 

0.6DD 

D.SOO 

DSOO 

0.500 

0.500 
0.S04 

0.494 

0.393 

0.395 

0.614 

0.167 

0.601 

0.370 
0.944 
0.S44 
0.430 
0.2D4 
0.393 
0.362 

0.250 

0.408 

0.333 

0.472 

4.1 Modelling the outcomes 

In this section we use econometric moelling to interpret the results obtained from the 
fuzzy expert system. If we analyze how different fathers' characteristics are going to 
affect the intermediate variable 'play' (an intermediate outcome of fuzzy expert sys­
tem that measures the observed interaction of the father with the child in the types of 
games and activities they do together) we can see that amongst fathers who are em­
ployed, teachers and white collars tend to score better (and when we restrict the 
analysis to employees the effect of these job positions becomes more statistically 
significant), the level of interaction of fathers with girls is better and a positive effect 
of more hours of unpaid work directly performed by father emerges. The positive 
coefficient of variable 'girl' can be driven fi-om the rules that we have included to 
define this intermediate variable. For instance in evaluating the type of entertainment 
activities they do together we gave a better score to story telling, and to reading tales, 
activities that probably fathers are more inclined to do with girls than with boys and 
this may drive the positive coefficient obtained by the variable 'girl' in the model 
estimated for playing activities. The effect of father's characteristics on the interac­
tion with child in playing and other activities (all fathers working as employees) is 
showed in the Table 6. 
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Table 6.: Variables affecting playing and other activities of fathers with his child (all fathers 
working as employees) 

log father's age 
log father's years of education 
father teacher 
father manager 
father white collar 
log father's paid hours of work 
log father's unpaid working hours 
North 
Child is a girl 
constant 
number of observations 
F(9,337) 

Coef. 
0,014 

-0,024 
0,138 
0,043 
0,046 
0,050 
0,011 

-0,015 
0,030 
0,371 

347 
1,220 

Std. Err. 
0,08 
0,04 
0,08 
0,05 
0,02 
0,06 
0,01 
0,02 
0,02 
0,37 

t 
0,18 

-0,58 
1,83 
0,93 
1,85 
0,85 
1,13 

-0,69 
1,40 
1,00 

As far as the interaction with child in schooling activities (homework and relation 
with school teachers), is concerned the most important variable affecting it is the 
number of hours devoted by the father to unpaid working activities. 
We have then estimated the relation existing amongst the final outcome of the fuzzy 
expert system with a set of father's characteristics (his age, employment condition, 
type of job) not including the ones that we have entered the system, with the child's 
sex and with the area where the household lives, by estimating a regression model 
having as dependent variable father's interaction with the child. Interaction with child 
has been found to be higher for teachers and white collar fathers and it improves also 
with father's age. 

Table 7. Father's interaction with child and father's characteristics (whole sample) 

father's age 
father unemployed 
father not in the labour force 
father teacher 
father manager 
father white collar 
father self employed 
South 
Centre 
child is a girl 
constant 
number of observations 
F( 10,474) 

Coef. 
0,002 
0,030 

-0,013 
0,242 
0,016 
0,043 

-0,007 
0,013 
0,020 
0,001 
0,319 

485 
4,25 

Std. Err. 
0,001 
0,033 
0,043 
0,048 
0,029 
0,016 
0,016 
0,015 
0,016 
0,013 
0,046 

t 
1,62 
0,91 

-0,29 
5,08 
0,55 
2,75 

-0,44 
0,90 
1,26 
0,08 
6,90 



Capability and Functionings: A Fuzzy Way to Measure Interaction between Father and 
Child 195 

5 Concluding remarks and future research 

In this work we have focused on an application of Fuzzy Expert System to the evalua­
tion of child well being by using the capability approach and measuring a component 
of social interaction and child well being: the interaction of child with the father. We 
are currently working to extend the model by including other dimensions of social 
interaction and by defining a system also on mother's interaction with child. The latter 
can be used to show how parents' interactions with their child combine to determine 
child's well being and detect cases of poor interaction with both parents or cases 
where one parent dominates in the interaction with the child. A more structured rela­
tion with psychologists and pedagogues is then needed to interpret these cases and call 
for social policies to tackle them. The source of data affects the system developed in 
this paper, however we will develop a larger system with more indicators than the 
ones currently available that can be collected in a further step of this research directly 
or by making use of different sources of data. This research is inserted in a wider 
project that involves experts from other disciplines that can provide theoretical rea­
soning for the rules that we assume in the fuzzy scheme as well as on the implications 
of the obtained results for the building of child well being and child's development. 
The results we have obtained in this initial phase of our applied research encourage us 
to go on in this line of research. 
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Remarks on Computer Simulations 

Wiktor DaAko 

Bialystok Technical University, 
Wiejska45A, 15-351 Bialystok, Poland 

Abstract. In computer modeling of real stochastic processes, the fundamental mecha­
nism of the simulation procedure is a pseudo-random object generator. In the paper it 
is discussed the case, where the Markov Chain model is used. For this model we can 
establish, in a theoretical way, many parameters (e.g., the average number of steps) 
and next compare with the results of a simulation. It is demonstrated that resuhs of a 
simulation essentially depend on the quality of used generators and could essentially 
differ from theoretically determined parameters. 

1 Introduction 

In the paper we shall use the model of Iterative Probabilistic Algorithms interpreted 
in a finite structure (cf. [3]). Iterative probabilistic algorithms are equivalent (cf. [7]) 
to Finite Markov Chains, therefore one can use them in all those situations, where 
Markov Chain model is suitable. 
Moreover, Iterative Probabilistic Algorithms are especially useful in the case, where 
the modeled process consists of several sub-processes related in a probabilistic and/or 
algorithmic manner. Using iterative probabilistic algorithms one can obtain an algo­
rithm modeling the whole process as an (algorithmic) composition of algorithms 
corresponding to sub-processes. 
On the other hand, a simulation model described in the form of an iterative probabil­
istic algorithm, is more convenient for computer implementation than a Markov chain 
model. 

Similarly to the case of finite Markov chains, there is an effective procedure relating 
to an iterative probabilistic algorithm P the corresponding transition matrix P. This 
matrix contains total probabilities of passing from an initial state to a final state (cf. 
[I],[3]). Using the matrix P we can also determine, in a theoretical way, another pa­
rameters describing the properties of the algorithm P, like the average number of 
steps of computations (cf. [6]). We would like to stress that numerical errors do not 
have an essential effect on theoretically determined parameters. 
On the other hand, we can organize a simulation procedure consisting in implement­
ing and realizing many times the algorithm P and determine, in an experimental, 
statistical way, a matrix P' containing experimentally established probabilities of 
passing from initial to final states; the average number of steps, related to such an 
experiment is also easy to determine. 

'This research was supported by Bialystok University of Technology under grant S/WI/1/03. 
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A comparison of matrices P and P' and others, theoretically and experimentally de­
termined parameters, enables us to speak about the quality of the simulation. 
The presented paper contains an extremely simple example demonstrating that even 
for very small models, the differences between theoretically and experimentally de­
termined parameters could be considerable. 

2 Iterative Probabilistic Algorithms 

To discuss iterative probabilistic algorithms in a formal way, we shall use an abstract 
programming language Lp (cf [8], [3]) being an extension of a first order language L 
containing a countable setX= {x,y, z,...} of variables, a set F = {/ g,...} of function 
symbols, a set i? ={/-,?,...} of relation symbols and a set C = { c, J,...} of constant 
symbols. 
The set^LG of iterative probabilistic algorithms ofL^ is the least set of expressions, 
containing assignments 

x:= t, where x is a variable and tisa term of/-, 
x: = random, 

and such that 
if y is an open formula of I , and K, M belong ALG, then the expressions 

begin K; Mend, 
ify then K else M, 
while Y do K, 

belong to ALG. 
We shall consider only finite interpretations of the language L. Let 3 = <A;^, ^3, . . . ; 
rz, h,...; cz, d^,... > be a structure for L, where A is a nonempty set, called the uni­
verse of the structure. For a given function, relation or constant symbol s, sn, will 
denote its interpretation; for example, for a function symbol/, the interpretation/j of 
the symbol/ is a function with arguments in A and with values in A. 
Let {x\,..., jCkjczXbe a finite set of variables. By a valuation of variables x\,..., x\, in 
A we shall understand any mapping (a. {x\,..., X],} -* A. It is easy to note that the set 

If 

of all valuations is finite and contains n = m elements, where m denotes the number 
of elements in A. Each valuation a can be represented as a table: 

X\ 

ai 

X2 

32 

Xk 

ak 

where ai,..., â  6 A. The set of all valuation of variables Xi,..., Xk will be denoted by 
WJC|, ..., ;tk or W if this does not lead to any misunderstanding. In the sequel we 
shall assume that there is a fixed enumeration of the elements of the set W; 

W = W;c,, . . . , Xk={a}i, CO2,..., OJh}. 

The interpretation of terms and formulas of the-first order language L in the structure 
3 at a valuation ci) is defined in a standard way (cf [3], [8]). For a term / and a for­
mula y of L, having all variables among xi,..., Xk, their values at the valuation 
ftjwill be denoted by /aCo), 73(<») respectively. Obviously /3(a)) is an element of A, 
y:i{ai) is true (1) or false (0). To stress that all variables of an expression 0 of Lp 
belong to{jii;i,..., Xk}, we shall often write d{Xi,...,Xi,) instead of 0. 
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We shall now define the interpretation of algorithms from^LG. 
To define the meaning of the operation random we shall assume that there is defined 
a fixed probability distribution p on the set A: 

p:A^[0,ll S p ( a ) = l . (1) 
aeA 

p{a) corresponds to the probability, that after the realization of an assignment of the 
form x: = random, the value of the variable x is equal to a. 
By a probabilistic structure for the language Li- we shall understand the pair < 3,p >. 
To define the interpretation of an algorithm from ALG, having all variables in xi, ..., 
Xk, in the structure < 3,p > we need the notion of a sub-distribution of probabilities on 
the set W of valuations of variables Xu ..., x^: 
by a sub-distribution of probabilities on W we shall understand any mapping ju such 
that: 

ju:W ^[0,1], I / / («>)^1- (2) 
( M E W 

Obviously, ju can be treated as n -element vector, ju = [///,..., //„], where ̂  = M< )̂-

The main idea is to treat an algorithm /* as a mapping transforming sub-distributions 
into sub-distributions: 

tm 

(On 

Ml 

Mn 

-> 0)1 

(3) 

'^n 

In the above /<ffi|) (?7(^)) is denoted shortly by //, (rj,.). 
The result sub-distribution after realization of an algorithm P at the initial sub-
distribution // will be denoted by P<s/f>(ju). 

Remark 1. We shall use sub-distributions instead of distributions, because a program 
could not finish computations. For instance, the output sub-distribution7 for the pro­
gram while x=x do x: = x satisfies ri{(i^ = 0, for any valuation ox 
The formal definition of the interpretation of an algorithm P{xu ..., x^ proceeds by 
induction on the number of program construction and is omitted here (we refer the 
reader to [3] for details). Instead of formal definition we shall use the following 
Lemma (cf. [3]) that replaces, in some sense, this definition and describes the behav­
ior of probabilistic algorithms in a manner typical for Markov chain theory. Valua­
tions will play the role of states, and the initial distribution // will correspond to the 
initial vector of probabilities (at the time 0). 

Lemma 1 (cf [3]) 

Let <3,p> be a probabilistic structure for Lp with a m -element universe A. For every 
program P{x\, ..., Xk) we can construct, in an effective way, a nxn matrix P = 
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[Pij]ij«i n, where n = m , such that for every sub-distributions ^ 
t] =[JJi, ...,JJn\= P<5,tf(M), the following holds: 

l '7iv,/7nJ=L«l' '-"ni^ 

Pii 

Pnl 

Pin 

\jUi,...,JU„l 

(4) 

Moreover, an element pij of P corresponds to the probability that ft^ is the output 
valuation after realization of the program P, provided that the valuation a^ appears as 
the input valuation with the probability 1. 

The mentioned above construction of the transition matrix for a probabilistic algo­
rithm is described in the Appendix (we restrict ourselves to the case of one-variable 
programs, which is sufficient for examples considered in the paper; a full version of 
the construction one can find in [3]). 

Remark 2. Let us note, that the transition matrix of a Markov chain and the transition 
matrix of an algorithm describe different facts: 

if M = [mij]ij=i_,_„ is the transition matrix of a Markov chain, then mij de­
notes the probability of passing from the state i to the state j in one transition 
step, 
if P = [Pij]ij=i,...,n is the transition matrix of a probabilistic algorithm, then pij 
denotes the probability of passing from the (initial) valuation oi to the (final) 
valuation ca^ after any number of steps of computations, provided that the 
valuation Wi appears at the initial sub-distribution with the probability 1 (//(ffi| 

Roughly speaking, probabilistic algorithms correspond to absorbing Markov chains 
(cf. [7]) and the transition matrix of an algorithm corresponds to the total transition 
matrix of the corresponding Markov chain. 

3 An Example 

We start with a very simple example of an algorithm 

P: while XTQ do 
ifxA then x: =random else x: = 1 

interpreted in a three element set {1,2,3}, where the random generation of elements is 
described in the following table containing the probabilities />, of generating the ele­
ment i, i= 1,2,3: 

1 
0.5 0.25 0.25 

Speaking in a more formal way, the universe of the structure 3 is the set {1,2,3}, the 
set of valuations W = W^ contains three valuations (states) 0)[, coz , 0)i satisfying 
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a)i{x)=l, (Oi{x)=2, cOj{x)='i, respectively. The valuations (0[, coi, Oh will be denoted 
simply by {x=\), {x=2), (x=3). 
This algorithm can be also viewed and analyzed in terms of a Markov chain. In the 
terminology of Markov chains the valuation (.x:=3) is & final state and there is no other 
absorbing states. 

3.1 Theoretical Analysis of the Algorithm 

We shall first determine the transition matrix P for the above algorithm P. We recall 
that an element py of the matrix P corresponds to the probability that ô  is the output 
valuation after realization of the program P, provided that the valuation ffii appears as 
the input valuation with the probability 1. 
Using the method described in the Appendix we shall first construct transition ma­
trices for the assignments x:= random and x:= 1 

0.5 0.25 0.25 
0.5 0.25 0.25 
0.5 0.25 0.25 

9 

' l 0 O' 

1 0 0 

1 0 0 

(5) 

next for the subprogram M: ifxTQ. then x: =random else x: = 1 

M 
0.5 0.25 0.25 
1 0 0 

05 0.25 0.25 
(6) 

and finally for the program P 

'o 
0 

0 

0 

0 

0 

r 
1 

1 
(7) 

To determine the average number of steps of the above algorithm we shall consider 
two cases: the algorithm starts with the state (x-\) or the algorithm starts with {x=2). 
Denote these numbers by wi and /M2, respectively. The vector 

m 
OTo 

(8) 

can be determined, according to the Appendix, as follows: 

m = (I - T)"' X e (9) 
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where the matrix T is a part of the matrix My constructed for the program ;/ y then 
M, and y denotes the formula x ^3, 

My = lyX M + I-,^ I 
0.5 0.25 0.25 
1 0 0 
0 0 1 

(10) 

The following sub-matrix T of Mj. corresponds to non-final valuations {x=\), {x=2): 

"0.5 0.25" 

1 0 

Next, we have 

and 

(I-T) • 1 _ _ 
4 1 

4 2 

m = ( l - x y ' x e 
w, 

7«2 

^ "4 r 
4 2 

X 
T 
1 

"s" 
6 

(H) 

(12) 

(13) 

Thus 
the average number of steps of the algorithm (starting with A:=1) is 5; 
/wi = 5, 
the average number of steps of the algorithm (starting with x=2) is 6; 
m2 = 6. 

3.1 The Simulation Procedure 

We shall now describe an computer experiment related to the statistical estimation of 
the average number of steps during several realizations of the algorithm P considered 
above. 
The (PASCAL) program, given below, implements the simulation procedure: 

the algorithm P is realized 10 000 times, 
for each realization of P, the number of steps of the computation is deter­
mined (the variable ns is used), 
the average number of steps (with respect to all realizations) is established 
(as the final value of the variable ans). 

program Simulation; 
const max =10000; 

var i, ns, sns: integer; 
ans: real; 

function RandEl: integer; 
var y: integer; 
begin 

y:= random(4); 
if y=0 or y=l then RandEl:= 1; 
if y=2 then RandEl:= 2; 



Remarks on Computer Simulations 203 

if y=3 then RandEl:= 3; 
end; 

begin {of the program} 
sns:= 0; 
for i:= 1 to max do 

begin (of the simulation of a realization 
of the algorithm) 

ns:= 0; 
x:= 1; {the choice of the initial value 

of the variable x} 
while x<>3 do 

begin 
if x<>2 then x:= RandEl 

else x:= 1; 
ns := ns + 1; 

end; 
sns: = sns + ns; 

end (of the simulation of a realization 
of the algorithm); 

ans := sns / max; 
write('average number of steps'); 
writeln('of the algorithm'); 
write('(starting with x =', x, ') = ' ) ; 
writeln(ans:2:5); 

end {of the program}. 

The results of a realization of this program (Celeron 633, Borland PASCAL7.0) are 
the following: 

average number of steps of the algorithm 
(starting with x = 1) = 3.9567. 

Denote this value by m\ ; m'l = 3.9567. 
If the instruction x:= 1 (marked by {the cho ice of t h e i n i t i a l va lue 
of t h e v a r i a b l e x}) is replaced by x: = 2 then the result is: 

average number of steps of the algorithm 
(starting with x = 2) = 5.0709. 

Analogously, denote this value by m'2; m\ = 5.0709. 

4 Comparing Simulation Results with Theoretically Determined 
Parameters 

In comparing the theoretical analysis of the algorithm with the results of the simula­
tion procedure we restrict ourselves to the case of the average number of steps. We 
recall that the theoretically determined values of the average number of steps for the 
initial states {x=\), {x=2) are denoted by m\ and /«2, respectively, and the experi­
mental equivalents of m\ and /M2 are denoted by m\ and m\. Thus we have: 

for the initial state {x=\): m\ ~ 5, m\ = 3.9567, 

- for the initial state (;«:==2) :/W2 = 6, /M'2 = 5.0709. 

It is easy to note that the difference exceeds 15% (this is for an algorithm operating 
on 3 valuations only !). 



204 Biometrics, Computer Security Systems and Artificial Intelligence Applications 

Remark 3. In experiments with the above algorithm we also used another pseudoran­
dom generator (regarded as very good), but the differences between the simulation 
results and the theoretically determined parameters were often essential. 

5 Main Questions 

As we have stated above, the difference between the average number of steps of an 
algorithm, operating on three states, determined in two ways, theoretical and experi­
mental, may exceed 15%. 
The question arises in a natural way: 

How large difference is possible for algorithms operating on, e.g., 100 states ? 

On the ground of our experience we can formulate (in an informal manner) the fol­
lowing observations: 

For a random variable X, denote by X" its equivalent received by means of 
a computer simulation procedure. Then 

the values E ( ^ and E(-Y') may be often of the same order, 

the values Var(JO and Var(X') may be often highly different. 

This suggests that a pseudo-random generator, for our simulation procedure, should 
be chosen in a very careful way. Before-hand statistical tests are absolutely recom­
mended! 
Another possible solution is to construct another pseudo-random generator, appropri­
ate only for investigations related to some fixed parameters of the Markov model. For 
such a generator we do not require to satisfy all possible tests verifying quality of 
pseudo-random generators. The idea of the construction of such a generator will be 
discussed in a separate paper. 
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Appendix: The Construction of The Transition Matrix for a 
Probabilistic Algorithm 

We shall briefly describe the method of associating with each program P its transition 
matrix P (cf. [1], [3]). We shall restrict ourselves to the case of one variable pro­
grams, which simplifies the general method described in [1], [3]. 

Assume that the algorithm is interpreted in a set A = {ai, ..., a„} and the probability 
of random generation of the element a\ is denoted by qi, i = 1,..., n. 

We shall now describe how to assign to an algorithm P its transition matrix P = 
[Pij]ij=i,. .,n- We recall that pij denotes the probability of passing from the state {x = ai) 
to the state {x = aj), provided that P start from (x = ai), i.e., the probability that, the 
initial value of the variable x is a,, is equal to 1. 

(DA) For an assignment P of the form x:= â , the corresponding matrix P = 
[Pijliĵ i,...,!! is defined as follows: if j = k then pij = 1, otherwise py = 0, 

(RA) For an assignment P of the form x: = random, the corresponding matrix P 
= [Pij]ij=i, ..,n is defined as follows: Pij = qj , j = 1, ..., n. 

In the sequel, for a test y, we shall denote by I^ the diagonal nxn matrix 1̂  = 
[dij]ij=i „ satisfying: 

dij = 1 iff i = j and the valuation x = a;) satisfies the test j? otherwise dij = 0. 

(C) If P is of the form begin M\; M^ end, and the matrices Mi and M2 for 
the subprograms M\ and Mi are constructed, then the matrix P for the pro­
gram P is defined as follows: 

P = M, XM2, (14) 

(B) If P is of the form ify then M\ else Mi, and the matrices Mj and M2 for 
the subprograms M\ and Mi are constructed, then the matrix P for the pro­
gram P is defined as follows: 

P = lyXMi + I-,yXM2, (15) 

(L) If P is of the form -while ydo M, and the matrix M for the subprogram M is 
constructed, then the matrix P for the program P should satisfy the equation 

P = I^yXl + lyXMxP, (16) 
motivated by the equivalence of the following two algorithms 

•while y do M, 

if not y then {STOP} else begin M; while y do Mend. 

This equation may be written as: 

(I - IyXM)xP= Uy, (17) 
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where I denotes the unity nxn matrix. 
To solve this equation it is sufficient to consider the sub-matrix of 

(I -lyXM) (18) 

obtained by rejecting all positions related to final and absorbing states. 
The determinant of this matrix differs from 0 (cf [1], [3]). 

We shall end this Appendix by describing the method of determining, for a given 
algorithm P of the form while ydo M, the average number of steps of repetitions of 
the sub-program M. Since this value depends on the initial state (valuation), we can 
speak about the vector of average numbers of steps of computations, with positions 
corresponding to initial (non-final) valuations. In the example considered in the paper 
this vector (denoted by m) has two positions: the first position corresponds to the 
valuation {x=\), and the second one corresponds to the valuation {x=2). 

The method enables us to determine the vector of average numbers of repetitions of 
the subprogram M of the program P of the form while ydo Mand can be only applied 
to the case, where P has does not contain other (non-final) absorbing states, i.e., all 
absorbing states are final. 
For simplicity, assume that the valuations are numbered in the following way: 
numbers of non-final valuations are less than numbers of final valuations. 
We start with the following partition of the matrix My corresponding to the program 
if y then M: 

My = 
T R 
'0' I 

(19) 

where I is the identity kxk matrix (k denotes the number of final states, i.e. valuations 
satisfying the condition y) and '0' denotes the kx(n-k) matrix with all positions equal 
to 0. The sub-matrix T of Mj, corresponds to transitions from non-final valuations to 
non-final valuations. 
The matrix T will be used in order to determine the vector m of average numbers 
of repetitions of the subprogram Min computations of the program P. Namely, 

m = (I-T)- 'xe , (20) 

where e denotes the column vector with all positions equal to 1. 
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Abstract: In the paper the analysis of dynamics of e-leaming system activ­
ity has been presented. The aim of analysis was the identification of dy­
namical properties of e-leaming system. The changes in time of system us­
ers' logs (administration workers and teachers) and logs into web server 
(internet pages) have been analysed. The following methods: autocorrela­
tion function, Fourier analysis, wavelet analysis. Hurst exponent, attractor 
reconstruction, correlation dimension and largest Lyapunov exponent have 
been used. It has been found that frequency analysis and non-linear analysis 
can be useful method for identification of activity of different kinds of users 
of e-leaming system. 

1 Introduction 

One of the key problems, which should be solved during the construction and devel­
opment of Learning Management System (LMS) of Higher School, is to define the 
system development strategy. The aim of the paper is to determine the methods of 
analysis helpful in evaluation and planning of development of LMS of Higher 
School. 
One of methods which can be used to identify changes in time of behaviours of LMS 
users can be based on analysis of time series of users' logs to the system. Identifica­
tion and understanding trends in users' behaviors can be useful method to optimize 
development of LMS from the economical and organizational point of view. 
In academic year 2002/2003 the internet application 'Recto' was applied in Univer­
sity of Finance and Management in Bialystok in order to support the management of 
university administration and the learning process. This system is integrated with the 
universify website and consists of such modules like: E-student, Candidate, Teacher 
and Dean's Office [1]. Teachers use their module to input syllabuses, marks, reports 
and materials for students. Technically 'Recto' is based on relational database and has 
been created using such tools like: Windows 2000 server, SQL server database and 
programming software Visual Studio .NET [2]. At present the 'Recto' system contains 
registered accounts of about 6 500 students, 480 teachers and 30 administrative users. 
There are also about 1500 syllabuses in the system. 
The universify server collects daily information about all requests made to the web 
server in one log file. The size of the log file was about 8,5 GB. To analyze this data 
the computer program Analog 5.91betal has been used. The Analog 5.91betal does 
not collect information in database files but creates HTML reports with determined 
parameters. The time series of number of requests per day come from such reports. 
The dynamics of changes in time of logs to: www pages, administration module and 
teacher module have been analyzed. The following methods: autocorrelation function. 
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Fourier analysis, wavelet analysis, Hurst exponent, attractor reconstruction, correla­
tion dimension and largest Lyapunov exponent has been used. 

2 Data Analysis 

The university web site is used by different groups of users like: students, teachers, 
administrative workers and also users who search for information about the university. 
For the evaluation of the activity of e-Ieaming system we need to know the dynamic 
characteristic of different kinds of system users' behaviours. Obtaining the informa­
tion about dynamics of users' activity requires application of sophisticated methods of 
nonlinear analysis [7], [8], [9]. 
We would like to answer the question which methods are useful to identify the behav­
iours of different groups of users. The analyzed data comes from two sources: logs 
into the Recto system (the system database) and logs into the web server, which were 
processed by the program Analog 5.91betal [4], [5], [6]. In Fig.l the analyzed logs 
time series have been presented. 

2.1 Frequency Analysis 

The power spectrum [7] of time series of logs is shown in Fig.2. The results of fre­
quency analysis presented in Fig.2 allow us to distinguish limited number of domi­
nant frequencies. The dominant five frequencies have been found out. The example 
of changes of number of logs into www pages has been shown in Fig.3, where the 
observed periods changes of the number of visited web pages have been schemati­
cally shown. 
In all data series we can identify two dominant low frequencies connected with time 
periods equal to 375 and 125 days. It seems that these changes are connected with 
yearly and semester activity of system users. The rest of identified dominate frequen­
cies with time periods equal to 7, 3.5, 2.3 days appears in analyzed data series with 
different intensity. These frequencies can be clearly identified in the data series de­
scribing the activity of university administration (Fig.2b). The 7 days cycle seems to 
correspond with the weekly cycle of administration work, but remain 3.5 and 2.3 days 
cycles are connected with changing of logs numbers within the weeks. The examples 
of such changes are shown in Fig.3 where the decrease of number of logs within sub­
sequent weeks can be observed. 
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Fig.l. The logs into: www pages, administration module and teacher module, a) logs into the 
web server; processed by the program Analog 5.91betal [4], b) logs of the university admini­
stration into the Recto system (database), c) logs of teachers into the Recto system (database), e 
- exams, h - holidays, s - semester 

The changes characterized by time periods equal to 7, 3.5 and 2.3 days are clearly 
visible also within logs into the www pages (Fig.2a), whereas the 7 days cycle disap­
pears in teachers' logs data series. That can be driven by the fact that university 
teachers don't work as regular as administration. A lot of them have lectures on Sun­
day, Saturday, once in two weeks or once a month. The teachers like to cumulate 
their hours and come to have some time to carry out their research, prepare them­
selves to lectures and so on. 
The changes of dominant frequencies in time can be analyzed with using the win­
dowed Fourier transform [11]. The windowed Fourier transform is used for extraction 
of local-frequency information from a signal, but this is an inaccurate method of 
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time-frequency localization. The wavelet analysis is free from this inaccuracy [10], 
[11]. The wavelet power spectrum of logs time series is shown in Fig.4. 

7 days 
3.5 days 

Men 

Sat""" 

28/08 04/09 11/09 18/09 25/09 
Day/Month 

Fig.3. The examples of periodic changes of daily www logs 

The wavelet analysis allow us to identify the time periods in which we can observe 
the changes of logs numbers with frequency identified in Fourier analysis. The 7 days 
cycle of changes of numbers of university administration logs (Fig.4b) is present in 
the whole analyzed time. The 3.5 days cycle appears in the whole first year but can be 
identified only in separated periods in second year. It happens close to terms of ex­
ams. The wavelet analysis of the teachers' activity (Fig.4c) shows that the appearance 
of 3.5 days cycle is correlated with the time of exams. Incidentally this cycle appears 
during the time of semester. The cycle of 7 days is not intensive and appears inciden­
tally which shows the irregular usage of system by teachers. The intensity of appear­
ance of 7 days cycle is similar with the intensity of 14 days cycle, which seems to be 
connected with the teachers' work during external study. The disappearance of the 
cycles shorter than 20 days can be observed during the periods of summer students' 
holidays. 
In the power spectrum of logs into www pages (Fig.4a) the 7 days cycle is visible too. 
The intensity of appearance of such cycle increases during the students' examination 
time and disappears during the summer holiday and during semesters. The increase in 
intensity of appearance of 7 days cycle is accompanied by the increase in intensity of 
3.5 and 2.3 cycles. It seems that this process is connected with administration workers 
and teachers' activities. Activities of other users cause the disappearance of 3.5 and 
2.3 days cycles. 
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Fig.2. The power spectrum of logs time series: a) logs into the web server, b) logs of the uni­
versity administration, c) logs of teachers. 
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Fig.4. The wavelet power spectrum of logs series, a) logs into the web server, b) logs of the 
university administration, c) logs of teachers, (e - exams, h - holidays, s - semester). The grey 
area indicates the local maximum. The calculations have been carried out using computer 
program published in [12], (Wavelet software was provided by C. Torrence and G. Compo, and 
is available at URL: http://paos.colorado.edu/research/wavelets/"). 

2.2. Dynamics Analysis 

For identification of dynamic properties of different group of users the nonlinear 
metliods of data analysis iiave been used [7], [8], [9]. 
Reconstruction of attractor in a certain embedding dimension has been carried out 
with using the stroboscope coordination. In this method the subsequent coordinations 
of attractor points have been calculated based on the subsequent samples distance of 
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time delay T. The time delay is multiplication of time distance between the samples 
zl / [7]. The attractor reconstruction can not be automated. The choice of proper quan­
tity of time delay r has an important impact on reconstruction [7], [8]. In Fig.5 the 
reconstruction of the attractor from www logs series and autocorrelation function of 
www logs have been presented. The value of autocorrelation function decreases with 
the increase of T, that suggests that data has been generated by deterministic chaos 
process [7], [8], [9]. 

a) 

Fig. 5. The attractor reconstruction and autocorrelation function, a) The attractor reconstruction 
irom www logs series, d) Autocorrelation function of www logs series. 

The identification of nature (deterministic chaos, periodic or stochastic) of analyzed 
data can be estimated with using the Hurst exponent. For the signals of stochastic 
character H=0.5. The border point A'̂ * between area, where the H>0.5 and area, where 
H=0.5 corresponds with the boundary of the natural period of analyzed system. 
For experimental data correlation dimension D2 based on the Grassberger - Procaccia 
method [8] and largest Lyapunov exponent based on the Wolf [13] algorithm can be 
calculated. Correlation dimension is the measure of number of degree of freedom of 
the system but the largest Lyapunov exponent (L) identifies the nature of data. A 
positive value of largest Lyapunov exponent indicates that in the considered system 
the deterministic chaos appears. The time of stability loss in the system can be esti­
mated by value of 1/L. 
In the Table 1 the results of non-linear analysis have been presented. 
The identification of correlation between the time series of e-leaming server requests 
can be calculated with using the correlation coefficient (C) [14]. When \C\ is close to 
1, the analyzed time series are correlated. When the large and low values in both 
series appear at the same time, then OO; but when large values in first series meet 
low values in other series, then C<0. When C is close to zero, then the time series are 
not correlated. 
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Table 1. Results of nonlinear analysis 

Time of autocorrelation 
disappearance 
Hurst Exponent 
Border point N* 
Correlation Dimension 
Largest Lyapunov Expo­
nent 
Time of stability loss 
Correlation www pages 
with: 
Correlation teachers logs 
with: 
Correlation administration 
logs with: 

Pages 
35 

0.93 
140 
2.25 
0.105 

9.5 
-

0.3 

0.49 

Teachers 
47 

0.812 
130 
5.25 

0.0685 

14.6 
0.3 

-

0.5 

Administration 
31 

0.839 
130 
5.5 

0.0698 

14.3 
0.49 

0.5 

-

Unit 
days 

days 

1 bit/days 

days 

Results of calculation (presented in the Table 1) of time periods, in which the auto­
correlation disappears, show that the shortest period appears in time series of admini­
stration logs and is equal to 31 days. This value corresponds with monthly cycle of 
Dean Office working time. We can observe the similar length of time period of auto­
correlation disappearance in the time series of www logs. In this case the time period 
is equal to 35 days. The largest time period appears in time series of teachers' logs 
and is equal to 47 days. The obtained values of Hurst exponent and largest Lyapunov 
exponent show that all analyzed series have the character of deterministic chaos. The 
largest value of Hurst exponent has been obtained for time series of www logs. The 
natural periods of all analyzed series obtained from R/S analysis are similar to semes­
ter. 
The correlation dimension obtained for attractors reconstructed Irom analyzed time 
series shows that the attractors reconstructed from administration workers and teach­
ers' logs have the most complex structure. In case of www logs the obtained correla­
tion dimension equal to 2.25 suggests that changes of number of www logs can be 
modelled by low dimensional model. 
The analyses of largest Lyapunov exponent allow us to estimate the time interval in 
which the system remains stable. In the result of analyses we may conclude that 
changes of www logs are the most unstable process. In this case the number of www 
logs can be predicted within one week. In case of administration workers and teach­
ers' logs the number of logs can be predicted within two weeks. 
In the table 1 the results of calculating of correlation coefficient between the data 
series are presented. All calculated coefficients are positive - it means that the in­
creases and decreases of logs numbers occur in the same time in both series. The 
lowers correlation appears between the www and administration workers logs. 
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3 Conclusion 

Analyses carried out in the paper show that proposed methods are useful to analyse 
dynamics of e-leaming system. 
The values obtained from Hurst exponent and largest Lyapunov exponent show that 
all analyzed series have the character of deterministic chaos. 
The Fourier analysis allows us to identify the: annual, semester, weekly, 3.5 daily and 
2.3 daily dominant frequencies of the system. The 7 days cycle seems to correspond 
to the weekly cycle of administration work, but remaining 3.5 and 2.3 days cycles are 
connected with changing of log numbers within the week. The wavelet analysis allow 
us to identify the time periods in which we can find the changes of log numbers with 
the frequency identified in Fourier analysis. The 7 days cycle of changes of number 
of administration workers'logs is present in the entire time of system working time. In 
the teachers' logs the appearance of 3.5 days cycle is correlated with time of exams. 
In the www logs the 7 days cycle is visible too. The intensify of appearance of such 
cycle increases during the students'examination time and disappears during the sum­
mer holidays and semesters. 
The administration workers, teachers and www logs are correlated in such a way that 
the increases and decreases of logs numbers occur in the same time in all series. The 
lowest correlation appears between the www and administration workers logs. 
The LMS system activity is the result of two main processes: educational and admin­
istrative activities. The carried out analyses show that activities of users reach the 
highest values always at the end of exams period but not within the semester. This 
suggests that activities of teachers and students seem to be dominated by their admin­
istrative works. 
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A b s t r a c t . We have had lots of reports in which they asserted a neg­
ative selection algorithm successfully distinguished non-self cells from 
self cells, especially in a context of "network intrusion detection" where 
self patterns are assumed to represent normal transactions while non-self 
patterns represent anomaly. Furthermore they went on to assert a neg­
ative selection gives us an advantage that we use only a set of self cells 
as training samples. This would be really an advantage since we usually 
don't know what do anomaly patterns look like until they complete an 
intrusion when it's too late. We, however, suspect, more or less, its ap­
plicability to a real system. This paper gives it a consideration to one of 
the latest such approaches. 

1 Introduction 

A sultan has granted a commoner a chance to marry one of his 100 daughters 
by presenting the daughters one at a time letting him know her dowry that 
had been defined previously. The commoner must immediately decide whether 
to accept or reject her and he is not allowed to return to an already rejected 
daughter. The sultan will allow the marriage only if the commoner picks the 
daughter with the highest dowry. "Sultan's Dowry Problem" ^ 

In real world, we have a problem in which we can easily access t o any one of the 

possible cand ida te solutions, most likely not bu t still have a few chance t o be 

the t rue one, which we don ' t know in advance. 

The u l t ima te ex t reme of such a problem is somet imes called a-needle-in-a-

haystack problem (see Fig. 1). One of such a needle, originally proposed by 
Hinton & Nowlan [1], is exact ly the one configuration of 20-bit b inary str ing, 

^ According to the author(s) of the web-page of Cunningham & Cunningham, Inc. 
(http://c2.com) the problem was probably first stated in Martin Gardner's Mathe­
matical Recreations column in the February 1960 issue of The Scientific American. 
To explore the problem more in detail, see, e.g., http://mathworld.wolfram.com. We 
thank Mariusz Rybnik at University Paris XII for suggesting that the problem is 
reminiscent of our context. 
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hence t he search space of which is made up of 2^° points and only one point is 
the t a rge t to be searched for. Therefore, no information such as how close is a 
current ly searching point to the needle. 

Yet ano ther problem, a-Uny-flat-island-in-a-huge-lake — this is a problem we 
once came across when we had explored a fitness landscape defined on all the 
possible synapt ic weight values of a fully-connected spiking neurons to give them 
a function of associative memory [2]. To simplify it we formalized the problem 
in more general form as follows. 

T e s t f u n c t i o n 1 ( A t i n y flat i s land in a h u g e lake) ^ Find an algorithm to 

locate a point in the region A all of whose coordinates are in [~a, a] (a < 1) in an 

universe of the n-dirnensional hypercube all of whose coordinate Xi lie in [—1, 1] 
(i = 1, • •n). 

Many researchers in artificial immune sys tem communi ty have suggested us t h a t 
the problem might be easy if we use t he concept of negat ive selection. To simply 
pu t , the negat ive selection is an evolutionary selection mechanism by which 
immune system t ra ins itself only using self cells as t ra in ing samples , so t h a t it 
can recognize non-self cells afterwards. 

T h e simplest opt ion is to tes t a set of samples one by one, as many as possible, 
to know whether each of those samples is the t rue solution or not . If we have a 
good luck, then our goal is a t ta ined . However, should we r a the r be more t h a n 
lucky? As a tr ial , we t ra in the system in parallel using those samples during the 
procedure , regardless of whichever the real solution might be found or not as a 
result . T h e n even if we are unlucky, we can at least expect t h a t t he system will 
recognize t he t rue solution later after the t ra in ing easier t h a n before. 

In this paper , we approach the problem from this view point . Or ra ther more 
in general , we take it a pa t t e rn classification problem, under the const ra int t h a t 
we have two classes one of which includes an extremely few p a t t e r n s while the 
other includes an almost infinite number of pa t t e rns . Thus , we might as well 

Fig. 1. A fictitious sketch of fitness landscape of a-needle-in-a-haystack. The haystack 
here is drawn as a two-dimensional flat plane of fitness zero. 

It is not necessarily to be said for the top of the island to be "flat", but the originally 
this was a test-bed for evolutionary computations, and the fitness of the island region 
is one, and zero in a lake region. That is why. 
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take it a t ask of discr iminat ion of a few of non-self cells as anomaly p a t t e r n s 
from enormous amoun t of self cells which represent normal pa t t e rn s . 

One of such latest approaches among others is by Zhou Ji and Dasgupa t a [3]. 

They wrote 

The idea of negative selection was from T cell development process in 

the thymus. If a T cell recognizes self cells, it is eliminated before deploy­

ment for immune functionality. In an analogous manner, the negative 

selection algorithm generates the detector set by eliminating any detec­

tor candidates that match self samples. It is thus used as an anomaly 

detection mechanism with the advantage that only the negative (normal) 

training data are needed. 

Recalling our universe is n-dimensional EucUdean space, let us check two algo­
r i thms they proposed: one is to genera te detectors of cons tant sized hyper-spheres 
and the other is to genera te variable sized hyper-spheres. They concluded t h a t 
detectors which detec t anomaly pa t t e rns are successfully created jus t by t ra in ing 
with normal pa t t e rn s . 

W h e n we th ink of a network intrusion detection, we usually don ' t know what do 
anomaly p a t t e r n s look like in advance. Hence this feature of t ra in ing wi th only 
normal p a t t e r n s is really advantageous . Our concern then is w h a t if the rmmber 
of non-self cells is extremely smaller t h a n the number of self cells, which is of 
usual cases when we th ink of a network intrusion detect ion. In order to explore 
this issue, we apply their a lgor i thms to a-tiny-island-in-a-huge-lake ment ioned 
above. We can control the difficulty of the task by changing the value of a, 
as well as the dimension of the universe. The u l t imate case is when all of the 
coordinates of the t a rge t points shrink to zero, and this is t he problem known 
as a-needle-in-a-haystack. 

2 Algori thm 

So far lots of a lgor i thms to dist inguish non-self pa t t e rns from self p a t t e r n s have 
been proposed. T h e goal of these a lgori thms is to create de tec tors which cover 
non-self space as much as possible. Here, in this paper , we concent ra te on the al­
gor i thm called "Augmented Negative Selection Algorithm with Variable-Coverage 

Detectors" proposed in 2004 by Zhou Ji and Dasgupa t a [3], as well as its simpler 
version in which detec tor size is constant instead of variable, also proposed by 
the same au tho r s in the same article. T h e foUowings are these two a lgor i thms 
t h a t we pa raph ra sed the original ones with the semantics being intact . Firstly, 
the simpler version is: 

A l g o r i t h m 1 ( C o n s t a n t - s i z e d D e t e c t o r G e n e r a t i o n ) After setting (i) Nt, 

the number of training samples; (ii) rd, the radius of detector; and (Hi) N,i, the 

total number of detectors: 
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1. Create N^ samples of self cells at random. 

2. Create a hyper-sphere which has the radius Vd and whose center locates at 

random in [—1,1]. This is a candidate detector to detect non-self cells. 

3. If this-hyper sphere does not contain any sample self cells, then put it as a 

detector in D, the detector's repertoire. Otherwise delete the hyper-sphere. 

4. Repeat 2-3 until we find N^ detectors. 

This a lgor i thm, in our humble opinion, does not contain the concept of negative 
selection or whatever in an irnitmne system me taphor nei ther , if not a t all. T h e 
second one is: 

A l g o r i t h m 2 ( V a r i a b l e - s i z e d D e t e c t o r G e n e r a t i o n ) After setting (i) Nt, 

tlie number of training samples; (ii) r,,, the radius of self cells; (Hi) CQ, expected 

coverage, i.e., the degree to how much those created detectors cover non-self cells; 

(iv) c,„,„, the upper bound of self coverage; and (v) Nd, the maximum number of 

detectors: 

1. Empty D, the detector's repertoire. 

2. Try to find a point x = {xi, • • •, x^) G [—1, 1]" which is not contained by any 

of the valid detectors so far created, unless tlie number of those trials exceeds 

1/(1 — Co). If no .such X is found, then terminate the run. '' 

3. If r, the distance between x and its closest self sell in the training sample, 

is larger than the radvus r,,, i.e., if the candidate doesn't include any of the 

sample self cells, then add the sphere whose center is x and radius is r to D 

as a new valid detector. 

4. If no such x can be found within the consecutive trials 0 / 1 / ( 1 — c„.,„) time, 

then terminate the run. * Otherwise repeat 2 and 3, until we find a total of 

Nd detectors. 

We do not th ink this a lgori thm strongly reflects an imnmne system either, despite 
the t i t le of the original paper indicates it. However at least the t i t le holds t rue 
in the sense t h a t detectors are chosen by t rying to ma tch t hem to the self str ings 
and if a detector matches then it is discarded, otherwise it is kept . This is, above 
all, w h a t we call a na tu ra l selection algori thm. 

3 Evaluation of How it Works 

We use a measure originally proposed by Lopes et al. [4] in which four quant i t ies , 
i.e., (i) t rue-posi t ive, (ii) t rue-negat ive, (iii) false positive, and (iv) false negative 
are used. Here we assume positive sample is non-self and negat ive sample is self, 
since detec tors are designed to detect non-self cells. Hence, these four t e rms are 

^ This is because when we have sampled m points and only one point was not covered, 
the expected coverage is 1 — l/ra. Hence the necessary number of tries to ensure 
expected coverage Co is rra = 1/(1 — co). 

"* See also the footnote above replacing co with c.nx. 
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defined in t he sence t h a t (i) tp ( t rue positive) — t rue declarat ion of positive sam­
ple, i.e., non-self declared as non-self (ii) fp (false positive) — false declarat ion 
of positive sample , i.e., self declared as non-self (iii) t„ ( t rue negative) — t rue 
declarat ion of negat ive sample , i.e., self declared as self (iv) / „ (false negative) 
— false declarat ion of negative sample, i.e., non-self declared as self. Under these 
definitions dr = tp/(,tp + f„) implies detection ra te , and / „ = fp/{t„ + fp) implies 
false a larm ra te . 

4 Experiment, Results, and Discussion 

As a prel iminary exper iment , we tried a random search for the needle in t he 20-
diinensional hays tack by creat ing 5000 candida te s tr ings a t r andom, and check­
ing, one by one, if each of the sample is the needle or not . We assume we have 
only one needle which principally we don ' t know where. The result is shown in 
Fig. 2, and we found it is still not such a difficult problem if we use a s t a n d a r d 
P C found everywhere nowadays. 
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Fig. 2. Tlie number of happened-to-be-the-needle out of 5000 random creations of the 
candidate. 

Taking this r andom search as our placebo exper iment , w h a t will h a p p e n if we 
exploit one of t he lately repor ted more sophist icate me thods? We now assume 
the whole universe is n-dimensional hyper-cube [0,1]" as ment ioned already; any 
point all of whose coordinates lies in [(0.5 —a), (0.5 + a ) ] (0 < a < 0.5) is non-self 
cell, whilst o ther points in the universe are self cells "' ; and all the self cells are 
hyper-sphere whose radius is r , . 

We modify our Testfunction-1 for the sake of simplicity of coding 
keeps the problem equivalent to the original one. 

in this way, which 
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4.1 A 2-dimensional version of an-island-in-a-lake 

First of all, in order for our eyes to be able to observe the behavior of the 
algorithms, our experiment is performed on a 2-dimensional space, that is, we 
set n = 2. We employ a set of 500 randomly selected points in the self region 
as the training samples, and 1000 points randomly chosen from entire space is 
the test data. The reason of these settings is to enable us to compare our results 
with those in the original proposition [3]. 

Both the regions claimed normal and abnormal when r,, is set to 0.1 are shown 
in Fig. 3. The location of the self points in the training sample and the created 
detectors when we set r,, = 0 . 1 which is the value recommended by the original 
proposition [3] are shown in Fig. 3. So far so good. However, our goal is to rec-

0.4 

0.2 

0 

0.2 0.4 0.6 

Fig. 3. A set of five hundred self-points employed as training samples (Left),and a set 
of five hundreds detectors created by the Algorithm-1 with a = 0.25 and r,, = 0.1 
(Right) from an experiment in 2-dimensional space. 

ognize non-self patterns from extremely tiny region. Hence the next experiment 
is a dependency on the value of a. Fig. 4 shows the number of required trials 
to find the pre-defined rmmber of detectors, which is 500 here, and the immber 
of successes when those 500 detectors tried to detect the 500 non-self samples. 
Both are plotted as a function of value of a using the Algorithm-1 with r., = 0 . 1 
to create the detectors. As we can see in the Figure, the difficulty of the task 
becomes harder exponentially as a becomes smaller, and therefore we know this 
algorithm would not work if the region to be searched for is extremely tiny. 

4.2 A 20-(iimensional version of an-island-in-a-lake 

Next of our interest is what happens when we increase dimensionality. All we 
found was it becomes much more difficult than in the case n = 2. What we 
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0.2 0.3 
size of non-self region 

0.2 0.3 
size of non-self region 

Fig. 4 . The number of iteration required to find 500 successful detectors (Left), and 
the number of successes when 500 detectors tried to detect 500 non-self samples, that 
is, the number of successes out of 25000 events (Right). Both are as a function of value 
of a when we experimented with the Algorithm-1 with r,, = 0.1 in 2-dimensional space. 

found, for example , is even if we increase the number of t ra in ing sample of self 
pa t t e rns from 1000 to 10000, the dis t r ibut ion of t he coordinates of samples is 
very sparse when n = 20. If t he a lgor i thm worked well, the de tec tor would be 
supposed to locate only in the non-self region, such as Fig. 5 (Right) which is 
from a result of 2-dimensional exper iment for comparison purpose , while t he 
result in 20-dimensional exper iment , as shown in Fig. 5 (Left), was not in t h a t 
way. We can see in the figure t h a t t he coordinates of t he whole detec tors are 

0.4 0.6 
location 

0.4 0.6 
location 

Fig . 5. The distribution of all the coordinates of the detectors for an experiment with 
n = 20 (Left), and the distribution when n = 2 for the purpose of comparison (Right). 

almost uniformly d is t r ibuted , which means a failure to find a set of successful 
detectors . 

Then , we give it a considerat ion of how will the Algori thm-2 (Variable Sized 
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Detector) improve the s i tuat ion. In an exper iment in 20-dimensionaI space wliere 
t he Algor i thm-2 creates certain number of detectors with 1000 t ra in ing samples 
of self pa t t e rn s . Non-self region in this exper iment was [0.495, 0.505]^'' and radius 
of self was set to 0.1. As a result of a run under CQ = 0.99, a to ta l of 96 detectors 
are created. 

Fi rs t , we s tudied how true-positive and false-positive r a te are influenced by 
dimensionali ty. As shown in Fig. 6 (Left), the perfect s i tua t ion when n = 2 
ab rup t ly deter iora tes even n = 3. Alas! 

Next , we ran the algori thm for n = 5, 15, 20, and 25 to s tudy a dependency 
of the degree to how successfully the detector will be created on the dimension 
of searcli space. T h e number of detectors created is somehow similar in each 
dimension, ranging from 91 to 96. In Fig. 5 (Right) , we show detec t ion-ra te and 
false-alarm-rate as a function of dimensionality. T h o u g h not satisfactorily, we 
see somewhat of a successful result , a t least as for de tec t ion-ra te . 

Fig. 6. (Left) True-positive and False-positive as a function of dimensionality. (Riglit) 
Detection-rate shown witli circles and false-alann-rate shown with rectangles as a func­
tion of dimensionality in a series of experiments where the Algorithm-2 creates certain 
number of detectors from 91 to 96 with 1000 training samples of self patterns. 

Fur ther , we will explore different pa ramete r values wi th the goal being to learn 
t he limit of how small non-self region and how large t he dimensional i ty under 
which the a lgor i thm can detect non-self points successfully. T h en we will exper­
iment by lowering the value CQ which is 99.99% and 99% in the original version. 
Those results are not shown here since our exper iments have somet imes reversed 
our expec ta t ions so far. 

5 Conclusion 

We have obta ined the similar results wi th the exper iments by Zhou Ji and Das-
g u p a t a [3] only on the condition t h a t the domain of non-sell is not so small and 
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dimension is 2. 

Usually, however, in the real world problem, anomaly p a t t e r n s are extremely 
fewer t h a n the normal ones. As such, our concern is on an ex t reme case. Unfor­
tunately, we have not so far observed any satisfactory results under th is ex t reme 
s i tuat ion. In fact, Zhou Ji and Dasgupa t a [3] wrote 

As an exception, the algorithm may also terminate when it fails to sam­

ple any non-self point after many repetitions. That implies that the self 

region covers almost the entire space. It may happen when the self sam­

ples are randomly distributed over the space, or the chosen self-radius is 

too big. 

And as they went on to wri te concerning another exper iment in t he same pa­
per [3] "One of the three types of IRIS data is considered as normal data, while 

tite other two are considered abnormal," the number of normal and abnormal is 
usually comparab le in such exper iments . 

We are exploring a number of o ther different approaches to the same ta rge t , t h a t 
is, a-tiny-flat-island-in-a-huge-lake or its binary version a-needle-in-a-haystack. 

W h a t we have tr ied so far are exper iments by means of 

• Negat ive selection of b inary detectors with r-cont iguous ma tch ing (See [5]); 

• Immuno-fuzzy approach (See [6]); 
• Evolving a set of fuzzy rules (See [7]); 
• Fuzzy neura l network approach (See [8]); 

and so on..., to de tec t a tiny-island or a needle. 

Though still a lot of exper iments have been resis tant to be positively analyzed, 
this series of works is not to show a counter example for an assert ion, bu t t o call 
for challenges. T h e objective is to detect anomaly phenomena which take place 
only occasionally and hence we don ' t know what does it look like, while we have 
enormous amoun t of daily normal phenomena . As far as we know, this is still an 
open issue and we are t ry ing to find approaches. We hope this pape r will evoke 
interests in this problem in our community. The challenge is await ing us. 
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Abstract.' In this paper we establish average length of computations of 
normalized probabilistic algorithm. The main problem is to verify whether the 
transformation of the program M into its normal form M, with only one loop 
preserves average length of computations. We show that this transformation 
does not significantly influence on program M behaviour and preserves the 
order of the function which describes average complexity of the algorithm. 

1 Introduction 
Iterative probabilistic algorithms are used for modelling algorithmic situations, 
which suit Markov Chains model [1]. They are used in practice e.g. in co­
ordinating distributed computer networks, message routing or graphs and 
geometric algorithms. 
If we consider e.g. a program in the form M: while y do while 5do K and mjn, niout, 
m/n denotes respectively average number of internal loop iterations, external loop 
iterations and the whole program M iterations then it may happen that m^ ^ 
niout-niin. In this case we cannot use structural construction of the program M in 
order to estimate average length of its complexity. We decide to transform 
program M to the normal form. 
The plan of the paper is as follows: in Section 2 we shall give basic knowledge 
about iterative probabilistic program. In Section 3 we shall describe how to 
transform program to the normal form. We shall formulate the lemma about 
property of program in normal form. Next, we shall write a conclusion concerning 
the average length computation of a program and its normal form. Section 4 
contains description how calculate the average length of computation any 
probabilistic program. In Section 5 we shall transform real situation description 
into a probabilistic algorithm and we shall estimate average length of its 
computation by means of the fundamental matrix of the program in the normal 
form. On the other hand we shall compare this result with result received on the 
basis of experiment. Section 6 contains summary of the results presented in the 
paper and some directions for further work. 
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2 Probabilistic Programs 
In this section we give basic knowledge about iterative probabilistic program 
which is interpreted for every variable x, in finite universe U,. 
The formal syntax and semantics definitions of the abstract algorithmic language 
Lp describing probabilistic programs are given in [2, 6]. 
We start with short Lp language description. 

Syntax 
Probabilistic programs are understood as iterative programs which are built by 
using a standard deterministic instructions as below: 
x,;= a, begin... end, if... then ... else ..., while... do ..., 
and two probabilistic constructions: 
Xi:=random, where random is a random generator function with a given 
probability distribution p: f/,->[0,l], 
eitherp ... or ... where the first part is chosen with the probability p and the latter 
part with the probability (l-p) correspondingly. 

Semantics 
Probabilistic programs are interpreted in probabilistic structures (3 , p) where 
2={U, V, F, R). The set U is universe which is defined as U=Ui u . . . u f4 where 
Ui denotes universe given for Xj variable which is from the set individual variables 
V, F is the set of functors, R is the set of predicates. 
M(x/,X2,...,X/,) (or shortly A/) denotes the program with h variables. The set of all 
valuations is represented by Wh={coi,co2.---.MN} where N-lUiXUzX ...xUhl. Each 
valuation we get on input with a probability determined by an initial distribution 
|x: Wh—•[0,1]. M program execution leads to a new final distribution |j,. This fact 
we denote as n= M(3_^)(|i). 
We can effectively determine a transition matrix M for every program M, which is 
interpreted in structure (3 , p) on the basis of the following lemma [2]: 

Lemma 2.1 
For every program M interpreted in structure (3, p) and for the initial distribution 
|x, we can effectively construct the matrix M=[mij]ij=i...N such as the final 
distribution |x is calculated as below: 

H=H«M. 
An element my of matrix M corresponds to the probability that tOj is the output 
valuation after M is finished if input valuation coj appears with the probability 1. 

a 
The ways of the matrix M construction for all type of program constructions are 
described in [1,6]. 

Remark: Let {xi,...,xi] be a subset of {x/,...,x;,}. Each distribution n.-W[,-^[0,l] 
can be treated as a distribution \£ defined on W; in the following way: 
for each valuation coeW/ we define Wh(co)={v6W,,: a)(x,) - v(x,) i=l,...,l] and 
P(«) = I|X(v) .We shall often write |J.: W,->[0,1] instead of p : W;^[0,1]. 

veWJto) 
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By M^ we denote the matrix after the first step program iteration M: while y do K. 

The matrix M^ is equivalent to the program matrix: if y then K and M^ 

corresponds to the absorbing Markov Chain matrix [2, 6]. 
We can treat probabilistic programs with at least one nonlooping and the final 
valuation on the basis described above as an absorbing Markov Chain. 
We can use the absorbing Markov Chain theory [3, 4] to calculate basic 
characteristic of probabilistic program e.g. average number of steps while loop or 
number of entries in a given temporary state. 

3 Normal form of a probabilistic program 
Lp syntax allows to use some while loops in the program structure [2,6] e.g. 
compound several loops or nested while loops, etc... . 
In this section we shall use the fact that one can transform every probabilistic 
program into a form which contains single occurrence of while loop [7,9]. 

Definition 3.1 (cf.[7]) 
A program M is in the normal form iff: 

M : begin M^; while y do M2 end; 
where Mj and M2 are programs without loops. 

n 
Let V = M3 (Vg) denotes final valuation after execution M program from an initial 
valuation VQ . 

Lemma 3.1 (cf.[7]) 
For every deterministic program M(xi,...,X/,) in any structure 3 exists program 
M(x,,...,X;,,Zi,...,Z;) in the normal form and following condition is satisfied: 

v = M3(Vg) iff v=M3(Vg) and v(X;) = v(x,.)for i= 1,...,/!. 
n 

Further, we show that in the case where M{x\,...,Xh) is a probabilistic program and 
M(x,,...,x^,2i,...,z,)is corresponding program in the normal form, probabilities 
appearance of final valuadons in these programs are the same. It means that for 
every initial distribution \i program M and M execution leads to final distribution 
Tl = ̂ <3,p> (̂ i) and rf = M^j^, (n) such as T] = iT . 

The program M mentioned above can be determined effectively by use of the 
procedure based on rules given in [7,9]. 
Construction of the program M is inductive with respect to the algorithmic 
constructions of the program M. We build the program in normal form 
corresponding to the algorithm with n constructions by use an assumption that we 
can build the program M for a program with less than n algorithmic 
constructions. For example, we assume that the program in the following form: M: 
begin Ki\ K2 end contains n algorithmic constructions. Each of programs Ki\ K2 
has less than n constructions. We transform each of them by using suitable rules 
[7, 9] depending on structure of given program. Each transformation reduces the 
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number of loops and adds auxiliary variable z,- to the set V of the program M. This 
variable is chosen from the set V-{xi, X2, Xk,..} in such way, that Zi=x, where t 
denotes the smallest number which has not appeared as index of the program 
variables yet. In this way programs K; and K2 are reduced to the form: 
Ky .-begin Mj; while y do M2; end; K2 : begin Ni; while S do N2; end; where 
programs: Mj, M2, Nj, N2 are without loops. Next we make last transformation 
using appropriate transformation rule [7]. The final result is follows: 
M : begin 

z:=a; M, 
while (Y A (z = a)) v (5 A (z = b)) v (-ly A (z = a)) do 

ifl A (z = a) then M2 
else (/(—ly A (z = a)) then begin Nj; z:=b; end 

else N2; 
end; 

We need some definitions in order to describe arbitrary program computations and 
its normal form. 

Deiinition 3.2 
Configuration (a state of the computation) of a program Kixi, ..., x^) in data 
structure <3, p) we shall mean the following triple: 

SK={{KO, Ki, K2,...,K^],[aKXi),...MXr)],p) 
where Ko,...,Km are finite number of subprograms, which will be running in the 
order as they were written here, oy(xi),...,03(Xj) is current valuation of variables 
occurring in the program Kixi, ..., Xj), p denotes probability of occurring this 
valuation. 

D 

Definition 3.3 
(3,P> 

Direct succession is a binary relation -> determined in the set of all 
configurations in 3 structure: 

(3,p) 
{{xi:=x,KuK2,...,K^),(ii,p) ^ {{KuK2,...,KJ,(>y,p), 

if co(x)= (0 (x) for Xi^x and co (xi)=X3(co) 
(3,p> 

{{xi.= random, Ki, K2,...,Krn},(ii,p) -» ([Ky, K2,...,Kr„],(x),p-qi), 
if co(x)= (0 (x) for Xî x̂ and CO (Xi)=ai3(co) 

and qi denotes probability assignment element a; to variable Xj 
(3.P) , 

{[if p then K else K fi,Ku...,K^},(ii,p) -^ {{K, Ki,...,K^},(0,p), 
if<3,p>,cd=p 

(3-p) „ 
{[if p then K else K fi, Ki,...,K^},(0,p) -^ {[K ,Ku.--,K^},Oi,p), 

if(3,p>, col=-.p 
, „ (3.P) , 

{[either^ K or K ro, K^ K2,...,Km},(a, p) -^ {[K, Ku...,K^},(a,p-q) 
(3.P> „ 

{[either^ K or K ro, Ku K2,...,KjM p) -» {[K , Ku...,Kr„],(0,p<l-q)) 
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, „ (3.P> 
{{begin K;K end, K^, K2,...,K^}Mp) -^ {IK\K, Ku...,K^},(ii,p) 

(3.P> , 
({while p do K od, Ku---,K^},(ii,p) -^ {{K, while p do K od, Ki,...,Km},(ii,p) 

if(5,p),(d=p 
(3,p) 

{{while p do K od,Ki,...,Ktn},(ii,p) -*• {{Ku...,Km},a,p) if {S, p), ali=^p 

a 

Deflnition 3.4 
By computation of the program K (scenario) in structure (3, p) at initial valuation 
CO and at initial probability/J° we shall mean the sequence % such, as: 
1) the first element of this sequence is Sf;°-{K, aP, p°> 
2) if i-th element of the sequence % is determined and: 

.(3,p) 
a) configuration Konf such as %' —» /Tow/exists, then (?+l)-the element of 

. def 

the sequence Sg is denoted and %'* = Konf 
b) otherwise the element %'^' is not denoted and sg = ( 0 , co, p) is the last 

element of the sequence, 0 is empty sequence of programs. 
D 

If sequence s^ is finite then the number of its elements will be called the length of 
K computation and denoted by Is^l. 
The set of all scenarios of the program K at initial distribution \i is denoted by 

Let us assume K(xi,...,Xr) is any program with fc-loops and 

A'(xi,...,x^,Zi,...,z^_i)denotes corresponding program with one loop, which is 

built by use k-1 times suitable transformations rules. 

Lemma 3.2 
For every scenario s,^ e Sf. in the form: 

%" = {K, CoVl),... ,Axr), p\ . . . ,%'= <0, C0'(X,),... ,(0'(X,), p'), 
we may uniquely assign scenario s^e S^ : 

5/=(Z,c5''(x,),...,co"(xJ,ffl''(z,),...,co''(z,_,),p°),..., 

...,i-f" =^0,ro"(x,),...,o5"(x,),o5"'(z,),...,o5"'(zj„,),p"'\ assuming 

that co°(x,.) = ra"(x.), / = 1,..., r and p° = p" such as: 

A. (fl'(x,) = ra'"(x,) i = l,...,r 

B. p' = r 
and the following dependency holds between the lengths of scenarios: 

\sg\<\s^\<C-\sK\ C<3'-' (1) 
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Speaking informally the transformation program K{xi, ..., x^) to the normal form 
K(xi,...,x^,Zi,-.,Zj^_i) preserves valuations on the set ofxi, ...,Xr and probability 
appearance of these valuations. 
It is easy to check that each scenario s^ s S^ maps to some scenarios of 

s^ e Sj^ . Considering this fact and the lemma 3.2 the mapping: f -.Sf^ -^ s-j^ is 

an injection and a surjection. 
As a corollary of the lemma 3.2 we can formulate the following remark. 
Let us assume, that pisfd denotes execution probability of scenario SK-

\s\ and 5 denote average length of computation of program K and K respectively, 

and they are defined in the following way: 

Remark: If program X' is a result of transformation program K to the normal 
form, then the following dependency takes place between average length of their 
computations: 

| 5 |< | s |<Ci - |5 | Ci<3^" ' (2) 

Therefore, average length of the program K computation is longer than the 
average length of program K computation. The order of the functions describing 
these two quantities is the same. We use normal form to estimate the average 
number of program K repetitions. 

4 Average length of computation of a probabilistic 
program 

We focus our attention on the calculation of the average number of repetitions 
(average length of computation) of any probabilistic program M. Depending on 
the structure of the program we shall consider some cases. 
A general idea: a program M is in the form while y do K where K has no looping 
states and has no loops . 
In this case we use the theory of absorbing Markov Chains [3, 4]. The canonical 

matrix M ' looks as follows: 

1 (TR\ (3) 

T- denotes submatrix, where its elements denote probability of transitions from 
nonfmal valuations to nonfmal valuations, 
R- denotes submatrix, where its elements denote transitions from nonfmal 
valuations to final valuations, 
I- denotes identify submatrix, where its elements denote transitions from final 
valuations to final valuations. 
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We can calculate the vector of average number of repetitions of the program M: 
while y do K using the following dependency [6]: 

m=F • e (4) 

where F=(I-T)"' and e is one column of ones. 
The value m-, is the average number of subprograms executions, under condition 
that the execution of program M begins in a nonfinal valuation cOj. 
When a program M is in the form while y do K where K contains some loops then 
we may consider two methods calculating of the average length of computation. 
Method I: the program is considered as Markov Chain. 
First, we build the transition matrix M of the corresponding chain. Next, we 
establish average absorbing time of this chain [4]. This value corresponds to 
average length of computation of the program M. 
Method II: the probabilistic program M is transformed to the equivalent normal 
form with one while loop. 
We use strategy described in the general idea to count the average number of 
steps. 
In Section 3 we analyzed method II cost. 

Example 4.1. Let M denote the following program: 
M: begin 

while ((x^c) and (x?̂ d)) do x:=random; 
while x^d do x:=random; 

end; 

U-{h, c, d} is the universe, p(b)=l/4, p(c)=l/2, p(d)=l/4 is the random 
distribution. Calculation of the average length of M computation is our goal. 

a) the solution on the basis of method I 
The following Markov Chain corresponds to the program M: 

d,=d,=d 

M: 

V 

1/4 1/2 0 0 1/4^ 
0 0 0 1 0 
0 0 1/4 1/2 1/4 
0 0 1/4 1/2 1/4 
0 0 0 0 1 

J 

Fig. 4.1. Matrix M of the Markov Chain 

We received a vector mi where its elements are average number of program M 
steps using the expression (4). The interpretation of the vector is following; when 
we start a computation of the program M from states coi^bi or co2=Ci, C03=b2 or 
a)4=C2, we stop after 14/3, 5, 4, 4 steps respectively. 
b) the solution on the basis of method II 
On the basis of transitions rules, we obtain the normal form of the program M . 
begin 

z:=a; 
while ((z=a) and (x^c) and {x^d)) or ((z=b) and (jR^d)) or ((z=a) and {x^h)) do 
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ifi(z=a) and (xi^c) and (x^d)) then x:=mndom 
else if((z=si) and (x?̂ b)) then z:=b; 

else x:=random; 
end; 

The set of all possible valuations of the program M contains 6 elements: Wh={(Oi 
=(b, b), 0)2 =(b, c), C03=(a, b), a)4=(a, c), C05=(a, d), C06=(b, d)} (generally Wi-iz, x) 
fori=1...6). 
We can check [6] that after one iteration of the program M we can construct 
matrix as below: 

M' = 

We calculate the vector m where its elements corresponds the average numbers of 
program M steps. 

A/4 
1/4 

0 
0 
0 
0 

1/2 
1/2 
0 
1 
0 
0 

0 
0 

1/4 
0 
0 
0 

0 
0 

1/2 
0 
0 
0 

0 
0 

1/4 
0 
0 
0 

l/4'l 
1/4 
0 
0 
1 
1 

valuation 

Average 
number of steps 

COi 

4 

CO2 

4 

CO3 

5 

0)4 

5 

toj 

1 

5 Average length of computation of a simplified 
version of a probabilistic process 

Real stochastic processes are modelled using iterative probabilistic processes [1], 
In this section first we give a description of the following real situation, 
concerning of use CSMA/CD protocol in Ethernet network. 
Let us assume, that we observe some computers connected to network by a 
common cable. When a computer tries to transmit a data frame, its network 
interface card listens to the signal on the cable which could be transmitted by 
other nodes. This may be achieved by monitoring voltage level on the cable. Data 
is only sent when no signal is detected and the physical medium is idle. If two 
network interface cards installed in computers try to simultaneously transmit data 
at the same time a collision will occur. After that, nodes taking part in the collision 
wait random period of time before they attempt to retransmit data. The 
retransmission attempt of single frame is repeated maximum 16 times. After this 
number of attempts the transmitter gives up transmission and logs an error. 
First, we shall describe simple version of the real situation described above using 
probabilistic algorithm. The object of our description will be situation when any 
computer tries to transmit data to other node in network. We assume that a 
retransmission attempt of single frame is repeated maximum 3 times. 
By the variable LS, we shall denote a state corresponding to the following 
situation: LS=1 means that the cable is busy and our computer is still listening to 
the moment when the cable will be idle (LS=0). We assume that the cable is idle 
twice frequently than busy. The transmission can be started provided that LS=:0. 
The variable CL will describe whether during the transmission other computer 
also starts transmission. If CL=1 we have collision, otherwise if CL=0 data is 
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transmitted. We assume that collision may not occur twice frequently than it may 
occur. By T we denote auxiliary variable which has values belonging to the set 
{0,1). T=l denotes transmission success. The variable TEST is the number of 
attempts and it takes following values: 0,1,2. 
Above description leads to the following probabilistic algorithm M: 
M: while (TEST<3) and (T=0) do 

begin 
LS:=randomu; while LS=1 do hS.=randomis ; 
if LS=0 then begin CL:=randomcL, 

if CL=Q then T:=l ; TEST:=TEST+1; 
end; 

end; 
We propose transformation the program M to the normal form M and use method 
II described in section 4 in order to determine average length of M computation. 
M '.begin 

Z:=0;while ((TEST<3) and (T=0) and (Z=0))or (Z=1) do 
i/'((TEST<3) and (T=0) and (Z=0)) then begin LS.^randomis; Z:=l; end 
else (/'LS=1 then LS:=randomi^ 

else begin 
CU=randomci; ifCL=0 then T: = l ;TEST:=TEST+l; Z:=0; 

end; 
end; 

The set of all possible valuations can generally be represented as cOi=(Z, T, TEST, 
CL, LS) for i=l,...,49. For example, valuations can be enumerated as follows: 
coi=(0,0,0,0,0),a)2=(0,0,0,0,l),a)3=(0,0,0,l,0),...,£013^1,0,0,0,0),...,a)25=(l,1,0,0,0), 
a)26=(l,l ,0,0,l) , . . . ,C037=(0,l ,0,0,0), . . . ,C048=(0,l ,2,l , l) ,C049=(.. . , . . . ,3, . . . , . . .) . 
Valuations from CO37 to 0)49 are final. 

We create matrix M ' which corresponds to one step of program M . Next, we 

calculate average number of steps of M . These values correspond to the average 
length of process which transmits data according to the state in which we began 
process. For example, if this process was started in state cO], it stops after 8,444 
iterations. If we take assumption that one repetition of loop executes in one unit of 
time, then average number of loop repetitions is average transmission time of data 
frame. 
The algorithms M and M were implemented in C language and the were executed 
1000000 times. The pseudorandom number generator Mersenne Twisters from 
GNU Scientific Library [8] was used. 
For each computation from the state coj the number of repeating loops was 
established and the average value was determined. This "experimental" average 
number of loop repetitions of programM equals m-^^ = 8,448 . The corresponding 

"theoretical" number of loop repetitions described in this section is 8,444. We 
obtained in "experiment" m^ = 6,337 as average number of repetitions of the 

whole program M. The mj^ to m^ ratio equals to 1,331. 

Transformation of M to the normal form in this experiment extends average length 
of computation by about 33 percents. 
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6 Final remarks 
The determination of average lengtii of probabilistic program computation which 
contains a few loops was the main goal of this paper. 
We discussed two solutions of this problem. The first method is popular (a 
program is treated as Markov Chain), so we focused our attention on 
transformation of a program to the normal form with only one loop. The operation 
of transformation preserves the final valuations and probabilities of probabilistic 
algorithms. Basing on the fact that the orders of the functions describing the 
average length of programs computations are the same, we use the normal form of 
the program to estimate average length of program computation with some loops. 
In our future work we shall compare these two methods. The results will be used 
in the case of the probabilistic algorithms with continuous time parameter. 
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Abstract. The article presents a simulator for testing the operation of automatic 
systems controlling ship's motion in situations threatening with collision, at the 
presence of poor hydro-and-meteorological conditions. The goal of the pre­
sented system is to support the navigator in decision making, with possible full 
replacement of his work in the future. Discussed is a method of determining a 
safe trajectory for the ship, and controlling its motion along this trajectory. The 
marine environment simulator presents navigational situations in a 3D graphical 
mode. 

1 Introduction 

Modern marine transport requires preserving dates of delivery to harbours located all 
over the world, irrespective of weather conditions and volumes of transported cargo. 
In case of passenger transport, an additional requirement should be taken into account 
which is providing passengers with adequate level of comfort. On the other hand, 
there is a tendency to reduce ship operation costs, and realisation of this task may 
unintentionally involve threats to human life and natural environment. Losing trans­
ported cargo is also possible. That is why securing safety of sailing is one of more 
important issues in present-time marine navigation. 
Among all causes of sea accidents, navigational errors compose a relatively big group 
[1, 2], Out of fifteen biggest ships lost in years 2003-2004, as many as nine cases 
referred to collision or stranding [2]. A method leading to the reduction of sea acci­
dent risk may be introducing solutions that support the navigator in decision making 
in the situations threatening with collisions. 
The article presents a simulator used for verifying the operation of automatic systems 
controlling ship's motion at sea. Analysed is the operation of the system in the situa­
tion threatening with collision, and in the presence of unfavourable hydro-and-
meteorological conditions. The developed simulator presents navigational situations 
using 3D graphics. 

2 The marine ship control system 

An essential issue concerning sea navigation is securing high safety of sailing. One of 
conditions to be met for proper realisation of this task is keeping a safe distance at 
which the objects sailing at sea pass each other. Determining the sailing trajectory, 
which consists of a series of turning points for the ship, should also take into account 
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economic criteria, important from the sliip owner's point of view. These criteria in­
clude: trajectory length, time needed for covering it, changes in ship's speed along 
particular trajectory segments, and number of manoeuvres to be executed by the ship. 
During the navigation along the already determined trajectory, a necessity for its 
change may occur. Possible trajectory changes should take into account the effect of 
all navigational constraints on the safety of sailing. These navigational constraints can 
be either of static or of dynamic nature. The static constraints include lands, water 
lanes, restricted traffic areas, navigational buoys, and lighthouses. The dynamic con­
straints have the form of moving vessels, and/or the areas of unfavourable weather 
conditions. 
Controlling the own ship can be executed by the PFSS (Path Finder and Ship Steer­
ing) system. Due to fact that it combines two techniques in its operation, which are 
evolutionary algorithms and the theory of fuzzy sets, the system will bear the name of 
a hybrid system for own ship control. The optimal trajectory of the own ship is de­
termined using an evolutionary algorithm (AE) presented in detail in [3],[4],[5]. The 
realisation of the already determined trajectory is executed by a trajectory controller, 
described in [4],[5],[6]. The adopted structure of own ship control in a collision situa­
tion is shown in Fig. 1. 
The optimal own ship trajectory is determined at three levels of control. At the first 
level, on the basis of known location of the starting and target harbours the global 
passing trajectory is determined, using the evolutionary algorithm and taking into 
account the navigational constraints. This task is executed by the GR (Global Route) 
subsystem of the PFSS system. 
Taking into account the dynamics of the own ship and the existing hydro-and-
meteorological conditions, on the basis of the trajectory determined by the GR sub­
system, control parameters are determined for the real trajectory of the own ship. The 
process is supervised by the second control level of the PFSS system, the task of 
which is to control ship's motion along the trajectory. At this level, the fuzzy trajec­
tory controller is used. This controller uses, as the reference, a virtual ship moving 
along the trajectory determined by the GR subsystem. The trajectory controller mak­
ing use of the virtual ship allows controlling the motion of the own ship along the 
trajectory segments linking consecutive turning points. In the vicinity of the turning 
points the virtual ship, followed then by the real object, moves along assumed semi­
circles. The radii of the semicircles are determined in separate procedures of the tra­
jectory controller, taking into account manoeuvring characteristics of the own ship. 
The developed trajectory controller consists of two separate fiizzy controllers of 
Mamdami type, namely the course controller and the speed controller. During the 
operation of these controllers, the deflection from the assumed course and the speed 
of the own ship along the assumed global trajectory are controlled and corrected in 
real time. The knowledge bases of the above discussed fiizzy controllers make use of 
expert's knowledge. 
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Fig. 1. The structure of own ship control with the aid of PFSS system in a collision situation. 

The third level of the own ship control in the PFSS system is activated in cases of 
collision threat signalled by the ARPA (Automatic Radar Plotting Aids) system. 
ARPA delivers processed data from the radar system on current positions and speed 
parameters of other object moving in the vicinity of the own ship. These data are also 
compared with those received, via radio, from AIS (Automatic Identification Sys­
tem). The vicinity of the own ship is defined as the area surrounding the ship within 
the range of radar observation. In practice, the range of this area is dictated by techni­
cal characteristics of the radars and can extend up to 120 sea miles. In cases when the 
safety zone, defined by the navigator around the own ship, is intruded by another 
ship, or the trajectory of the own ship crosses that of another moving object, ARPA 
generates a collision alarm signal. When this situation takes place, the alarm signal 
initiates the operation of an evolutionary algorithm, which makes corrections in the 
global trajectory already determined for the own ship. The evolutionary algorithm 
introduces new turning points, or corrects the location of the already existing points 
in order to maintain the optimal passing trajectory for the own ship. Correction of the 
global passing trajectory is done for the line segments between the current virtual ship 
position, being the source of the collision alarm, and the crossing point of the trajec­
tory with the horizon of observation, defined by the navigator. This trajectory part 
bears the name of a local passing trajectory of the own ship. This trajectory consists 
of a sequence of line segments of constant course and speed, and depends on the data 
delivered by ARPA on the navigational environment. The third level of the own ship 
control in PFSS was given the name of the LR (Local Route) subsystem.. 

3 Modelling dynamic environment for safe ship control system 

In order to verify the operation of PFSS, the 3D graphical simulator of navigational 
environment was developed. Its role is to map the behaviour of the own ship moving 
against the static and dynamic navigational constraints. The developed simulator 
allows modelling various navigational situations, with further verification of opera-
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tion of the own ship control system. The programme was written in the object tech­
nique making use of C++. 

3.1 Mathematical model of general cargo vessel B-481 

A basic component of the simulator is the model of the own ship. It is expected to 
map truly and precisely dynamic characteristics of the real vessel. The simulator uses 
a mathematical model of a general cargo vessel of roll on/roll off type, bearing a 
shipyard symbol B-481 [7]. A general scheme of the model is given in Fig. 2. 
The model includes dynamics of the hull and main propulsion, consisting of a single 
adjustable blade propeller, a blade rudder, and two lateral thrusters, one at the bow 
and one at the stem. Also modelled is the effect of hydro-and-meteorological distur­
bances (wind, waves, sea currents), and changes in dynamics caused by shallow wa­
ter. The model allows analysing dynamic characteristics of the own ship for two op­
erating states: ballasted ship and 100% load. 
The equations composing the presented mathematical model of the B-481 vessel are 
solved using a method based on the Runge-Kutta algorithm, presented in [9]. 

K. r. r, v,r. 

Additive 
disturbances 
{wind, waves, 
sea current) 

iVIain 
Engine 

HIE 
BOW& 
Stem 

Itirusters 

Strip's 
dynamics 

Slilp's 
Icinetics 

Fig. 2. Structure of the mathematical model of the own ship: tfs - assumed pitch of the main 
propulsion adjustable blade propeller, n's- assumed rotations of the main propulsion propeller, 
T- thrust of the main propulsion propeller, 4 - assumed deflection of the blade rudder, tfjo -
assumed propeller pitch of the bow thruster , ffj/{ - assumed propeller pitch of the stem 
thruster, K„s„ Xv- average speed and direction of the real wind, jf- direction of sea waves, Kp, 
yp - speed and direction of sea current, h - depth of the sailing region, u - ship's longitudinal 
speed, V - ship's transverse speed, r - ship's angular speed, /} - drift angle, Xs, ys - position 
coordinates, (/- ship's course, X, Y,N- forces and moments acting on ship's hull, [7] 

3.2 Modelling navigational environment 

The developed simulator of the marine environment allows modelling various naviga­
tional situations. 
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The dynamic objects, modelled in the simulator, are moving vessels and areas of 
unfavourable weather conditions, including cyclones. A cyclone is defined as the area 
of an assumed radius, moving at an assumed speed in an assumed direction. The 
weather conditions observed in the centre of the cyclone are assumed the worst, and 
improving with increased distance from the cyclone centre. 
The trajectories of other approaching ships consist of sequences of line segments with 
fixed courses and speeds, and are not subject to modifications. Dynamic characteris­
tics of the approaching ships are not determined nor modelled, only their kinetics is 
taken into consideration. 
The model of hydro-and-meteorological disturbances includes forces from sea cur­
rents and wind. Data on atmospheric conditions are generated in the simulator and 
taken into account when the system of equations comprising the mathematical model 
of the own ship is solved. Current values of particular parameters are generated in a 
random way, smoothness of their changes being preserved. 
Modelled were also other static components of the marine environment, having the 
form of navigational buoys, lighthouses, and fishing nets. The simulator takes into 
account the effect of shallow water, modelled in the form of polygons with attributed 
depths. It was preliminarily assumed that the simulator would allow the object to 
move in the marine environment, integral part of which is the coast-line making the 
constraints for ships' motion. Land configuration is randomly generated, preserving 
an assumed contour of the coast-line. 

4 Operation of the simulator and simulation tests 

Parameters of motion of the dynamic objects and the positions of static objects, in­
cluding land contours and shallow water regions, are initialised once when the pro­
gramme is starter. 
During the operation of the programme the information is cyclically exchanged be­
tween the mathematical model of the ship and the graphic environment. Changes in 
ship's position, course and/or speed are visualized in the displayed graphics. The 
simulator user can control the ship and particular parameters of its operation There is 
also a possibility to observe the vicinity of the ship. The navigating window of the 
simulator is shown in Fig. 3. 
In order to model navigational situations, twenty 3D silhouettes were implemented of 
various types of vessels (tankers, bulk cargo ships, passenger ferries, sailing vessels, 
and yachts) essential irom the point of view of MPDM regulations. Some silhouettes 
available in the simulator are shown in Fig. 4. 
The simulator user can observe changes in weather situation and sea state, presented 
in 3D graphical technique. The length and height of waves are changed according to 
Pedersen scale, while atmospheric conditions are determined using the Beaufort scale, 
for which the visibility ranges have been determined. Different meteorological condi­
tions are shown in Fig. 4. 



242 Biometrics, Computer Security Systems and Artificial Intelligence Applications 

c wv '» 'f 'I' 'I' f'lypw 

• • ' " 

: : : . : : . w } A i : { r } } } } { i i i S ; } v ^ ^ 
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Fig. 3. PFSS simulator navigating window 

Static elements, modelled in the simulator, that compose the navigational situation are 
shown in Fig. 5. 
The radar screen with the ARPA system implemented in the simulator is shown in 
Fig. 6. In presented situation the own ship encounters two ships. The second of them 
is causing the collision risk. The lands and the shallow water which is marked by the 
buoys are the additional constraints for given situation. The developed manoeuvre 
which makes possible to avoid the collision is visible on the fig. 7. The correction of 
the global route of passage is marked by the dotted line. The achieved trajectory of 
the own ship is marked by the solid line. 
Behavoiur of own ship is described by the set of the parameters presented in the 
chapter 3.1. The most important of them are presented on fig. 8. During realisation of 
the developed manoeuvre the ship was under influence of disturbances like the wind, 
the sea strem etc. The graphical charts which describing those disturbances are visible 
on fig. 9. 



A Marine Environment Simulator for Testing Ship Control Systems in Dangerous 
Situations 243 

Fig. 5. Simulator environment static components 
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5 Conclusions 

The presented hybrid PFSS system for safe ship control in a collision situation, mak­
ing use of computer techniques: evolutionary algorithms and fuzzy control for deter­
mining optimal passing trajectory for the own ship, makes a novel approach to the 
problem of avoiding collisions at sea, in the environment with navigational con­
straints of static and dynamic nature. 
The simulator models basic dynamic parameters of the marine environment. Taken 
into account are phenomena connected with bad visibility, the effect of shallow wa­
ter, and/or the presence of other navigational objects of static (lands, water lanes, 
navigational buoys, restricted traffic areas, lighthouses) and dynamic nature (other 
moving ships and areas of unfavourable weather conditions). The applied mathemati­
cal model of the ship maps dynamic characteristics of the B-481 vessel. Further ac­
tivities in this area will be oriented on complementing the navigational environment 
by other elements, such as: offings, water lanes, etc. The simulator allows modelling 
various navigational situations, thus providing opportunities for verification of the 
proposed ship control system. 

The presented simulator, operating with the PFSS system, may make an effective tool 
for learning sea navigation. It can also be used as the system supporting navigators in 
decision making at sea. 
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Abstract. Fluid particles physics and related theories have been sources of in­
spiration for a large number of poweriul computational techniques. A class of 
these powerfiil techniques, particularly efficient in the case of degraded images 
reconstruction, is the class of stochastic algorithms. Among them, especially, 
"simulated annealing" based approaches, inspired from particles thermodynam­
ics, show several attractive features. However, the reconstruction of degraded 
images using iterative stochastic processes requires a large number of opera­
tions and is very time consumer. This paper deals with image enhancement and 
restoration approach based on particles interaction in a 2-D fluid. Several mod­
els have been presented. Implementation compromises of the presented ap­
proaches have been discussed. Simulation results validating issued techniques 
have been reported. 

1 Introduction 

Physics and related phenomena have been and remain central motivations for devel­
oping theories in mathematics. Especially, probability theory and issued probabilistic 
techniques have contributed in formalization of a wide range of areas in physics 
among which are: thermodynamics, fluids mechanics and solid state physics. If these 
areas, as other areas of physics, have upgraded from mathematics, since the middle of 
last century they have been sources of inspiration for a large number of computational 
powerful techniques. A significant example is the increasing importance, since their 
introduction by Metropolis and Ulam [1], of Monte-Carlo algorithms for solving 
computational problems in high dimensional spaces. 
A class of these algorithms, called "simulated annealing", has been derived from 
Metropolis algorithm by Kirkpatrick [2] and [3] leaded to powerfiil tools to obtain 
near optimal solution to NP (non polynomial) complex optimization problems. An­
other class of applications called "stochastic relaxation" have been reported by Ge-
man & Geman [4], for which a number of applications in image processing have 
been described by [5] showing the possibility of parallelization of these algorithms. 
Finally, in [6], Carnevali et al. show the equivalence between a physical system 
(modeled in the frame of the Ising model) and image restoration problem and have 
proposed a powerful iterative stochastic relaxation based algorithm for picture half­
toning and picture smoothing (filtering) problems [6]. 
Several interests contribute to appeal of such approaches: the first advantage of such 
techniques is related to the fact that they don't need any prior hypothesis on nature of 
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information to be processed. So, in the area of image restoration, one doesn't need any 
prior knowledge concerning the image to be restored. The second reward comes from 
local interaction in such approaches offering a natural parallelization possibility. An­
other advantage is related to the fact that a same "cost function minimization" process 
is used for both half-toning and smoothing operations. So, firstly a multi-level image 
(degraded one) is converted on a half-toned image and secondly, the obtained half-
toned image is smoothed or restored. Finally, the binary nature of half-toned image 
offers possibility to restore degraded multi-level images using binary images restora­
tion techniques, which are quicker comparing to the multi-level image processing 
techniques. 

However, generally, the reconstruction of degraded pictures with iterative stochastic 
processes needs a large number of operations leading to very time consummator com­
putation procedures [13]. Three approaches could be combined to reduce the process­
ing time. The first one consists on simplifying the algorithm in order to reach an ac­
ceptable execution time. The second one consists on finding acceptable compromises 
in order to reach convergence conditions (which generally are based on infinite dy­
namics and asymptotical conditions [7]) in a finite dynamics setting. Finally, the last 
one consists on using a well adapted (dedicated) computer or processor architecture 
[8]. In fact, taking into account the local character of the information in a picture, 
several authors have suggested to operate in a parallel way ([9], [10], [11], [12]). 
This paper deals with image enhancement and image half-toning using fluid particles 
physics issued techniques. The next section of the present paper will first introduce a 
simple image noises filtering algorithm inspired from "magnetic spins" theory in order 
to set up the background (philosophy) of such kind of models. Then, the original 
Camevali's algorithm, a more complex model which uses the Metropolis updating 
dynamics, will be presented. Finally, the same section will discuss a modified version 
of this algorithm using a different updating dynamics (Glauber dynamics). The section 
3 will discuss the implementation compromises. The two updating dynamics (Me­
tropolis's one and Glauber's one) will be compared to point out compromises leading 
to a reasonable implementation of Camevali's algorithm for image enhancement and 
restoration. The section 4 will present and discuss the implementation aspects. Simula­
tion results validating those compromises will be reported in this section. Finally, the 
last section will conclude the present article giving some perspectives. 

2 Image and 2-D Fluid Particles System 

One of the famous models dealing with thermo-dynamical particles interaction is the 
Ising model. Issued from statistical physics, this model asserts that macroscopic state 
of a fluid results from probabilistic (statistical) features of local interactions of parti­
cles composing the fluid. A particle is supposed on the one hand, to interact with other 
particles and on the other hand to interact with external forces (fields). So, a given 
particle of such system will interact with its neighbors in some neighborhood (the 
nearest particles). In this case, one can associate an energy function to such particles 
which will depend on the one hand to some external interaction (external field), and 
on the other hand, to internal interactions (in particles local neighborhood). Fig.l 
gives a schematic of 2-D particles interaction neighborhood. 
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Fig. 1. General bloc diagram of 2-D system of fluid particles. 

By analogy to the fluid particles system, an image could be assimilated to a 2-D 
thermodynamically modeled system where each image's pixel is a 2-D particle inter­
acting with other particles (other pixels). In this way and based on the above-
mentioned analogy between an image and a fluid system, the perceptible aspect (visi­
ble aspect) of an image could be assimilated to a particular "state" of that 2-D fluid 
system, which depends on thermo-dynamical conditions (as the thermo-dynamical 
state of the matter which could be gas, liquid or solid). As for a fluid particles sys­
tem, an "energy function" (called also "cost fUnction") could be associated to a pixel. 
The pixel's energy could be defined on the basis of local features of the image (pixels 
local interaction) or on the basis of global characteristics (pixels interaction with 
some external force). 

2.1 Image Noises Filtering Modeled as 2-D Magnetic Spins Interaction 

Image pixels (i.e. particles of this 2-D system) are supposed to change their "mag­
netic spin's" state, which takes two different values (polarization): "spin-up" (i.e. 
"1") or "spin-down" (i.e. "0"). Each pixel interacts with its four neighbors (localized 
at east, west, north and sought of the considered pixel). The interaction is assumed to 
be local only (no external magnetic field disturbs the system). The energy associated 
to a pixel depends to its magnetic state as well as to magnetic states of its neighbors. 
It is defined as the average of states of interacting particles. Finally, the state updating 
dynamics is a simplified "Fermi-Dirac" dynamics given by relation (1) where Eb -
black pixel energy, E„- white pixel energy, T - system's temperature (supposed to be 
a positive value). 

(1) 

^̂  _v -V 
The principle of noise removal is based on the following principle: the noisy image is 
assimilated to the state of a 2-D fluid particles system in "high temperature". So, the 
cooling (decreasing the temperature) of such 2-D fluid particles system will lead to 
noise elimination from the image. However, the cooling process should be repeated 
successively in order to stabilize the system's final state. Fig.2 gives example of sue-
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cessive cooling-heating decreasing stress process conducting to noise removal. Fig.3 
give simulation results relative to noise filtering of the noisy image using a dynamics 
based on successive "decreasing thermal chocks". The system starts from high tem­
perature state (corresponding to the noisy image). Then a cooling-heating decreasing 
stress (thermal chock) is applied to the system several times (until reaching a low 
temperature gradient). 

TI Decreasing Thermal Chocks 
1 0 - -

H—I—h H—h 
2 3 4 5 6 7 8 9 

Number of Iterations 

Fig. 2. Successive cooling-heating decreasing thermal shocks diagram. 
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Fig. 3. Simulation results showing cooling-heating decreasing stress successive steps. 

2.2 Carnevali's Algorithm 

Inspired, as the above-presented noise removal simple approach, from Ising's theory, 
the Carnevalli & al. algorithm (introduced in [6]) assimilates also each image's pixel 
to a particle in a 2-D thermodynamically modeled system. Carnevali & al. show the 
equivalence between the 2-D Ising model and image low level processing. They gave 
the energy functions corresponding to image smoothing (noise filtering) and image 
half-toning. The image half-toning consists on encoding a multilevel (grey level) 
image in order to obtain a binary image in which grey levels are represented by some 
spatial (2-D) density of binary states (for example, a spatial density of "1" in a given 
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region of the half-toned image). Let focus this case. The following notation will be 
used: 

- ajj: pixel of the multilevel image, with aij G [-1, +1 ] 
- bjj : corresponding pixel of the half-toned image 
- Vij^k^i: some kernel with the following properties: 

F,,,,,,>0and5]^Vi,j,,,,=l 
k 1 

The energy function (particle interaction) could be written as relation (2), 

where/l = 2, &ij=^Y^\jx\ ^Ki ^^^ 'iJW = S S ^ i J . " . " " '̂ ".m.k.i-

' J il Jl '2 J2 

To update the pixel's value, original Carnevali's algorithm uses the Metropolis dy­
namics which samples the system's states according to the Boltzmann's distribution. 
In the "Metropolis" updating rule (updating dynamics), the new value of the pixel is 
decided according to the relation (3), where T - control parameter (called also "tem­
perature"), X" - the i-th particle's state at discrete time n, E - the system's energy 

value, P(.) - probability function, pfx"^''«- x" signifies the probability to replace 

the pixel's value by the complementary binary value of the pixel's actual value. 

If E'<E:X^*^=X^ ^^^ 

E'-E 

If E'< E-.Xf^^ <r- RND(X,T)with :PJxJ' + ' 

Glauber decision dynamics is another alternative rule to decide the state changes. 
This second updating rule, called "Glauber" decision rule, operates according to the 
relation (4) where p\Xj''^^ <-"0") signifies the probability to assign value "0" to the i-

th particle's state (i.e. probability for replacing its actual state's value by "0"). In this 
updating rule, in all cases, the new value of the pixel (state) is determined randomly. 
The relation (4) corresponds to the probability to have a "0" as new value of i-th pixel 
in the image. As in the case of the Metropolis dynamics, the state transition probabil­
ity depends on the one hand, to the pixel's energy and on the other hand to the T 
control parameter. 

V£: 1 + exp '-
T 

p{xP'^^ <r- "V')=l-p[xP'^^ <- o) 

Several points of the original Carnevali's algorithm make this algorithm and issued 
image processing techniques unrealizable (not easy to implement). Among the most 
important ones are the following: 

- in the original version of the algorithm the image pixels values belong to the con-
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tinuous interval [-1, +1]. 
- in the same way, the energy is also encoded supposing an infinite precision (all 

possible values belonging to the continuous interval [-1, +1]). 
- concerning the update dynamics (Metropolis dynamics), the convergence is in­

sured only asymptotically. In the reality, the processing time is a chief condition 
to make a technique usable. 

Taking into account the above presented discussion, the implementation of the algo­
rithm requires modification of the original algorithm. However, the modification of 
the original algorithm should be completed by a number of heuristic compromises in 
order to establish the convergence conditions. 

2.3 Model Modification 

As the Carnevali's model, the proposed modified model is also based on 2-D particles 
interactions physical process. However, several aspects are completely different from 
the Carnavali's model. The modified points are: 

- all used values in the new model are integers with finite number of bits (number, 
which should be determined), 

- all Vjĵ k î are supposed to be constants and identical, 
- the value of X parameter in relation (2) is supposed to be 1, 
- the parameter T is also supposed to be an integer. 

The first consequence of the above-considered corrective hypothesis is related to 
the energy value, which will become also integer and not normalized. However, as in 
the Carnevali's (original) version of this algorithm the simulated annealing control 
parameter T is a real, so, such hypothesis is equivalent to a measurement gauge (stan­
dard) modification for this control parameter. 
According to the above mentioned hypothesis (relative to the algorithm's modifica­
tions), and considering the fact that in the Carnevali's process the neighborhood does­
n't change, the energy variation will be given by the relation (5) with : b, y e {0 , 1} 
and A bi i e {-1 , 0 , 1}. The decision dynamics could be the Metropolis (as in the 
case of Carnevali's original version) or the Glauber's one. 

AE = E-E'= -4o,,o ^ij + ̂ XS*'-^ ^''••J ^^^ 

3 Implementation Compromises 

As a first compromise, we have considered a 256 levels input image. That means that 
each pixel of the input image is coded with 8 bits only. The second point concerns the 
interaction neighborhood. Two neighborhoods could be considered: "4 nearest cells" 
neighborhood and "8 nearest cells" neighborhood. However, the choice of the first 
connection topology doesn't lead to the most appropriated solution because of the 
weak number of interacting cells in such connection topology. 
The next constraint is related to the convergence conditions: that could be seen as the 
number of necessary iterations to have an acceptable result. Three points will hold 
sway the compromise: the first one is the temperature control parameter range of 
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variations, the second one, is the resemblance criteria between the multileveled and 
half-toed images, and the last one is the choice of an appropriated updating dynamic. 
These three points are not independent from each other. For example, an acceptable 
resemblance criterion will depend on the one hand, to the choice of an appropriated 
updating dynamic, and on the other hand to the number of iterations before stooping 
the processing as well as to the temperature control parameter evolution. 
The T control parameter's evolution has been performed using the following simple 
heuristic T^ = T^.i -1 where T^ are integers. The starting value of Tk is also an inte­
ger and TpiNAL ^ 1 (minimum value of Tk) stops the processing. The main advan­
tage of such dynamic is it's implementation facility. 

uoo 
1000 

800 

600 

400 

200 

COST FUNCTION EVOLUTION 

Number of iterations 

too 200 

Number of iterations 

Fig. 4. Energy function (cost function) evolution using Metropolis (left) and Glauber's (right) 
updating dynamics. 

Concerning the update dynamic, Fig.4 shows examples of simulated cost function 
evolution in the case of the Metropolis and Glauber updating dynamics respectively. 
The process interruption condition (stop condition) corresponded to T parameter 
value reaching the magnitude TpiNAL ~ 1; for the starting value of T parameter (To) 
a set of values, varying from 1 to 1000, have been considered. One can remark that 
there is a range where the cost functions reaches some minimum value. This result 
leads to following conclusions: an acceptable resemblance could be obtained with 30 
to 70 iterations. The starting value of the temperature control parameter could then be 
chosen in a finite range: 30 < TQ < 50. 
An acceptable neighborhood around a pixel is a 3 by 3 (i.e. the pixel and its 8 
neighbors). In this case, the local energy (E) associated to a given pixel of the input 
multilevel image at a given value of T control parameter will satisfy the following 
condition: 0 < £ < 8 a , where a - maximum possible value of the pixel grey level (256 

with the considered compromises discussed in previous section). If AE denotes the 
energy variation during a step of the process, then according to the modified algo­
rithm, the range of variations of AE will satisfy the following condition: AE < 2^2 
(i.e. about 4000). 

4 DSP Processors Based Parallel Implementation 

The implementation has been based on a "large grain" parallelization: consisting on 
dividing the image in several sub-images and processing each sub-image by a dedi­
cated unit. As the most recurrent operation is the "multiplication" operation, a DSP 
architecture becomes a pertinent choice for hardware implementation of the presented 
technique. However, the number of processing units (here DSP) is depending to the 
available hardware architecture (offering only a limited number of processors). That's 
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why the implementation strategy should be optimized from the point of view of algo­
rithm to hardware transfer methodology. 

4.1 Implementation Methodology 

The implementation has been performed using Algorithm to Architecture Adaptation 
(A )̂ methodology ([14], [15], [16], [17]), an algorithm-to-hardware optimizer de­
signed by INRIA (Institut National de Recherche en Informatique et Automatique). In 
this methodology, the implementation is seen as a set of graph transformations. 
Firstly a graph theory based software description of the algorithm is performed lead­
ing to some potential (required) parallelism of its implementation: a software execu­
tion graph, called 'software graph' is generated. Then, taking into account the hard­
ware architecture, the available (possible) parallelism is analyzed leading to a graph 
description of hardware called 'hardware graph'. The above mentioned graphs are 
transformed to reach the best correspondence between software and available hard­
ware architecture. Finally, an execution diagram is generated leading to an executable 
' C language based code. A development environment allows graphic (object) based 
description possibility leading to implementation facility. 
In our case, the hardware implementation is based on four TMS 320C40 DSP proces­
sors ([16] [17]). As the used DSP processor is a 32 bits processor, we have organized 
the memory register in the following way: 

• bits 0 and 1 are dedicated to the changes announcement. 
• bits 2 to 14 correspond to the AEj. 
• bits 15 indicates if the pixel belongs to a marked region of the image. 
• bits 16 to 23 are dedicated to the storage of the multilevel input image pixel 

value. 
• bits 31 indicates that the level of the output image pixel ( 0 for black and 1 for 

white). 
• others bits are dedicated to the pixel's position in the image. 

At the beginning of the process, the bit 15 is set down to 0, and the bit 31 set up to 1 
(which indicates that the initial output image is a black image). The figure 6 repre­
sents the execution micro-actions bloc diagram issued from A' optimization method­
ology and corresponding tool. It leads to the fiilly digital parallel hardware implemen­
tation of the algorithm. CI to C4 are four DSP processors. The input image is divided 
into four sub-images with a single pixel overlap region. Each DSP unit processes one 
sub-image. The result of each unit is collected by the manager processor ('root' in 
the Figure 5, which is also a DSP processor) and communicated to the main computer 
(a Pentium 100 PC). 
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^EL 
-..trr^^*-

iZP 
Fig. 5. A ' methodology issued implementation micro-actions execution bloc diagram. 

4.2 Experimental Results and Performances Measurement 

Figures 6 shows examples of the image half-toning obtained from our parallel hard­
ware implementation. One can remark that the output binary images reproduce the 
gray levels of the original multilevel image. The Table 1 summarizes the experimen­
tal results relative to the performance evaluation of the system. This table gives the 
execution time, the speed-up indicator and the efficiency indicator when the system 
(PC computer) operates without additional DSP, with one additional DSP, with 2 
additional DSP, with 3 additional DSP and with 4 additional DSP. The speed-up 
indicator represents the time gain obtained under a given degree of parallelization 
(number of additional devices, here additional DSP). The efficiency indicator, de­
pending to both speed-up indicator and parallelization degree, is computed using the 
relation (6). 

Eff. 
(Speed-Up)xlOO 

Parallelization deg ree +1 
(6) 
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Fig. 6. Experimental results of image half-toning using hardware implementation showing 
original multilevel input images (left) and half-toned binary images (right). 

Table 1. Experimental results relative to the performance evaluation of the system. 
Degree of paralleliza- Execution Speed-Up Efificiency 

tion Time (s) (%) 

PC Computer only 

PC + 1 DSP 

PC + 2 DSP 

PC + 3 DSP 

PC + 4 DSP 

7.58 

4.03 

2.73 

2.11 

1.71 

1.88 

2.77 

3.59 

4.43 

94.3 

92.5 

89.8 

88.6 

One can remark that this indicator decreases with parallelization degree. The reason is 
related to the increase of number of communications (here communication time be­
tween DSP processors) when the number of used processors increases. In other 
words, when one increases the number of processing units, it is not always possible to 
reach computational speed proportionally to the processor's number incensement. 
Moreover, in case where inappropriate processor architecture is used, the incense­
ment of the number processors could conduct to a lowest performance comparing to a 
single processor computational time. 
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5 Conclusion 

Two simulated annealing based algorithms, inspired from fluid particles physics, for 
image processing have been presented and discussed. The first one enhancing de­
graded image and the second encoding color images in half-toned representation. The 
main advantage of such approach is related to the fact that in they don't need any 
prior hypothesis on nature of information to be restored. However, iterative stochastic 
processes require a large number of operations and are still out of real time. To im­
prove the execution time of such stochastic iterative algorithms, a DSP based fully 
digital implementation has been studied, discussed and validated. The implementation 
architecture has been optimized to reach acceptable computational complexity taking 
into account the available hardware and using A' methodology. Another approach to 
reduce the processing time is hybridization of simulated annealing and artificial neu­
ral network (ANN) models where a partial simulated annealing issued image is re­
stored using an ANN [18]. 
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Abstract. A new algorithm for computing main measures of effectiveness in a 
special type of a tandem model witti finite capacity of buffer is presented. In 
such a model, the finite capacity buffer is located between two multi-channel 
nodes, where tasks are processed. This type of model provides realistic and ob­
jective foundation for performance evaluation in the discrete flow systems such 
as information systems, computer networks, etc. For instant, in the tandem 
model with finite capacity of buffer, if the buffer is full, the blocking mecha­
nisms restricts the arrival of any new processes and the newly generated tasks 
are blocked in an input node until the transmission process is resumed. 

1 Introduction 

In the mathematical models of discrete flow systems, which are effective and realistic 
tools for performance analysis of wide class systems such as transportation networks, 
flexible manufacturing systems, or telecommunication subnetworks, tandem models 
with finite capacity of buffer and blocking mechanisms are often used [I, 6, 13, 14, 
22]. 
Over a period of years, many publications have been written related to the analysis 
and application of tandem models however, but there is still a great interest to the 
systems with limitations on the capacity of buffers under different blocking mecha­
nisms [2, 3,4, 8, 16, 21]. The blocking mechanism restricts the total intensity of input 
streams by forcing certain limitations on the blocking and synchronization mecha­
nisms [5, 9, 20]. 
This paper provides a mathematical study of a special type of a tandem model with 
finite capacity of a buffer. In this type of model, the buffer is located beetween two 
multi-channel nodes (tandem configuration is shown in Fig. 1). As it is shown in Fig. 
1, the tandem has an input node with N parallel service lines and the other, output 
node consists of c parallel service lines. In the tandem model, all these service lines in 
the output node have a common waiting buffer with finite capacity which is equal to 
m. If the buffer is full (blocking), we might experience a storage problem with the 
newly generated tasks. In this document, blocked tasks are located temporarily on the 
input node. In this scenario, if the buffer has any free space, the transmission process 
to the service center is immediately resumed. 
In this paper, the all-possible states of the tandem have been defined, that allows the 
calculation of steady-state probabilities and main measures of the effectiveness. In 
addition, a number of algorithms are presented allowing calculation of some parame-
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ters such as blocking probability, mean response time in the output node, blocking 
time, the percentage of buffers filling, tandem throughput etc. 

Input node 

Output 
node 

Buffer 
(m) 

Fig. 1. Tandem configuration with blocking 

2 Exact analysis of the mathematical model 

Let us consider the tandem model with the finite capacity of buffer as presented in 
Fig. 1. The general assumptions for this model are: 

the input node has N parallel service lines, 
any input line generates tasks independently and arrival process is exponen­
tially distributed and depicted with parameter X=l/a (where a is the mean in­
ter-arrival time), 
c parallel service lines on the output node are available, 
each service time in the output node is exponentially distributed with the 
mean value s=l/iu (where /j is the mean service rate), 
the capacity of buffer is finite, say, of size m. 

The state diagram for the presented tandem has the following structure: 

Ho<r Ml 
> / / / . . . Hc+m • • • Hf^+c+m-l <" 

MN^ ^N+c+m-l ^H„ 

For this model, the possible states are: 
Ho - idle tandem (empty buffer and output node), 
H] - one task in process at any service line in the output node, empty buffer, 

He - c tasks in the process, empty buffer, 
Hc+i - c tasks in the process, one task in the buffer, 

Hc+m - c tasks in the process, m tasks in the queue (the buffer is full), 
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f^c+m+i - c tasks in the process, m tasks in the queue (the buffer is fiill), 
a newly generated task is blocked in the input node, 

Hc+m+2 - c tasks in the process, m tasks in the queue (the buffer is full), 
two tasks are blocked in the input node, 

HN+CHH - c tasks in the output node, m tasks in the buffer, A'̂  tasks are 
blocked in the input node. 

Now, we will determine the effective task rates in the tandem: 

Xa=- X,= . . . = X k = N - k for 0<A:<c + m (1) 

Xk = (N+c+m-k) • I for c + m + l<k<N + c + m . 

and the service rates in the output node: 

/ ' /= / ' , fi2=2-/ii, ..., /Ji=i-fi, ..., /Uc= ...=juu+c+„ = c-ju (2) 

Based on queuing theory [3, 12, 14], before we evaluate the main measurements of 
effectiveness, we must calculate all the probabilities of states/?* (k = 0, ... , N+c+m) 
in the statistical equilibrium. 
The steady-state probability pk can be interpreted as the probability of finding k tasks 
in the tandem at an arbitrary point of time after the process has reached statistical 
equilibrium. 
The set of equations to get the steady-state solution for p* [12], may be written as: 

0 = -(Xk+ Hi)pk + t*k*iPk*i + Xk-iPk-i for k=l, 2, 3, ... , N+m+c-1 (3) 

0 = -XoPo+MiPi for ^""0 

0 = XN+c+m-lPN+c+m-l - /^N+c+mPmc+m fOr k=N+C+m . 

These equations may be solved recursively, by the first writing of the equivalent 
equation relating/?; withpo: 

P^=^Po. (4) 
MI 

similarly for pk '• 

Pk= Po • (5) 
ju,M2M3-Mk 

or equivalently: 

Pk= :; ; Po=-rTp-Po fox 0<k<c (6) 
H-ln-kn k! 

NX-NX--NX N''-c' k 
Pk=—; Po= i—P -Po for c<k<c + m 

NX-NX---(N + c + m-k)X N''-'"c''N! , 
p = p -— p " . „ 

H-2n-cncn--ciii c''(N + c + m-k)!c! 
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A 
for c + m<k<N + c + m and where p = — . 

M 
N+c+m 

Where po is found by the commonly-used way from ^p^ =1 ,as 
k=0 

t^ok! '^•'i=c+;c* a t^c-.m+icUN + c + m-k)! 

Now, we can derive measurements of effectiveness for the tandem network with 
finite capacity of buffers using steady-state probabilities given by Equation 6 in the 
following manner: 
1. Idle tandem probability: 

^ A'* i c" ".^ N'' k N'^'"c'N! '^t^'" -0* ,_; 

t^ok! c'-kt;^^ic'' a k=^„^ic''(N + c + m-k)! 

(8) 
2. Blocking probability pu: 

N'^^c'N! ^^^"^ p* 
Phl-Pc+m+l+ ••• + Pc+m+N = Po ; X " T • W 

C-' k^c+m+lC^fN + C + m-k)! 

3. The average number of tasks in the buffer v: 

V = J Pc+I + ... + (m-1) -pc+m-J + m -Pc+m + m •Pc+m+l+ ••• + m-pc+m+N = 

c+m c+m+N 

= J](k-c)-Pk+m- J^Pt = 
k=c+l k=c+m+l 

= Po—r2l- i P+m-Po- ^ 
k,M 1.M a k=c^, c" a k=,+„+,c''(N + c + m-k) 

4. The average number of blocked tasks in the input node «*/: 
(10) 

«W - JPc+m+l + 2-pc+m+2 + ••• +N-pj^+c*„ = 

^^^N N'^"'c'N! ^X^"" (k-c-m)-p'' 
= 2_,('^~^~"^)Pk- 2 J k — • ( ^ 

k=c+m+i <^' k=c+m+ic (N + c + m-k)! 

5. The average number of tasks in the both: the buffer and the output node n: 

n = 1 •p,+ 2 •p2+ . . . +(c+m-l) pcm-l + (c+m) -pc+m + . . . + (c+m) -pc+m+N = 

c+m N+c+m 

= Y.'^-Pk + (c+m) • YuPk = 
k=I k-c+m+I 
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k=i ' '• < '̂ k=c+i c 

+(c+m) y ——~ ] 
C-' k4^,„+,c''(N + c + m-k)! 

6. The average number of non-blocked tasks on the input node l\: 

ll=N -po + . . . + N -Pc^m + (N-])-pc+„+i + . . . + (N- i)-pc*mH + . . . + 0 • Pc+m+N = 

c+m N+c+m 

= ^-Z^*+ ^(N + c + m-k)-p,= (13) 
k=0 k=c+m+l 

= Po[lL-TrP^-7^—irP^ -,— E -T77, -77:] 
k^o *•' '••'*frt; c* c! k^^m+i c''(N + c + m-k)! 

7. The average number of tasks on the service lines in the output node I2: 

h = 0 -po +1-Pl +...+ C-Pc + C-pc+i+...+ C-pc+m+N = 

c N+c+m 

= Z^'-P*+''' 'LPk = 
k=0 k=c+I 

t=0 "• '•• k=c+l C 

^ ; 

(14) 

<:' k:.f:t,+ic''(N + c + m-k).' 

8. The mean rate of arrivals into the output node A: 

A=N-X-po+ . . . + N-X-pc^n + (N-l)-X -Pc+m^i + . . . + (N-k)-X •Pc+m+k + 

. . . + 0-Apc+m+N = 

c+m N+c+m 

= N-X-^Pi,+A- ^(N + c + m-k)-p,,= 
k=0 k=c+m+l 

=po-^-[i:-^p'^-i:^-j-p'^ 
kH) «•' C/ i^,.^.; C 

N'*'"c'N! ^^^"' (N + c + m-k)-p'' 
(15) 

] 
'••' k=c+m+i cUN + c + m-k)! 

9. The mean response time of the output node (waiting + service times)'qi: 

q=^ . (16) 
A 

10. The mean waiting time in the buffer w : 

w = — . (17) 
A 
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11. The mean blocking time of taslcs in the input node tu: 

hi — . (18) 

12. The mean delay time in the tandem ta: 

J 1 
A jil 

13. Tandem throughput o : 

cr = -
N 

(19) 

(20) 

3 Numerical example 

In this section, the results of the tandem examination (configuration as on Fig. 1) are 
presented. To demonstrate the analysis of tandem with blocking, the following con­
figuration parameters are chosen, for the input node: N = 28 with a=l/X that changes 
within a range from 10.0 to 80.0 time units with the step which is equal to 5 (for 
studying model with the different coefficient of the utility). The output node contents 
c = 6 parallel service channels, and the service time s = 4.0 time units. The buffer has 
finite capacity (size) m =12. 
For the above model with a finite buffer capacity, the following results were obtained, 
where the most part of them are presented on the Fig. 2, 3 and Tables 1,2. 

Probabilities 

utility 

Idle-pr 

bloc-pr 

- • buff-fill 

25 35 45 55 65 
Mean Interarrival time 

85 

Fig. 2. The probability factors (parameters), where utility is the utilization factor, idle-pr is the 
probability of the idle output node, bloc-pr is the blocking probability of the input node and 
buff-fill is the filling co-efficient of the tandem buffer 
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Measurements of effectiviness 

utility 

stream 

through 

— - act-par 

5 15 25 35 45 55 65 75 85 
Mean interarrival time 

Fig. 3. The parameters related to the mean number of tasks: utility is the utilization factor, 
stream is the mean rate of tasks arrival into the output node, through is the tandem throughput 
co-efficient, act-par is the relation co-efficient (the average number of non-blocked tasks to Â  

Table 1. The main measurements of the effectiveness: a comparison of the mean time parame­
ters 

a 

10 
IS 
20 
25 
30 
35 
40 
45 
50 
55 
60 
65 
70 
75 
80 

Mean time 

CI 
12.00 
11.57 
7.58 
5.04 
4.39 
4.18 
4.09 
4.05 
4.03 
4.02 
4.01 
4.01 
4.01 
4.00 
4.00 

w 
8.00 
7.57 
3.58 
1.04 
0.39 
0.18 
0.09 
0.05 
0.03 
0.02 
0.01 
0.01 
0.01 
0.00 
0.00 

hi 
8.67 
3.70 
0.42 
0.02 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 

td 
30.66 
30.27 
28.00 
30.06 
34.39 
39.18 
44.09 
49.05 
54.03 
59.02 
64.01 
69.01 
74.01 
79.00 
84.00 

Utility 

1.000 
0.998 
0.914 
0.746 
0.622 
0.533 
0.467 
0.415 
0.373 
0.339 
0.311 
0.287 
0.267 
0.249 
0.233 
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Table 2. The main measurements of the effectiveness: a comparison of the mean number of 
tasks 

a 

10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
60 
65 
70 
75 
80 

Mean number of tasks 

nti 
13.00 
5.54 
0.57 
0.02 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 

V 

12.00 
11.34 
4.91 
1.16 
0.37 
0.14 
0.07 
0.03 
0.02 
0.01 
0.01 
0.00 
0.00 
0.00 
0.00 

// 
15.00 
22.46 
27.43 
27.98 
28.00 
28.00 
28.00 
28.00 
28.00 
28.00 
28.00 
28.00 
28.00 
28.00 
28.00 

h 
6.00 
5.99 
5.49 
4.48 
3.73 
3.20 
2.80 
2.49 
2.24 
2.04 
1.86 
1.72 
1.60 
1.49 
1.40 

n 
18.00 
17.33 
10.40 
5.64 
4.10 
3.34 
2.87 
2.52 
2.26 
2.05 
1.87 
1.72 
1.60 
1.49 
1.40 

Utility 

1.000 
0.998 
0.914 
0.746 
0.622 
0.533 
0.467 
0.415 
0.373 
0.339 
0.311 
0.287 
0.267 
0.249 
0.233 

4 Conclusions 

In this paper, a new approach to the exact analysis for a special type of tandem with a 
finite buffer capacity is proposed. For this kind of the tandem model the exact 
steady-state solution is provided and studied based on the main performance meas­
urements as functions of the tandem topology and given input parameters. 

Acknowledgements: This work was supported by the Bialystok University of Tech­
nology under grant WAVI/7/03. 

References 

Akyildiz I.F.: Mean Value Analysis for Blocking Queuing Networks. IEEE Transaction on 
Software Engineering 14(4) (1988) 418-428 
Balsamo S., De Nitto Persone V.: Closed queueing networks with finite capacities: block­
ing types, product-form solution and performance indices. Performance Evaluation 12(2) 
(1991)85-102 
Balsamo S., De Nito Persone V., Onvural R.: Analysis of Queueing Networks with Block­
ing. Kluwer Academic Publishers, Boston (2001) 
Badrah A., Czach6rski T., Domanska J., Foumeau J.-M.,Quessette F.: Performance evalua­
tion of multistage interconnection networks with blocking - discrete and continuous time 
Markov models. Archiwum Informatyki Teoretycznej i Stosowanej 14(2) (2002) 145-162 
Boucherie R.J., van Dijk N.M.: On the arrival theorem for product form queueing networks 
with blocking. Performance Evaluation 29(3) (1997) 155-176 
Clo M.C.: MVA for product-form cyclic queueing networks with blocking. Annals of 
Operations Research 79 (1998) 83-96 



Tandem Models with Blocking in the Computer Subnetworks Performance Analysis 267 

7. Economou A., Fakinos D.: Product form stationary distributions for queueing networks 
with blocking and rerouting. Queueing Systems 30(3/4) (1998) 251-260 

8. Gomez-Corral A.: A Tandem Queue with Blocking and Markovian Arrival process. Queue­
ing Systems 41(4) (2002) 343-370 

9. Kaufman J.S., Rege K.M.: Blocking in a shared resource environment with batched arrival 
processes. Performance Evaluation 24 (1996) 249-263 

10. Kouvatsos D., Awan I.: Entropy maximization and open queueing networks with priorities 
and blocking. Performance Evaluation 51(2-4) (2003) 191-227 

11. Martin J.B.: Large Tandem Queueing Networks with Blocking. Queueing Systems 41(1/2) 
(2002) 45-72 

12. Oniszczuk W.: Metody modelowania. Wydawnictwa Politechniki Biatostockiej, Bialystok 
(1995) 

13. Onvural R.: Survey of closed queuing networks with blocking. Computer Survey 22(2) 
(1990)83-121 

14. Perros H.G.: Queuing Networks with Blocking. Exact and Approximate Solution. Oxford 
University Press, New York (1994) 

15. Pinsky E., Conway A.D.: Mean-value analysis of multi-facility blocking models with state-
dependent arrivals. Performance Evaluation 24 (1996) 303-309 

16. Ramesh S., Perros H.G.: A two-level queueing network model with blocking and non-
blocking messages. Annals of Operations Research 93(1/4) (2000) 357-372 

17. Sereno M.: Mean value analysis of product form solution queueing networks with repeti­
tive service blocking. Performance Evaluation 36-37 (1999) 19-33 

18. Stasiak M., Gl^bowski M.: A simple approximation of the link model with reservation by a 
one-dimensional Markov chain. Performance Evaluation 40 (2000) 195-208 

19. Strelen J.Ch., Bark B., Becker J., Jonas V.: Analysis of queueing networks with blocking 
using a new aggregation technique. Annals of Operations Research 79 (1998) 121-142 

20. Tolio T., Gershwin S.B.: Throughput estimation in cyclic queueing networks with block­
ing. Annals of Operations Research 79 (1998) 207-229 

21. Zhuang L., Buzacott J.A., Liu X-G.: Approximate mean value performance analysis of 
cyclic queueing networks with production blocking. Queueing Systems 16 (1994) 139-165 

22. Zhuang L.: Acceptance instant distributions in product-form closed queueing networks 
with blocking. Performance Evaluation 26 (1996) 133-144 



Interchangeable Strategies in Games without Side 
Payments on the Base of Uncertain Information on 

Resources 

Henryk Piech, Aleksandra Ptak, Marcin Machura 

Technical University of Czestochowa, Institute of Mathematics and Informatics 
Dabrowskiego Street, 73, 42-200 Czestochowa, Poland, 

hpiech@adm.pcz.czest.pl 

Abstract. The test of use of elements modern theory of utility was undertaken 
to solving the corporate problems connected from distributing the supplies. In­
terchangeable strategy treats to patent medicines accumulating supplies and 
administering them, The utility function permits to estimate players preferences 
or simply their need. The problem of using of the utility function is not the is­
sue the explicitly determined owing to fact, that there is possibility of manipu­
lating of utility parameters. Therefore selection of these parameters in such way 
to optimize the quality (the satisfaction) of reached compromise is the purpose 
of the proposed methodology. The considering the possible divisions of sup­
plies is one of aspects of optimization. Another aspect it is the optimal selec­
tion, with point of sight of quality compromise, levels of parameters of utility 
function. It is possible to take into consideration both aspects thanks for using 
Solvers which algorithms, in many original modifications, were introduced in 
work "Applied Interval Analysis" (authors: Jaulin L., Kieffer M., Didrit O., 
Walter E.). This fuzzy or interval character of parameters of the utility function 
or level of supplies is comfortable, approximate to reality, and also elastic with 
point of sight of optimization the form of interpretation of input data. 

1 Introduction 

As a rule in cooperative games, it is possible to attribute to every coalition a specific 
value determining a payment which the coalition is able to obtain. The payment shared 
among coalitions should be solved in this problem by taking into consideration a so-
called transitive usefulness or the possibility to make a withdrawal [1], However, side 
payments are not always possible. Every coalition can also share out a sum of initial 
resources using a cooperative game which is not characterized by the best attainable 
payment but a whole sequence of possibilities to obtain payment vectors (usefulness) 
of individual speculators from this coalition. The payment vectors result from the 
possibilities to share resources. 
The aim of this paper is to investigate the possibilities of distribution of fixed (or 
limited) resources according to needs expressed by means of the usefulness function. 
The parameters of the usefulness function are almost always estimated quantities and 
they can be, and even should be, presented in the fuzzy form [15, 23]. It not only 
makes their optimal selection in a given range possible but it also brings closer the 
precise characterizing of needs and compromises corresponding to real and rational 
conditions. The structure of the publication permits the presentation of both the strat-
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egy of "fuzzy" arguments and examples of fiinctions with parameters in the range of 
fuzziness and optimization of selected parameters [17]. Examples based on specula­
tions on the stock exchange where we have limited financial resources, allow to ex­
pressively show the principles of creating and optimization of the usefulness function. 
The principle of choosing best compromise for all the speculators gives a framework 
to implement algorithms taking its assumptions into consideration in conditions of 
technological, economic or ecological competition [22]. 

2 Conventions of creating usefulness function 

The usefulness function feature is sensitive to changes of parameters relating to the 
quality and convenient for interpreting the value range of the function [5]. Exemplify­
ing forms of such a fimction are: 

U ( w , a ) •• 
yjw -a (1) 

U(wl,w2,w3) = 
V(l + a\ * wl)(l + al * w2)(\ + a3*w3)-l (2) 

where: [/-values of payments, w and wi - values of resources, a and ai - determinis­
tic constants or their fiizzy equivalents. 

Value ranges of the membership function fluctuate, as a rule, from a few to a dozen 
or so also taking on negatives. It happens that they are limited by the maximum quan­
tity from among the resources (wi). 
Table 1 presents the exemplifying resources. Each speculator (four of them are in this 
example) can point to which level of usefulness satisfies him (Table 2). Relying on 
this information, it is possible to determine optimal constants ai in formula 2. 

Table 1. 

4 |7 5 poziomy zasob6w 

Table 2. 

3 
1 gracz 

5 
2 gracz 

4 
3 gracz 

4 
4 gracz 

zadane warto^ci funkcji uiyteczno^ci 

An estimation of optimal values of the constants can be done by means of the Solver. 
Table 3 shows the obtained results. 

Table 3. Values of constants a 

al 
-0.041 

a2 
1.687 

a3 
4.686 

The real consumption of resources by individual speculators amounts to: 
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Table 4. Real consumption of resources 

wl w2 w3 
0.370742 1.842483 0.724964 1 speculator 
2.125802 2.283603 2.315661 2 speculator 
0.237468 2.088095 1.092017 3 speculator 
0.047473 1.087654 1.784038 4 speculator 
resources1 resources2 resources3 

The use of the Solver guarantees satisfaction of conditions from tables 1 and 2 with 
the accuracy: 0.002126 

The other convention assumes various parameters (constants) in the application fijnc-
tions of different speculators: 

Ul(wl,w2,w3) ^ 

V(l + al(l) * wl(l))(l + a2(l) * w2(l))(l + a3(l) * w3(l)) - 1 

U2(wl,w2,w3) = 

V(l + al(2) * wl(2))(l + fl2(2) * w2(2))(l + fl3(2) * w3(2)) - 1 

(3) 

Un(wl,w2,w3) = 

V(l + a\(n) * wl(n))(l + a2{n) * w2(n))(\ + a3{n) * w3(«)) - 1 

In this case, by satisfying the conditions presented in tables 1 and 2, one obtains the 
following optimal constants and levels of resources for all speculators: 

Table S.Table 6. Estimation of weights and consumption of resources 

al 
0.271 
2.239 
-0.595 

-0.833 

a2 
1.841 
0.729 
5.126 

2.545 

a3 
4.794 
0.730 
2.166 

4.533 

wl 
0.718 
2.354 
0.573 

0.354 

w2 
1.682 
2.010 
2.060 

1.247 

w3 
0.474 
1.819 
1.053 

1.654 

coalitionist 
1 speculator 
2 speculator 
3 speculator 

4 speculator 

2.49E-10- estimated error of constants ai 
0.000228- estimated error of the distribution level of resources wi 

3 Fuzzy presentation forms of parameters and values of usefulness 
function 

If the real values of parameters (for example - distribution levels of resources) of the 
usefulness function are controlled or the range of their variability is set, then the use 
of fuzzy strategies to record their level is purposeful. It can be an interval of parame-
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ter values (with the equal level of membership function fi(x) - Figure la) or a set 
distribution of belonging at a concrete interval of parameter values (Figure lb, c). 

H(x) 

n 

a) ^ b) 
;x_ 

Fig. 1. la, b and c. Fuzziness of continuous parameters of usefulness function with various 
shapes of membership function 

Discretization of parameters does not bring any changes into the classic form of tran­
sition from continuity to discreet forms that can be presented in a reduced method as 
in Figures 2a, b and c. 

l4x) 

n 

a) 

H(x) 

,1 

b) 

Lil •r 

c) 

i i . M lii: 
Fig. 2. a, b and c. Fuzziness of discrete parameters of usefulness function with various shapes 
of membership function 

Fuzziness of the distribution level of resources for each of the four speculators can be 
shown in the following way (Figure 3a and b): 

A 

ji?f7r~ 

lLl*3(x) 
^) 

U'4(rf 

J^ " ^ " ^ W^ 

Fig. 3. 3a and b. Fuzzy strategy describing distribution of resources x among speculators 

An exemplifying situation with the set fuzzy interval of values of the usefulness func­
tion is analyzed below. The purpose of the analysis is to estimate the distribution 
level for optimal usefulness levels. 
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Table 7. Table 8. Lower and upper fiizziness limits of usefulness function [Udi, Ugi] 

The optimal solution, as it can be expected, concentrates round the lower limit of the 
usefulness function. Calculations were done for the parameters of the usefulness 
function described in Table 3. The solution after the realization of 1000 iterations was 
obtained with the accuracy of 1.78E-06. Table 9 illustrates the solution. 

Table 9. Optimal values of usefulness function selected from interval given in Tables 7 and 8 

3.015879 

5.000001 
4.006435 

4.000001 

Table 10. Allocation of resources for optimal values of usefulness function 

wl 
0.902 
2.413 

0.286 

0.399 

4.000 

w2 
1.754 
1.973 

2.042 

1.231 

7.000 

w3 
0.689 
1.756 

1.004 

1.550 

5.000 

1 speculator 
2 speculator 

3 speculator 

4 speculator 
<sums of re­
sources 

Let us now allow fiizziness of the distribution of resources which can be set to be 
given perhaps with the aid of graphs of isolevels (level lines) corresponding with the 
[min, opt, max] values (Figure 4). 

;W. 

^ ^ ' 
:.:.̂ 7W/ 
•^^^,p . J"' 

-::0^^^: 
1 

Q:^w(6-CJd*j 

a2m-2m 

m \m-iMi 
Bl .»>-1» 
«i2«)-i.»> 

awM-'jm 
OC'.l.S><i.«» 

•co»e.«o 
am«^s.i> 

• !.«•>»» 

Dt.lC«>l~B 
B 120-I.W 
B iiKfriao 

D:>»:<-:a:« 

ml:>X-U£v 

Fig. 4. Graphs of distribution fuzziness of resources according to Tables lO(opt), 
ll(min), 12(max) 
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Table 11. Table 12. Distribution fuzziness of resources (upper and lower limits) 

wl 
0.880 
2.360 
0.250 
0.360 
3.850 

w2 
1.740 
1.970 
2.020 
1.200 
6.930 

w3 
0.650 
1.730 
1.000 
1.490 
4.870 

1 speculator 
2 speculator 
3 speculator 
4 speculator 
<sums 

wl 
0.920 
2.440 

w2 
1.770 
1.990 

0.290 2.110 
0.420 
4.070 

1.263 
7.133 

w3 
0.712 1 speculator 
1.780 2 speculator 
1.020 3 speculator 
1.590 4 speculator 
5.102 <sums 

The result of fuzziness at the distribution levels of resources is fuzziness of the use­
fulness function (Table 13). The usefulness function is now identical for individual 
speculators. 

Table 13. Fuzzy values of usefulness function depending on fuzziness levels of resources 
(Table 11 and 12) relating to individual speculators 

Umin 
2.917612 
4.963431 
3.980514 
3.876972 
min resources 
Umin - Ut 

0.261471 

Umax 
3.078356 
5.052160 
4.102911 
4.099116 
max resources 
Umax-Ut 

0.332543 

AU 
0.160744 
0.088729 
0.122397 
0.222144 
differences 
Umax -Umin 

0.071073 

1 speculator 
2 speculator 
3 speculator 
4 speculator 

Ut in Tables 13 and 14 determines the set level of the usefulness function values. If 

constants [a,a] are subjected to fuzziness then the usefulness functions 

[U_, U ]=[Umin, Umax] will also be subjected to fuzziness. 

Table 14. Table 15. Fuzziness of usefulness fiinction resulting from fuzziness of constant 

parameters a (fa, a ]) 

Umin 
2.998327 
4.963744 
3.986556 
3.981481 
min a 
Umin-Ut 
0.069893 

Umax 
3.030092 
5.027838 
4.02307 
4.015423 
max a 
Umax-Ut 
0.096423 

AU 
0.031765 
0.064095 
0.036514 
0.033943 
difference 
Uopt-Ut 
0.02653 

1 speculator 
2 speculator 
3 speculator 
4 speculator 

al 
-0.0426 
-0.0398 
0.0028 

a2 
1.673 
1.698 
0.025 

a3 
4.679 
4.692 
0.013 

amin 

amax 

amax-amin 

Minimization of the dispersion (variation) of distribution levels also influences the 
usefulness function values. Table 16 illustrates the results of such activities. 
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Table 16. Levelling of distribution dispersion of resources 

0.995 
0.000347 
resources 1 

1.746 
1.94E-05 
resources 2 

1.244 
0.010634 
resources 3 

mean value 
standard deviation 

The analysis shows that a satisfactory solution fulfilling a few criteria is not always 
possible: 
- set level of the usefulness function {{Ut-Up)>=0, Table 19), (criterion 1) 
- no exceeding of resources ((vc/7-vc(p)>=0, Table 17), (criterion!) 
- minimal dispersion of resources (min(s. d. (w/). Table 16 and 20) (criterion J) 

Table 17. Allocation scale of resources 

wlt-wlp 

0.02184 

w2t-w2p 

0.014126 

w3t-w3p 

0.022209 differences 

sum 

0.058175 

Table 18. Values of constants in function of usefulness (2) 

al 

-0.06675 

a2 
1.675416 

a3 
4.681322 

Table 19. Corruption degree of usefulness function in search process of optimal solution by 
means of the Solver fulfilling criterion 2 and i 

Up 
3.982737 

4.026576 

3.998027 

4.000132 

Ut 
3 
5 

4 

4 

Up-Ut 
0.982737 

-0.97342 

-0.00197 

0.000132 

1 speculator 

2 speculator 

3 speculator 

4 speculator 

Divergence of the usefulness functions (in modular sense): 1,958267 

Table 20. Effect of dispersion minimization of resources with reference to individual specula­
tors; (min(s. d. (w/) 

wlp 

0.995 
0.995 

0.995 

0.994 

3.978 
wit 
4 

w2p 
1.746 

1.746 

1.746 

1.746 

6.986 
w2t 

7 

w3p 
1.233 
1.259 

1.242 

1.243 

4.978 

w3t 

5 

1 speculator 
2 speculator 
3 speculator 

4 speculator 
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The fulfilment of criterion 2 and criterion 3 leads to the corruption of criterion I 
(Table 19). Keeping criterion 1 validity leads to unsatisfiability of the other criteria 
[26]: criterion 1 and criterion 2 (in this example, of course). However, it is possible 
even in this example to obtain a chance of fulfilment of all three criteria (Table 24, 25 
and 26) by a change of set requirements (e.g. standardizing the level of the usefulness 
function, Table 21 and 22). 

Table 21. Compatibility of assumptions and practical use of resources 

3.978 
4 

6.987 
7 

4.961 
5 

wlp,w2p,w3p 
wlt,w2t,w3t 

Table 22. Differences between assumptions and practical allocation of resources 

wlt-wlp 
0.021894 

w2t-w2pw 

0.012667 
w3t-w3p 
0.039313 differences 0.073873 

Table 23. Optimal values of constants a by fulfilment of criteria J, 2 and 3 

al 
-0.06547 

a2 

1.675947 

a3 
4.681515 

Table 24. Standardized requirements as to usefulness for all speculators 

Up 
3.993073 
3.997657 
4.007438 

3.997942 

Ut 
4 
4 
4 

4 

Up-Ut 
-0.00693 
•0.00234 
0.007438 

-0.00206 

1 speculator 
2 speculator 
3 speculator 

4 speculator 

Table 25. Minimal level keeping dispersion of resources 

0,995 

0.007208 

resources 1 

1,747 

0.000331 

resources 2 

1,240 

0.00346 

resources 3 

mean value 

0.011- summary standard deviation 

Table 26. Standardized dispersion of resources by standardized level of usefulness of specula­
tors 

wpl 
0.994 
1.004 
0.994 

0.986 

3.978 
wit 
4 

wp2 
1.747 
1.746 

1.747 

1.747 

6.987 
w2t 

7 

wp3 

1.237 
1.241 

1.245 

1.239 

4.961 
w3t 

5 

1 speculator 
2 speculator 

3 speculator 

4 speculator 
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4 Conclusions 

The selected examples of fuzziness presentations of independent parameters and the 
analysis of the influence on fuzziness of dependent quality parameters, relating to 
quality, lead to the following conclusions: 
Exchangeable strategies (without side payments) often lead to a collision of interests 
that is reflected in difficulties in obtaining optimal solutions satisfying all parties 
(speculators) and fulfilling all the criteria. It is noticeable in the example with various 
requirements as regards to usefulness (Table 19) and in the tendency to standardize 
the level of distribution of resources (Table 20). 
The standardization of treatment of all speculators is conducive to find optimal solu­
tions but they do not always lead to honest or fair solutions. 
Differentiation in treatment of speculators through the change of the usefulness func­
tion form, the change of the distribution principle and in consequence through differ­
entiation of the allocation levels of resources is a step towards fair solutions taking 
into consideration even nuances in speculators' evaluation. 
Fuzziness is a form close to real conditions and, at the same time, it gives greater 
ranges of optimization in a theoretically infinite set of criteria. However, this flexibil­
ity can lead to phenomena from the borderland of manipulation, so it has to be con­
trolled and limited to the selection of rational and necessary criteria for a concrete 
problem. 
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Abstract. In this paper, we evaluate a raultiscale-filtering scheme based on the 
mathematical morphological theory. We show that opening and closing a signal 
with a gray scale operator can change the original signal in many ways depend­
ing on the shape and size of structuring element (SE). Within this framework, 
the problem of choosing an appropriate structuring element in ECG signal pre­
processing is studied. Some theoretical results for morphological operators ap­
plied to analysis of ECG signals are derived. In order to obtain a measure of the 
performance of different structuring elements, we propose new filtering scheme 
and evaluate some tests with signals from MIT/BIH database. 

1 Introduction 

In the paper we investigate the problem of automatic detection of ID signal character­
istic features paying our attention to biomedical signals and in particular to ECG 
signals. Usually a signal is initially transformed before any detection is possible. A 
few approaches for such transformation are known [8] and we apply so called mor­
phological filters based on morphological operators. We study properties of such 
operators for a given class of signals and present numerical results of QRS detection 
from real ECG signals contained in the MIT/BIH Database [7]. Theoretical results 
concern continuous signals with at most one extreme value. Although ECG signal is 
more complex but locally it often fijlfils the above requirements. It is shown that 
under certain assumptions some of morphological operators do not change the origi­
nal signal. A rectangular structuring element is subjected to theoretical considera­
tions. Numerical part is realized with help of Matlab environment. We propose vari­
ous combinations of morphological filters and conduct experiments for different 
structuring elements. Their usefulness for QRS detection is compared. It turns out 
that in some cases results of detection are significantly better than without morpho­
logical filters. 
In morphological filtering [10], each signal is viewed as a set, and its geometrical 
features are modified by morphologically convolving the signal with a structuring 
element, which is another set of simple shape and size. By varying the structuring 
element we can extract different types of information from the signal. 
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2 Mathematical Morphology 

Morphological filters are nonlinear signal transformations that locally modify geo­
metric features of signals. They stem from the basic operations of a set-theoretical 
method for signal analysis, called mathematical morphology, which was introduced 
by Serra [6]. 
In the sequel we use definitions of grey-level morphology basic operators in the same 
form as in [1]. Let us recall that erosion 0 of a function f :R -^ R by a structuring 

element b:R-^R can be defined as 

{f@b){s) = mmlf{s + x)-bix):{s + x)eDfAxsD^} (1) 

where D^ =supp/ , Dj =supp 6. In a similar way, dilation ® is an operator 

given by 

(/eb){s) = max{/(5:-jc) + b{x) •.{s-x)e D. Axe D,,} (2) 

Two other operators: closing • and opening o are defined with help of (1) and (2), 
i.e. 

/•b = {f®b)@b, fob = {f@b)@b (3) 

2.1 Properties of Morphological Operators 

It is easy to check that 

f.b=irobr, fob={r»br (duality) w 
where / " = - / and bix) = bi-x) V.x e R. We have also [2] 

{fob)cb = fob, {/•b)»b = f»b (idempotency). (5) 

Assume that 

Df = (XfiXf + Ay), D^ = (x^;xi, + A^) for Af >A^> 0. (6) 

From the numerical point of view it is important to know what are supports of func­
tions modified by above morphological operations. We have 

Lemma 1 If (6) holds then 

Df@b=(Xf-Xf,-Ab''Xf+Af-Xh), (7) 

Df^b=(Xf+Xi,;Xj+Aj-+Xb+At), (8) 

Dj-.b={Xf-Ab;xj-+Af+Ai,), (9) 
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Df,b={Xf-^t•,Xf+^f+^t). (lo) 

Proof: From (1) and (6) we obtain that for erosion Xj^ <s + x<Xf +is.f and 

x^ < X < jcj + Aj. The smallest possible value for s i^ Xj^ -x^- A^ and the biggest 

is Xj- +l^j- - X/, so we get (7). In the same way from (2) and (6) support for dilation 

given by (8) is obtained. To get (9) it is sufficient to apply (7) not for a function / 

but for f®b so x^ +Xi, <s + x<Xf + Ay + x̂  + A^ thus 

jcy - Aj <s<Xf+Af+Ai,. Similarly, the equation (10) is the result of application 

of (8) to a function f&b. Q.E.D. 
In next lemma it is proved that under certain conditions opening and closing do not 

change original signal / . 

Lemma 2 Let feC(R), Di ={Xf;Xf+Ai), Dj =<JCy+Ai;xy+Ai+A2), 

Z)j =supp /= Dj UD2, b{x) = b = const, on D,, given by (4) , A, > A^ > 0, 

A2>A(,. 

(a) If f\n is non-decreasing and f\Q is non-increasing then exists 

XQ S {Xf +Ai -Aj;xy + A]) such that 

if 'b)\D^toD2 — f' if °^)\D^^D^\(x„;x„+hi,)^ f-

(b) If f \p is non-increasing and / 1 ^ is non-decreasing then exists 

XQ 6 {xj- + A] -A/,;jCy +A|) such that 

(/•»)1«„„.H.„..«./. (/.*)1«.„../. <'̂ ' 
Proof (a) Consider a function / satisfying assumptions of the lemma. Let 

g{x) = f{x + A^) - fix). Obviously g{x) is continuous, 

g{Xf+Ai-Ah) = fiXf+A^)-f{Xf+A^-Ak)>0 and 

g{Xf + A,) = f{Xf + A] + A J) - f{Xf + A|) < 0 hence from the Darboux theorem 

we obtain that there exists XQS {x^-+A^-Al,•,XJ•+A{) such that 

/(^o) = /(^o + ̂ b )• Let us denote Ay = A; + A2. It is easy to verify that 

if@b){s): 

and similarly 

fiXf)-b, se(Xf-x,,-Ab;xj--Xb) (13) 

fis + Xh)-b, se{xy-Xb;xo-Xi,) 

f{s + Xi,+Ai,)-b, se(xo-Xi,;Xf+Aj--Xi,-Ai,) 

f{Xf+Af)-b, se iXf +Ay -x^ -t^b^^f +Ay -x^) 
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{f®b){s) = 

f(s-xi,) + b, se{xf+Xi,;Xf+Ai+Xi,) 

f(Xf+Af) + b, se {xj- + Af + x^;Xf + Af + x^ + A^) 

f{s-Xh-A^) + b, se {xj-+Ay+x^+Ah;xj-+Aj+x^+A^', 

(14) 

Let Dj =(xj-+xi,;xj-+A1+X1,), D^ ={Xf +Ai+Xi,;xj- +Aj- +Xi,+Ai,). Func­

tion (f®b)\p is non-decreasing and {f^b)]^ is non-increasing thus we can 

apply (13) for closing: 

(fb){s): 

se (x f H' Xj) if®b){Xf+X^), 

if®b){s + x^), se{Xf;xQ-x^) 

(f ® b)(s + x^ + Ai,% se{xQ-Xh;xj+Aj-) 

{f®b){Xf+Aj- +x^+A^), se {Xf + Af;Xf + Aj-+ A^) 

(15) 

with XQ e {xj' +A^+x,, -Ai,;xj- +A, +Xj,). From (14) we see that it is possible to 

take XQ =Xy^ +Ai+Xi,. Thenby (14)and(15) weobtain(17)so if^b)\J^^Jl^^ = f. 

Let now D^ =(xj--AI,;XQ-XI,), D(^={XQ-X^;XJ-+ AJ--Xf,). Function 

( / 0 6 ) |£, is non-decreasing and ( / 0 6 ) l̂ , is non-increasing thus from (14) we 

get expression for opening: 

\f@b){s-x,) + b, se{xf-A,;Xo) (1*) 
{fob){s) = -{f@b){xo-x^) + b, se{xa;xo+Ah) 

{f@b){s-xi, -Ai,) + b, se {xQ+A^;Xf+Aj +Aj) 

By (13) we come to equality ( / o b) \D,^D^\(X,:X,^A,)= / • 

(b) If/ satisfies the assumptions of lemma then / " fulfils requirements of part (a). 
Moreover, b in (4) is a structuring element of the same shape and width but different 
beginning as b. From (a) we see that (/'^ •^)|^^j£,^ = / ' ' and by (4) we get 
( / ° *) ID UD = / • Applying (4) for the other duality property we arrive to conclusion 
that (/4)\D^^O,\(X,:.„^A,)^ f Q-E.D. 

From Lemma 2 we easily get 

Corollary 1 Let assumptions of Lemma 2 be satisfied and f{xj^) = f{xj- + Aŷ ) = 0. 

(a) If f\jj^ is non-decreasing and /1^,^ is non-increasing then f 'b^ f\/xe R. 

(b) If f\p is non-increasing and / 1 ^ is non-decreasing then f ob = f\/xe R. 

Let us take two possibly different structuring elements b^ and 2̂ of the type consid­

ered so far. Define one more morphological operation © as follows: 

f©(b„b^) = l/2[(fob,)-b2+{fbj)ob,]. (17) 



Properties of Morphological Operators Applied to Analysis of ECG Signals 283 

The operation given by (17) we call in the sequel CUMFB (Commonly Used Mor­
phological Filter Block). In paragraph 3 we apply CUMFB to ECG signal pre­
processing. Now let us derive some properties of ©. We can formulate 

Lemma3 (a)lf f 'b^ = f and (/°6i)»62 = f °h f^^" /©(*i5*2) = / ° * i "'^'^ 

{...{f©{b^,b2))©{b„b^))..)©{b„b2) = f ob^ (18) 
^ ' • • ' ' V ' ' 

n times 

(b)Iff°b^=f and(f»b2)''bi=f»b2 then f©{b^,b2) = f'b^ and 

(...if©{bi,b2))©ib„b2))...)©ib„b2) = fb2 (19) 
^ V ' 

«times 

Proof: Equality f©(bi,b2) = f °bi comes immediately. From (17) and idempo-
tency given by (5) we have 

( / © (A,, b2 ))© (6,, 62) = ( / o Z>, )© (6, , 62) = (20) 

= l/2[{{fobi)ob,)»b2+{{f°bO*b2)ob,] = 
= l / 2 [ ( / o6 , ) . 62+ ( / o6 , )o6J = l / 2 [ / o 6 i + / o 6 i ] = / o 6 

and hence (18) holds. Part (b) of the lemma can be proved in the same way. 
Q.E.D. 

Remark 1 Let us notice that if function f satisfies assumptions of Corollary 1 then 
the same we can say about fob and f *b so in this case we have a fulfilment of 
demands of Lemma 3. 

3 Experimental Studies 

Detecting QRS complexes in the ECG [8] is one of the most important tasks that need 
to be performed. Most of the algorithms usually use three stages to process the ECG 
signal: 1) noise suppression and background normalization, 2) signal transformation 
and filtering, and 3) QRS detection. The annotated ECG records available from the 
MIT/BIH (Massachusetts Institute of Technology and Beth Israel Hospital) arrhyth­
mia database [7] have been used for the experiments and evaluation of different clas­
sifiers in this study. The morphological filter pre-processing stages and beat detection 
algorithm were implemented using the MATLAB programming environment. 
A structuring element is characterized by its shape, width, and height. Its width, or 
length, is largely determined by the duration of the major waves and the sampling 
rate. Denoting the duration of one of the waves as T sec, and the sampling rate as S 
Hz, the number of samples that correspond to a wave is TxS . The values of the 
structuring element determine the shape of the output waveform. 
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Fig. 1. Shape of structuring element used to evaluate morphological filtering. Rectangles: SEm, 
SEii2, SEfij, SEit4 - vectors has a length of 3, 10, 22, 38 samples and triangles: SEn, SEr2, SETJ, 
SEx4 - a length of 5, 11, 23, 45 samples. 

Falsely detected beats FP (false positive) and undetected beats FN (false negative) are 
used to rate sensitivity of QRS detection in our experimental filtering schemes. 

3.1 Simple morphological filtering 

In this section, we study the influence of morphological opening and closing on shape 
of ECG signals. In Lemma 2 we proved, that when duration of structuring element is 
smaller than the each peak or pit of ECG signal, opening and closing do not change 
original signal. We show below that our theoretical consideration from paragraph 2 let 
us to formulate some basic criteria to build filtering scheme. 
Since the opening and closing operations are intended to remove impulses, the struc­
turing element must be designed so that the filtering process does not remove the 
important waves in the ECG signal. We have employed different size of structuring 
elements for the opening and closing operations, and we see that our theoretical specu­
lations were confirmed. If the data are opened (Fig. 2, b), c), d)) by rectangular struc­
turing element then the operation removes peaks and if the data are closed (Fig. 2, f), 
g), h)) then pits are removed. We see that longer structuring element has bigger impact 
on the shape of output waveform. Results for triangular structuring element are very 
similar. 
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Fig. 2. Results of filtering record sample 107 from MIT/BIH database. Original signal (top), 
operation opening with structuring elements: a): SEm, b) SEK2, C) SEKS, d) SEit4, operation 
closing with structuring elements: e): SEm, f) SEn2, g) SEns, h) SEn4. 

3.2 Noise suppression and background normalization 

Morphological filtering is performed by processing the data in the second stage in 
few steps. Processing the data through a sequence of opening and closing operations 
performs impulsive noise suppression. The ECG signal, as well as any baseline drift, 
is estimated by processing the data using an opening operation followed by a closing 
operation. Processing the data using a closing operation followed by an opening op­
eration forms a second estimate of the signal. The result from this step is the average 
of the two estimates. We described this pre-processing in Lemma 3 and it was called 
CUFMB. 
Background normalization is performed by estimating the drift in the background and 
subtracting it from the incoming data. Estimation follows in the same way like de­
scribed above but we used two structuring elements. For opening operation structur­
ing element has size of L and for closing size of 2L. 



286 Biometrics, Computer Security Systems and Artificial Intelligence Applications 

13CD - I 

r\ MM 

Fig. 3. Effects of noise suppression and background normalization performed for samples from 
MIT/BIH. Original signals (top), from left: records 100 and 109, and filtered (bottom). 

3.3 More complex morphological filtering 

Many applications of mathematical morphology use only a single structuring element. 
In some cases, this may not produce the best results. Combination of morphological 
elementary operations (multiscale filtering) as well as the utilization of two or more 
structuring elements (multiple SE) can improve the performance of morphology 
based filtering. 
In this paper the results of computations for sequence of morphological operations 
were presented. We use one SE for Erosion, one for Dilation and two different SE for 
Opening and Closing. Based on obtained results we propose for filtering a dedicated 
block including consecutive stages: noise suppression, performed n-times background 
normalization (both operations described in paragraph 3.2), dilation, closing, and 
dilation, called below - Multistage Morphological Filtering (MMF). 
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Fig. 4. Effects of MMF performed for samples from MIT/BIH. Original signal (top), from left: 
records 100 and 109, and filtered (bottom). 
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In addition to illustrating the impact of using multiple and multiscale techniques we 
have shown effects of our work with MMF block. 

Table 1. Results of QRS detection. Values of FP and FN, w/o and with MMF block. 

MIT/BIH record FPw/oMMF FPw. MMF FN w/o MMF FN w. MMF 
100 
109 

371 
356 

1 
31 

We are interested in identifying beats during the first 10 minutes of signal from 
MIT/BIH database. The objective of this investigation is to determine the impact of 
applying MMF on the classification QRS in ECG signal. The criteria of assessment of 
performance was build based on the algorithm presented in Friesen's paper [9]. Algo­
rithm called AFl belongs to class of mixed amplitude and first derivative of QRS 
detection algorithms. 

IX Wi its 
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Fig. 5. Results of QRS detection, w/o pre-processing (left) and filtered by MMF block (right). 

The experiments show that MMF block construction, has very big impact for charac­
teristic of output signal (Fig. 4. bottom). Despite the fact that MIT/BIH database 
consist of wide spectrum of ECG signals we obtained similar results for all data. 
Figure 5 shows level of QRS detection (exactly false positive and false negative ratio) 
performed on all ECG signals fi-om database produced by MMF block. It is easily 
seen that this combination of elementary operations got better results in QRS detec­
tion (Fig. 5. right). 

4 Results and discussion 

In the past, many approaches have been proposed for edge-preserving signal smooth­
ing [3]. It has been proven that as belonging to nonlinear filtering techniques - mor­
phological dilation and erosion satisfy the causalify and the additive semigroup prop­
erty required by multiscale analysis for signals of any dimension with local maxima 
and local minima as singular points [4] [5]. 
We introduce an edge-controlled enhancing functional for signal processing, based on 
mathematical morphology filtering. Multistage morphological filtering are presented 
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for fast and effective smoothing. Tliis operation preserves peak amplitudes and used 
for ECG signal enhancement for further processing, like QRS detection. 

5 Conclusion 

Dilations, erosions, opening and closing, the basic nonlinear convolutions of morpho­
logical signal processing, can be combined in many ways to create more complex 
morphological operators that can solve a broad variety of problems in signal and 
image analysis and nonlinear filtering. 
In this paper, we have considered the signal processing aspects of mathematical mor­
phology operators, especially the shape and size of SE and multistage filtering that 
are important relative to their application in ECG signals processing 
We have derived results for morphological operators applied to the given class of 
functions and rectangular SE. Other shapes of such elements are intended to be ana­
lysed [11]. Developments of finding optimal criteria for edge-preserving signal 
smoothing based on MMF are currently under investigation. 
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Abstract. One of the most important problems that can be met during a process 
of modeling of a real system is a problem of insufficient data points. This prob­
lem is often discussed in the modeling literature, however, so far no satisfactory 
solution has been proposed. The aim of this article is to present a method for 
evaluating the importance of model's inputs which helps to overcome men­
tioned problem. The proposed method is an enhanced version of the method of 
local walking models, introduced two years ago. The practical applicability of 
the proposed method will be demonstrated via the example of evaluating the 
significance of 150 potential input variables of the prognostic model of an un­
employment rate. 

1 Introduction 

"A multi-dimensional system" is a name which is commonly attributed to systems 
placed in an input space consisted of at least 20-30 potential input variables. Before 
building a model of such a big system it is necessary to find out which of its potential 
input variables are the most important for its behavior. The whole pool of methods 
used for evaluating the significance of input variables can be divided into three main 
groups: 

• methods based on analyzing linear dependencies existing in the examined sys­
tem, e.g.: principal component analysis (PCA) [1, 4, 9], linear discrimnant 
analysis (LDA) [1, 2, 9], independent component analysis [4], methods based 
on linear regression and correlation [1] etc., 

• methods based on analyzing non-linear two-dimensional dependencies exist­
ing in the examined system, e.g.: neural networks (especially perceptron and 
radial ones) [9, 3, 8], non-linear regression [1], fuzzy curves [8, 5] etc., 

• methods based on analyzing non-linear multi-dimensional dependencies exist­
ing in the examined system, e.g.: non-linear independent component analysis 
(NICA) [4], non-linear discriminant analysis (NDA), sensitivity analysis [13], 
hierarchical method [6,12], genetic algorithms (GA) [2] etc. 

Naturally, the most reliable results of inputs significance can be obtained when the 
methods that belong to the last group are applied in the significance evaluation proc­
ess. The reason for this is that these methods simultaneously analyze a large number 
of input variables and are not limited to linear dependencies. However, methods Irom 
this group have also two shortcomings limiting their usefulness for real muhi-
dimensional systems; a large group of them have very heavy data requirements, often 
impossible to meet in most real systems (e.g. sensitivity analysis, NICA, NDA), and 
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the others require a construction of a huge set of non-linear auxiliary models, which 
is a time consuming process, especially when a system is described by a large number 
of input variables (GA, step-by-step method). 
The aim of this article is to present a method which weaken these shortcomings, that 
is, which can be applied even when the number of input variables existing in the 
analyzed system exceeds the number of its data points and which limits the number of 
non-linear auxiliary models that have to be built during the modeling process. 

2 Theoretical background of the local walking models method 

There is a well known method used to determine the significance of input variables in 
a linear system. The main idea of it is to analyze and compare the slope coefficients 
of a system's linear model. According to this method this input variable is regarded as 
the most significant which is related to the slope coefficient of the largest absolute 
value (naturally, all input variables have to be normalized to the same interval). The 
explanation of this rule is very simple - a large value of a slope coefficient means that 
even very small changes in the input variable, corresponding to this coefficient, result 
in very large changes in the output variable. 
Figure 1 illustrates the approach discussed above via a system consisting of two input 
variables: xl and x2, described by the equation: y = xl + 5x2. Figure la shows the 
whole 3D model of the system and figures lb and Ic show the slopes of the model's 
surface in its 2D subspaces: xl-y and x2-y. As it can be noticed, the slope of the 
model's surface towards the axis x2 is much greater than the slope towards the axis 
xl. This indicates that the variable x2 is much more important than the variable xl. 

.rfli^ifc 

a b c 

Fig. 1. An example of inputs' significance evaluation in a linear system 

The method of local walking models modifies the method described above so that it 
could be used for linear approximation of a non-linear system. Naturally, it is appar­
ent that in most cases a non-linear system cannot be described by a single linear 
model because it might cause too drastic reduction of information (fig. 2a). However, 
the negative impact of linear approximation can be significantly reduced when, in­
stead of one linear model, a set of linear local models is applied (fig. 2b). 
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Fig. 2. Approximation of a non-linear system by one linear model (a) and by a set of linear 
models (b) 

3 Standard version of the local walking models method 

The method of local walking models is based on segmental-linear approximation but 
it differs slightly from the classic one, shown in the fig. 2b. In the classic approxima­
tion, consecutive linear models are built using separate subsets of data. This, how­
ever, requires a large data set, especially when the rate of system's non-linearity is 
very high. In order to lessen this requirement, consecutive models, in the local walk­
ing models approach, are built by shifting the modelling window across very small 
fixed amount of data. In this way, each local model covers some of the data points 
which are used also in other models. As a result more linear models can be built and a 
better rate of approximation can be obtained [10, 11]. Figure 3 displays the process of 
constructing succeeding linear models in a two-input non-linear system. 

f 

X u-

Fig. 3. A process of constructing succeeding linear models in a two-input system 

The approximation of a non-linear multi-dimensional system by a series of local 
multi-dimensional linear models can be stated by the following set of equations: 

y=a,o +a,,x, -1-3,3X2 +....+a,„x„ 

y=^2,0 +̂ 2,1X1 +a2_2X2 +....+a2_„x„ 

t€(l ,k) 

tG(l+i,k-l-i) 

(1) 

J "m,0 te(l-l-(m-l)i,(m-l)i-Hk), 

where: n - number of variables, m - number of linear local models, k - number of data 
in single local model, / - size of the shifting, t - consecutive number of data point, 
te(l...z), z - number of data in the whole system, y - output variable, xi...x„ - input 
variables, ao...a„- vectors of slope coefficients of local models. 
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Linear approximation of a given data set is a process aimed at finding a linear model 
which minimizes the total distance between all data points and the model (fig. 4): 

min(Z^|yRi-yTi|) ' 
i=l 

where: >'/(/ - real value of variable >'/,>'ni - theoretical value of variable _v/. 
In general, equation 1 is very difficult to solve because there is no analytic method 
which can be used to calculate a minimum value of a ruthless multi-dimensional func­
tion. Therefore, a common approach taken in order to find parameters of a linear 
model, is to replace the ruthless function by a square function: 

n (3) 
m i n ( X ( y R i - y T i ) ' ) -

i=l 

This is often a good solution because it allows calculating the derivative of the dis­
tance function in a direct way. Unfortunately, it has also a negative effect - it causes a 
decrease in approximation precision. The reason for this is that the square function 
does not treat all data in the same way but it pays little attention to the data points 
which are close to the model and much more attention to the data points lying in fur­
ther distances from the model. 

Fig. 4. Linear approximation of a data set consisting of four data points 

As previously mentioned, the inputs' significance in the presented method is evalu­
ated on the basis of the models' parameters. Therefore it is very important to establish 
these parameters with the highest possible precision. Hence, the models' parameters 
should be estimated by minimizing the ruthless, not the square, function. However, as 
the minimum value of the ruthless muhi-dimensional function cannot be calculated in 
an analytic way, another approach to deal with this task has to be taken. 
A well-known tool which works on the basis of minimizing a function, not in an 
analytic but in a numeric way, is an Artificial Neural Network (ANN). The ANN tries 
to find the optimal value of the error function iteratively adding very small correc­
tions to the network parameters. Therefore the ANNs performance may be aimed not 
only at minimizing of the square error but also at minimizing of the absolute error 
[4][6]. 
Naturally, the iterative process of changing ANN's parameters always consumes a lot 
of time. Hence, mostly it is not advisable to use ANN for linear approximation. The 
majority of scientists would accept the decrease in precision rather than the elongated 
modelling time. However, the truth is that both goals (precise results and short time) 
may be obtained simultaneously, simply by joining two methods, the ANN, and the 
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method based on minimization of equation 3, which is popularly called the Least 
Square Method (LMS). 
Based on the above considerations the parameters of each linear local model are cal­
culated, in the local walking models method, in two steps. In the first step the rough 
values of the parameters are evaluated using LMS. Next, these rough values are used 
as the starting parameters of a Linear Neural Network (LNN), which works with them 
further in order to obtain a more precise linear approximation. 
When the approximation, described by equation 1, is done, the inputs' significance is 
established by calculating the arithmetic averages of the vectors of regression coeffi­
cients: 

s .= -Y 
XI / 1 

1 ^ 1 I ^'^) 

m-; j=i 
ij ' 

where: S^i - global significance of the input variable X), ay - coefficient of input vari­
able Xi of J linear local model (equation 1). 
Sxi is a relative measure that gives information about the order of priority of input 
variables in the analyzed system. Obviously, the calculation of the 5,, coefficients has 
to be based on the whole set of m slope coefficients. Therefore, before calculating 5,,, 
variables that, due to high correlation, have been eliminated from the process of 
building of any of the linear local models, have to incorporate right slope coefficients. 
Since, a high linear correlation of two variables means that both influence the ana­
lyzed output variable in a very similar (if not an identical) way, the variable elimi­
nated from the model adopts the coefficient of the variable which was present in the 
model. 

4 Enhanced version of local walking models method 

The approach described above has one serious limitation - it cannot be applied in 
systems in which number of potential input variables is equal or greater than number 
of data points. This is a resuh of an overfitting phenomena, which can appear when 
the number of data points used in the modeling process is not significantly bigger 
than the dimension of the input vector. Therefore, in order to build a set of correct 
(non-overfitted) local linear models, each model has to be based on data set contain­
ing much more data points than input variables. 
This indicates that in systems in which the dimension of an input vector is equal or 
bigger than number of data points there is no possibility to build a set of models (or 
even one model) containing all potential input variables. In systems like this, the 
whole input space has to be divided into subspaces of such a size which will allow to 
build a set of non-overfitted linear local models. Naturally, to preserve the reliable 
results of inputs significance evaluation, the subspaces should contain adequately 
large number of input variables. Obviously, in a general case it is difficult to establish 
the best ratio between the number of data points and the number of input variables 
existed in each subspace - so far the best experimental results have been obtained 
when the value of this ratio was set between 4 and 5. 
It is important to remember that the best results of the inputs significance analyzes 
can be obtained when each input variable is analyzed in regard to all other input vari­
ables. Therefore, when the decomposition process is performed, it is not enough to 
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place each variable in one subspace. Instead of that, each variable should be included 
to such number of subspaces to be analyzed at least once with any other variable. 
Figure 5 illustrates an algorithm which is used in proposed approach for a decomposi­
tion of an input space. The exemplary system (presented in this figure), described by 
50 potential input variables is divided into 10 subspaces of 20 variables. As it can be 
noticed each input variable is connected to all other input variables, what means it 
will be analyzed in regard to all of them. 

model 1 
model 2 
model 3 
model 4 
model 5 
model 6 
model 7 
model 8 
model 9 
model 10 

- inputs: 
- inputs: 
- inputs: 
- inputs: 
- inputs: 
- inputs: 
- inputs: 
- inputs: 
- inputs: 
- inputs: 

1-10 and 11-20 
1-10 and 21-30 
1-10 and 31-40 
1-10 and 41-50 
11-20 and 21-30 
11-20 and 31-40 
11-20 and 41-50 
21-30 and 31-40 
21-30 and 41-50 
31-40 and 41-50 

1- 10 

m1 
11 -20 

m5. 

i8 

/ 

21-30 

31-40 

<mlO 

41-50 

Fig. 5. The algorithm of decomposition of the input space of the analyzed system 

When the decomposition algorithm, illustrated in the figure 5, is applied in the proc­
ess of investigating the significance of input variables, the S^i coefficients are calcu­
lated as the arithmetic averages of the vectors of slope coefficients of the models from 
all subspaces: 

1 m*s 

n i *s jTf' ' 

(5) 

where: s - number of subspaces. 

5 Prognostic model of an unemployment rate 

The method described in section 4 was used to choose input variables which should 
be introduced to a prognostic model of an unemployment rate. The survey was based 
on monthly data, provided by the Polish Statistic Department, describing the analyzed 
system's behavior in years: 1992-2001. Data from the first eight years was used in a 
modeling process while data from the last two years was used to verify the prognostic 
capabilities of the created model. The output variable of the model was the unem­
ployment rate in a next month >'('A:+7J and the set of potential input variables consisted 
of: 

• 24 basic macroeconomic factors (minimal salaries, rate of rediscount, personal 
income tax, money supply etc.), denoted as: Xi(k), 

• 5 time delays of each factor, denoted as: Xi(k-l), xi(k-2), xi(k-3), Xi(k-4), 
Xi(k-5), 

• the unemployment rate in a present month y(k) and its 5 time delays: y(k-l), 
y(k-2).y(k-3),y(k-4).y(k-5). 

Since, there were 150 potential input variables and only 90 data points, a set of input 
subspaces had to be created to carry out inputs' significance analyzes: 
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• in order to keep the ratio between the number of data points and the number of 
input variables in the interval <4, 5>, the number of input variables in each 
subspace was set to 20 (ratio=4.5); 

• in order to analyze each variable in regard to all other variables, number of 
subspaces was set to 105. 

The parameters of each linear local models' set, created over each input subspace, 
were set as follows: 

• the size of shifting was set to 1, 
• the amount of data in each local model was set to double number of input sub-

space dimension (40). 
The estimation of the models coefficients was performed in two steps. First, the coef­
ficients of all 5355 local linear models were evaluated with LSM. Then, all coeffi­
cients were readjusted with LNN. The process of adjusting models parameters was 
performed on the PC computer with processor Pentium IV 2,4 GHz and 512MB of 
memory and lasted about five hours. 
After the modeling process, equation 5 was used to establish the ranking of impor­
tance of the potential input variables. The short version of this ranking, containing 
only the most and the least important variables, is presented in the table I. As it can 
be noticed, the results from the table 1 are in agreement with the common sense 
knowledge. According to them, the biggest influence on the unemployment rate in a 
month (k+1) have variables representing unemployment rate in previous months. 
In order to verify the results of the ranking of importance from table 1, a prognostic 
model of the analyzed system was built. The modeling process was performed it two 
steps. 
1. In the first step the non-linear correlation of input variables was tested and some 

variables were removed from the ranking. 
2. In the second step an inductive approach was used to choose which of the remain­

ing input variables should be introduced to succeeding non-linear models of the 
analyzed system. 

The non-linear correlation between all 22350 pair of input variables was evaluated on 
the basis of equation 6 [14]. As a result, 40 input variables, highly correlated with 
other variables (in more than 98%) were removed from the further survey. The short 
version of a new ranking of importance is presented in the table 2. 

Table 1. The ranking of importance of potential input variables 

No. Variable Ŝ  No. Variable Ŝ  
1 unemployment rate (k) 0,88 ... 145 government income (k-1) 0,09 
2 unemployment rate (k-1) 0,78 ... 146 personal tax (k-5) 0,09 
3 unemployment rate (k-2) 0,72 ... 147 government outcome (k-2) 0,08 
4 unemployment rate (k-3) 0,68 ... 148 number of quarter (k-3) 0,08 
5 number of inhabitants (k-2) 0,68 ... 149 number of quarter (k-4) 0,08 
6 number of inhabitants (k-1) 0,66 ... 150 number of graduates (k-3) 0,07 
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Table 2. The ranking of importance after removing 40 variables of tlie highest values of the 
non-linear correlation coefficient 

No. Variable Sx No. Variable Sx 
1 unemployment rate (k) 0,88 ... 105 import (k-2) 0,09 
2 unemployment rate (k-2) 0,72 ... 106 import (k-1) 0,09 
3 number of inhabitants (k-2) 0,68 ... 107 government income (k-1) 0,09 
4 average salaries (k-2) 0,57 ... 108 personal tax (k-5) 0,09 
5 money supply (k-1) 0,52 ... 109 government outcome (k) 0,08 
6 unemployment rate (k-4) 0,51 ... 110 number of graduates (k-3) 0,07 

2 j V ^ R l i ^T l i ) 

(6) 

nlc.„,= 11- -^ 
2jvXRli ^Al) 
i=l 

where: nlc^ - coefficient of non-linear correlation between variables xi and Xz, xuit -
real value of variable xi, xm - theoretical value of variable x/, calculated on the basis 
of neural models, XAJ - arithmetic average of variable xi. 

The results of the ranking from the table 2 were used in the process of building a five 
input model of the analyzed system. The modeling process was performed in steps 
according to the error descent criterion. In each step one variable from the ranking of 
importance was added to the model and the model's error was evaluated. If the new 
added variable caused a drop of the model's error, it was regarded as an important 
one and was left in the model. On the other hand, if the new added variable caused an 
increase of the model's error, it was skipped in the current modeling step. 
The models' performance was compared not only on the basis of the training data 
(monthly data from years: 1992-1999) but also on the basis of their prediction capa­
bilities (estimated on monthly data from years 2000-2001). Both model's errors, the 
training error and the prediction error, were calculated according to the following 
equation: 

r-ivi - I '̂̂  
/ .1 yRi yji I' Z i=l 

where: E - model's error, z - number of data points (90 for training error and 24 for 
prediction error), yn - real value of output variable, yj^ - theoretical value of output 
variable. 

Non-linear neural networks of following parameters were used as a modeling tool [3, 
7]: flow of signals: one-way, architecture of connections between layers: all to all, 
hidden layers: 1 hidden layer with 4-5 sigmoid neurons, output layer: 1 linear neuron, 
training method: backpropagation algorithm with momentum and changing learning 
rates, training aim: to minimize the average absolute error, training time: 100000 
epoch, number of training repetitions per each model: 10, testing method: 16-cross-
fold validation. 
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Models of the unemployment rate in a (k+I) period built during succeeding steps of 
the modeling process were as follows: 

• one-input model - input: unemployment rate (k); training error: 3.27%; predic­
tion error: 3.09%, 

• two-input model - inputs: unemployment rate (k), unemployment rate (k-2); 
training error: 2.79%; prediction error: 2.41%, 

• three-input model - inputs: unemployment rate (k), unemployment rate (k-2), 
number of inhabitants (k-2); training error: 2.11%; prediction error: 2.17%, 

• first four-input model - inputs: unemployment rate (k), unemployment rate 
(k-2), number of inhabitants (k-2), average salaries (k-2); training error: 
2.36%; as the variable average salaries (k-2) did not caused the drop of the 
model's error, it was skipped in this modeling step; 

• second four-input model - inputs: unemployment rate (k), unemployment rate 
(k-2), number of inhabitants (k-2), money supply (k-1); training error: 1.92%; 
prediction error: 2.10%, 

• first five-input model - inputs: unemployment rate (k), unemployment rate 
(k-2), number of inhabitants (k-2), money supply (k-1), average salaries (k-2); 
training error: 2,18%; once again the variable average salaries (k-2) did not 
caused the drop of the model's error, so it was not introduced to the final five-
input model, 

• second five-input model - inputs: unemployment rate (k), unemployment rate 
(k-2), number of inhabitants (k-2), money supply (k-1), unemployment rate 
(k-4); training error: 1.40%; prediction error: 1.98%. 

6 Conclusion 

The aim of this article was to present a method of evaluating the significance of po­
tential input variables in real multi-dimensional systems. As it was underlined in 
section 4, the main benefit of this method is that it can be applied when the number of 
data points describing the analyzed system is very limited - even when it is smaller 
than the number of potential input variables. Another important feature of the pro­
posed method is that it allows to examine the biggest possible subspaces of the ana­
lyzed system, which means only a very few information of the system behavior is 
lost. When multi-dimensional systems are analyzed, it is no sensible to examine their 
input variables only with regard to the output variable without referring to other input 
variables. Such approach causes too high reduction of information, the more input 
variables are analyzed together, the more precise results of input's significance can be 
obtained. 
As it was presented in the article, the proposed method is not only the theoretical 
construction but it also gives reliable results when applied in real systems. The appli­
cation of this method for evaluating the significance of potential input variables of a 
prognostic model of the unemployment rate allowed to build the model of a very high 
precision of predictions (the prediction error of the final five-input model was smaller 
than 2%). Moreover, as it was mentioned in the article such significant result was 
obtained in a very reasonable time. If, instead of creating the ranking of importance, 
all possible five-input models were compared, it would cost considerably greater 
amount of time, because 6*10^ non-linear neural models would have to be built to 
deal with this task. 
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Abstract. A new program was prepared for approximate calculation of the frac­
tal dimension of natural objects. The program takes care to fulfill demand of 
the fractal theory about the minimal covering of the measured object. Three 
other programs are being presented for comparison and the results obtained by 
all of them on the same data sets are described 

Keywords, fractal, fractal dimension, Box-Counting Dimension, minimal covering 

1 Introduction 

Erosion problems require investigation of the river shapes complexity. Curves repre­
senting rivers on maps vary in form. They are more or less complicated (see Figs. 1, 
2) and fractal methods might be quite appropriate to measure how wrinkly these 
curves are. The calculation of the fractal dimension of such objects is perfectly suit­
able to such problems. 
Real data - like river branches - are usually prepared in form of maps in different 
scales. The graphical resolution of such data is bounded to one pixel only and all 
theoretical assumptions about covering the measured object with arbitrary small 
squares can not be fulfilled. 
Section 2 presents shortly assumptions of the fractal theory, numerical algorithms for 
approximate calculation of fractal dimension of given objects and problems arising in 
practice. 
Section 3 describes four programs and their variants applied to calculations. 
Section 4 presents data sets. Four of them are natural - maps of different scales and 
one artificial - the generated fractal. 
Sections 5 and 6 contain a description of obtained results and some remarks about 
fractal dimension of the same object, but given in maps different scales. 



300 Biometrics, Computer Security Systems and Artificial Intelligence Applications 

2 The concept of the fractal dimension 

2.1 Box-Counting Dimension 

One of the most widely used dimensions is the Box-counting dimension [2], [7], Let 
us recall its definition formulated for objects located on a plane. 

Definition. Suppose, for given £ >0 the measured object is covered with sets of 
diameter at most E. Let N{£) be the smallest number of such sets needed for cover­
ing the whole object The lower and upper box-counting dimension of the object are 
defined respectively as the limits 

^,^,l°g(A^W) „., rf = itai2iW£)). 
E^o log(l/f) -̂̂ o log(l/f) 

If both the limits are equal then we refer their common value as the Box-Counting 
Dimension of considered object and denote by d: 

, .. \og{N{e)) 
-̂̂ 0 log(l /£) ^ ' 

There are several other definitions of N(jS) which can be used in definition of box-

counting dimension formulated above. For instance, N{e) can be defined as 

1. the smallest number of closed balls of radius £ that cover the object; 
2. the smallest number of squares of side equal to £ that cover the object; 
3. the number of £ - mesh squares that intersect the object; 
4. the smallest number of sets of diameter at most £ that cover the object. 

Definitions listed above are the most convenient for particular applications. The easi­
est is definition 3 which permits to cover the measured object with regular square 
grid. It appears most often in implemented algorithms. 

2.2 The numerical approximation of fractal dimension 

Numerical methods for calculating approximate values of d relay on the fact that 
formula (1) can be rewritten for small £ in equivalent form as 

\og{N{£)) « d log(l l£)+const. (2) 

Formula (2) suggests the existence of a linear dependence between the variables 

y = \og(N(£)) and x = log(l/£"). Thus, the idea for calculating a number close 

to d is realized by constructing the linear regression between x and y in form 

y = a + bx and taking the slope b of this line as the approximation of d. 
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The numerical algorithm for calculating b proceeds in three steps: 
1. construct a sequence of coverings of the measured object with equal 

squares for the finite sequence of different side lengths {EJ } , 

2. evaluate the linear regression line y = a + bx taking 

yj=\og{N{ej)) and Xj = log( l / f^ . ) , 

3. calculate the slope b of this regression. 

This slope b is the numerical approximation of the Box-Counting Dimension of the 
measured object. 

2.3 The problems arising in practice 

Practical problems are connected with the fact that in graphical representations of real 
data their graphical resolution is limited to one pixel only and employment of very 
small values of E is impossible. There are several questions: 

1. How to construct the sequence {£" } ? 

2. How to estimate the best value of slope b ? Basing on all available data pairs 

{ {EJ , N(EJ )) } (j = 1,.", Jmm ) > or on a chosen subset of pairs only, for in­

stance a subset of the smallest f ? 

3. Are the four definitions of N(£), cited in section 2.1, really equivalent in 

practicalcases, when applying of arbitrary small Ej is impossible? 

4. What about the property of minimal coverage - demand of the theory - can it 
improve obtained results? 

5. How to ensure that for every considered E the number N(£) of squares 
needed for covering the object is the minimal one? 

Some answers can be found in the short presentation of applied programs in the next 
section, some - in description of results at the end of paper. 

3 Applied programs and their derivatives 

There are four main programs: 

1. HARFA (Harmonic and Fractal Image Analyzer) is a program written in Bor­
land Pascal and implemented in the Institute of Physical and Applied Chemis­
try, Brno University of Technology [4]. We use a demo version of the actually 
existing HARFA 5.0. 

2. PATZEK is a Matlab function written by T. W. Patzek from U. C. Berkeley in 
2002 [5]. The main procedure and some interesting results of measured coast­
lines of some countries can be found in Patzek's teaching materials. The rest 
can be obtained after a contact with the author. 
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3. SASAKI is a program written in Object Pascal (Borland Delphi 6) by Hirouki 
Sasaki [6]. User has some possibilities to edit some calculated values during 
the run of the program. The program may be obtained after a contact with the 
author. 

4. RIVER is an original program written in Matlab by the first author. Program 
takes care to fiilfill the demand of the theory about minimal covering. RIVER 
realizes minimal coverings for such geometrical figures as segments, rectan­
gles and circles [8]. 

We will apply all programs (their variants) to measure the fractal dimensions of ob­
jects given in binary maps. All variants realize calculation of the approximate value 
of Iractal dimension accordingly to the steps described in section 2.2. 
In programs HARFA, PATZEK and SASAKI the entire data image is covered with a 

sequence of regular square grids with side lengths {f } counted in pixels. 

Now more details of the programs and how we have used them. 

3.1 HARFA and its possibilities 

HARFA is a big program realizing various problems in three general domains: Har­
monic analysis, Fractal analysis and Filtration. Every data image must be a square of 
length being a power of 2 from 32 to 2048 pixels. From the possibilities of the pro­
gram we used only the option of Fractal analysis by the box-counting methods. 

3.1.1 Estimators of the fractal dimension ( 'C , 'D', 'C+', 'D+') 

Applied lengths £, change from 2 (pixels) to £^^^ pixels, where £^^^ is close to 

one-third of the side length of the data image (over 700 pixels for large data). 
User can select the number of used grids in two variants: 

• continuous variant - all possible grids with side lengths f 

{Sj •.2<ej < £^^ } are used. This variant is called HARF AC, 

• discrete variant - at most 30 different grids can be chosen. The chosen sides 

of grids should be almost uniformly distributed between 2 and f ^̂ ^ pixels. 

This variant is called HARF AD. 

In all chosen variants, program HARFA can give two different estimates of the fractal 
dimension. They are obtained by counting in a different way the slope of the 
exhibited regression. 
One estimator, denoted in the following by ' C or 'D' (depending on the variants 
HARF AC or HARF AD) represents the overall slope of the graphed regression. 
The other, denoted in the following by 'C+' or 'D+' (depending on the variants 
HARF AC or HARF AD) is evaluated in a more complicated way: 
Let m be a natural number (authors suggest m = 20). HARFA permits to observe 
what are the slopes of linear regression lines constructed for all possible subsets of 
m successive points {{log{l/£j) ,\og{N{£jy))}. The most often appearing 
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slopes {6j } are chosen and the maximal value of them is taken as the second estima­

tor of the fractal dimension. 

3.2 PATZEK 

This program obtains the slope of linear regression line between log{N{£)) and 

log(l / e) based on five data points only. The points are calculated by dividing both 
sides of the considered image (the binary array) into about 4, 8, 16, 32 and 64 equal 
parts. About, because there are no restrictions (as in HARFA) about the form of pow­
ers of 2 for side lengths. There were no problem with the accuracy in considered data 
sets because accordingly the demand of HARFA - all data images were squares with 
lengths of power of 2. We will denote the obtained value as 'P'. 

3.3 SASAKI 

The applied lengths £" are defined as all powers of 2 and should be smaller than the 

half of the longer side of the image. The slope of the calculated linear regression line 
for all prepared pairs {(log(l/Cj) , \og(N{£j)))} will be denoted as 'S' . 

The program gives the user possibilities to delete some points from the displayed 
regression. The slope calculated for the remaining points is usually the slope of the 
"best fit linear regression line" and will be denoted as 'S+'. 

3.4 RIVER 

RIVER is an attempt to fulfill the demand of the theory about the minimal covering 
of the measured object. The program is prepared for working with objects presented 
in rectangular binary images. The implemented algorithm proceeds in five steps: 

1. Program cuts out from the given data image the smallest rectangle con­
taining the object and works on it only. 

2. The values {£ : j = \,2,...,k} have the form of all powers of 2 or 3, 

being less than the half of the greater side of the rectangle cut out from 
the image and containing the object. 

3. For every length £ the minimal(?) number Nis.) of squares needed 

to cover the object is calculated. The position of every succeeding square 
is selected individually, starting from edges and external columns or rows 
of the rectangular image. It can be proved that N{ej) are the minimal 
numbers for figures like segments, rectangles, circles [8]. 

4. Now, from the set of all prepared pairs {{Sj, N{ej ))} (7 = 1,2,..., k), 

six particular subsets are chosen. The rules of this selection form the 
ground of the algorithm. The principles of the choice of these particular 
subjects were established in former experiments - not described here. 
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These particular six subsets are now applied for the construction of six 
regression lines for the analyzed data. In such a way six new values of 
slopes {6,} (/' = 1,2,...,6) are obtained. (These six slopes appeared in 

the past experiments [8] as the best approximations of fractal dimension 
for all considered test-figures.) 

5. The mean of these six values {b^} is taken as the approximation of the 

fi-actal dimension d of the measured object and will be denoted as 'R'. 

Now we proceed to calculate the fractal dimensions of the produced data. 

4 Data 

All programs presented in the previous section are applied to calculate the fractal 
dimensions of five objects. Four of objects are natural - geographical data, the last 
object is an artificial one - a fractal. 
The first three objects are original maps of the greatest river of Sifhos, Greece. The 
maps were created in scales 1:25.000,1:50.000 and 1:100.000 (Figs. 1, 2). 

Fig. 1. Drainage system of the Sifnos Island with one river chosen 

The fourth object is the coastline of Greece (Fig. 3) an image downloaded from inter­
net [9]. 
The fifth object is a mathematical one: the fractal Sierpinski Triangle (Fig. 4) gener­
ated by a suitable program. 
All objects were prepared for calculations in the following way: 
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Every object was placed into a sufficiently large square binary image with lengths 
equal to the power of two - accordingly to demand of HARFA. Then every object 
was rotated, flipped and shifted to different places of its image in twelve different 
manners. This way, for every object, 12 different binary images were obtained and 
programs will consider all of them. 
Now we describe the considered objects in more detail. 

4.1 The river-basin in the Sifnos Island 

Sifnos is one of Greek Islands of the western Cyclades and lies about 80 nautical 
miles from Pireus. The island has an area of 74 sq. kilometers and a shoreline of 70 
km. 

Fig. 2. The parts of three maps with the chosen river of Sifnos. The scales and sizes of the 
maps are: a) 1:100.000, 139X304, b) 1:50.000, 369X585, c) 1:25.000, 774X1148 
At our disposal were three maps of Sifnos prepared in different scales: 1:25.000, 
1:50.000 and 1:100.000 created in GIS (Geographical Informatics System Maplnfo) 
in the Remote Sensing Laboratory, Geology Department, University of Athens [3]. 

Because of the different scales of the maps, their image arrays are different in size, 
and consequence, the pixel representation of the drawn objects is less for maps in 
smaller scales. It means that the whole of the branches are present in every map, but 
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each one's shape is less accurate in a map of smaller scale. Let us compare the shapes 
of river branches presented below in sizes proportional to the map scales. 
The GIS creates the maps on the basis of the digital data stored in vector format. A 
very interesting feature of these maps is that each map contains all details of the 
river branches which are known for the system. 
The percentage of black pixels in these three images equals to: a) 3.57%, b) 1.90%, 
and c) 0.95%. Can it be expected that a river on a map of smaller scale will have a 
larger fractal dimension than the same river on a map of greater scale? 

4.2 The coastline of Greece 

The binary map of the coastline of Greece was taken from [9]. 

Fig. 3. The coastline of Greece. The size of the image array: 339X508 

4.3 The fractal Sierpinski Triangle 

Sierpinski Triangle is the attractor of the Iterated Function System [1] which consists 
of three contractive affine transformations. A sequence of generated points creates the 
fractal, as the number of points increases - see Fig. 4. 
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Fig. 4. The fractal Sierpinski Triangle. The size of the image array: 311X361 

The present figure was generated by a Matlab function; altogether 10 points were 
generated. It is known that the fractal dimension of Sierpinski Triangle equals 
J = 1.5849625... 

5 Results 

As it was described at the beginning of section 4, every object was prepared for cal­
culations in form of 12 binary square images. On every image the object was shifted 
to different places, was rotated or flipped. Thus, every program calculated fractal 
dimensions of 12 different images (theoretically of the same fractal dimension) and 
we can present now distributions of obtained results. 
Variants HARFAD, HARFAD+, HARFAC, HARFAC+, PATZEK, SASAKI, 
SASAKI+ obtained usually different values of the prepared 12 images with the same 
object, and confidence intervals can be presented. 
Shifting or rotating of the object does not matter for RIVER and results for all 12 
images of the same object are equal. But RIVER uses six, usually different values 
{6,} of slopes calculated from the special subsets of data pairs (sect. 3.4) and puts 

their mean as the output value for the dimension d. Thus, we plot for RIVER the 
confidence intervals obtained on the basis of these 6 values. 
All the results will be presented now in Fig. 5 in the form of 95% confidence intervals 
for calculatedfi-actal dimension plotted for ail objects and all applied programs. 
The confidence intervals, connected with results of variants, are drawn over the 
names of measured objects. In the top of figure are letters (or letters with +) identify­
ing the names of applied variants: D (HARFAD), D+ (HARFAD+), C (HARFAC), 
C+ (HARFAC+), P (PATZEK), S (SASAKI), S+ (SASAKI+), R (RIVER). 
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Fig. 5. Confidence intervals for fractal dimension. Letters in tlie top D, D+, C, C+, P, S, S+, R 
identify names of programs and their variants 

Horizontal axis contains five intervals, each one for successive object: 
• Sifnos25, SifhosSO, SifnoslOO - maps in different scales of the river, 
• Greece - the coastline of Greece, 
• STriangle - fractal Sierpinski Triangle. 

Now a few about obtained results. 
• Only fractal dimension d = 1.5849625... of Sierpinski Triangle is known 

precisely. The value closest to d is obtained by RIVER. 
• Variant 'S+' has in all cases the best fit linear regression line obtained by 

removing the "worst" data points (log(l/f^.) ,log(A'^(f^.))) manually. 

This fact suggests that maybe the best results are resuhs close to values ob­
tained by 'S+'. As we see - results obtained by 'D' and 'R' for all measured 
objects have this feature. 

• There are two groups of results obtained for the river in maps of different 
scales. The first group of dimensions calculated by 'D', 'S', 'S+' and 'R' is 
growing up. The second group, calculated by 'D+', ' C , 'C+', 'P' contains 
values close to each other for all three scales. 

6 Discussion and Final Remarks 

• For the mathematical object - Sierpinski Triangle all programs yield similar 
values of the sought fractal dimension. The best is RIVER. 

• Values obtained for natural objects are different in limits up to 15-20% of 
the estimated dimension. 
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• Very interesting are the two main tendencies which can be observed for ob­
jects of different scales. There are four variants which yield values close to 
each other: 'D+', ' C , 'C+' and 'P ' . Four other variants: 'D ' , 'S ' , 'S+' and 
'R' obtained results growing up for objects in maps of smaller scales. Which 
is the correct tendency? 

We may use some arguments for or against results of some variants: 

• 'D+', 'C+' obtain probably overestimated results because in both cases the 
maximal slope from the most often appearing linear regression lines is cho­
sen. 

• Results of 'S+' are obtained after additional data correction. Selecting and 

deleting "the worst points" ( log( l IE j ) ,\og{N{ej))) can be an improv­

ing action when user knows the theoretical value of dimension. Generally, 

after not too many and carefully performed corrections, the obtained result 

can be really better. 
• 'R' obtains good results for objects as complicated as fractals and for simple 

figures like circles or segments. We hope that its resuhs, obtained for all the 
considered objects, should be good as well. Long confidence intervals ob­
tained for 'R' follow from fact, that the six slopes from calculations - not the 
output results - were used to them (sec. 3.4). 

Thus, in our opinion, the growing tendency of fractal dimensions of rivers in maps 
of decreasing scales is the correct tendency. 
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Abstract: This paper presents the aspects of remote management of inter­
pretation knowledge embedded in a wearable health monitor based on vital 
signs. Expected high autonomy of a wearable device and the reliable interpre­
tation intelligence requiring computation power are opposite requisites. The 
presented concept of programmable recorder assumes high flexibility of the 
remote device, however only certain aspects of adaptation were implemented 
up to today. The device programmability is implemented on the software plat­
form and applied to the processing and transmission functions with the aim of 
continuous optimization of resources use towards the best diagnosis quality. 
The prototype was designed as an ECG-oriented monitor, but the application 
of spread intelligence-based monitors extends beyond the traditional long term 
ECG recording and covers the area of exercise, emergency and elderly people 
surveillance in various combinations. 

Keywords: Ambient intelligence. Ubiquitous computing, Telemedicine, Home 
care. Remote control. Signal analysis 

1 Introduction 

The telemedicine based on remote acquisition of various vital signs [4] [10] 
opens wide application area ranging from the equipment for clinical use to 
the home care devices [5], [9]. Several telediagnostic services commercialized 
recently in US and Europe, offer the continuous monitoring of cardiac risk 
people. Such services typically use closed wireless networks of star topology. 
The interpretive intelligence aiming at derivation of diagnostic features from 
recorded time series is implemented in the recorder or in the supervising server. 
Both approaches have serious limitations. The central intelligence model uses 
the communication channel continuously to report raw signals and needs the 
uninterrupted carrier availabihty which makes the transmission cost very high. 
The spread intelligence model assumes that the capturing device interprets 
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the signal and issues an alert message in case of abnormalities. Although 
the spread interpretation intelligence reduces the communication costs, the 
diagnosis quality is affected due to resources limitation typical to a wearable 
computer. Other alternatives, like a triggered acquisition method typical for 
the EGG event recorders, suffer from poor reliability since a manually operated 
device risks to miss an event when the patient in pain is unable to start the 
capture session. 

Our research aims at combining the advantages of both interpretive intel­
ligence models. This could be achieved by extending the adaptivity of spread 
interpretation procedures and complementing the remote interpretation by 
server-side analysis with result-dependent task sharing. The consequence of 
such extensions is the event-dependent report content and reporting frequency. 
The operating principle of interpretation task sharing follows generalized re­
lations between human cardiologists. 

The design of remotely controlled interpretive device includes three essen­
tial prerequisites: 

• the automatic interpretation is supervised by the experienced staff with 
support of technically unlimited knowledge base with respect to the con­
text of previous results. 

• the signal is interpreted in real time and conditionally transmitted without 
delay, so any medical intervention necessary may start immediately. 

• the recorder is marketed as low-cost general-purpose interpretive device 
and remotely personalized accordingly to the patient status and diagnostic 
goals. 

Two dimensions named here: 'levels' and 'aspects' of adaptation are high­
lighted in this paper. They are discussed in details throughout chapter 2 in 
context of processing and throughout chapter 3 in context of data represen­
tation. In chapter 4 an experimental biosignal recording device and the result 
of the in-field tests are presented. Conclusions, perspectives and final remarks 
are summarized in chapter 5. 

2 Adaptivity of the Hardware and the Software 

In a typical star-shaped topology of distributed surveillance network (fig. 1) 
patient-side wearable recorders are supervised and controlled by a central node 
server archiving the captured information as signals and data. Assuming both 
device types are equipped with signal interpretation software, optimization of 
the task sharing between them affects directly the remote power consumption 
and the costs of digital communication. One of the principles of our design 
is the continuous adjustment of this balance, as the interpretation goals and 
priorities vary with time and patient. Gonsidering many factors known before 
the examination begins, but also relying on directly preceding diagnostic re­
sults, the task sharing accustoms the general-purpose recorder to a particular 
case. 
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Fig. 1. Typical topology of surveillance network using wireless digital communica­
tion 

New concept of adaptive vital signs recorder for ubiquitous health care 
emerges from the above remarks. Our proposal joins the artificial intelligence 
approach to both cooperating device types and the generalized tasks sharing 
rules practiced by human medics. It is assumed that the automatic interpre­
tation task is partly performed by the remote device and than complemented 
by a software thread running on the supervising server. For the transmission, 
intermediate results are prioritized accordingly to the changes of diagnostic 
goals and current patient state. The adaptivity concerns also the communica­
tion data format, so the actual report content and frequency are negotiated 
between the supervising server and each remote monitor independently. This 
is a distributed optimization process considering multiple criteria such as di­
agnosis quality, transmission channel use and power consumption. 

2.1 Adaptat ion Levels 

Adaptation levels are used to describe the extent and technical measures used 
for modification of remote recorder functionality. Three adaptation levels com­
bine hardware and software solutions are ordered by potential flexibility: 

• modification of interpretation parameters, 
• modification of the software structure and scope by means of dynamically 

linked libraries, 
• modification of the hardware structure and functionality with use of analog 

and digital reprogrammable circuitry. 

2.2 Adaptat ion Aspec t s 

Adaptation aspects are used to describe the medical appHcation range that the 
remote device may cover due to its adaptivity. Our current viewpoint allows 
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to enumerate several adaptation aspects, however the list would be completed 
by future users; 

• acquisition and interpretation of many different vital signs (ECG, EMG, 
EOG, blood pressure, phonocardiography, uterine contraction and other 
signals from the human and his surrounding) up to the number of channels 
available in the hardware and with their proper sampling characteristics. 

• cooperation with the supervising server as a transparent recorder, in a 
partial autonomy with optimized interpretation task share or as an inde­
pendent remote device performing full signal interpretation. 

• operation in a continuous surveillance mode or as an event monitor trig­
gered manually or by given physiological event with an optional pre-
trigger, 

• continuous adaptation of the interpretation depth following the patient 
status and the diagnosis goals. 

3 Adaptive Data Formats 

A side effect of remote intelligence flexibility, however very interesting in the 
resources optimization aspect, is the multitude of output data formats ranging 
from the raw electrogram to the sparse medical parameters (e.g. heart rate). 
The modifiable communication protocol helps avoiding the unnecessary data 
transmission and impacts both the power consumption and the wireless chan­
nel use and consequently reduces the monitoring costs to the acceptable level. 
Basic interpretation result consisting of few universal diagnostic parameters is 
reported continuously and more detailed reports for short time intervals are is­
sued on demand. Every occurrence or suspicion of any abnormality is reported 
with a more detailed representation of less processed data accordingly to the 
limitation of interpretation capacity by available resources. For difficult but 
rare events of short-time duration, the report includes a corresponding strip 
of raw signal. The machine description of the electrocardiogram contains all 
meta-information interfacing the non-assisted signal interpretation routines 
and the semi-automatic or manual diagnostic decision making. The flexible 
transmission formatting algorithm includes the result of our previous studies 
on cardiologist's relations. The report formatting procedure can be remotely 
reprogrammed upon request, because the goal of accurate reproduction of the 
expert reasoning process in a computer algorithm may be achieved by several 
approaches differing in the final data set contributing to the optimal ECG 
description. 

3.1 Expert -Machine Learning 

The computer algorithm calculates parameters d being a quantitative de­
scription of the waveform in the n-dimensional diagnostic domain D " . The 
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parameters are well defined on physiological background, but not always easy 
to derive properly from the unknown signal. 

d e D " : d ^ Wl • fl{s) (g) W2 • f2{s) <8), •••,(» Wn • fn{s) (1) 

where fi are heuristic signal transforms and Wj are corresponding weighting 
functions. This approach is commonly used in the ECG-dedicated hardware-
embedded procedures for bedside interpretive recorders. Usually during the 
tests of newly developed interpretation software the results are calculated 
for a limited database (learning set), verified, and used for corrections of 
computation coefficients. 

3.2 Match ing Pursui t 

The procedure compares the current record with a set of dictionary functions 
QjO £ S known beforehand. Amplitude and scale normalization are used to 
suppress most of extracardiac variability sources. The matching coefficients 
R" estimate how far the signal / could be explained by a given pattern set. 
The decomposition procedure starts with the best fitted pattern 

f = {f,9^o)g^o + R'f (2) 

and the residual signal R is recursively processed up to the desired number of 
coefficients n: 

R'f^iR'f,g^i)gj, + W+'f. (3) 

The procedure yields the signal represented by a set of matching coefficients R^ 
over the dictionary functions g^j and the remaining sequence R"f representing 
all unexplained signal components: 

n - l 

/ = ^ ( i i V , f f 7 0 f l 7 i + ^ " / - (4) 
1=0 

The inverse of unexplained energy is the estimate of matching quality (or 
dictionary adequacy). The construction of appropriate dictionary resulting in 
explanation of principal diagnostic features with use of minimum number of 
coefficients is a very challenging and still unresolved issue. 

3.3 Extens ion of Compression Algorithms 

EGG data compression techniques do not have a common mathematical ex­
pression and are usually classified in three major categories: 

• direct data compression (e.g. AZTEC, SAPA, GORTES, delta coding, ap­
proximate Ziv-Lempel etc.) 

• transform coding (e.g. Karhunen-Loeve Transform, Discrete Gosine Trans­
form, wavelets etc.) 
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• parameter extraction methods (e.g. linear prediction, vector quantization, 
neural networks etc.) 

Since the expectation of maximum signal fidelity at a minimum data rate 
is very similar to those of signal compression, specialized data reduction algo­
rithms may be adapted to the computation of machine ECG description. Main 
assumption of such adaptation is no necessity to accurate data reconstruction. 
This approach is already commercialized for management of digital multime­
dia as the MPEG-7 standard. However, in case of medical record the diagnostic 
meaning of the signal have to be preserved with maximum care. Therefore, 
the unchanged content is completed by a preceding data fingerprint contain­
ing the description of most representative features from the user's viewpoint. 
Some ECG-dedicated compression methods use pre-calculated rough estimate 
of local signal importance and the compression applies a non-uniform data loss 
strategy compromising high reduction rate at high fidelity of medical contents 
[2]. 

3.4 Syntact ic Descript ion of the Electrogram 

The syntactic description of the electrogram consists of words composed of 
symbols Xi belonging to the finite alphabet. 

V = {xi...x„} (5) 

The alphabet includes tokens referring to the waveform shapes expected in 
the signal as well as the features of signal derived automatically. Tokens are 
grouped to symbols using a grammar GA = {VN, VN, Sout, Sin) accordingly to 
its syntactic and semantic rules. 

X ^ a, forX e VN and aeVjvUVr (6) 

Yl = / l (-'^11, . . . ,Xinl,Yi, . . . ,Yn) 

•• (7) 

^n Jny^nl i • • • i -^nnn) •* 1; • • • 5 ^n) 

where Xij are symbol attributes and fi represent semantic procedures. Def­
inition of semantic rules is based on the cardiologist's reasoning and thus 
high adequacy of signal representation can be well combined with algorithms 
flexibility [3], [11], [12]. 

4 Experimental Recorder for Cardiology - Design and 
Tests 

A portable ECG recorder was developed in our Laboratory in collaboration 
with cardiology researchers. The design includes a limited subset of the pre­
requisites considered above for an adaptive remote monitoring device. The 
prototype meet the following criteria: 
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• provides three simultaneous multi-purpose channels sampled at up to 200 
Hz, 

• supports cooperation with a GSM modem for on-line wireless transmission 
of recorded signal or with the PDA as the source of data for interpretation, 

• guarantees autonomous operation for at least 24 hours of operating. 

The recorder was designed for medical experiments. For the maximum 
flexibility and hardware-independence of the interpretation process, all the 
algorithm was implemented in a cooperating PDA. The recorder does not 
contain reprogrammable hardware, but the basic set of remote configuration 
commands offers high flexibility of acquisition parameters. 

The recorder was developed with use of the popular Micro Converter [1] 
circuit integrating analog to digital converters, serial communication inter­
faces, internal flash memory and a '51-type processing kernel running at 2,7V. 
The design follows the general guidelines for real-time portable devices where 
the speed and the power management are both critical. Moreover, during all 
the development process the requirements of international standards for med­
ical devices and electromagnetic compatibility [6], [7], [8] were carefully 
observed. The diagram of the recorder's circuitry is displayed in figure 2. 
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iiC configuration 
flash memory 

complementary 
data memory 

power supply 
manager 

bi-directional 
UART interface 

instrumental aliasing 12-bit 
amplifiers filters digitizers 

external 
communication 

Fig. 2. The block diagram of the recorder's circuitry 

The analog circuitry repeats the same architecture in each recording chan­
nel and uses micropower (230 fxW) instrumental amplifiers with rail-to-rail 
input and output signal swing. The digitizers embedded in the Micro Con­
verter chip guarantee 12-bits resolution. The effective input voltage range is 
adjustable from ±2mV to ±16mV in order to cover wide area of applications. 
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The use of the bi-directional UART interface enables a direct connection 
to a PDA computer or to a mobile telephone for independent wireless commu­
nication. The communication channel transfers the captured data and signals 
to the supervising server as well as textual messages and configuration data 
in the opposite direction. 

The prototype features a complementary memory lasting for data storage 
(ca. 12 minutes) or data buffer depending on the recording mode or for a 
closed-loop buffer of user-defined length for the pre-trigger data. The internal 
non-volatile memory stores the recorder's configuration and maintains the 
device status, the data organization and other settings in case of power failure. 

Extensive tests were performed in order to confirm the recorder's ability to 
deliver a medically meaningful signal representation. The electrical tests were 
performed in a specialized laboratory complying with TUV/ISO measure­
ments standards. We applied typical testing procedure for ECG long-term 
recorders. Electrical tests of the transmission channel were limited to the 
electromagnetic compatibility (EMC) and interference immunity issues. Main 
results of these measurements are displayed in table 1. 

Table 1. Selected results of recorders electrical tests 

parameter value conditions 

bandwidth 0.03 -̂  lOOHz -3 dB 
1 LSB linearity range -1.87 -f 1.83 mV 2mV range 
voltage noise (ref. to input) 8.3 t̂V 0.1 ^ 10 Hz 
CMRR, 92 dB DC 4- 100 Hz (worst case) 
channel crosstalk -77 dB DC ~ 100 Hz (worst case) 

First part of tests concerned the use of remote recorder in the indepen­
dent transmission mode. The support of the following functions was found 
operating exactly as intended: scheduled acquisition to the memory; sched­
uled acquisition and transmission over a GSM telephone in various condi­
tions; acquisition and transmission initiated remotely over a GSM telephone; 
changing of the configuration memory contents over a GSM telephone. The 
complimentary set of embedded functions manage the recorder's operation in 
some unlucky situations. The test results confirm the correct support of trans­
mission break, multiple connection retries, data stream redirection etc. The 
power supply monitoring enables the data-safe shutdown and wake-up with 
reporting to the supervising server, however sudden power failure (battery 
disconnection) occurs too fast to be serviced correctly. 

Second part of tests concerned the recorder's configuration with a PDA-
based interpretation module. In this configuration the adaptivity is signifi­
cantly extended and includes adjustment of all processing parameters, on-line 
modification of communication protocol and reconfiguration of processing rou­
tines architecture. The applied PDA uses Pocket Windows operating system 
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that is compatible with Microsoft Windows platform for desktop PCs and 
provides easy software development and interfacing with standard peripher­
als. The software architecture consists of a static process management and 
communication control kernel and of a set of randomly-linked basic interpre­
tation routines. Depending on the medical need, each routine implemented as 
a dynamic function library can be adjusted remotely with a vector of inter­
pretation parameters, linked, unlinked or replaced by an alternative routine 
from the basic set or by the code provided by the supervising server (fig. 3). 

library upload 

wearable recorder 

remote message system 

remote recorder configuration 

remote interpretation cham 

remote recorder status •H" 

supervising server 

remote status monitor 

remote interpretation library 

7L 
processing optimization 

xis 
interpretation and archive 

difficult and unresolved events 

Fig. 3. Cooperation of the remote monitor and the supervising server aiming at 
optimization of diagnosis quality, transmission channel use and power consumption 

5 Conclusions and Perspectives 

The wireless physiological monitor for medical experiments was prototyped 
successfully and fulfills the intended application area in environmental cardi­
ology. The recorder implements main principles of adaptivity and automatic 
management of teleinterpretation knowledge proposed in this paper. Its prin­
cipal advantage is the flexibility of automated interpretation very close to the 
process performed by Imman medics. The area of application may be thus eas­
ily extended to open networks providing various medical surveillance services 
and having a considerable impact to the health care in the future. The novelty 
of our approach opens an unexploited area of medical telediagnostics. Certain 
new aspects are listed below, but many others may emerge in an everyday 
clinical practice: 
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• adaptive contents of patient status description varying from a general 
overview to a detailed report dependent on the result severity assessed 
by the software or on the extent of matching to a specific diagnostic goal, 

• extended adjustability of monitoring and auto-alerting parameters, accord­
ingly to the patient-specific signal, during the initial recording phase and 
anytime thereafter. 

• real-time reconfiguration of interpretive intelligence in pursuit of any unex­
pected event and completion of the resources-limited remote interpretation 
by the supervising server software or with intervention of human experts. 

Except for the laboratory testing, the recorder was already evaluated in 
two research projects aiming at muscle fatigue assessment and stress influence 
on domestic animals. 

Although main scientific and engineering goals were achieved, the design 
and testing of the wearable diagnostic device revealed some issues for future 
consideration: 

• improved compatibility of the interpretive software running on the remote 
device and on the supervising server, 

• investigation of human interpretation process and required reporting for­
mat adaptation in context of previous diagnostic results and examination 
goals. 

• supervising of several remote monitors and management of patient's data 
archive by a multi-threaded software. 

• use of interactive communication channel for patient messages interchange 
(e.g. instructions in case of technical troubles, medical risk or medication 
intake). 
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Abstract. This paper presents evaluation of the clustering results of SArlS -
clustering algorithm based on immune systems theory. The partitionings of 2-
and multi-dimensional data are evaluated in comparison to results obtained by 
other grouping methods - k-means and hierarchical. To assess compactness and 
separation of groups there were calculated values of clustering validity index -
CDbw and its components. 

1 Introduction 

A typical approach to clustering a set X of objects into k > 2 clusters is to apply a 
criterion function that maps a set C of all partitions of X into the set of non-negative 
reals R. Unfortunately, the size of the set C is of order 0{n''), where n = \X\ stands for 
the number of objects, of. [1]. Thus it is impossible to simply check all partitionings 
and select the best one. When X is a subset of m-dimensional Euclidean space, 
i.e. each object from the set X can be described by m-dimensional vector of measure­
ments, a hill-climbing algorithm is used to find a good grouping. In this case the crite­
rion function takes a form 

* " (1) 

7(U,C) = 2]2](M,J)V^x,,cp,a>I,p = 2 
H M 

where C = [ci, ..., cj^x*: is a matrix of prototype parameters (typically: cluster cen­
ters), U = [Uij]„xii is a partition matrix, x, stands for the vector describing i-th object 
from X, and rf(x„ Cj) is a measure of a distance (usually: Euclidean) from x, to the 
j-th cluster prototype. The quantity Uy measures the degree of membership of i-th 
object to j-th cluster. If uy e {0, 1} for all values of (, j we say that U represents hard 
partition, and if uy e [0, 1] - U is a fuzzy partition matrix provided that: (a) for all 

i' 'Lj=i,...,k uy= 1, and (b) for ally: 0 < E;=i „ Uy < n (consult [2] for details). 
Under such a setting we search for the minimal value of the index 7(U, C) over the set 
U of all the matrices satisfying the conditions (a) and (b) mentioned above. Unfor­
tunately, the optimization approach, although conceptually elegant, has a number of 
drawbacks (cf. e.g.[3]): (i) the result strongly depends on the initial guess of centroids 
(or assignments), (ii) computed local optimum is known to be a far cry from the 
global one, (iii) it is not obvious what a good k to use, (iv) the process is sensitive 
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with respect to outliers, (v) the algorithm lacks scalability, (vi) only numerical attrib­
utes are covered, and finally (vii) resulting clusters can be unbalanced (in some cases 
even empty). To overcome the drawbacks (i), (ii) and (vii) a number of biologically 
inspired metaheuristics was examined like evolutionary strategies or genetic algo­
rithms - see e.g.[l], [3] and [4] for a short overview and some propositions. As con­
cluded in [4], "... GGA^ will always provide good partitions by settling in one of the 
most (in many cases the most) desirable extrema and never in an extremum represent­
ing a degenerate partition. It is ideal for testing an objective function for which no 
calculus based (or other approach) exists. If the data partitions or clusters produced 
by the genetic clustering approach are 'good', faster approaches to optimizing the 
objective function can be developed". 
In this paper, a new algorithm based on the immune system metaphor is proposed not 
only to overcome the drawbacks (i), (ii) and (vii) but also to overcome the most diffi­
cult aspect of the clustering problem, i.e. the choice of the proper number of clusters. 
To test how efficient our algorithm is, we compare the quality of generated cluster­
ings with the groupings generated by two "classical" clustering algorithms: k-means 
and hierarchical. 

2 Validation of clustering 

The process of validation and evaluation of a clustering algorithm can be performed 
"manually" by an expert, or by an automated procedure. As noted in [1], most of 
these methods are relatively informal. Manual methods are mainly concerned with 
such issues like: cluster interpretability, and cluster visualization, while "automated" 
procedures involve plotting assumed quality criterion against the number of groups. 
We simply plot the value of such a criterion for A: = 1, 2, 3, ... and look for large 
jumps to determine the appropriate number of groups. A reader interested with these 
topics is referred to [3] (sect. 10.2), [5] or [I]. 
Recently proposed CDbw index, [6], measures (a) the separation of the clusters, and 
(b) their compactness. The compactness of the data set is measured by the intra-
cluster density, denoted intraDen, which is equal to the average density within clus­
ters, whereas the separation, denoted Sep, takes into account both the distances be­
tween the closest clusters and the inter-cluster density, interDen, measured as the 
average density in the region among clusters. This way, for a given clustering c, 
CDbw{c) = intraDen(cySep(c). CDbw exhibits no trends with regards to the number 
of clusters and is independent on the clustering algorithm used. As stated in [6], it 
"always indicate the optimal input parameters for the algorithm used in each case". 
Further, "CDbw handles efficiently arbitrary shaped clusters since its definition is 
based on multi-representative points describing the structure of clusters". These 
multi-representatives are generated according to the ext procedure: In the first itera­
tion, the point farthest from the mean of the cluster under consideration is chosen as 
the first scattered point. In each subsequent iteration, a point form the cluster is cho­
sen that is farthest from the previously chosen scattered points. 

• GGA is a shorthand of "genetically guided algorithm" 
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3 The immune clustering algorithm - SArlS 

SArlS is a slightly modified version of the immune based algorithm proposed already 
in [7]. Its aim is to recover the "natural" structure within a set of antigens (i.e. a train­
ing set) by producing a set of antibodies. We assume that both antigens and antibod­
ies are represented as m-dimensional vectors, and components of these vectors belong 
to the unit interval. Each antibody can be viewed as summarization of a group of 
similar antigens what corresponds to the idea of cross-reactive immune memory (con-
suh [81 for details). 
1. Load and normalize a set of antigens, Ag = {ag[,..., agm}, agi e [0,1]" 
2. Generate randomly a set of antibodies, Ab = {ab\,..., abp), abj e [0, 1]" 
3. Calculate initial NA T value. 
4. Determine connections in the set Ab, by joining each two antibodies ab^, abj e 

Ab, such that d{abi, abj) <NAT 
5. At every iteration 

5.1. Calculate stimulation level of all antibodies as the distance from all 
training points located not further than Aaff'NAT. 

5.2. Remove the least effective cells Ab. 
5.3. Remove a number ofAb cells participating in recognition of the same 

antigen, and save the best matched cells, or these cells, which uniquely 
recognize other antigen. 

5.4. Calculate new value of the iV.̂ T'. 
5.5. Re-connect cells in the network. 
5.6. Leave the algorithm if the stopping condition is true. 
5.7. Execute cloning. 
5.8. Mutate the clones. 
5.9. Add the best clones to the set Ab. 

Fig. 1. Pseudo-code of the S /̂-/̂  algorithm 

Here similarity between two immune cells is measured in terms of Euclidean distance 
between these cells. Further, two sufficiently similar antibodies are joined by a link; 
this way a graphical structure emerges from a set of competing antibodies, and sepa­
rate components of this graph correspond to the clusters in the set of antigens. The 
process of graph creation mimics formation of so-called immune network, originally 
proposed by Jeme (again, consult [8] for details). 
More precisely, when antigens are presented to the network, the antibodies become 
stimulated and the level of stimulation of each antibody depends on: (a) its ability to 
recognize particular antigens (called affinity and measured by Euclidean distance 
between two cells), and (b) its affinity to neighbouring cells in the immune network. 
High affinity to antigens increases stimulation level of a given antibody, while high 
affinity to neighbouring antibodies decreases this level. This mechanism prevents 
formation of too dense clusters in the graphical structure. 
According to the clonal selection theory (described in [8]), only the most stimulated 
cells survive. They are further subjected cloning (with the rate proportional to the 
stimulation level) and mutation (with the rate inversely proportional to stimulation 
level). Most efficient mutants are added to the set of antibodies what increases diver­
sity of the immune repertoire. Figure 1 shows pseudo-code of the immune algorithm. 
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One of the most important parameter of the system is NAT {Network Affinity Thresh­
old), originally proposed in [9]. It determines the granularity of the emerging network 
and its overall connectivity. The algorithm adaptively modifies the NAT value by 
calculating in each iteration the average length of all edges between the nodes. 
The papers [7], [10] offer more detailed description of the presented algorithm. 

4 Experiments 

To examine cluster quality of resulting immune partitioning, a number of experiments 
was performed using 2- and multi-dimensional datasets. The entire immune algorithm 
was compared with two classical algorithms: k-means, [1], and hierarchical complete, 
[11]. Apart visual evaluation of partitioning, validity indices such as inter Den, in-
traDen, sep, and CDbw were computed. As mentioned in Section 2, these indices 
may be useful in determining proper number of clusters for non-automatic clustering 
algorithms k-means and hierarchical. Thus, plots of the values of these indices 
against the number of clusters were also analysed. 
To calculate the CDbw index, and its components, we need a part of training data 
called their representatives. For the algorithms k-means and hierarchical the repre­
sentatives were determined in the way described in [6], since both the algorithm clus­
ter entire data. In case of SArlS, the final partitioning is imposed by the set of anti­
bodies which cannot be identified with training data and the number of antibodies is 
considerably lesser than the number of antigens. The set of antibodies stands for rep­
resentatives used to calculate the indices. 
Below the results for four data sets, called sphericaMClass, spherical6Class, iris, and 
wines, respectively are reported. The set spherical6Class, taken from [12] and shown 
in the right part of Fig. 2, is a 2-dimensional set of 300 points representing six differ­
ent classes. Similarly, the set sphericaMClass, shown in the left part of Fig. 2, is a 
slight modification of previous data set; it consists of 200 points representing four 
well separated classes. The sets iris and wines, available from [13], are well known 
multidimensional sets; their 2-dimensional projections are displayed on Fig. 3. 

b) 

m 

Fig. 2. Twodimensional data sets: spherical4Class (a) and sphericaWClass (b) 
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Fig. 3. Sammon's mapping of multi-dimensional datasets (a) iris, (b) wines 

In case of spherical4Class data set all the algorithms easily predict correct number of 
clusters. Plots of the values of interDen, intraDen, sep and CDbw indices against the 
number of clusters for k-means algorithm are presented in Fig. 4. For hierarchical 
algorithm these plots are almost identical, thus we do not reproduce them. For hierar­
chical algorithm these plots are almost identical, thus we do not reproduce them. 
The maximal values of intraDen, sep and CDbw and minimal of interDen appear 
when data are clustered in 4 groups. The number of clusters recovered by SArlS also 
equals 4 (for parameters 5=2.0, Aaff=OA and init_pop-\0). 
To get a better insight how these algorithms behave, the quality of partitioning cre­
ated by these algorithms when the number of clusters equals 4 is presented in Table 1. 
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Fig. 4. Dependence of (a) interDen, (b) intraDen, (c) sep, and (d) CDbw indices on the number 
of clusters (c=2,..., 6) for the k-means algorithm on spherical4Class dataset. Optimal values of 
indices appear for c=4 

Table 1. Comparison of clustering result of the algorithms k-means, hierarchical and SArlS for 
spherical4Class dataset 

Algorithm 
k-means (c=4) 
hierarchical (c=4) 

SArlS 
w=55 
«=68 
«=71 

interDen 
0.00 
0.00 
0.00 
0.00 
0.00 

intraDen 
274.45 
287.27 
294.86 
297.84 
295.77 

sep 
0.610 
0.608 
0.610 
0.611 
0.609 

CDbw 
167.65 
174.60 
179.92 
182.06 
180.12 

The value of interDen is 0.00 for all the methods, but intraDen, sep and CDbw reach 
maximum for SArlS result. Notice that SArlS is a probabilistic algorithm - that is why 
we present results obtained in three different runs resulting in different memory size: 
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55, 68 and 71 cells. Remarkably, in all three runs of SArlSv/e obtain clusters of better 
quality than clusters produced by the two "classical" algorithms. 
Figure 5 shows plots of the values of inter Den, intraDen, sep and CDbw indices 
against the number of clusters obtained when k-means algorithm was run on spheri-
calSClass dataset. 

Fig. 5. Dependence of (a) interDen, (b) intraDen, (c) sep, (d) CDbw on the number of clusters 
(c=2..7) for algorithm k-means on spherical6Class dataset. Optimal values of indices appear 
forc=4 

The plots of dependence of the indices values for non-automatic methods suggest the 
proper number of cluster is 4 (see Fig. 4) - the maximal values of intraDen, sep and 
CDbw and minimal of interDen appear when data are clustered in 4 groups. On the 
contrary, SArlS (for parameters s=2.0, Agj^OA and init_pop=lO), correctly deter­
mines proper number of clusters. 
Table 2 contains values of the quality indices for three tested algorithms when the 
number of clusters equals 6. The highest quality results is generated by SArlS. 

Table 2. Comparison of clustering result of the algorithms k-means, hierarchical and SArlS for 
spherical6Class dataset 

Algorithm 
k-means (c=6) 
hierarchical (c=6) 

SArlS 
n=93 
«=98 
«=102 

interDen 
0.164 
0.114 
0.160 
0.114 
0.142 

intraDen 
203.90 
271.43 
290.25 
286.25 
290.30 

sep 
0.105 
0.099 
0.108 
0.098 
0.107 

CDbw 
21.48 
26.99 
31.27 
28.15 
31.16 

Next dataset {iris - see Fig. 3a) is a four-dimensional set containing three convex 
clusters. Each clusters consists of 50 points, and only one of them is separable from 
the others. Plots of dependence of the quality indices against the number of clusters 
for k-means algorithm are shown on Fig. 6. From these plots it follows that the data 
should be divided into two separate classes. On the contrary to SArlS produces proper 
number of 3 clusters (for parameters 5=1.6, ̂ ^^=0.3 and initj)op=W). 
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Fig. 6. Dependence of (a) inter Den, (b) intraDen, (c) sep, (d) CDbw on the number of clusters 
(c=2..7) for algorithm k-means on iris dataset. Optimal values of the indices appear for c=2 

Table 3 contains the quality indices when partitioning iris data by k-means, hierar­
chical and SArlS algorithm for c=3 clusters. 

Table 3. Comparison of clustering result of the algorithms k-means, hierarchical and SArlS for 
iris dataset 

Algorithm 
k-means (c=3) 
hierarchical (c=3) 
SArlS «=78 

«=83 
«=103 

interDen 
0.167 
0.222 
0.366 
0.302 

0.140 

intraDen 
66.22 
69.66 
116.91 
115.27 

128.99 

sep 
0.118 
0.153 
0.176 
0.162 

0.113 

CDbw 
7.81 
10.67 
20.58 
18.73 

14.62 

The best clusters (CDbw=20) of very good separability (sep=0A76) are generated by 
SArlS in case of «=78. Another run of SArlS («=103) produces very dense clusters 
{intraDen=l29) with almost empty space between these clusters (interDen=0.14). 
A thirteen-dimensional set of wines (see Fig. 3b) contains three overlapping clusters 
containing 59, 70 and 47 points, respectively. Plots of dependence of the quality indi­
ces against the number of clusters for k-means method are shown on Fig. 7. Again, 
this method suggest wrong number of clusters, i.e. c = 2, while SArlS is able to split 
the set in 3 correct groups (for parameters 5=1.4, Aaff=0.7 and init_pop=\0). 

\ 
\ 
\ 

Fig. 7. Dependence of (a) interDen, (b) intraDen, (c) sep, (d) CDbw on the number of clusters 
(c=2..5) for algorithm k-means on wines dataset. Optimal values of the indices appear for c=2. 

Table 4 presents clusters quality of the examined methods on wines dataset expressed 
by indices interDen, intraDen, sep and CDbw. The algorithm k-means creates parti­
tioning of lowest density between clusters (interDen=f).\%9), the hierarchical method 
produces groups extremely separated (5ep=0.36), however SArlS produces partition-
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ing characterised by significantly greater values of intraDen (134.08) and CDbw 
(17.55) indices. 

Table 4. Comparison of clustering result of the algorithms k-means, hierarchical and SArlS ior 
wines dataset 

Algorithm 
k-means (c=3) 
hierarchical (c=3) 
SArlS 1 «=243 

interDen 
0.189 
0.26 

0.354 

intraDen 
52.55 
5.44 

134.08 

sep 
0.146 
0.36 
0.13 

CDbw 
7.68 
1.98 

17.55 

5 Conclusions 

Coping with 2-dimesional data allows visual verification of clustering results. How­
ever, when data dimensionality exceeds 3, we may need to use cluster validity indices 
to evaluate results of a clustering algorithm. Recently proposed index CDbw, 6, is 
inclined to identify compact and well-separated clusters of arbitrary shape. 
Clustering validity indices are also used to determine the proper number of clusters. 
Clustering algorithms must be run several times on the same dataset for different 
number of groups to split. Then the plot of dependence of the index value against the 
number of clusters is examined. This technique is time-consuming (particularly in 
case of the massive datasets) and the plots not always suggest proper answer. This 
phenomenon is caused by the limitations and assumptions underlying chosen validity 
index. Most of such indices is predisposed to cope with convex groups and they are 
usually data-dependent. Therefore automatic algorithms dominate parametric meth­
ods in situations, when we do not own any knowledge about the number of groups. 
In this paper an attempt to compare the quality of two classical algorithms: k-means 
and hierarchical with a new one - SArlS has been proposed. The quality is measured 
by four indices mentioned in Sect. 2. In almost all described experiments SArlS was 
able to generate proper partitioning with most dense and highly separable clusters. 
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Abstract. The paper presents an approach to 3D boundary identification 
carried our by the Parametric Integral Equation System (PIES) and Genetic Al­
gorithm (GA). The aim of this study was to evaluate the influence of the 
number and arrangement of measurement points on result of identification 
process. The enclosed example provides a detailed description of the prob­
lem, for chosen geometry and different number of measured points. 

1 Introduction 

The simulation of practical problems often leads to solve boundary value problems. 
In general, they can be classified into two major groups: forward problems (analysis) 
[2,11] and inverse problems (synthesis) [1,4]. The inverse problems are ill-posed [7] 
and may be solved by new computational methods which are the subject of many 
researches and publications. In the synthesis problems it is necessary to determine, for 
example, the shape of the domain, boundary conditions or domain parameters deter­
mine on the basis of the measurement values obtained at some chosen points of a real 
domain or boundary of the problem considered. 
Known numerical methods such as: the Finite Element Method (FEM) [11] and the 
Boundary Element Method (HEM) [2] are used to solve these optimizations. Hence 
the effectiveness of obtaining the solution will depend to a large extend on the ease of 
carrying out the modification of boundary geometry. FEM and BEM method do not 
offer such a possibility and any modification of the boundary requires its renewed 
discretization of the domain (FEM) or the boundary (BEM). 
Therefore the classical Boundary Integral Equation (BIE) [2] was analytical modified 
in our own researches. The main aim of that modification was the separation of si­
multaneous approximation of the boundary geometry and boundary functions. As a 
result of analytical modification of BIE a new Parametric Integral Equation System 
(PIES) was proposed. This approach allows to eliminate traditional discretization the 
domain and boundary and provides continuous description of 3D boundary geometry 
by surface patches. In this paper the boundary geometry is described by B^zier 
patches [9] of third degree, which are defined in a normalized form by posing a small 
number of B6zier control points. 
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The purpose of this paper is to apply and analyze the effectiveness of the PIES for the 
identification of 3D smooth boundaries in inverse boundary value problems. The 
problem is reduced to a reconstruction of unknown part of the boundary based on 
comparison known empirical values with values obtained as a result of numerical 
solving of 3D analysis problem for given boundary. The proposed approach has been 
developed as a combination of genetic algorithm (GA) and the PIES, where the PIES 
is responsible for solving forward boundary problems, and GA for identification 
process. 
The coupling of PIES and GA turns out an effective way [10] of 3D boundary identi­
fication. In the case of presented paper we try to answer the question: if and what 
influence on identification process have the number and arrangement of measurement 
points. Experimental results for chosen 3D geometry are presented and analyzed for 
different number of identified points. 

2 The definition of 3D boundary in PIES 

The PIES for 3D boundary-value problems is obtained by extending the tested con­
cept for 2D problems as an analytical modification of the BIE [8], The PIES for 
boundary problems described by Laplace's equation takes the following explicit form 
[9] 

" I— _ 1 
0.5M/(V,W) = ^ f \p,j'(yi,w^,v,w)pj(y,w)-P,*(yi,Wt,v,w)uj(v,w)l/j(v,w)d\dw- (1) 

J=^ yj-, " y - i 

The boundary definition in PIES system can be defined by various parametric repre­
sentations of surfaces used in computer graphics. The geometry described by means 
of six Bfeier surfaces [6] and shown in Fig. 1 is used in presented identification 
analysis. 

Fig.l. Further stages of defining 3D boundary geometry by means of B^zier control 
points: a) b) B6zier surfaces of the third degree for non-linear fragments of the 
boundary geometry, c) final definition of the whole boundary geometry by 6 patches 

The boundary declaration is reduced to define a minimal number of control points (16 
for individual surface). We can join several patches together to form a closed surface. 
This approach creates the tool for modelling the given geometry with continuous 
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conditions and reduces the total number of input data. This declaration is much more 
simpler that in FEM or BEM methods. The information about the defined boundary is 

included in the kernels ^ (v̂ ,vti,v,v̂ , P*;X ,̂V»J,V,M) from equation (1) in the following 

form 

1 1 p. , 1 rir{'>(v,w)+iir{i>(v,w)+r]^r(^>(v,w) 

by insertion B6zier patches, expressed by mathematical formula P(v,w) in the fol­
lowing relations 

ri =lf\v„w,)-Ff\v,w), Jk =lf^\v„wO-lj\v,w), % =lf'\v„w^)-lf\v,w). (3) 

Hence only control points of individual Hazier patches are needed to model 3D 
boundary geometry and the number of these points is reduced to minimum. 

3 The formulation of the identification problem 

The presented identification problem focuses on reconstruction of the unknown shape 
of the boundary based on known empirical values, obtained in some measurement 
points. The identified boundary, shown in Fig. 1, is built by B6zier patches. Only 
control points are posed to their definition. Consequently, the identification of the 
boundary geometry is reduced to B&ier control points identification. As a result of 
the performed identification coordinates of searched corner points were obtained. In 
order to verify the reliability of the procedure of boundary identification a forward 
problem is solved by PIES and numerical values at measurement points are compared 
with experimental ones. The problem can be formulated as the minimalization of the 
difference between the measured and computed values at selected domain points, 
which is expressed as 

|«/ - « , I 
fitness = ^ ^ ^ , (4) 

where uf are experimental values of measurement points in the domain , M* are 
numerical values obtained by the PIES for identified boundary geometry, A' - num­
ber of measurement points. The performed optimization function (4) is also the fit­
ness function with minimum of implemented genetic algorithm, when u* = wf , for 
every i = l,...,N. 
The identification process, shown in Fig.2, is steered by genetic algorithm. 
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Fig. 2. Scheme of GA identification of tlie 3D boundary in PIES 

Applied binary-coded GA is based on GALib software library [3,5] with genetic 
operators and parameters presented in Table 1. 

Table 1. Used parameters of GA 

gene length 
selection 
crossover 
crossover rate 
mutation 
mutation rate 
population size 

16 bits 
roulette wheel 

one point crossover 
0.6 

bit flip mutation 
0.03 
25 

The chromosome consists the coordinates of identified Bezier points. 

4 Testing example 

The investigated problem concentrates on the identification of an unknown part of 
boundary geometry 5, = T, + r2 + Tj shown in Fig. 3 for stationary heat flow with 
known, constant part of the boundary fij. Considered boundary geometry is modeled 
by means of six Bezier patches. Identification of an unknown part of the boundary 
reduces to determine the shape of Bezier patches T,, r2, Fj described by control 
points with coordinates presented below. 
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Fig. 3. Control points of identified part of the boundary 

r, = 

r,= 

r, = 

^11(0,8,0) 

^2l(^l.>'l.O) 

^41(8.0.0) 

" ^u (0,8,0) 

^3l(*2,r2.0) 

. ^ii (8,0,0) 

' /"u (0,8,5) 

•P3'l(*2,>'2,5) 

/'I'l (8,0,5) 

/"ij (1.66,8,0) P,, (3.33,8,0) /"M (5,8,0) 

2̂2 (J (̂ 1 + 5), J (y, + 6.33),0) P,, ( | (x, + 5), I (y, + 6.33),0) P,, (5,6.33,0) 

^32 ( j (*2 + 6-33), i Cvj + 5),0) P„ ( | {x, + 6.33), ̂ {y,+ 5),0) P,, (6.33,5,0) 

/'42 (8,1.66,0) P43 (8,3.33,0) P44 (8,5,0) 

P,'2 (0,8,1.66) P,', (0,8,3.33) /"H (5,8,5) 

^22(^i,>'i,l-66) /•23(A;,,;>',,3.33) /'24(^i,>'i,5) 

•P)2(*2,>'2,l-66) /'3'3(*2,>'2,3-33) i'3'4(*2,.)'2,5) 

/'42 (8,0,1.66) .P43 (8,0,3.33) P„{&,0,0) 

/>I2 (1.66,8,5) P,; (3.33,8,5) F,; (5,8,5) 

/"i (J (*i + 5), J (y, + 6.33̂ 5) P;, ( | (̂ , + 5), I (vi + 6.33),5 />; (5,6.33,5) 

^32(^(^2 +6.33) , i (y2 +5),5) / '3 ; ( | (*2 +6 .33) , | (v2 +5),5) /-a';(6.33,5,5) 

/'42 (8,1.66,5) p ; ; (8,3.33,5) /'44 (8,5,5) 

(5) 

To simplify the identification process only 2 coordinates Xy,y^,[xj,^2) = const and 
4 coordinates Xi,yf,X2,yiof selected control points, are searched by GA. These 
coordinates allow to significantly change the shape of the identified boundary. The 
initial guess for the identification process is provided by assuming the coordinates of 
the control point fi'om the following range 

Xi e \Xi(MIN)>Xi(MAX)]>yi e {yi(MIN)-Yi(MAX])> ' = 1-2 (6) 

The identification quality is measured as the difference between the identified and 
original points related to a range of possible GA's values, defined by 

1=1 

\X, -X: \yi -yA 

\^i(MAX) ~^i(MlN)\ \yi(MAX) ~yI(MIN)\ 

(7) 

where Xj, y^ -coordinates of original B6zier points and M = 1,2 . 
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In order to verify the reliability of the procedure of boundary identification a forward 
problem was solved and numerical values at measurement points were compared with 
experimental ones. The unknown boundary B^ is assumed to be maintained at con­
stant temperature M = 0, while on the identified boundary fij ^ constant temperature 
« = 100 was set. 
Sample identification process of 4 coordinates X],y],X2,yjsteered by GA is pre­
sented in Fig. 4. 

a) b) 

c) d) 

\ 
\ 

Fig. 4. The boundary geometry identification: a) geometry from initial population, b), c) the 
next stages of identification processes d) the final geometry 

Detailed researches related with influence of the number of measurement points on 
identification process were performed, 3, 6, 9 and 12 points in the domain of consid­
ered boundary geometry were taken into consideration. 
Results obtained after first 50 iterations with the population consists of 25 chromo­
somes are presented in Table 2. 

Table 2. Input data and results from chosen identification processes 
Number of measurement 

points M* 

3 
6 
9 
12 

Two identified points 
Average error of co­

ordinates* 
5.253% 
3.624% 
2.524% 
2.343% 

Four identified points 
Average error of co­

ordinates* 
13.452% 
11.498% 
7.832% 
6.031% 

(*- results obtained by GA with 25 chromosomes and after 50 iterations, and re­
peated 15 times) 
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The progress of evolving function E (7) can be seen in the Fig. 5. 
a) b) 

c) d) 

Fig. 5. Some values of E obtained for identified geometry for : a) 3, b) 6, c) 9 and 
d) 12 measured w* values 

As can be seen the number of identified coordinates of control points has great influ­
ence on accuracy of obtained results. But we can also observe, that more accurate 
results are obtained when the number of measurement points increases. 

5 Conclusions 

The proposed method used in this paper is the simplest method giving at the same 
time, accurate results. Paper presents some examples of boundary geometry identifi­
cation with different number of identified and measurement points. Using the calcula­
tions from a number of other numerical examples analyzed by the authors, it appears, 
the most accurate results are obtained when number of measurement points is larger 
than 9. After that number there is some stability of solutions. We can also observe, 
that accuracy of obtained results depends on the number of identified coordinates. 
Therefore second conclusion is that: if the number of identified points increasing than 
the number of measurement points should be larger. 
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