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Preface

The objective of the book is to give a selection from the papers that summarize
several important results obtained within the framework of the József Hatvany
Doctoral School operating at the University of Miskolc, Hungary. In accordance
with the three main research areas of the Doctoral School established for Infor-
mation Science, Engineering and Technology, the papers can be classified into
three groups. They are as follows: (1) Applied Computational Science; (2) Pro-
duction Information Engineering (IT for Manufacturing included); (3) Material
Stream Systems and IT for Logistics. The volume contains 12 papers in all.

As regards the first area, some papers deal with special issues of algorithm
theory and its applications, with computing algorithms for engineering tasks, as
well as certain issues of database systems and knowledge intensive systems. In the
following we attempt to give a brief summary of each paper.

Csendes, Cs. and Fegyverneki S.: Parameter Estimation for Symmetric Stable
Distribution by Probability Integral Transformation. In this paper a new parameter
estimation method for symmetric stable distributions is presented, which is a
variation of maximum likelihood type M-estimators. A simulation study is per-
formed to compare the proposed estimator with other methods based on perfor-
mance properties and assessing convergence of the estimators.

Johanyák, Zs. Cs. and Kovács, Sz.: Prediction of the Network Administration
Course Results Based on Fuzzy Inference. In the paper, the authors report on the
development of a fuzzy model that is based on the previous performance of
currently enrolled students, and gives a prediction for the number of students who
will fail the exams of the Network Administration course at the end of the autumn
semester (Least Squares-based Fuzzy Rule Interpolation).

Barabás, P. and Kovács, L.: Optimization Tasks in the Conversion of Natural
Language Texts into Function Calls. Natural language processing (NLP) is a well
known and an increasingly more important area in human–computer interaction.
The goal of this paper is to develop a natural language framework, which will be
used to extend existing systems with a natural language controlling capability.

Tóth, Zs. and Kovács, L.: Pattern Distillation in Grammar Induction Methods.
The rule extraction phase plays a very important role in Context-Free Grammar
induction systems. In the paper two novel methods are presented for pattern
mining. The first is based on extended regular expressions and a multiplicity
approach. The second method is based on the theory of concept lattices.

v



Mileff, P. and Dudra, J.: Advanced 2D Rasterization on Modern CPUs. This
paper aims to investigate how effectively multi-core architecture can be applied in
the two-dimensional rasterization process and what the benefits and bottlenecks of
this rendering are. The authors answer the question of whether it would be possible
to design a software rendering engine to meet the requirements of today’s com-
puter games.

Hriczó, K. and Bognár, G.: Numerical Analysis of Free Convection from a
Vertical Surface Embedded in a Porous Medium. In this paper, the numerical
solutions for free convective heat transfer in a viscous fluid flow over a vertical flat
plate embedded in a porous medium under mixed thermal boundary conditions are
examined. Applying a similarity transformation the transformed system of
ordinary differential equations is investigated numerically.

Related to the second research area, except for the last paper dealing with a
special measuring method, the focus is on Production Information Engineering with
special regard to discrete production processes. As regards the Unhauzer paper, the
author describes a new, complex IT solution suitable for measuring the relevant
flicker parameters. In the following we give a brief summary of the papers.

Bikfalvi, P., Erdélyi, F., Kulcsár, Gy., Tóth, T. and Kulcsárné Forrai, M.: On
Some Functions of the MES Applications Supporting Production Operations
Management. As is known, the model-based decision support functions of business
and manufacturing processes can be classified into different hierarchical levels, in
accordance with their functions, objects, and time horizons. In this paper two
methods for improving the quality of Production Operations Management (POM)
are presented: a proactive one, using simulation-based fine scheduling, and a
reactive one, based on evaluation of some Key Performance Indices (KPIs)
determined from an efficient analysis of shop-floor production data. Both methods
exploit the advantages of software applications used in different Manufacturing
Execution System (MES) components.

Dudás, L.: New Theory and Application for Generating Enveloping Surfaces
without Undercuts. The design and improvement of kinematical motion transfer
surfaces (gear surfaces) require the modeling of surface–surface enveloping pro-
cess and visualization of contact characteristics. To analyze the quality of mesh in
respect of undercut, this study uses the special visualization capability of the
Surface Constructor (SC) system developed by the author. The paper shows not
only the theoretical background of the software but also gives a brief summary of a
practical application.

Paniti, I.: New Solutions in Online Sheet Thickness Measurements in Incre-
mental Sheet Forming. This paper discusses an approved analytical framework of
Single Point Incremental Forming (SPIF) of sheet metals, which is capable of
modeling the state of stress in the small localized deformation zone in case of
corners, flat, and rotationally symmetric surfaces. The discussion focuses on the
investigation of the sheet thickness prediction in the shell element used in the
framework. Novel solutions are introduced in terms of online sheet thickness
measurement and adaptive control in SPIF. A brief summary of a recently patented
solution in Incremental Sheet Forming is also given in the paper.

vi Preface



Unhauzer, A.: New Online Flicker Measuring Method and Module. Flicker is a
sequence of flashing lamp pulses which imperceptibly influences the human body
and the environment. This paper describes a new online flicker measurement
method and a multiple-tested software module based on multithreading technology
that has been developed for the objective and exact analysis of electrical networks.
The necessary theoretical background and the main development steps will also be
shown.

The papers connecting with the third research field deal with different issues of
materials stream systems and logistics. In the following we outline their content
briefly.

Skapinyecz, R. and Illés, B.: Presenting a Logistic Oriented Research Project
in the Field of E-marketplace Integrated Virtual Enterprises. The aim of the paper
is to present an ongoing research project in the field of Virtual Enterprises,
focusing mainly on perspectives of logistics (with special regard to freight
transport) and e-commerce. In addition, the paper also gives a practical overview
of the utilization of e-marketplaces in the logistics industry, supplemented by some
practical examples.

Illés, B. and Illés, B.: Agribusiness Clusters and Logistic Processes Through the
Example of Hungary. This paper shows a basic summary of the logistic processes
that should be considered when decision-makers are to establish a hub-and-spoke
type business network. Tools for creating a hub-and-spoke network for waste
management can be implemented for different types of wastes as well. The reason
for choosing this area is the commitment of the authors to the agricultural
development of Hungary.

The book makes an effort to ensure an equilibrium between theory and practice
and to show some new approaches from the theoretical modeling aspect, as well as
experimental and practical points of view.

Gabriella Bognár
Tibor Tóth

Preface vii
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Parameter Estimation for Symmetric Stable
Distributions by Probability Integral
Transformation

Csilla Csendes and Sándor Fegyverneki

Abstract In this article a new parameter estimation method for symmetric stable
distributions is presented, which is a variation of maximum likelihood type M-
estimators. The estimator provides a joint estimation of shape parameter α, scale
parameter γ and location parameter δ. The proposed method possesses all known
good robustness performance properties, and is more reliable than other known meth-
ods. The estimation procedure does not use the density or the characteristic function
(chf) directly, hence is faster than the maximum likelihood or chf based methods. A
simulation study is performed to compare the proposed estimator with other methods
based on performance properties and assessing convergence of the estimators.

1 Introduction

Although the theoretical introduction of the stable distribution family goes back to the
works by Levy [14] in 1925, analysts had to wait for easily applicable smooth usage
in practical problems until the last decades of the century. Phenomena of higher peak
and heavier tails of the density function than the normal law were captured in many
empirical studies, but inefficient and cumbersome algorithms, and difficult, compu-
tationally intensive procedures prevented wide-spread usage of the stable family in
data analysis. Nowadays, these difficulties tend to vanish with the increased compu-
tational capacity of computer hardware and achievements in numerical methodology.

Cs. Csendes (B)
Department of Mathematics and Informatics, Corvinus University of Budapest, Villányi út 29–33,
Budapest1118, Hungary
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2 Cs. Csendes and S. Fegyverneki

The theoretical importance of stable laws is inevitable since the distribution family
provides the only possible solution to the generalization of the central limit theorem
(CLT). With the assumption of common finite variance for the sum of independent,
identically distributed (iid) random variables the limiting distribution is the normal
law. The generalization of CLT called the domain of attraction problem arises by
summing iid variables with infinite variance.

In data analysis heavier tails are usually realized when a great number of observa-
tions are aggregated with very high or nearly infinite variance. It seems reasonable to
assume a relation between these characteristics of data sets and the generalized CLT.
If such data are modelled application of stable laws should be considered. Data sets
of this sort are collected in studies in the field of financial mathematics, e.g. price
changes in high frequency trading, signal processing, or measuring the data transfer
of Internet traffic.

An additional reason for using the stable distribution family is the stability prop-
erty, from which the name of the family originates. Regardless of some location and
scaling constants, the distribution of the sum of stable random variables results again
in a random variable with the same distribution. One of the definitions is based on
this property:

Definition 1 (Broad sense) Let X, X1, X2, ... be iid random variables. The distrib-
ution of X is stable, if it is not concentrated at one point and if for each n there exist
constants an > 0 and bn such that

X1 + X2 + ...+ Xn

an
− bn (1)

has the same distribution as X.

Computational issues are derived mainly from the lack of known exact formula for
the probability density function (pdf) or the cumulative distribution function (cdf)
hence the commonly used estimation methods such as the maximum likelihood
estimation cannot be directly used.

The pdf and cdf of a general stable variable is available in so-called integral
representation. Numerical integration has a very high computational demand and
the convergence of the formula is very slow, it is possible that around a thousand
terms are necessary. Nolan presented an algorithm for the evaluation of the pdf
based on Fast Fourier Transform and other diagnostic tools for distribution fitting.
Proposed algorithms are collected in the STABLE program and are available on
Nolan’s webpage [18].

A general stable distribution can be characterized by four parameters of the char-
acteristic function (chf). The shape parameter (characteristic exponent, index of sta-
bility) α ∈ [0, 2] describes peakedness around the mean and heaviness of the tails,
skewness β ∈ [−1, 1] is the symmetry parameter, scale γ > 0 is a measure of
dispersion and location δ ∈ R is the mean (if it exists).

The characteristic function of stable random variable Z is
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φ(u|α,β, γ, δ) = E exp(iu Z) = exp(−γα[|u|α + iβη(u,α)] + iuδ), (2)

η(u,α) =
{−(sign(u))tan(πα/2)|u|α, if α �= 1,
(2/π)u ln |u|, if α = 1.

Statistical procedures are often based on the characteristic function, although in
general it is a complex valued function and is inconvenient to use. If β = 0 the
distribution is symmetric, and the characteristic function has a much simpler form.
Two special symmetric members of the family are the normal (α = 2) and the Cauchy
distribution (α = 1), for which pdf is of course available. An additional difficulty is
the non-existing variance, and with p ≥ α even the pth moment E[|X |p] is infinite.

Basic works dealing with the topic are Uchaikin and Zolotarev [23] and Zolotarev
[25] on general characteristics, Adler et al. [1], Samorodnitsky and Taqqu [21],
Rachev and Mittnik [20] on applications, and Nolan [16, 17] on simulation and
statistical diagnostics.

These properties of the stable family require extraordinary procedures for para-
meter estimation. A group of proposed methods are based on the chf such as the
regression method by Koutrovelis [13] and improvement of his method by Kogon
and Williams [12] and the transformations of the chf by Press [19].

Another class of estimators uses the asymptotic Pareto tail behaviour. A recent
paper by Szeidl [22] gave a new tail index estimator in the general case with the help
of empirical power processes. We also mention a thorough survey paper on tail index
estimators by Csörgő and Viharos [3] where tail index estimators are categorized to
class of universally asymptotically normal weighted doubly logarithmic least-squares
estimators and a class of kernel estimators, the latter contains the Hill estimator. The
Hill estimator [9] and its many modifications are easily applicable, hence they are
quite well-known, but may result in objectionable α values of magnitude around 4,
in contrast to the valid parameter space α ∈ (0, 2], that’s why they are completely
unreliable.

One paper by Nolan [16] proposes a fast numerical ML estimation, which is
accurate and has good estimation properties, but is still quite slow. Papers with
historical importance should also be mentioned: primarily Fama and Roll [5] and
McCulloch [15]. These methods are based on empirical percentiles of the sample
and cannot be recommended for real-life applications. A simulation survey on the
known methods of parameter estimation was performed by Weron [24] and Borak
et al. [2]. Very recent papers like Garcia et al. [7] use Bayesian inference.

In Sect. 2 we propose a new parameter estimation method for symmetric stable
variables (β = 0) based on the concept of M-estimators presented originally by
Huber [10]. The procedure estimates simultaneously the three unknown parameters
α, γ, δ. Estimation of the shape parameter is done with the help of a core iteration
estimation procedure for the location and the scale parameter. The computation of
the estimators is fastened with pre-calculated rational fraction approximations with
very high accuracy (i.e. 10−10). In Sect. 3 numerical results for the approximated
functions are presented. Section 4 is devoted to a comparative simulation study where
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performance of some known parameter estimation methods and our method are
described. We briefly summarize our presented work in Sect. 5.

2 Probability Integral Transformation for Symmetric
Stable Distributions

Maximum likelihood type estimators (M-estimators) are defined through smooth
weighting functions. The simultaneous version of M-estimators (Tn, Sn) for any
location-scale family is the solution of the system

∑
ψ

( xi − Tn

Sn

)
= 0, (3)

∑
χ
( xi − Tn

Sn

)
= 0, (4)

where Tn and Sn are the current estimators of location parameter T and scale para-
meter S, xi ’s are the iid. sample elements, and functions ψ and χ possess some
properties that guarantee uniqueness and existence of the solution. Davies [4] gives
the proper conditions for ψ and χ, under which the simultaneous estimation can be
used.

We use Probability Integral Transformation (PT) and the method of moments to
define our ψ and χ functions. Our notations follow the usual notations of robust
statistics used by Huber [10, 11], Hampel et al. [8]. Let us consider cdf F , and F0
of the same type, where F(x) = F0((x − T )/S), T and S is a location and a scale
parameter, respectively and they are defined according to F0. The inverse function
theorem states that if cdf F of a continuous random variable ξ can be inverted,
then F(ξ) is uniformly distributed on [0, 1]. Using the inverse function method
to F0((x − T )/S) we construct a new uniform variable. For the new variable the
expectation and variance is

EF

(
F0

(ξ − T

S

))
= 1

2
, (5)

D2
F

(
F0

(ξ − T

S

))
= 1

12
. (6)

Assuming that F0 is symmetric, D2(X) = E2(X), the probability integral trans-
formation estimators of T and S are the solutions of the system

n∑
i=1

(
F0

( xi − T

S

)
− 1

2

)
= 0, (7)
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n∑
i=1

((
F0

( xi − T

S

)
− 1

2

)2 − 1

12

)
= 0, (8)

where xi ’s are the sample elements and the equations follow from the law of large
numbers.

Hence, functionsψ andχ of the simultaneous M-estimator areψ(x) = F0(x)−0.5
and χ(x) = ψ2(x)−1/12. If the random variable ξ has the same type of distribution
as the type of F0, then the variance is 1/12 as in Eq. (6). If the types are not the same,
the variance is

B = D2
Fξ
(ψ(ξ)) = D2

Fξ

(
F0(ξ)− 0.5

)

= ∫ ∞
−∞(F0(x)− 0.5)2d Fξ(x) = ∫ ∞

−∞(F0(x)− 0.5)2 fξ(x)dx,
(9)

where fξ and Fξ denote the pdf and cdf of the sample, respectively.
Then the final equation system to solve for the (Tn, Sn) location and scale esti-

mators of (T, S) is ∑
ψ

( xi − Tn

Sn

)
= 0, (10)

∑
ψ2

( xi − Tn

Sn

)
= (n − 1)B, (11)

where xi , ψ are as above.
An iterative algorithm called the ping—pong method was constructed to solve

such a system, see Fegyverneki [6], Huber [10] and Hampel et al. [8]. We present
the method first in its original form, where it is assumed that the pdf of the sample to
calculate B is completely known. For example in the case of an underlying normal
distribution, the type of cdf is obviously known. The iteration is based on the mod-
ified Newton method, and its convergence follows from Banach’s fixpoint theorem,
because it is a contraction with probability 1. In each step Eqs. (12) and (13) are
evaluated in turn until reaching an expected predefined precision.
The step for the location parameter:

T (m+1)
n = T (m)n + 1

n
S(m)n

n∑
i=1

ψ
( xi − T (m)n

S(m)n

)
, (12)

The step for the scale parameter:

[S(m+1)
n ]2 = 1

(n − 1)B
n∑

i=1

ψ2
( xi − T (m+1)

n

S(m)n

)
[S(m)n ]2, (13)

where the initial approximations are
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T (0)n = med{xi }, (14)

S(0)n = C · M AD, (15)

where med{xi } is the median, M AD denotes median absolute deviation M AD =
med{|xi − med{xi }|}, and S(m)n and T (m)n are current estimations of S and T in
step m of the iteration, respectively. Constant C = F−1

0 (3/4) is used to have the
initial estimation unbiased (F0 is symmetric). The initial approximations median
and median absolute deviation are consistent robust estimates of the location and
scale parameters, if constant C is properly chosen, see Huber [10].

For a symmetric stable random variable ξα ∼ Sα(0, γ, δ) the parameter estimation
procedure with the ping-pong algorithm would need the special representative of the
type F0,α. Although no closed formula is known for the cdf of a general α-stable
variable, we can use cdf’s of two symmetric members of the stable family, Cauchy
and normal distribution.

Definition 2 (Normal distribution, α = 2)

f (γ, δ; x) = 1√
4πγ2

exp
(

− (x − δ)2

4 γ2

)
, γ > 0, δ ∈ R

Definition 3 (Cauchy distribution, α = 1)

f (γ, δ; x) = 1

π

γ

γ2 + (x − δ)2
, γ > 0, δ ∈ R.

The distribution functions are �(x) and FCauchy = 1/π arctan x + 1/2. We
substitute the two cdf’s into ψ(x) = F0(x) − 0.5, respectively. Hence, we get two
different functions B, one where F0 is considered as the Cauchy distribution function

∫ ∞

−∞

( 1

π
arctan x

)2
d Fα =

∫ ∞

−∞

( 1

π
arctan x

)2
fα(x)dx = B1(α), (16)

and one where F0 is considered as the normal distribution function

∫ ∞

−∞

(
�(x)− 1

2

)2
d Fα =

∫ ∞

−∞

(
�(x)− 1

2

)2
fα(x)dx = B2(α), (17)

where Fα and fα denote the cdf and pdf of the α-stable sample.
The functions B involve the unknown α-stable pdf fα in the integrand. Instead

of time consuming numerical integration we use pre-calculated approximations of
these functions; for a description of the calculations see Sect. 3. The functions B also
involve the shape parameter of the sample, which is to be estimated. The functions
B1 and B2 depend on the sample’sα through fα. Hence, it seems the procedure needs
a guess to be made on α to calculate scale and location.
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Reversing this concept, our presented algorithm estimates the shape parameter
α with the help of the scale parameter approximations. Denote the scale estimators
calculated with B1(α) and B2(α) in Eq. (13) by S1(α) and S2(α), respectively. The
scale estimators can be calculated numerically with arbitrary α on the interval [1, 2].
Since not the proper F0,α was used for the transformation at B, the scale approxima-
tions S1(a) and S2(a) deviate for every a ∈ [1, 2] except at the correct shape parame-
ter of the sample, denoted by α̂. At the point of estimation α̂ the scale approximations
according to the Cauchy and normal distribution are balanced because of the appro-
priate value of α, i.e. S1(α̂) = S2(α̂).

For finding that unique point we construct an iteration whose logic is similar to
the bisection search, called the cut-and-try method. Initially we choose α = 1 and
α = 2, the two valid endpoints of the parameter set for α. We calculate both S1(α)
and S2(α) which yields four scale estimations. At the endpoints the differences of
the corresponding scale estimators are greater than for α’s within the interval [1, 2]
on the same side and the difference has an opposite sign. As one gets closer to α̂
from both sides, the deviation monotonically tends to zero.

If we consider scale approximations as functions ofα then the two scale functions
form two monotonically increasing curves on interval [1, 2] with one intersection
point which gives α̂. After initialization, we calculate the midpoint of the interval and
calculate S1 and S2 at this point. We determine the relation of scale approximations
and modify the interval for the next iteration so that the intersection point is still
inside. We consider a given precision ε, so if the deviation d = |ai−1 − ai | is smaller
than ε, we stop the algorithm. Scale estimator γ̂ is the average of S1 and S2, location
estimator δ̂ is the average of T1 and T2 at the last iteration.

Algorithm

1. Set ε accuracy.
2. Set a0 = aL = 1 and a1 = aU = 2 and calculate scale estimations S1(aL),

S2(aL), S1(aU ), S2(aU ).
3. The initial conditions S1(aL) < S2(aL) and S2(aU ) < S1(aU ) are basically true,

otherwise there is no intersection point and the method fails (return -1).
4. While |ai−1 − ai | > ε

Set ai = (aU + aL)/2 and calculate S1(ai ) and S2(ai ).
If S1(ai ) < S2(ai ), then set aL = ai , else set aU = ai .

5. Return ai as α̂
6. Return (S1(ai )+ S2(ai )/2) as γ̂, (T1,i + T2,i )/2 as δ̂

In Figs. 1 and 2 scale parameter curves are plotted for different sample sizes and
parameters α and γ. The intersection point of the curves show on the horizontal axis
the estimation of α, on the vertical axis scale parameter γ. In Fig. 1 scale parameter
γ = 1, sample size and parameter α are from top to bottom: 1/a. 50 elements,
α = 1.2; 1/b. 50 elements, α = 1.8; 1/c. 500 elements, α = 1.3; 1/d. 500 elements,
α = 1.7. In Fig. 2 parameter γ is also varying, parameters and sample size from top
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Fig. 1 S1(α) and S2(α) scale parameter curves computed with ping-pong method with functions
B1(α) and B2(α) (1/a. sample size: 50 elements, α = 1.2; 1/b. sample size: 50 elements, α = 1.8;
1/c. sample size: 500 elements, α = 1.3; 1/d. sample size: 500 elements, α = 1.7)
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Fig. 2 S1(α) and S2(α) scale parameter curves computed with ping-pong method with functions
B1(α) and B2(α) (2/a. sample size: 5000 elements,α = 1.4, γ = 1; 2/b. sample size: 5000 elements,
α = 1.6, γ = 1; 2/c. sample size: 500 elements, α = 1.5, γ = 5; 2/d. sample size: 500, α = 1.5,
γ = 0.5)
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to bottom: 2/a. 5000 elements, α = 1.4, γ = 1; 2/b. 5000 elements, α = 1.6, γ = 1;
2/c. 500 elements, α = 1.5, γ = 5; 2/d. 500 elements, α = 1.5, γ = 0.5.

The proposed estimator can be used for real data sets of various fields of appli-
cations. It is easy to implement in any programming language, which is a great
advantage compared to other proposed methods. There is no numerical integration
and no approximation of the density, distribution, or characteristic function during
the procedure. The unknown α-stable pdf is not used directly as in the classical ML
method, it is involved in the estimation procedure only through the functions B. We
present the rational fractional approximations for functions B in Sect. 3 for practical
use. Accuracy of the estimation can be easily set, as the iteration can be stopped at
arbitrary ε, hence the procedure can be made faster.

The estimation procedure has some limitations. PT estimation works only for
symmetric stable variables because the F0 types (Cauchy and normal distribution)
used in the transformation are symmetric. The parameter space for α is limited to
(1, 2), however functions B can be calculated numerically for α < 1, meaning that
the method is extendable. However, this case indicates an infinite expectation, which
from the practical point of view has less importance.

Another issue is that for small samples the intersection point may fall outside of
the interval, so in a few cases it happens that the method fails. This is more likely if
parameter α is close to the interval endpoints α = 1 or α = 2. In our simulations
approximately 6 % of replications resulted in failure with samples of 50 elements,
and 1 % of replications were failures in the case of samples with 100 elements.
Estimators for bigger samples (n = 400 or n = 2500) could be calculated in every
replication with no such phenomena.

About the properties of M-estimators some theoretical results were proposed in
Huber [10], Hampel et al. [8], Davies [4] and Fegyverneki [6]. The comprehen-
sive book by Hampel et al. [8] describes not only how to obtain M-estimators, but
also explain the different concepts of robustness and goodness measures of robust
estimators. We summarize here only the main results achieved in relation to the
PT estimation of location T and scale parameter S in the general case. We follow
Fegyverneki [6].

Let us assume that ξ = Sη+ T , where the distribution of the random variable η is
G0(x). Given the sample ξ1, ξ2, · · · and the type of distribution G0, the distribution
of the random variable ξi is G0((x − T )/S).

Theorem 1 Assume that G0 is differentiable, strictly monotone increasing, and
G0(0) = 0.5. Then Tn and Sn are well defined; that is Eqs. (10) and (11) equa-
tion system has a unique solution with Sn>0.

Theorem 2 The two-dimensional joint distribution of estimators (Tn, Sn) under the
conditions of Theorem 1, converges to a normal one

√
n((Tn, Sn)− (T, S))

d−→ N (0, �),

where the covariance matrix � is given by � = C−1 D[C−1]T .
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The matrices C and D are given by

C =
⎛
⎜⎝ E

(
∂
∂T ψ

(
ξ−T

S

))
E

(
∂
∂Sψ

(
ξ−T

S

))

E
(
∂
∂T χ

(
ξ−T

S

))
E

(
∂
∂Sχ

(
ξ−T

S

))
⎞
⎟⎠ ,

and

D =
(

E(ψ2(η)) E(ψ(η)χ(η))
E(ψ(η)χ(η)) E(χ2(η))

)
=

( 1
12 0
0 1

180

)
,

where η ∼ G0. The covariance matrix depends on the type of F0.

Theorem 3 The PT-estimators, under the conditions of Theorem 1, are B-robust,
V-robust, qualitatively robust and their breakdown points are

ε∗(Tn) = δ

1 + δ
= 0.5, where δ = min

{
−ψ(−∞)

ψ(+∞)
,−ψ(+∞)

ψ(−∞)

}

and

ε∗(Sn) = −χ(0)
χ(−∞)− χ(0)

= 1

3
.

For PT estimators (α̂, γ̂, δ̂) we examined the joint normality with Kolmogorov-
Smirnov and χ2 goodness-of-fit tests but no theoretical results have been achieved
yet. Our simulations showed that asymptotically the estimator of shape parameter α
follows a normal distribution. For small samples (n = 50, n = 100), with Monte-
Carlo replications r = 2500 the normality does not hold. We examined performance
properties of the estimators and correlation around 0.4–0.6 between α and γ was
revealed.

3 Numerical Approximation of Functions B

In this section we give a detailed description of how the functions B1 and B2 was
approximated and present the coefficients necessary to use our procedure in practice.
Recall that function B is an expectation and from the law of large numbers can be
approximated with the average:

B1(α) ≈ 1

n

n∑
i=1

(Φ(xi )− 0.5)2, (18)

B2(α) ≈ 1

n

n∑
i=1

( 1

π
arctan xi

)2
, (19)
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Table 1 Approximated values of B1 and B2 depend on α

α B1(α) B2(α)

1 0.0833333333333333 0.126807877965645
1.1 0.0758844534723818 0.118966259082521
1.2 0.0697612892957584 0.112284032323310
1.3 0.0646999988570841 0.106570898511029
1.4 0.0604648399039825 0.101682622480835
1.5 0.0569093151515006 0.097443890906153
1.6 0.0538933607717261 0.093798682214659
1.7 0.0513226066667932 0.090637100836610
1.8 0.0491126022363082 0.087875629036068
1.9 0.0472087085432832 0.085445768785679
2 0.0455654051822800 0.083333333333333

where xi denotes the α-stable sample elements and corresponds to the arguments of
Bi ,
i = 1, 2. These averages were calculated byα-stable random samples with 20 million
elements and α ranging with step 0.1 from 1 to 2.

A symmetric α-stable standard (γ = 1, δ = 0) variable Z is generated as

Z(α, 0, 1, 0) = sin(αξ)(
cosξ)

1
α

(
cos((1 − α)ξ)

η

) 1−α
α

, (20)

where η is a standard exponential variable, and ξ is uniform on (−π/2,π/2). For

standardized variables Z(α, 0)/α
1
α can be used. This method is due to Zolotarev

[25].
In Table 1 the approximations according to Eqs. (18) and (19) are shown. The very

high number of generated random elements guarantees precision. The functions Bi

were approximated afterwards with a rational fraction function in the form

Bi (x) = a5x5 + a4x4 + a3x3 + a2x2 + a1x + a0

x4 + b3x3 + b2x2 + b1x + b0
, (21)

where i = 1, 2.
The approximated values of the functions Bi at the base points α = 1, 1.1, . . . , 2

are substituted into the left side and the base points are substituted into the right side
of Eq. (21). After arrangement we have eleven linear equations, where the coefficients
are the unknowns. The linear equation system for the coefficients is overdetermined.
We found the solution of the equation system decreased by one equation, for which
the least squared differences from the values at base points were the smallest. Table 2
shows the coefficients a5, ..., a0, b3, ..., b0 for the rational fraction approximation.
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Table 2 Coefficients for the rational fraction function

Coefficient B1 B2

b3 −3.83008202167381 −5.44424585925350
b2 4.78393407388667 8.41128641608921
b1 −2.07519730244991 −0.91519048820337
b0 0.18011293964047 −4.11676503125739
a5 0.00557315701358 0.02536047583564
a4 −0.02655295929925 −0.20581738159343
a3 0.12169846973572 0.84848196461615
a2 −0.31598423581221 −2.18605774383017
a1 0.34060543137722 3.06692780009580
a0 −0.12044269481921 −1.68393473522529

4 Performance and Comparison

In this section we investigate performance properties of the proposed PT estimation
procedure by simulations. Computational times and a table of confidence intervals
for the estimator α̂ based on a simulation sequence with various α parameters and
sample sizes are presented. We also present a simulation sequence very similar to the
simulations by Weron [24] in order to compare our procedure to parameter estimation
methods investigated in that paper.

Computational times. We present tables about run times of the PT estimation
procedure. The program was implemented in Java programming language and the
properties of the computer are: Intel Core(R) Quad(TM) Q9400, 2.66 GHz CPU,
4 GB RAM, Windows 7 64 bit operation system. We simulated samples of n =
50, 100, 400, 2500 elements with α = 1.3, 1.5, 1.7. The precision of the ping-pong
method is ε = 10−7 and the number of iterations in the cut-and-try method is 18,
which yields a precision of 2−18. The running times include only the time spent on
parameter estimation.

In Table 3 the running times of Monte-Carlo replications r = 100 are summarized
in minutes by parameter α and sample size n. The parameter estimation procedure
has shorter run times for samples with higher α according to the simulation. The
reason is that the sample elements are spread on a smaller interval for higher α and
the convergence of the scale estimator is faster. Furthermore, the run time of the
algorithm seems to have a linear relation to the sample size as it is seen in Fig. 3.

Confidence interval for estimator α̂. Table 4 shows confidence intervals for α̂−
α and the length of the intervals for significance levels 90, 95, 99 %. The confidence
intervals are calculated with r = 2500 Monte-Carlo replications according to the
formula of the t-statistic.

Comparison. According to our simulation results PT estimation coincides in
performance with the methods investigated in Weron [24], namely Fama and Roll’s
procedure (FR), McCulloch’s (CULL) and regression type (REG) estimators, and
the method of moments (MOM). Tables of Ref. [24, Tables 4.5 and 4.6] contain
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Table 3 Running times of PT algorithm with differentα and sample size n in minutes, Monte-Carlo
replication r = 100

Sample size (n) α = 1.3 α = 1.5 α = 1.7

n = 50 0.69 0.65 0.53
n = 100 1.35 1.22 1.13
n = 400 4.72 4.28 4.01
n = 2500 29.20 23.79 20.82

Fig. 3 Computational time of PT algorithm for different α and sample size n in seconds, Monte-
Carlo replications r = 100

Table 4 Confidence intervals in simulation sequence, with t-statistic (C IL and C IU are lower and
upper limits of the intervals)

α n 90 %C IL 90 %C IU CI len. 95 %C IL 95 %C IU CI len. 99 %C IL 99 %C IU CI len.

1.3 50 0.0556 0.0693 0.0069 0.0543 0.0706 0.0082 0.0517 0.0732 0.0108
100 0.0237 0.0338 0.0051 0.0227 0.0348 0.0060 0.0208 0.0367 0.0079
400 0.0042 0.0091 0.0024 0.0038 0.0095 0.0029 0.0029 0.0104 0.0038

2500 0.0009 0.0029 0.0010 0.0007 0.0031 0.0012 0.0004 0.0035 0.0015

1.5 50 0.0282 0.0424 0.0071 0.0268 0.0437 0.0085 0.0242 0.0464 0.0111
100 0.0192 0.0295 0.0052 0.0182 0.0305 0.0062 0.0162 0.0325 0.0081
400 0.0059 0.0109 0.0025 0.0054 0.0114 0.0030 0.0044 0.0124 0.0040

2500 0.0003 0.0023 0.0010 0.0001 0.0025 0.0012 −0.0003 0.0029 0.0016

1.7 50 −0.0109 0.0019 0.0064 −0.0121 0.0031 0.0076 −0.0145 0.0055 0.0100
100 0.0054 0.0150 0.0048 0.0045 0.0159 0.0057 0.0027 0.0176 0.0075
400 0.0028 0.0077 0.0024 0.0023 0.0081 0.0029 0.0014 0.0091 0.0038

2500 −0.0008 0.0011 0.0010 −0.0010 0.0013 0.0012 −0.0014 0.0016 0.0015
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Table 5 Comparison between estimation procedures (α = 1.5, γ = 1, δ = 0, n = 500, r = 25 )

γ Method α αmin αmax M SEα γ γmin γmax M SEγ

γ = 10 FR 1.502 1.298 1.745 0.01128 10.230 8.989 11.291 0.35687
CULL 1.502 1.288 1.771 0.01491 10.100 9.073 11.095 0.33746
REG 1.486 1.245 1.628 0.00972 10.067 8.999 10.937 0.28761
PT 1.512 1.382 1.682 0.00467 9.937 8.829 11.592 0.40294

γ = 1 FR 1.518 1.351 1.677 0.00558 1.020 0.908 1.205 0.00447
CULL 1.518 1.415 1.692 0.00553 1.017 0.903 1.183 0.00394
REG 1.515 1.332 1.643 0.00729 1.011 0.914 1.148 0.00271
PT 1.495 1.319 1.663 0.00630 0.989 0.850 1.080 0.00296

γ = 0.1 FR 1.512 1.374 1.643 0.00595 0.099 0.088 0.110 0.00003
CULL 1.498 1.370 1.603 0.00437 0.098 0.087 0.108 0.00003
REG 1.495 1.361 1.620 0.00549 0.098 0.086 0.108 0.00004
PT 1.512 1.360 1.594 0.00395 0.100 0.088 0.107 0.00001

Source of FR, CULL and REG estimation data is Ref. [24, Table 4.5]

Table 6 Comparison between estimation procedures (γ = 1, δ = 0, n = 2000, r = 25 )

α Method α αmin αmax M SEα γ γmin γmax M SEγ

α = 1.8 FR 1.812 1.726 1.950 0.00306 0.993 0.952 1.031 0.00055
CULL 1.817 1.714 2.000 0.00475 0.994 0.938 1.032 0.00054
MOM 1.800 1.745 1.856 0.00092 0.992 0.940 1.029 0.00038
REG 1.801 1.735 1.848 0.00101 0.992 0.948 1.023 0.00033
PT 1.795 1.751 1.846 0.0008 0.999 0.956 1.049 0.0007

α = 1.5 FR 1.496 1.410 1.588 0.00260 1.003 0.946 1.047 0.00073
CULL 1.498 1.367 1.595 0.00288 1.001 0.931 1.051 0.00104
MOM 1.487 1.409 1.561 0.00208 0.999 0.953 1.048 0.00061
REG 1.492 1.371 1.630 0.00351 1.002 0.948 1.053 0.00082
PT 1.504 1.454 1.574 0.0012 1.004 0.952 1.060 0.0007

α = 1.2 FR 1.207 1.159 1.264 0.00099 0.994 0.935 1.060 0.00082
CULL 1.211 1.135 1.275 0.00143 0.985 0.945 1.038 0.00096
MOM 1.204 1.111 1.276 0.00148 0.993 0.909 1.044 0.00095
REG 1.201 1.132 1.272 0.00122 0.992 0.927 1.071 0.00099
PT 1.195 1.116 1.264 0.0017 0.997 0.915 1.068 0.0017

Source of FR, CULL, MOM and REG estimation data is Ref. [24, Table 4.6]

simulation results for different α,β with n = 100, n = 500, n = 2000 and Monte-
Carlo replication r = 25, r = 50. We extracted the simulation results for the sym-
metric cases from [24] and ran PT estimation with those simulation properties. We
compared the average, minimum, maximum, and MSE values of the PT estimators
α̂ and γ̂ to the other estimators presented in Tables 5, 6, 7 and 8.

In Table 5 the scale parameter γ varies as γ = 0.1, 1, 10. In Tables 6, 7 and 8
simulation results are shown where standard samples (γ = 1, δ = 0) were generated
and in each case α = 1.2, 1.5, 1.8 was investigated with different sample sizes and
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Table 7 Comparison between estimation procedures (α = 1.5, γ = 1, δ = 0, n = 500, r = 25)

α Method α αmin αmax M SEα γ γmin γmax M SEγ

α = 1.8 FR 1.794 1.597 1.989 0.00978 1.007 0.912 1.124 0.00316
CULL 1.806 1.597 2.000 0.01605 1.011 0.891 1.131 0.00378
MOM 1.776 1.560 1.909 0.00630 1.003 0.897 1.110 0.00243
REG 1.774 1.628 1.887 0.00528 1.003 0.895 1.108 0.00250
PT 1.818 1.716 1.911 0.0027 1.011 0.894 1.084 0.0019

α = 1.5 FR 1.497 1.329 1.733 0.00833 0.992 0.900 1.109 0.00285
CULL 1.487 1.274 1.690 0.01077 0.983 0.883 1.091 0.00320
MOM 1.501 1.277 1.698 0.00677 0.996 0.847 1.110 0.00389
REG 1.504 1.338 1.663 0.00664 0.991 0.894 1.147 0.00361
PT 1.498 1.346 1.610 0.0046 1.010 0.908 1.156 0.0030

α = 1.2 FR 1.174 1.063 1.353 0.00379 0.995 0.867 1.100 0.00442
CULL 1.169 1.041 1.329 0.00470 0.982 0.883 1.078 0.00420
MOM 1.155 1.017 1.299 0.00692 0.970 0.857 1.115 0.00459
REG 1.195 1.059 1.347 0.00614 1.000 0.870 1.143 0.00486
PT 1.218 1.092 1.332 0.0043 0.996 0.865 1.063 0.0027

Source of FR, CULL, MOM and REG estimation data is Ref. [24, Table 4.6]

Table 8 Comparison between estimation procedures (α = 1.5, γ = 1, δ = 0, n = 100, r = 50)

α Method α αmin αmax M SEα γ γmin γmax M SEγ

α = 1.8 FR 1.779 1.217 2.000 0.03902 0.987 0.803 1.233 0.01037
CULL 1.788 1.284 2.000 0.04584 0.988 0.742 1.168 0.00957
MOM 1.828 1.427 2.000 0.02498 1.001 0.840 1.185 0.00756
REG 1.812 1.448 2.000 0.02528 0.995 0.824 1.182 0.00852
PT 1.779 1.488 1.999 0.0191 0.996 0.788 1.135 0.0077

α = 1.5 FR 1.497 1.140 2.000 0.04066 1.004 0.679 1.374 0.02051
CULL 1.504 1.113 2.000 0.04872 0.992 0.676 1.378 0.01980
MOM 1.527 1.116 1.958 0.04003 1.016 0.646 1.320 0.01970
REG 1.495 0.955 1.909 0.04424 0.998 0.654 1.313 0.01939
PT 1.516 1.244 1.875 0.0169 1.034 0.715 1.229 0.0140

α = 1.2 FR 1.165 0.887 1.453 0.02202 0.995 0.800 1.264 0.01196
CULL 1.150 0.870 1.460 0.02429 0.949 0.693 1.161 0.01371
MOM 1.198 0.848 1.564 0.02624 0.992 0.721 1.273 0.01654
REG 1.208 0.865 1.543 0.01851 1.004 0.754 1.289 0.01255
PT 1.237 1.023 1.620 0.0204 1.011 0.758 1.368 0.0191

Source of FR, CULL, MOM and REG estimation data is Ref. [24, Table 4.6]

replications. To summarize the results, it can be stated that the accuracy of the PT
estimator does not deviate significantly from the other methods.
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5 Summary

In this chapter a robust parameter estimation method is presented for symmetric
stable distributions based on simultaneous M-estimators. The procedure estimates
jointly the three unknown parametersα,γ, δwith an iterative algorithm. All necessary
constants and function approximations are presented for numerical evaluation of the
estimators. The method can be useful for practical applications, because it can be
implemented easily. The PT estimators have all the known good properties of robust
M-estimators. A simulation study is presented to compare the PT estimators to some
known methods in the field.

Acknowledgments The described work was carried out as part of the TÁMOP-4.2.2/B-10/1-2010-
0008 project in the framework of the New Hungarian Development Plan. The realization of this
project is supported by the European Union, co-financed by the European Social Fund.

References

1. Adler, J.R., Feldman, R.E., Taqqu, M.S. (eds.): A Practical Guide to Heavy Tails: Statistical
Techniques and Applications. Birkhäuser, Boston (1998)
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Prediction of the Network Administration
Course Results Based on Fuzzy Inference

Zsolt Csaba Johanyák and Szilveszter Kovács

Abstract The prediction of the number of students who will pass or fail the exams in
the case of a subject can be very useful information for resource allocation planning
purposes. In this chapter, we report on the development of a fuzzy model, that based
on the previous performance of currently enrolled students, gives a prediction for the
number of students who will fail the exams of the Network Administration course at
the end of the autumn semester. These students will usually re-enroll for the course
in the spring semester and, conforming to previous experience, will constitute the
major part of the enrolling students. The fuzzy model uses a low number of rules
and applies a fuzzy rule interpolation based technique (Least Squares based Fuzzy
Rule Interpolation) for inference.

1 Introduction

The introduction of the credit system in Hungarian higher education brought several
advantages to the students and the institutions as well. However, the increased flex-
ibility and eligibility put also greater responsibility on the shoulders of the students,
and as a side effect it contributed to an increase in the average time necessary for
the fulfillment of the academic requirements for graduations. It also made resource
allocation planning more difficult for the institutional side.

This problem led particularly to a demand for the prediction of the results in the
case of the Network Administration course, which is a laboratory-intensive course
of the BC program in computer science where students can learn and experience in
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small groups the topics and practical tricks of the configuration and administration of
Windows, Linux and hybrid computer networks. In order to ensure a uniform load of
the laboratories and teaching staff over two semesters we needed an early estimation
of the number of students who will pass or fail the exam at the end of the autumn
semester. This is because those students who fail in the autumn semester usually
make up the majority of the students who will enrol for this course in the spring
semester next year. The prediction is made based on some historical and actual data.

Computational intelligence comprises a wide range of methods (like fuzzy rea-
soning [2, 8, 18–20], neural networks [22], and evolutionary techniques [13]) that
can be easily used for numerical data-based prediction tasks. In this chapter, we
report the application of a fuzzy rule interpolation-based inference technique and a
rule base optimization method based on the clonal selection principle that ensures
the creation of a low complexity fuzzy system with a reduced number of rules.

The rest of this chapter is organized as follows. Section 2 reviews briefly the
fuzzy inference technique applied. Section 3 presents the main ideas of the rule
base identification method used. Section 4 reports the results of the modeling and
conclusions are drawn in Sect. 5.

2 Fuzzy Inference

Fuzzy reasoning systems with multidimensional input spaces can usually ensure full
coverage of the input space by rule antecedents with a relatively high number of
rules. This number (NR) depends on two factors, the resolution of the partitions (the
number of fuzzy sets in a partition) and the number of input dimensions. It can be
calculated by

NR = n1 · n2 · . . . nk, (1)

where ni is the number of fuzzy sets in the i th input dimension and k is the number
of input dimensions.

The high number of rules can increase system complexity, the memory demand
of the software, and the inference time as well. Besides, in some cases, due to lack
of information not all the rules that describe the exact relation between the input and
output of the modeled phenomena can be identified directly by the human experts or
by the algorithm which extracts them automatically from experimental data.

Fuzzy rule interpolation (FRI) based inference methods were developed for the
above-mentioned cases, aiming at reasoning even from those input values for which
a predefined rule does not exist. The research and development of the FRI field was
initiated by Kóczy at the beginning of the 1990s (e.g. [24]) and since then several
techniques have been developed (e.g. [1, 6, 7, 11, 12, 14–17, 23]). Among these
techniques is the Least Squares based Fuzzy Rule Interpolation (LESFRI) method
[14], which determines the fuzzy conclusion from the observation (input value)
in two steps. First, it generates a new rule for the current input, i.e. the reference
points of the rule’s antecedent sets will be identical with the reference points of the
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observation sets in the corresponding dimensions. Next, it determines the conclusion
firing the new rule, i.e. it applies a single rule reasoning approach. We chose to use this
method for our experiments owing to its interpolation and extrapolation capabilities
and its availability in the free FRI Matlow Toolbox [9], as well as owing to our good
experience with its previous applications.

The method LESFRI (Least Squares based Fuzzy Rule Interpolation) [14] deter-
mines the fuzzy conclusion from the observation (input value) in two steps. First,
it generates a new rule for the current input, i.e. the reference points of the rule’s
antecedent sets will be identical with the reference points of the observation sets in
the corresponding dimensions. Next, it determines the conclusion firing the new rule,
i.e. it applies a single rule reasoning approach.

In the first step the antecedent and consequent sets of the new rule are calculated
in each dimension by a set interpolation technique called FEATLS (Fuzzy set inter-
polation Technique based on the method of Least Squares). Its basic idea is that all
the sets of the partition are shifted horizontally in order to reach the coincidence
between their reference points and the interpolation point (reference point of the
fuzzy input/output in the current dimension)(see Figs. 1 and 2).

Next, the shape of the new linguistic term is calculated from the overlapped set
shapes preserving the characteristic shape type of the partition (singleton, triangle,
trapezoid, polygonal, etc.) applying the method of least squares. For example in case
of each breakpoint of the left flank the sum

Fig. 1 Original partition and
interpolation point at 0.4
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QL
j =

n∑
l=1

wl · (x L
l j − x L

j )
2, (2)

is minimized, where QL
j is the sum corresponding to the j th point of the left flank

of the interpolated set, wl is the weighting factor of the lth linguistic term of the
partition, x L

l j is the abscissa of the j th point of the left flank of the lth set and x L
j is

the abscissa of the j th point of the left flank of the interpolated set. The right flank
is calculated similarly.

The position of the consequent sets is calculated independently in each output
dimension by an adapted version of the crisp Shepard interpolation [21]. Thus the
reference point of the conclusion is calculated as a weighted average of the reference
points of the consequent sets of the known rules.

R P(Bi ) =
∑N

l=1 R P(Bl) · sl∑N
l=1 sl

, (3)

where R P(Bi ) is the reference point of the interpolated consequent set, N is the
number of the rules, R P(Bl) denotes the reference point of the current rule, sl is the
weight attached to the lth rule. The weighting factor is an arbitrary distance function,
usually the reciprocal value of the square of the distance.

In the second step of the method the conclusion is determined by the technique
SURE-LS (Single RUle REasoning based on the method of Least Squares). The
basic idea of the single rule reasoning is that is measures the similarity/dissimilarity
between the rule antecedent sets and the corresponding observation sets and it mod-
ifies the shape of the conclusion in function of this dissimilarity.

In the case of SURE-LS the dissimilarity on the antecedent side is calculated by
the means of weighted averages of the α-cut endpoint distances (adaL

α ), which in
case of the left flank is calculated by

adaL
α =

∑na
j=1we j · (in f {Ai

α j } − in f {A∗
α j })∑na

j=1we j
, (4)

where Ai
α j is the α-cut of the antecedent set of the interpolated rule in the j th input

dimension, A∗
α j is the α-cut of the observation set in the j th input dimension, and

we j is the weighting factor of the j th antecedent dimension.
Taking into consideration the above calculated differences the characteristic points

of the left flank are determined by

in f {B∗
α} = min(in f {Bi

α} − adaL
α , R P(B∗)), (5)

where Bi
α is the α-cut of reinterrogated rule’s consequent set and B∗

α is the α-cut of
the conclusion.
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3 Rule Base Identification

The performance of a fuzzy reasoning system depends strongly on the correctness
of the underlying knowledge base. The rule base can be created by human experts
based on their experiences, automatically from sample data by an algorithm (e.g. [3,
10, 13, 25]), or using a combination of the two options presented above (a hybrid
approach).

In a hybrid approach the human experts create an initial rule base whose para-
meters will be modified in the course of the optimization process, which usually
applies a global and/or a local search technique. Parameters of a fuzzy system can
be e.g. those values which describe the fuzzy sets referred to in the antecedent and
consequent parts of the rules (such as the reference points of the sets or the abscissa
values of the breakpoints).

Another option for the parameter selection represents the identifiers of the lan-
guage variables used in the rules. Here the task of the optimization procedure is to
determine e.g. which fuzzy sets in the consequent parts of the rules ensure the best
system performance.

In the course of this project we applied the hybrid approach and the above men-
tioned last parametrization model. By changing only the fuzzy sets referred in the
rule consequents we could ensure semantically good interpretable partitions in the
antecedent and consequent dimensions as well. Generally in such cases the search
space of the optimal parameter set consists of

nS = (NR)
no , (6)

discrete points, where NR is the number of the rules, and no is the number of fuzzy
sets in the output partition.

The tuning was done by an artificial immune system (AIS) algorithm [13]. The
Clonal Selection Algorithm mimics the biological Clonal Selection Principle [4]
by implementing mechanisms like clonal selection, clonal expansion, and somatic
hypermutation. The first version of the algorithm was suggested by de Castro and
von Zuben [5].

The algorithm generates several parameter sets as candidate solutions of the opti-
mization problem. They are called antibodies in the AIS terminology. The initial pool
of antibodies is generated as follows. One antibody is created from the initial fuzzy
system and contains a description of the system’s parameters. From the first instance
N −1 copies (clones) are made, where N is the pool size, a parameter of the method.
In order to increase the diversity nR instances are subjected to a hypermutation with
a rate of p, where p ∈ (0, 1) is an arbitrary parameter of the method. The mutation is
done by changing the values of some parameters. For each parameter of an antibody
a random r (r ∈ (0, 1]) value is generated. If r < p a new value is selected for the
parameter randomly from the pool of eligible values.

Next is the calculation of the affinity of each antibody (performance of the fuzzy
system represented by the antibody), and the antibodies are sorted in descending
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order based on their affinity. The best ones (the first n instances) are selected for
cloning. Cloning means that

Nc = round(β · N ) (7)

copies are made from each selected antibody [4], whereβ ∈ (0, 1] is a user parameter.
The clones are subjected to an intensive mutation (hypermutation) which process is
also called maturation of the antibodies. It performs a local search in the neighborhood
of each instance belonging to the elite group. The neighborhood is closer in the case
of antibodies with better performance than in the case of antibodies showing worse
affinity. In this case the rate is determined by the formula

p = 1

eρ·P I
, (8)

where P I (P I ∈ [0, 1]) is the performance indicator of the fuzzy system and ρ
(ρ ∈ (0, 1]) is a parameter of the method. In case of P I , the lowest possible value
corresponds to the worst performance while the highest value indicates the best
performance. The affinity of the new antibodies is also measured by means of the
fuzzy system’s performance.

The resulting pool of antibodies is attached to the original group and the whole
repertoire is sorted in descending order based on the affinity values. The first N − d
antibodies (where d is parameter of the method) are selected for the next generation
and the rest of them are dropped. Then d new instances are created with random bit
patterns in order to ensure the diversity of the repertoire. This randomness ensures a
global search character to the method.

The algorithm stops when at least one of the following conditions is met.

na f the number of affinity evaluations exceeds an upper limit—owing to the fact
that the calculation of the performance indicator is one of the computationally
most expensive steps,

ng the number of generations exceeds an upper limit,
P Itr the affinity of at least one antibody becomes greater than an upper thresh-old

value,
nni the number of consecutive generations without any improvement regarding

the best affinity value (best antibody) exceeds an upper limit.

Thus the optimization method has at least eight parameters, where the first seven
are: N—the number of antibodies in the repertoire (size of the repertoire), nR—
the number of antibodies selected for hypermutation in the first generation, p—
the initial hyperlactation rate, n—the number of antibodies selected for cloning,
β—the coefficient that determines the number of clones that are created for each
selected antibody, ρ—the coefficient which determines to what extent the affinity of
an antibody influences the probability of mutation, and d—the number of random
antibodies created at the end of each iteration cycle. The rest of the parameter set
contains one or more from the above presented stopping criterion.
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4 Modeling Results

Our fuzzy modeling project is aimed at the creation of a rule-based system that can
predict the number of students who will fail the Network Administration (NA) exam
and therefore will enroll in the course again in the subsequent semester.

We chose a two-level solution. At the first level we determined the probability
(P S) of passing the Network Administration exam for each student using a fuzzy
rule based system and at the second level we calculated an average probability for
the whole group of the students who enrolled for the NA course by

Pav =
∑Nst

i=1 Pi

Nst
, (9)

where Nst is the number of students enrolled in the current semester. Next, we
calculated the estimated number of students who will pass the exam by

Np = Pav · Nst =
∑Nst

i=1 Pi

Nst
. (10)

In the course of the generation of the fuzzy model we took into consideration
historical data of four past semesters with a total of 122 data records. Thirty records
were taken out randomly for test purposes and the remaining 92 data rows were used
for the creation and tuning of the rule base.

Based on the available data and previous experiences a rule base containing 21
rules was constructed by human experts. In case of each student we used four input
values and one output which are presented below.

Input

• What was the result of the student’s last (successful) Computer Networks I (CONI)
exam?
Variable: N1R, possible values: 2..5.

• Is this the 1st, 2nd, or 3rd enrollment of the student into the Network Administration
course?
Variable: N E N , possible values: 1..3.

• How many credits has the student earned up to now?
Variable: NCr , possible values: SM , AV , BG

Output

• Probability of passing the exam
Variable: P S, possible values: SM , AL , AH , BG

In the first three input dimensions we had crisp values which could be represented
by singleton membership functions (see Fig. 3). In case of the fourth input dimension
and the output dimension we created partitions with three or four linguistic values
(see Figs. 3 and 4).
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We applied the clonal selection based optimization algorithm presented in the
previous section for the tuning of the rule base’s parameters. The ordinal number of
the consequent fuzzy sets in their partition was used as a parameter (values between
1..4) in the case of each rule (SM-0, AL-1, AH -2, BG-3).

We chose the following values for the parameters of the algorithm: N = 30,
nR = 15, p = 0.5, n = 10, β = 0.4, ρ = 0.8, d = 10. We used ng = 30 as stopping
criteria. The performance of the fuzzy system was measured by the formula

P I = 1 −
√∑ns

i=1 (yi − ŷi )2

ns
· 1

ymax − ymin
, (11)



Prediction of the Network Administration Course 27

where ns is the number of data points involved in the evaluation, ymin and ymax are
the lower and upper bounds for the output values, yi is the i th output value, and ŷi

is the i th estimated output value (calculated by the fuzzy system).
The initial fuzzy system with the rules created based on out previous experiences

provided a performance of P I = 0.73 in the case of the training data and P I = 0.74
in the case of the test data set. The optimization slightly improved the performance
of the system increasing it to P I = 0.81 in the case of the training data set and 0.76
in the case of the test data set.

5 Conclusions

In this chapter we reported the results of our efforts regarding the creation of a
fuzzy system that can predict the number of students who will fail the Network
Administration exam. The main purpose of this work was to support our department’s
resource allocation activity. Although an exact prediction cannot be made the results
can be useful and our further research will concentrate on the improvements by taking
into consideration a larger amount of historical data, and increasing the number of
parameters included into the tuning process. An examination of other input values
is also under consideration.
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Optimization Tasks in the Conversion
of Natural Language Texts into Function Calls

Péter Barabás and László Kovács

Abstract Natural language processing (NLP) is a well-known and increasingly
more important area in human-computer interaction. Talking with a computer in
human language is not very far away; for instance, there are automotive systems
nowadays where people can control their car by voice, with some limitations. The
goal of our research is to develop a natural language framework which will be used to
extend existing systems with a natural language controlling capability. Our research
focuses on the textual form of input; a proper speech recognizer or speech-to-text
converter can produce textual commands and queries anytime. This chapter mainly
deals with the optimization of algorithms in the most relevant modules of the frame-
work: POS tagging and function mapping.

1 Introduction

Communication with most computer systems happens via user-friendly but not nat-
ural ways. People need to fill in forms, click buttons, or type instructions through
a keyboard instead of giving commands in a natural language to the system. Nat-
ural language processing is an increasingly popular area of artificial intelligence for
applications such as controlling robots, automotive systems, navigation systems, etc.

The main interaction form between human and computer is speech in spoken
dialog systems (SDS). Three types of such systems can be distinguished: state-based
[1–3], frame-based [4, 5] and agent-based [6].
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The state-based systems are the simplest and most commonly used. These kinds
of dialog systems represent series of states. In each state the system asks the user
for specific information. After every state is ‘filled in’, the system can generate an
answer by several techniques: e.g., calling functions or running external applications.
The algorithm for processing of input is based on recognition of well-defined words.
State-based approaches are used for simple natural language processing (NLP) tasks.

In more complex cases, frame-based techniques are used instead of states, as in
[4, 5]. A frame represents a task that has slots. A slot contains a piece of information
which the system needs in order to complete the task. Several slots can be filled in at
one time and the system can construct questions for empty slots. A slot can be marked
as required or optional. If all required slots are filled, the system can complete the
task and can generate the answer.

McTier [6] defines the agent-based system as a system where a frame is filled in
cooperation with the user and a solution to the problem is sought together with the
user. The system and user exchange knowledge and reasons about their own actions
and beliefs to complete previously tasks.

Our goal is to define and implement a natural language framework using a frame-
based dialog system that can be applied to robot control. Our framework processes
text input that can be generated by a speech-to-text converter. The primary language
supported in our system is Hungarian, which is very difficult to process because of
its agglutinate property. The optimization of algorithms is also essential to produce
an accurate and quick response system.

In Sect. 2 the text conversion process is introduced, describing the difficulties and
special cases in each phase. A discussion of existing and proposed algorithms of
POS tagging and its optimizations is included in Sect. 3. The other relevant process,
function mapping, is covered in Sect. 4 together with its optimization solutions. The
results and future work are summarized in the last section.

2 Text Conversion Process

The goal of text conversion is to produce a structured output from a text which
can be interpreted by applications and controllable systems. Natural language text
processing is a complex task which is divided into the following phases:

• Text cleaning, tokenization,
• Morphology analysis,
• Sentence analysis,
• Function mapping.
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2.1 Text Cleaning, Tokenization

Input texts can be produced from several sources such as keyboards, speech-to-
text converters, OCR systems, handwriting recognizers, etc. Each source type and
converter can have specific faults and error rates. The input text should be normalized
first so that as accurate as possible function mapping can be determined. It is important
to note that the mistakes of the input text spin off the subsequent modules with
decreasing output accuracy.

The input text should be parsed into sentences and each sentence should be split
into words. There are several existing other tokenizers, for instance Stanford [7] or
NLTK [8], which support mostly English language and several other widely spoken
languages. There is a Hungarian toolkit for linguistic processing called “magyarlanc”
[9] developed by the University of Szeged, which contains a sentence splitter, a
tokenizer, a POS tagger and lemmatizer, stop word filtering and a dependency parser.

The result of tokenization is a set of words which needs to be analyzed further.
The analysis consists of two phases: spell checking and named-entity recognition.
There are two situations which the spell checker should be able to handle:

1. There is a mistyped word in the input which is in a dictionary of the language.
2. There is a mistyped word in the input which is not part of the dictionary.

In the first case only a context-sensitive spell checker can recognize if there is
a wrong word in the sequence, in the second case a simple spell checker should
already have detected the misspelled words. It may happen in both cases that several
possible corrections are available but only one can fit the sentence. The use of an
accurate context-sensitive spell checker like that in [10] is proposed, since in natural
text processing human decisions should be minimized as much as possible.

The second phase should recognize the named entities such as numbers, places,
companies, dates, points of interest, proper nouns, addresses, etc. in the text. The
words belonging to named entities should be labelled, denoting that in later process-
ing modules the word is to be handled in a special way, e.g. the morphology analyzer
will not analyze these kinds of words.

The result of text normalization will contain the list of sentences consisting of
spell-checked words labelled by the named-entity recognizer.

2.2 Morphology Analysis

In order to capture the meaning of the source text, the grammar structure of the text
should be determined first. The grammar of the free text input can be modelled with a
multi-layer architecture. Usually four levels are distinguished: the lowest level is the
letter level, the next is the word level and the third level relates to the sentences. The
highest level corresponds to the dialog or document level. The morpheme analyzer
engines determine the grammatical structure of the words. At this level, the list of
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related suffixes, prefixes and the stem component will be discovered. These compo-
nents can be assigned to the words as morpheme labels. In the case of languages like
Hungarian, morphology analysis is quite a complex task because of their agglutina-
tive property and the huge number of word forms. Hunmorph [11] is an open-source
word analysis tool that contains a morphological analyzer and synthesizer.

The result of morphology analysis is the list of morpheme tags and the chain of
suffixes with suffix codes, like in the case of the next word:

ablakokban = ablak [NOUN] + ok [PLUR] + ban [CAS(INE)]

In many cases a word can have several potential analyses. Similar to spell checking
the proper analysis can be chosen only if the context of the current word is known.
This task will be fulfilled in the sentence analysis module.

2.3 Sentence Analysis

Sentence analysis is the kernel module of text processing. It receives the morpholog-
ically labelled word sequence and has to produce an analysis tree. It can be stated that
without prior knowledge about concepts belonging to the domain of the sentences,
the sentence analysis cannot be accomplished accurately. For instance, if the predi-
cate concept of the sentence is unknown, the other parts of speech cannot be bound
and determined. Morpheme analysis helps a great deal in guessing the parts of speech
for a sentence, but there is no definite mapping between most of the morpheme labels
and parts of speech. Taking the sentence

A történelem könyv nagyon érdekes. (S1)

(The history book is very interesting.),

the morpheme analysis of sentence is the following:

A [ART] történelem [NOUN] könyv [NOUN]

nagyon[ADV,nagy[ADJ[CAS(SUE)]] érdekes[ADJ]

The parts of speech of sentence (1) should be:

• predicate: érdekes [ADJ]

– predicate-adverbs of measure: nagyon [ADV]

• subject: könyv[NOUN]

– subject-adjective: történelem [NOUN]

The problem is that it cannot be declared that the noun without suffix is always
the subject or the predicate is always a verb. Certainly when the predicate is verbal
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instead nominal, the analysis is much easier. In the above case the following concepts
of the domain are known:

1. There are objects in the school domain like books, pens, bags, cell phones, etc.
2. Categories of books can be history, grammar, computer science, etc.
3. Subjects like books can be interesting, boring, amusing, etc.
4. The properties can have absolute or relative measurements: much, more, less,

best, least, etc.

Concept trees can be built from these statements which can be used in sentence
analysis. The sentence analysis is a tree whose root node is the predicate element of the
sentence. The hierarchy property of the tree allows the representation of compound
structures in a sentence. In sentence analysis the order between nodes which are on
the same level is arbitrary, but the order between levels is well-defined: the word
belonging to a higher level node stands after the word of a lower level node.

The high time cost of algorithms and their low accuracy always cause optimization
problems, therefore many existing POS tagger methods will be analyzed in Sect. 3.

2.4 Function Mapping

The goal of the last module in natural language text processing is to provide a
format for sentence analysis which can easily be interpreted by the target applications
or systems. For example, in order to call web services at the end of the process,
we have to map the sentence analysis into a service URL and name-value pairs as
parameters. This is called function mapping, where predefined functions are given
and the concepts in sentence analysis have to be paired with a target function and its
parameters.

First of all a function description model has to be built, which can also be a tree
similar to sentence analysis. Figure 1 shows the nodes of function description.

The predicate of the sentence has a central role in function mapping also: it
determines the target function to be called. Several predicates can be bound to a
function if their meanings are similar. A function can usually have zero or more
parameters. A parameter can be bound to a sentence analysis concept that has the
defined part of a speech tag (constituent in Fig. 1). There can be such situations when
several concepts exist in a sentence with the same part of speech tags. In this case a
dependency can be defined in the parameter description between the concept and its
parent concept in sentence analysis. For instance, there can be several adjectives in the
sentence in different positions and the attached concept decides to which parameter
they should be mapped. Let us take the following sentences:

Hány forintba kerül 10 euró?(How much Forint does 10 Euro cost?) (S2)
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Fig. 1 Function description tree

Hány forint kerül 10 euróba?(How much Forint does 10 Euro cost?) (S3)

And we have a function:

cost(source)_currency, target_currency, source_count, target_count)

In case of S1, the function call is:

cost(EUR,HUF,10,?)

In case of S2, the function call is:

cost(HUF,EUR,?,10)

The source currency is the subject in both cases, while the target currency is the
adverb. There is a problem here with the adjectives of quantities since they belong
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to the third and fourth parameters also. The parent concept designates their proper
positions.

The mapping between the sentence analysis tree and the function description tree
should be as accurate and fast as possible to be applied in real-time natural language
controlling systems. For the sake of performance the previous properties function
mapping algorithm should also be optimized, which is discussed in Sect. 4 in detail.

3 Optimization in POS Tagging

The morphological information alone is usually not enough to infer the semantic
role of the word within the text. The sentence level structure encodes the required
additional information to determine the semantic role. At the sentence level, the
grammatical role determines the functional role of the word together with the rela-
tionships to the other words. A human sentence can be interpreted as a complex
structure containing parts with different semantic grammatical roles. A typical sen-
tence contains e.g. a predicate part and a subject component. These roles are the part
of speech (POS) units of the sentence. Simple parsers usually use about 20 different
roles while the more sophisticated models distinguish among more than 100 POS
variants. The set of common POS roles includes among others the following items:
NN (singular noun), NNS (plural noun), VB (verb base form), VBD (verb past tense),
PN (personal pronoun), AT (article), IN (preposition), RB (adverb) or JJ (adjective)
[12]. In the tagging process, the words of an input sentence will be assigned to a
corresponding POS unit.

The main difficulty in the tagging process arises from the ambiguity of the words:
a word may have different meanings and a word sequence may have different POS
taggings. The following sentences give examples of these difficulties:

Boys [NN] move [VB] to [IN] a [AT] new [JJ] city [NN]

(There is) [VB] a [AT] move [NN] in [IN] (New York) [NN]

3.1 Markov POS Tagger

The usual approach in tagging is to consider the word sequence as a random Markov
process. The Markov chain model [12] assumes that the state value at time point
t depends only on the state value of the previous time point t-1. The second key
assumption is that the probability of transition between any states s1 and s2 in time
points t-1 and t is stationary, i.e. this probability is independent from time point t.,.
This means that the probability of a tag sequence (tag denotes the POS attribute, the
role of the word) can be given with the neighborhood probabilities as
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p(t1..n|w1..n) = p(w1..n|t1..n)p(t1..n)
p(w1..n)

=
∏

i p(wi |ti )p(ti |ti−1)

p(w1..n)
(1)

where the symbols are as follows:

w1..n word sequence between positions 1 and n
t1..n tag sequence between positions 1 and n
wi word at positions i
ti tag at positions i

Thus the most probable tag sequence belonging to a given input word sequence is
calculated as

arg max
t

{∏
i

p(wi |ti )p(ti |ti−1)
}

(2)

The probability values between the neighboring states are estimated with the
relative frequency values. An efficient implementation of tagging optimization is the
Viterbi algorithm [13]. The Viterbi algorithm uses a dynamic programming approach
to find the optimal tag sequence. It stores the cost value for every possible intermediate
state in a matrix. An intermediate state is characterized with a time index and with
a tag index. Based on the stationary assumption, the p(ti |ti−1) value is independent
of the position, depending only on the tag values, i.e.

p(ti |ti−1) = p(tk |t l), (3)

where tk and tl denote the corresponding tag values in the tag dictionary. The cost
of the intermediate state with index (i+1, j) is calculated with

c(i + 1, j) = max
l

{
c(i, l)p(t j |t l)p(ww+1|t j )

}
(4)

where l denotes a tag index at time point i.
The HMM method belongs to the family of generative models where the joint

distribution is the base formula to calculate the conditional probabilities. Another
approach is represented by the discriminative model, which focuses directly on con-
ditional probability. The Linear-chain Conditional Random Field (LCRF) [14] is an
efficient alternative to the HMM method.

3.2 Linear-Chain Conditional Random Field

The main idea in LCRF is to segment the variables into smaller disjoint groups where
each group is independent of the other groups. This process is called factorization.
In LCRF, the conditional probability is calculated as [15]:
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p(t1..n|w1..n) = 1

Z(w1..n)

∏
i

e
∑

k Θk fk (ti ,ti−1,wi ) (5)

where Z() is normalization function, f() is the feature function and θ is the parameter
vector. The domain of feature engineering refers to the selection of appropriate
feature functions. The number of feature vectors may be very large in practical
applications; for example in [16] about 3.5 million features were used. For a given
feature and vector set, the Viterbi algorithm mentioned can be used to determine the
most probable tag sequence.

In LCRF, a separate step is the selection of the appropriate parameter vector.
For calculation of the maximum likelihood feature vector, numerical optimization is
used. The proposed method usually optimizes the conditional log likelihood value.
To avoid overfitting, the following regularized log likelihood is used for parameter
optimization:

ε(Θ) =
∑

j

∑
i

∑
k
Θk fk(t

j
i , t j

i−1, w
j
i )−

∑
j

log Z(w j
1..n)−

∑
k

Θ2

2ν
(6)

where the superscript j denotes the training data index and ν denotes a penalty factor.
At the optimum parameter value, the derivate of the objective function is equal to
zero. The solution of the system of equations

∑
j

∑
i

fk(t
j

i , t j
i−1, w

j
i )−

∑
j

∑
i

∑
t,t ′

fk(t, t ′, w j
i )p(t, t ′, w j

i )− Θ

ν
(7)

yields the optimum parameter vector.
The main shortcoming of this model is that it considers a sentence as a linear

chain. Classic grammar models like TAG (tree adjoining grammar) are based on this
approach. The TAG formalism proposed by [17] defines initial and auxiliary trees. A
tree encodes the set of possible sequences, where an element of the sequence can be
replaced with other sub-sequences (adjunction operation). For languages with a strict
word order, the sequence model is a good approach. However, the analysis of the
sentence structures in the Hungarian language shows that sequence orientation is not
the perfect model for languages with no dominant word order. In these languages,
all permutations of the words may be valid. An explicit encoding of all possible
permutations would result in intractable grammar trees. The grammar model in [21]
unifies the features of contextual and tree-adjoining grammars using the standard
structure based on tree components. To provide a more suitable formalism, a graph
oriented model is proposed in our system.

Another key problem in tagging operation is to find the correct segment bound-
aries. Words belonging to different segments may have the same grammatical prop-
erties. In the sentence
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Tegnap telefonált Peti Zoli barátjának. (S4)

(Peter phoned yesterday Zoli’s friend)

After the morpheme analysis, both words Peti and Zoli will be labeled NN, thus
both are candidate subjects of the sentence. The correct segmentation should find the
following segments within the sentence:

• predicate : telefonált
• subject : Peti
• dat_object : Zoli barátjának
• adverb : tegnap

The segments may be of simplex structure or of complex structure: e.g., in a higher
order statement a sub-statement can be used as a POS unit:

Mondtam neked, hogy gyere pontosan. (I told you to come on time.)

This example also shows the fact that sometimes some POS roles are implicitly given,
and have no explicit word representative. The subject I is encoded in the inflection
of the verb. Thus the POS segment structure of the sentence is:

• predicate : mondtam (past)
• subject : én (hidden , implicit)
• dat_object : neked
• object : hogy gyere pontosan

– object-predicate : gyere
– object subject : te (hidden, implicit)
– object-adverb : gyorsan

The management of free word-order was also addressed in some previous gram-
mar models. One important group of these kinds of models is the family of
dependency grammars. Dependency grammar (DG) [18] is based on modeling the
dependency between the different POS units: e.g. a predicate unit requires a subject
and an object POS unit. The dependency is an asymmetric relationship, the head
corresponding to the independent part of the relationship. A similar approach is
presented in word grammar [19], which is based on dependency grammar. In this
model, language can be represented by a network of propositions. This approach
can be applied, in neurolinguistics domains, among others. There are some other
approaches in the literature to deal with free word order. One of the proposals is the
finite automata with translucent letters [22, 23].
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3.3 Proposed Tagging Method

The semantic structure of sentences is given with a multi-level graph. In the graph
model a graph is given as

G = {l, K ,G N ,G D,G p},

where GN denotes the set of nodes. A node may be either a simple node or a graph.
There is a special node called kernel node K. The kernel node is always the source
node of the dependency relationship. The symbol l is for the identifier label of the
graph. Every graph corresponds to a segment of the sentence. Within the segment,
there is a dependency relationship between the kernel node and the other nodes.
The set of edges GD corresponds to the dependency relationship between the items.
The meaning of dependency is the same as it is defined in the dependency grammar
[18]. The relationship t1 −→ t2 is met if POS t2 can occur in a sentence only if POS
t1 occurs in the same sentence.

G D = {K → L |L ∈ G N } (8)

In the graph unit, every kernel node depends only on the kernel. Each node in the
graph is given by a set of attribute tuples. An attribute tuple includes the following
elements:

• a role name of the node,
• morpheme tags of the corresponding words (Am),
• probability of a given morpheme tag set (Ap),
• flag to denote whether the node, role is optional or not (Ao).

The set G P describes the precedence relationship between the elements of
{G N ∪ K }. The set G P may be empty, denoting that no word order rule can be
discovered, and every word order is valid. A probability value is assigned to every
element of GP .

For the sample sentence (S4) the morpheme analyzer returns the following mor-
pheme structure:

tegnap : [FN] + [NOM] | [HA]
telefonált : [IGE] + [MIB] + [e3]
Zoli : [FN] + [NOM]
Peti :[FN] + [NOM]
barátjának : [FN] + [PSe3] + [DAT]

The symbol [x] denotes here a morpheme tag of the word. In the example, the
following symbols are used: FN(noun), HA(adverb), IGE(verb), DAT(dative). Based
on this list, a graph model can be generated as it is shown in Fig. 2. The solid line
corresponds to the dependency relationship, while the dashed line shows the prece-
dence relationship among the graph nodes and the dotted line shows the precedence
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Fig. 2 Sample sentence graph for (S4)

relationship among the graph nodes. The positive numbers labels are the probability
values of the relationship.

The graph structure contains the segmentation structure of the sentence. The kernel
node of the main segment is a predicate node (double-line border) and the kernel of
the sub-segment is a non-predicate word (single-line border).

In the graph model, the words assigned to the graph nodes correspond to words
wi of the sentence. The role name of the edges pointing to the node denotes the tag
name ti . The morpheme structure is a set of atomic morpheme units. The conditional
probability p(a|r) for each morpheme unit can be calculated with the sum of the
corresponding tuple probabilities. Based on the graph, the tag role value can be
estimated both from the morpheme structure and the precedence relationship.

For the morpheme-based probability pm , we use the Bayes formula:

pm(r |w) =
{

p(r)
∏

a∈w p(a|r)
p(w)

}
. (9)

When the independency assumption is known, the morpheme probability for a
tag sequence is equal to the product of the probabilities of the components:

pm(r1..n|w1..n) =
∏

i

pm(ri |wi ) (10)

The precedence probability for the tag sequence is given as

pp(r1..n|w1..n) =
∏

i

pp(rir j ) (11)
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where pp comes from the graph model directly. The sum of the morpheme and of
the precedence probabilities is defined as the probability of a tag sequence:

p(r1..n|w1..n) = pm(r1..n|w1..n)+ pp(r1..n|w1..n). (12)

For a given word sequence, the algorithm selects the tag sequence with the max-
imum weight:

p(r1..n|w1..n) = argmaxr {p(r1..n|w1..n)}. (13)

In order to reduce the cost of a brute force search operation, a dynamic optimiza-
tion method can be used similar to the Viterbi algorithm.

4 Optimization in Function Mapping

The difficulty of function mapping is caused by ambiguous mapping between sen-
tence analysis and function signatures (FS). This can occur when there are concepts
in the domain that can fit into many FS, predicates are not assigned to an individual
FS, there are missing parameters in the sentence, and similar problems arise that
make mapping much harder. A mapping between a sentence analysis tree and FS
can be defined as:

S → fi |F = { fi }, (14)

where S is the sentence analysis tree and fi is the i th function signature from the
set of function signatures F. Let us define a fitness function Φ which calculates the
correspondence value between sentence S and a given function signature fi :

φi : (S, fi ) → R (15)

The goal of function mapping is to find the winner functionΦw that the has highest
fitness value:

w = arg max
i

{
φi

}
(16)

The proper fitness function is the key component of this module, where the fol-
lowing rules have to be taken into consideration:

1. A sentence analysis tree has only one predicate and can have several other con-
cepts. (We work only with simple, extended sentences.)

2. A predicate can be assigned to one or more FS.
3. A concept of the analysis tree should be mapped to one of the parameters of FS.
4. A concept can be mapped only to one parameter of FS at one time.
5. A concept may not belong to any parameter.
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6. An FS can have required and optional parameters, where finding the required
parameters is more important. If a required parameter is missing, the method
belonging to FS cannot be executed.

7. If a parameter has a dependency node, only the sentence analysis node with the
proper parent can be mapped.

Let us define a sentence analysis tree as follows:

S = (C,→),C = {P} ∪ {ci },→⊆ C × C (17)

where P is the predicate concept and ci is a non-predicate concept, and −→ is the
link between concepts in the tree. The following statements are valid for analysis
tree:

∀ci ∈ C ⇒ P → ci and ∀ci , c j ∈ C : ci → c j ⇒ c j � ci . (18)

The set of FS are defined in (19):

F = { fi }, fi = (Γ,Π), Γ = {γi }(i = 1..n)Π = {π j }( j = 1..m) (19)

where Γ is the set of predicates and Π is the set of parameters.
A parameter defined in (24) has some attributes like name, position, type and

mandatory. In constructing the fitness function only the mandatory property can
have a significant role; the others are used in preparing the execution of the method
belonging to the given FS.

πi = (m,Θ), (m ∈ {0, 1}) Θ = {θi }(i = 1..n) (20)

Θ means the constituents of the parameter. A constituent can have zero or more
dependencies:

θ = {δi }(i = 1..n). (21)

Fitness value points can be given for an FS in the following scenarios:

1. The predicate of a sentence is found among predicates of the given FS.
2. A non-predicate concept can be mapped to any of parameters of the given FS.

(a) If a parameter has dependency, the fitness score can be applied only if the
concept and its parent are a fit.

3. A higher score will be applied if the actual parameter is required.

Since a predicate can be matched for many functions, relevance is an important
factor in choosing the proper function. The fewer number of functions match a given
predicate, the higher the predicate relevance is. A tf-idf measure [12] can be used to
determine the relevance of a predicate:

t f (P, fi ) = f req(P, fi ), (22)
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id f (P, F) = log([ fi ])
|{ fi : P( fi )}| , (23)

t f id f (P, fi , F) = t f (P, fi )× id f (P, F). (24)

In the mapping score system we have three different scores: predicate relevance
(x), the number of required parameters found (y), and the number of parameters
found (z).

The resultant value can be computed with weighted sum of the above scores:

Φi = αxi + βyi + δzi (25)

where the weight factors are the input parameters of the algorithm.

5 Results and Future Works

In our research three prototype applications were developed for supporting the
Hungarian language in natural language controlling: a navigation application, a cur-
rency query application and a robot controlling application. The navigation applica-
tion (Fig. 3) can retrieve distances between cities or places, and uses Google Maps
web services to find points of interests, etc. The currency query application is a sim-
ple question-answer application; we can query information about currency exchange
rates today or in the past. It is also possible to query exchange rates in a period of

Fig. 3 Prototype applications
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time which is displayed in a chart. The third application controls a humanoid Nao
robot with simple commands.

Concepts of three different domains had to be built and the proper function decla-
rations also had to be written. The operability of applications proves the applicability
of the NLP framework.

In the future we want to examine the language-dependency of the framework
and to make proper modifications in the engine to support other languages besides
Hungarian with ease.

Another future plan is to re-factor and organize the source codes of the NLP
framework for use in research projects by other NLP researchers.
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Pattern Distillation in Grammar Induction
Methods

Zsolt Tóth and László Kovács

Abstract The rule extraction phase plays a very important role in Context-Free
Grammar induction systems. The mining of frequent patterns and rules is a costly
task. The preprocessing of the training set provides a way to make the related meth-
ods more efficient. Apriori and FP-Growth algorithms are the standard methods for
determination of frequent itemsets. Two novel methods are presented for pattern
mining in this chapter. The first one is based on extended regular expressions with
multiplicity approach. The second method is based on the theory of concept lattices.

1 Introduction

Grammar Induction is an actively investigated area of knowledge engineering. It
is widely used in many application areas such as understanding the structure of
unknown languages and the discovery of the internal structures of unknown symbol
sequences. There are many papers in the literature about its application fields as well
as induction algorithms, a review can be found in [2]. The proposed methods are
often tailored to a solution for a specific task. There are only a few works in the
literature which aim at comparing the existing methods.

This chapter focuses on the pattern extraction phase of Context-Free Grammar
Induction Systems. Natural languages can be modelled efficiently with CFG because
CFG is able to describe some common behaviour of natural languages. But there
are some structures of the natural languages which cannot be modelled by CFG.
Pattern discovery is the first phase of CFG induction methods. Thus the efficiency and
functionality of pattern recognition process depends significantly on the efficiency
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and functionality of the pattern distillation phase. Despite the great efforts made so
far, no general solution to inducing CFG has been identified.

The chapter presents two novel approaches which are based on mining of fre-
quent regular expressions and on the generalization mechanism of concept lattice.
The reduction of the training set is an internal step which could make the induction
methods more efficient. Pattern extraction methods remove or substitute the less fre-
quent items; thus the relevant patterns can be determined at lower cost. The reduced
training set contains only frequent patterns.These methods also support the imple-
mentation of an iterative algorithm which realizes incremental learning. The Apriori
and FP-Growth algorithms were proposed for frequent itemset mining solutions in
the reduction phase, because there are some common aspects in grammar inference
and association rule extraction. Moreover a novel filtering method has been proposed
which is based on the multiplicity operators of Regular Expressions. This method
replaces the rare words of the corpus with well defined symbols, so that the filtered
training set contains only frequent words and the novel special symbols. The pro-
posed reduction method eliminates those sequences which have no significant role
in the discovery of frequent symbol sequences.

The second approach is based on the theory of concept lattices. This algorithm
takes a sequence as an object and the contained subsequences as attributes. This
algorithm calculates the common parts and unique parts for each pair of samples.
The common subsequence is the intersection of the two operands. The unique parts
correspond to the sets of interchangeable symbols. In the chapter, a theoretically
approximation is given for the cost function of the pattern distillation process. These
proposed methods are implemented with a novel CFG induction algorithm.

2 Grammar Induction

Grammar Induction is a process, which generates a grammar description related to
the sentences of the training set or corpus. An important foundation of Grammar
Induction is the theory of formal grammars which is a mathematical formalism
to process languages given with symbol sequences. A formal language is defined
as a finite set of sentences over a finite set of symbols L ⊆ �∗, called alphabet
�. The language can be defined in several ways: by enumeration of the sentences
or by a generative grammar. A grammar is defined as G = 〈T ,N ,P,S〉. Where
T = {a, b, c, . . . } denotes the finite set of terminal symbols, N = {A, B,C, . . . }
denotes the finite set of non-terminal symbols and T ∩ N = ∅. The difference
between terminal and non-terminal symbols is that the non-terminal symbols can
be replaced by a sequence of symbols. This replacement is defined by the set of
production rules denoted by P = {α → β}, where α ∈ {T ∪N } ∗ {N }{T ∪N }∗ i.e.
α contains at least one non-terminal symbol and β ∈ {T ∪N }∗. The valid sentences
of the L can be deduced in finite steps from a non-terminal symbol S ∈ S which is
called sentence symbol where S ⊆ N .
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Table 1 Chomskian hierarchy

No. Grammar Implementation Rule type

3. Recursive Turing machine α → β

2. Context-sensitive Linear bounded automaton βαω → βAω
1. Context-free Push down automaton A → α

0. Regular Finite automaton A → a | aB | Ba

Grammars can be categorised based on the complexity of their production rules.
Chomskian hierarchy is the best known classification of grammars which distin-
guishes four categories (see Table 1).

The chapter focuses on the induction of a subset of formal grammars called
Context-Free Grammar. CFG is a good approximation of both natural and artifi-
cial languages. There are many efficient algorithms to process CFG such as CYK,
TBL [7, 8] or ADIOS [9] algorithms. The rules of CFG have the form A → α, i.e. a
non-terminal symbol can be replaced with a sequence of terminal and non-terminal
symbols. The sentences contain only words which are terminal symbols and can-
not be replaced. This simple form of the production rule makes efficient algorithms
available, for example the CYK parsing algorithm solves the membership problem in
O(n3) time where n is the length of the sentence. CFG is powerful enough to model
some common phenomena of natural languages, but not all of them. With a simple
example it can be shown that natural languages are more complex than regular lan-
guages. The sample sentence has the following form: “A man who heard something
(from a man who heard... and it was right,) and it was right”. This kind of sentences
are often represented formally as an abstract language L = {0n1n}. L = {0n1n} can
be described as GL = 〈{0, 1}, {A}, {A → 0A1}, {A}〉 in CFG. However in some
natural languages such as Spanish and Russian the form of a word depends on its
context. So CFG gives only a good approximation of natural languages, but it cannot
cover each language properly.

A formal language can be given with an enumeration of the valid sentences or
with a grammar description. The enumeration is extremely costly and it is often
impossible. There are two ways to generate a grammar description for a language:
a manual way and an automatic way. The manual generation requires an expert
who has a profound knowledge of the language and is also costly, time-consuming
task. In addition there are many languages which have no experts, e.g. the artificial
languages of chemical or biological samples. Although, there are many proposals in
the literature [2], the automatic induction of CFG is still an open question and it is
an NP-hard problem.

The literature on CFG inference includes many methods based on different
approaches and using various heuristics to reduce, compress or produce a gram-
mar description. The efficiency of the induction method depends on both the internal
representation of the samples, the data structures and the applied heuristics. Three
phases can be distinguished in CFG induction methods: an initialization, a rule extrac-
tion and a generalization phase. In the first phase, the training samples are converted



50 Z. Tóth and L. Kovács

into an internal representation which could be a table-like data structure, a directed
graph or a list of strings or etc. The representation affects the entire process, because
the different data structures support various algorithms. Moreover the same repre-
sentation form can be used with different inference methods. For example the TBL
algorithm [7, 8] and the Inductive CYK [6] use the same table-like representation but,
their applied heuristics are different. In this chapter the initial phase and the internal
representation are emphasized and analysed based on some well-known algorithms.

2.1 Investigation of the TBL Algorithm and Inductive CYK
Algorithm

The TBL [7, 8], Improved TBL [5, 12] and the Inductive CYK [6] algorithms use a
table-like data structure similar to the parse table of the CYK parsing algorithm.
The CYK algorithm uses a table-like data structure whose cells contain sets of
non-terminal symbols. A n-length sentence ω is a sequence of words denoted by
ω1ω2 · · ·ωn . A non-terminal A symbol in the (i, j) cell of the matrix means that
the ωi · · ·ωi+ j subsequence of the sentence can be deducted from non-terminal A.
The output of the induction algorithm is a grammar in Chomskian Normal Form. The
data structure both encodes the non-terminal symbols and the corresponding rules.
The CYK is a bottom-up parsing algorithm and it fills the matrix iteratively. The
construction of the table requires O(n3) operation steps where n is the length of the
sentence, so it is a polynomial algorithm. The TBL and Inductive CYK algorithm
are based on a similar table-like data representation.

The TBL algorithm uses a lower-triangle matrix whose cells contain arrays of
non-terminal symbols. It is used to generate primitive grammars which contain each
possible deduction tree with each sentence. The data structure of the CYK algorithm
encodes that, a given part of the sentence which can be deducted from the non-
terminal symbol. While the data structure of the TBL and the Improved TBL encodes
the way of the deduction as well. The modified data structure contains arrays of non-
terminal symbols instead of sets. The position in the array determines unambiguously
the tail of the rule.

Table 2 shows a tabular representation of the sentence Peter likes football too. The
complete primitive grammar can be determined from this table. Terminal symbols
are in the bottom line of the table, non-terminal symbols are in the rest of the table.
The rules are encoded by position e.g. X100 → X000 X010, X200 → X000 X110,
X201 → X100 X010. From Table 2 the following deduction can be determined X200 →
X000 X110 → Peter X010 X020 → “Peter likes football”. The sentence symbols are in
the top of the matrix {X300, X301, X302}. Thus the whole sentence can be represented
by one of the following non-terminal symbols: X300, X301 and X302.

The TBL and ITBL algorithms generate primitive grammar for each positive sam-
ple then merge them into an aggregated grammar in the distillation phase. It describes
exactly each positive sentences and no more, so it does not accept any sentences
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Table 2 T (Peter likes football too)

3 [X300 X301 X302]
2 [X200 X201] [X210 X211]
1 [X100] [X110] [X120]
0 [X000] [X010] [X020] [X030]

0 1 2 3
ω Peter likes football too

which were not in the training set. In the generalization phase the non-terminal sym-
bols are clustered by a genetic algorithm which determines the equivalence classes
of the symbols. This phase of the algorithm is the most costly one and the TBL and
ITBL algorithms only differ in the genetic algorithm applied.

The Inductive CYK algorithm is based on the CYK parsing strategy and uses
CYK parsing method to determine a subset of the grammar Gω. It is the smallest
subset of the terminal and non-terminal symbols, production rules and sentences
symbols which are related to the training sample. The algorithm modifies only Gω,
so the modifications remain locally. It works iteratively and parses each positive
sample with the grammar. If the sentence can be deducted from the grammar it takes
the next sample. Otherwise it adds stochastically new non-terminal symbols to the
parse table and extends the rule set of grammar Gω, until Gω does not accept the
sentence. The technique of backtracking is applied in order to avoid the learning of
negative sentences. Thus the Inductive CYK algorithm applies a different approach
and heuristic methods on the same representation as TBL and ITBL algorithms.

2.2 ADIOS Algorithm

The ADIOS algorithm [9] is an unsupervised Probabilistic CFG induction method
which requires only positive samples. It builds a directed graph from the training set
and extracts the patterns as frequent paths. Constant prefix (begin) and suffix (end)
word are added to each sentences, and thus each sentence cam be considered as a
begin to end path in the graph. The graph representation is very compact because
there is one node for each word, thus the total number of the nodes is | T | + 2 due
of the begin, end symbols. Multiple edges are used to distinguish each long path.
Because the graph is directed each node has a fan-in and a fan-out value and it is the
base of pattern extraction. A path in the graph is denoted by ei → ei+1 → · · · → e j

or ei → e j .
The candidate patterns are the paths of the graph. Four values are calculated for

each candidate path (ei , e j ) which are the following:

Right moving ratio PR(e1, en) = |e1→e2→···→en−1→en |
|e1→e2→···→en−1|
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Left moving ratio PL(e1, en) = |e1→e2→···→en−1→en |
|e2→···→en−1→en |

Right decrease ratio DR(e1, en) = PR(e1, en)
PR(e1, en−1)

Left decrease ratio DL(e1, en) = PL (e1, en)
PL (e2, en)

These values describe the significance of the given path compared with others
paths. The best candidate will be added to the graph as a new node which denotes the
sequence of the nodes of the pattern. The algorithm works iteratively so the graph
grows during the process with the new nodes. In each iteration the graph is refreshed
thus the graph is always accurate.

3 Training Set Preprocessing

The grammar induction for complex languages is a very costly task due to the huge
vocabulary and complex grammatical structures. A reduction of the training set
is proposed, because the preprocessing step can reduce the execution cost of the
induction process. An already filtered training set could contain only the relevant
patterns. It also provides a way to develop an iterative algorithm because the rate of
the reduction has an effect on the learning process. The increase of the reduction rate
will increase the size of the training set. This mechanism can be used to generate
input data in an implement of iterative learning algorithm.

3.1 Frequent Item Set Mining

The generation of frequent item sets from a transactional database is an important
task of data mining and association rule detection. It filters the transactional database
to remove the non-frequent items. Thus the generation of the frequent item sets is
used to reduce the transactional database of search space. The reduced set of terminal
symbols makes the rule detection algorithms faster and more efficient. On the other
hand, the reduction also causes some lost of information. That is why the proper
choice of the parameters of some algorithms has high importance and requires an
expert user.

We think that there are some similar aspects in association rule detection and
grammar inference. While the transactional database is a set of transactions of item
sets. The corpus can be considered to be a set of sentences where a sentence is a
sequence of the words. The difference is that in a transaction one item can occur
only once. A word in a sentence can be repeated and the order of the words is given.
These difference can influence the induction phase.
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As our experimental results [10] already have showed the Inductive CYK algorithm
[6] is much faster than the TBL [7, 8] and ITBL [5, 12] algorithms. The main reason
of this difference is the iterative work. The algorithm allows the expansion of the
learnt grammar later. The TBL, ITBL algorithms induce a grammar description from
a closed training set and if the training set is modified, the entire learning process
has to be repeated. Thus preprocessing of the training set could yield more efficient
algorithms in grammar induction as well as in association rule detection.

3.1.1 Apriori Algorithm

The Appriori algorithm [1] is a well-known and simple frequent item set mining
algorithm. It is based on the Apriori fact: “All subsets of a frequent set are frequent
too”. Its consequence is that a set cannot be frequent if it contains a non-frequent
subset. On this basis, the Apriori algorithm uses a bottom-up approach to determine
the frequent itemsets. It works iteratively and in each iteration determines a candidate
set from the results of the previous step. The iteration has two steps, in the first it
generates each n-length candidates from the (n − 1)-length frequent itemsets. The
generation of the candidate patterns is a costly process because m∗(m−1)

2 (n + 1)-
length candidates can be generated from m n-length frequent itemsets. Experimental
results show that there is a peak of the costs at n = 2. Then it uses exhaustive search
to decide whether candidate is frequent or not.

3.1.2 FP-Growth

The FP-Growth algorithm [4] determines the frequent itemsets without candidate
generation. This method is also based on the bottom-up approach because it grows the
patterns from a conditional transactional database. It has two phases. In the first phase
it filters and sorts the transactions, the rare items are removed and the transaction is
represented as a string or sequence of items which begins with the most frequent item.
Then it uses a recursive algorithm to determine the frequent itemsets. This method
requires a conditional transaction database which contains transactions including the
given items. Due to the recursive work, this algorithm requires substantial memory,
but it is faster than the Apriori algorithm because candidate generation is not required.

3.2 Training Set Reduction Using Extended Regular Expressions

The previously detailed methods are tailored to frequent itemset mining, but not to text
processing. While data mining processes structured data, the text mining processes
unstructured documents. Grammar Induction yields the grammar description from
positive and/or negative sentences which is given as sentences. Our assumption is that
a method, which applies on text processing techniques, could be more efficient than
the previous ones. Wildcard replacement is a recently proposed method to compress
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the corpus, thus it could be the base of a novel iterative algorithm. It is a internal
phase in the Grammar Induction process and it yields a compressed corpus for the
next steps.

Wildcard reduction is based on Regular Expressions. Regular Expressions is quite
useful for string processing and are widely used in many contexts such as search by
file name, grep command in UNIX systems or the split method of Java String
object.The building blocks of Regular Expressions are simple structure elements, like
blocks of symbols, negation, multiplicity or arbitrary symbols. Regular expressions
can be considered as a compressed form for an arbitrary string, e.g. Hungarian number
plates ([A-Z]3-[0-9]3) or telephone numbers (\+06−[0−9]2/[0−9] +), etc.
The regular expressions describe a set of sequences of symbols like formal grammars.
There have been a great efforts to induce regular expressions from samples and it
can be considered as regular language learning. Regular expressions are equivalent
to the regular grammar class, thus this class is not powerful enough to model natural
languages.

On the other hand, the regular expressions can be used as powerful tool in the dis-
covery of frequent patterns. We can assume that the sentences of the training set are
all of finite length. Thus each sentence can be converted into a valid regular expres-
sion containing only literal values. Having some regular expressions, a generalized
expression can be formulated. For example, the source sentences

• The dog is running or the dog is sleeping.
• The dog is sleeping or the dog is running or the dog is barking.
• The dog is barking or the dog is sleeping or the dog is barking.
• . . .
can be generalized into (the dog is [running, sleeping, barking]) (or the dog is [run-
ning, sleeping, barking])*. This generalization enables a more compact training set
representation form. The regular expression formalism of the training sentences does
not mean that the generated grammar is also a regular grammar. Using an extrap-
olation mechanism where the length of the training sets tends to infinite, the finite
regular expression will be transformed into a higher order grammar. For example,
having the series of regular expressions

A{2}B A{2}

A{3}B A{3}

A{4}B A{4}

A{5}B A{5}

A{6}B A{6}
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the samples can be generalized into the expression

A{n}B A{n}

which is known CFG formula and not part of the regular language. As this formula
is not a valid regular expression, we propose some extension of the base Regular
Expression language. The proposed regular expression formalism is aimed at elim-
inating of irrelevant symbols and it supports an efficient generalization into CFG
form.

Wildcard replacement method is based on the multiplicity operators of Regular
Expressions and statistical approaches. There are four multiplicity operators in Reg-
ular Expressions: the one or zero (?), exactly one (no sign), one or more (+) and zero
or more (*). Moreover, exact occurrence is also allowed. Based on these operators,
the following three complex symbols are defined as:

word Matches exactly the same word once.
$ ? $ Matches exactly one arbitrary word.
$ * $ Matches two or more arbitrary words.

These novel symbols allow us to rewrite the training set into a more compact form.
The frequent and the rare words are distinguished based on a parameter and the
rare words will be replaced by a specific symbol. The frequent words are to remain
unchanged. A rare word between two frequent ones is substituted by $ ? $ and a
sequence of rare words is merged into the symbol $ * $. Although Regular Expres-
sions has the symbol \wwhich matches for any words and the pattern \w{*} repre-
sents arbitrary sequences of words, but \w does not distinguish the frequent and rare
words. To extract patterns the distinction of frequent and rare words is necessary that
is why $ ? $ and $ * $ are introduced. Finally the $ * $ sentences which contain only
rare words are removed from the training set because they do not offer any informa-
tion about the grammatical structure. The process yields a filtered training set where
the sentences consists of at least one frequent word and zero or more symbols.

This compression has a statistical approach as well. This algorithm uses a para-
meter which is a percentage (has to be greater than zero and less than one) that affects
the number of frequent words. It determines what percent of the sorted frequency
table is frequent. When it is zero, the algorithm yields an empty training set because
every word is rare. An increase in the value of this parameter increases the num-
ber of frequent words. Every grammar has statistical characteristics and this can be
extracted easily from the sentences of the language.

Example This algorithm has been tested on two corpora. The first corpus contains
SQL select statements (see Table 3). The second corpus is the English Bible which
contains more than ten thousand sentences. We tested our method on these two
training sets. The Table 3 shows the base and the filtered training set where the
select, from, car words were frequent and the name of the fields are rare. The
input parameter was 0.2 i.e. the words in the upper 20 % of the sorted frequency
table were frequent.
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Table 3 Wildcard reduction
on SQL sentences

Sample Replaced

Select $?$ from car
Select * from car Select $?$ from car
Select color from car Select $?$ from car
Select price from car Select $?$ from car
Select type from car Select $?$ from car
Select brand from car Select $?$ from car
Select price from car Select $?$ from car
Select color price from car Select $*$ from car

Table 4 Wildcard reduction measurements

Parameter (%) Sentences Words Distinct words Required time (ms)

Base 32290 791761 28334 No data
0 31102 184372 3 826
5 31102 184372 3 841
10 31102 184372 3 858
25 31102 268056 4 957
50 31102 322246 5 881
75 31102 322246 5 930
90 31102 515895 18 930
95 31102 614015 36 895
100 31102 790573 28333 901

The English Bible was used to measure the costs and the efficiency of the filtering
algorithm with different parameters. It is easy to see that it is a linear algorithm
because it requires two loops. In the first loop the frequency table of the words
and the set of frequent words are determined. The second loop yields the filtered
grammar by at replacement of the rare words. Thus the execution time of the algorithm
is O(2n) = O(n) where n denotes the size of the training set, so it is a linear
algorithm. The compression rate is a key parameter in our measurements because
the number of resulting sentences and of distinct words has a significant effect on the
learning process. Our expectation was that this algorithm would reduce the number
of vocabulary items as well as the lengths of the sentences. Filtered training set would
converge to the base training set when the parameter converged to 1 and the required
time would be constant because the corpus is fixed.

The results of the measurements are given in Table 4 and it confirms our hypoth-
esis. The column Sentences denotes the number of the sentences in the reduced
training set. The column Words denotes the cumulative number of the words and
increases with the count of the distinct words. The measurements showed that there
is a sharp gap in the number of words and distinct tokens which in this case is between
95 and 100 %. This can be explained by Zipf’s law which says that there are a few
short and frequent words, and there are many rare word in natural languages. There
are only a few words in the corpus which are used frequently and the largest part of
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the vocabulary is the set of the rare words. The algorithm required almost the same
time with each parameter, so the runtime does not depend on this value.

4 Pattern Distillation Based on Pattern Intersection

The incoming training sentence is a sequence of terminal symbols. At this level,
both the terminal symbols and the sentences can be considered to be patterns. The
goal of pattern distillation is to determine the intermediate patterns as sequences of
other patterns. A pattern can be considered to be a cluster of other patterns that are
used to compose the grammar structure of the language. A main characteristic of a
pattern is its relatively high frequency. If a sequence is rare, no pattern is created to
cover that sequence, as it will not result in significant grammar compression. Another
consideration is the existence of a hierarchical structure between the patterns based
on the containment or subset relationship. The particular hierarchical structures can
be merged into a lattice of pattern elements.

In the proposed grammar induction system, the frequent subsequences will be
generated with a special intersection operation. The intersection will yield new sub-
sequences related to the two patterns. The result set consists of two kinds of pat-
terns. The first group contains the pattern found in both operands. The second group
includes patterns found in only one operand. In this group, there is a substitution rela-
tionship defined among the elements. This is a bipartite relationship; two patterns are
in relation if they are located in the same relative positions. Based on the substitution
relationship, a substitution graph can be constructed for the training set. Each edge
of the graph is assigned a weight value, where the weight value corresponds to the
frequency of the given pair. The nodes of the graph refer to the patterns. Having the
weighted substitution graph, the patterns can clustered into groups. A new cluster can
be considered to be a new pattern which can substitute its members. After replacing
the cluster’s members with the cluster element in the graph, clustering can be con-
tinued at the new level. Thus the resulting structure will be a hierarchical clustering
of the patterns.

Regarding the intersection operation, the operands are sequences and not sets.
Thus, the elements have positions and the same element may be repeated in
the sequence. The intersection operation to define the maximum common set of
subsequences may have several interpretations. The paired subsequences must have
the same position number in both operands. For example, for the operand sequences

s1 = AAAB B AAB B, s2 = AAB B, (1)

there are many valid assignment mappings. Some possible common subset assign-
ments are as follows:

s1 = (AA)AB B AA(B B); s2 = (AA)(B B) (2)
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s1 = A(AAB B)AAB B; s2 = (AAB B) (3)

s1 = AAAB B(AAB B); s2 = (AAB B) (4)

In our solution, the following approaches were used to reduce the ambiguity.
First, every repetition is symbolized with the symbol A* symbol which differs from
symbol A. Based on this notation, the previous sample can be given as.

s1 = A ∗ B ∗ A ∗ B∗; s2 = A ∗ B∗ (5)

which can have only three valid assignments:

s1 = (A ∗ B∗)A ∗ B∗; s2 = (A ∗ B∗) (6)

s1 = A ∗ B ∗ (A ∗ B∗); s2 = (A ∗ B∗) (7)

s1 = (A∗)B ∗ A ∗ (B∗); s2 = (A∗)(B∗) (8)

The second consideration is that the intersection is implemented in a recursive
way. At a given level, the first occurrences of the longest matching subsequence is
determined. The single level extended intersection can be given as a pair of

s1

∧
s2 = ((s1

⋂
s2), (s1Δs2)) (9)

where

s̄ = s1
⋂

s2 : s̄ ⊂ s1, s̄ ⊂ s2,¬∃s′ : (|s′| > |s̄|, s′ ⊂ s1, s′ ⊂ s2),

∀s′′(s′′ ⊂ s1, s′′ ⊂ s2, |s′′| = |s̄|) : pos(s′′) > pos(s̄)
(10)

The single level intersection results in a common part and four distinct parts in
general. The not distinct parts can be considered to be a tupple of set differences:

s̄ = s1Δs2 : s̄ = {s1,1...k1 , s2,1...k2 , s1,v1+1...n1, s2,v2+1...n2} (11)

where the common substring is located between the positions (p1, v1) in s1 and
between (p2, v2) in s2. The symbols k1, k2 denote the length of the operand sequences.
In the multilevel intersection, the corresponding left and right remaining parts are
processed in a recursive way. If for a level i , the related intersection is denoted by

s1,i ∧ s2,i = ((s1,i ∩ s2,i ), (s1,iΔs2,i )) (12)

then for the sub-level (i+1)

s1,i+1 = s1,1...k1,i ; s2,i+1 = s2,1...k2,i (13)
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or
s1,i+1 = s1,v1+1...n1; s2,i+1 = s2,v2+1...n2,i (14)

The empty substring will be denoted by ε. As at decomposition structure can be
described with a hierarchy, there are more decompositions at the higher level. The
index i* denotes the union of all components at the level i. Having two sequences, the
multi-level extended intersection is equal to the union of generated common parts
and the disjoint parts at the highest level:

s1 ∧∗ s2 = ∪i ((s1,i∗ ∩ s2,i∗), (s1,i max∗Δs2,i max∗)) (15)

Due to efficiency considerations, usually only a limited decomposition high is
processed. For example, with imax = 2, the sentences

‘SELECT a, b FROM e WHERE c’
‘SELECT a FROM d’,

(16)

the extended intersection for level i=1 is equal to

s1,1 ∩ s2,1 = {‘SELECT a’}
s1,1Δs2,1 = {ε, ε, ‘,b FROM e WHERE c’, ‘FROM d’} =

{‘, b FROM e WHERE c’, ‘FROM d’}
(17)

For level i = 2, we get

s1,2 ∩ s2,2 = {‘FROM’}
s1,2Δs2,2 = {ε,′ b′,′ d ′, ‘e WHERE c’} = {‘b’, ‘d’, ‘e WHERE c’} (18)

Thus the result is the following

s1 ∩∗ s2 = {‘SELECT a’, ‘FROM’}
S1Δ

∗s2 = {‘b’, ‘d’, ‘e WHERE c’} (19)

The corresponding lattice is presented in Fig. 1.
The substitution relationship is defined between two non-common parts from dif-

ferent operands, if they belong to the same position. In the example, this relationship
can be discovered only between ‘e WHERE c’ and ‘d’. This relationship is defined
with a dashed line in the lattice (Fig. 2).

Once we have the complex containment lattice and substitution graph, the next
step is to discover the pattern clusters in order to introduce new generalized patterns.
The data source for clustering is the substitution graph with weighted edges. The
simplest way of clustering is the application of the HAC method [11]. The HAC
method works in the following steps:
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Fig. 1 The containment lattice

Fig. 2 The containment lattice and substitution graph

• initially every node is a separate cluster
• join the clusters with the nearest distance from each other into a single new cluster
• repeat the merge operation until a threshold value is met.

In the case of the substitution graph, the distance between two nodes is calculated
from the weight value of the connecting edge. The highest weight value corresponds
to the smallest distance. In our HAC module, a minimum value for the weight is the
termination condition.

The generated lattice elements can be used as frequent input patterns in the gram-
mar induction algorithm. The frequency attribute of the lattice nodes can be used to
eliminate infrequent patterns from the training set. Having the frequent patterns, the
grammar induction module should discover the structural relationship between the
patterns. The containment relationship is the base parameter in building up the gram-
mar tree. As the lattice structure conveys also this kind of information, the lattice can
be considered as specific type of grammar structure.

Regarding, the execution cost complexity of the proposed method, the first com-
ponent is the analysis of the single level extended intersection. The problem of finding
the longest common subsequence relates to the longest common substring problem.
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The usual algorithm [3] for this problem is to generate first a prefix tree to store
both operand strings. The building of the prefix tree requires O(M) cost where M
denotes the length of the operand strings. In the next phase, the longest common
substring part is located with the application of a dynamic programming solution. In
the corresponding table for dynamic programming, the rows and columns represent
the different character positions within the string. This step requires O(M1 M2) cost.

The next phase is to repeat this segmentation at different levels. Thus, the extended
intersection of two sequences takes O(L M1 M2) elementary steps, where L denotes
the iteration threshold value. Having N input training sentences and W terminals
symbol words, the generated lattice may contain in the worst case O(2W ) nodes. Thus
the construction of the whole lattice may require in the worst case O(2W L M1 M2)

steps.
In order to achieve a tractable solution, additional cost reduction methods are

required. In our prototype system, the following reduction methods were applied:

• setting the maximum level of extended intersection to a low value
• removing the elements below a given frequency threshold
• setting the maximum distance to a high level; the resulting clusters will be used

as symbols in the grammar tree.

The test experience shows that the current version of the algorithm is suitable
only for small size problems because of the high complexity of the applied lattice
structure.

5 Conclusion

In this chapter two approaches are proposed to extract the patterns from the training
set in grammar induction systems. The frequent itemset processing systems and
the regular expressions give the background for the first method. Both the grammar
induction and the generation of association rules share a common aspect because they
yield a rule set. The determination of frequent itemsets is the preprocessing step of the
association rule generation process. The Apriori and the FP-Growth may be possible
solutions but these methods are costly and work on sets instead of sequences. A
novel method was proposed and tested based on the multiplicity operators of regular
expressions to filter the training set. The experimental results show that it is a fast
algorithm. However, the proper choice of its parameter requires further investigation.

The other method is based on an approach of concept lattices. This method extracts
the common and the unique parts of the patterns or sequences into a new node in
the lattices. The common parts are the bases of the rules and the unique parts can be
changed. This algorithm has been presented with an example.
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Advanced 2D Rasterization on Modern CPUs

Péter Mileff and Judit Dudra

Abstract The graphics processing unit (GPU) has become part of our everyday
life through desktop computers and portable devices (tablets, mobile phones, etc.).
Because of the dedicated hardware visualization has been significantly accelerated
and today’s software uses only the GPU for rasterization. Besides the graphical
devices, the central processing unit (CPU) has also made remarkable progress. Multi-
core architectures and new instruction sets have appeared. This chapter aims to inves-
tigate how effectively multi-core architecture can be applied in the two-dimensional
rasterization process and what the benefits and bottlenecks of this rendering model
are. We answer the question of whether it would be possible to design a software
rendering engine to meet the requirements of today’s computer games.

1 Introduction

Computer graphics has undergone dramatic improvements over the past few decades,
and one important milestone was the appearance of graphic processors. The main
objective of the transformation was to improve graphical computations and visual
quality. Initially, the development process of the central unit was far the fast-paced
evolution of today. So based on industry demands, there was a need for dedicated
hardware to take over the rasterization task from the CPU.

Graphical computations have requirements different from the other parts of the
software. This allowed graphics hardware to evolve independently from the cen-
tral unit, opening new opportunities to developers, engineers and computer game
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designers. From the perspective of manufacturers and the industry, primarily speed
came to the fore against programming flexibility and robustness. So in recent years
the development of video card technology focused primarily on improving the pro-
grammability of its fixed-function pipeline. As a result, today’s GPUs have a quite
effectively programmable pipeline supporting the use of high-level shader languages
(GLSL, HLSL and CG).

Today technological evolution proceeds in quite a new direction, introducing
a new generation of graphics processors, the general-purpose graphics processors
(GPGPU). These units are no longer suitable only for speeding up the rendering, but
have capabilities for general calculations similar to those of the CPU. Simultaneously
with the soaring of the graphical chips, central units also have evolved. Although
this line of development was not as spectacular as the development of GPUs, it was
undoubtedly important. The appearance of a new GPU or video card was always
surrounded by major media advertising compared to the attention given to central
units. For CPUs, initially two development lines have evolved. The first approach
considered it appropriate to increase the number of central processing units (Multi-
processing Systems) and then the objective was to increase the cores inside the central
unit (Multicore processors). The first dual-core processors have appeared starting in
2005. A multicore system is a single-processor CPU that contains two or more cores,
with each core housing independent microprocessors. A multicore microprocessor
performs multiprocessing in a single physical package. Multicore systems share com-
puting resources that are often duplicated in multiprocessor systems, such as the L2
cache and front-side bus. Multicore systems provide performance that is similar to
that of multiprocessor systems but often at a significantly lower cost, because a moth-
erboard with support for multiple processors, such as multiple processor sockets, is
not required.

All of these gave a completely new direction to software development, making
the evolution of multi-threaded technology possible. Today we can say that the core
increasing process has significantly contributed to improving the user experience of
the operating systems (multitasking) and the development of multi-threaded applica-
tions. Multi-threaded software which exploits properly the hardware features can far
outperform the performance of software applying the classical, one-thread approach.
Observing this trend we can see that processor manufacturers and design companies
have established themselves in the production and design of (multi) core based cen-
tral units. Today’s mobile devices also have multiple cores (2–4) and in case of PCs
the number of cores can reach eight units due to the Hyper-Threading technology.

Besides the core increasing tendency, the processor manufacturers responded with
extended instruction sets to market demands, making faster and mainly vectorized
(SIMD) processing possible also for central units. Almost every manufacturer has
developed its own extension, like the MMX and SSE instruction families, which
were developed by Intel and are supported by nearly every CPU. Initially, AMD
tried to boost its position with its 3DNow instruction set, but nowadays the direction
of development of mobile central units is the Vector Floating Point (VFP) technology
and the SSE such as the NEON instruction set initially introduced in ARM Cortex-A8



Advanced 2D Rasterization on Modern CPUs 65

architecture. For PCs Advanced Vector Extensions (AVX) open up again great new
opportunities in extending performance.

Due to new technologies, software can reach multiple speedups by properly
exploiting the hardware instruction set. It is therefore appropriate to examine the
speedup possibility of the rasterization process. Is there any point in developing a
software renderer capable of meeting the needs of today’s computer games? This
chapter investigates the practical implementation issues of two-dimensional raster-
ization. A special optimization solution is presented, which helps to improve non-
GPU-based rendering for transparent textures, heavily utilizing the CPU cores for
higher performance.

2 Related Works

Software-based image synthesis has existed since the first computers and was focused
even more with the appearance of personal computers, up until about 2003. After
this time almost all the rendering techniques became GPU based. However, there
were many interesting software renderers created during the early years. The most
significant results were the Quake I and Quake II renderers in 1996 and 1998, which
are the first real three-dimensional engines [8]. The rendering system of the engines
was brilliant compared to the computer technology of that day, and was developed
under the coordination of Michael Abrash. The engine was typically optimized for
the Pentium processor family, taking advantage of the great MMX instruction set.
The next milestone in computer visualization was the Unreal Engine in 1998 with
its very rich functionality (colored lighting, shadowing, volumetric lighting, fog,
pixel-accurate culling, etc.) [12]. Today Unreal technology is a leader in the area of
computer graphics.

After the continuous headway made in GPU rendering, software rasterization was
increasingly losing ground. Fortunately, there are some notable great results today as
well, such as Swiftshader by TrasGaming [2] and the Pixomatic 1, 2, and 3 renderers
[14] by Rad Game Tools. Both products are very complex and highly optimized,
utilizing the modern threading capabilities of today’s Multicore CPUs. The products
have dynamically self-modifying pixel pipelines, which maximizes rendering per-
formance by modifying its own code during runtime. In addition, Pixomatic 3 and
Swiftshader are 100 % DirectX 9 compatible. Unfortunately, since these products
are all proprietary, the details of their architectures are not released to the general
public.

Microsoft supported the spread of GPU technologies by the development of
DirectX, but in addition, its own software rasterizer (WARP) has also been imple-
mented. Its renderer scales very well to multiple threads and it is even able to out-
perform low-end integrated graphics cards in some cases [3].

In 2008 based on problem and demand investigations, Intel aimed to develop
its own software solution based video card within the Larrabee project [5]. In a
technological sense, the card was a hybrid between the multi-core CPUs and GPUs.
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The objective was to develop an x86 core (many) based fully programmable pipeline
with 16 byte wide SIMD vector units. The new architecture made it possible for
graphic calculations to be programmed in a more flexible way than GPUs with an
x86 instruction set [4].

Today, based on the GPGPU technology, a whole new direction is possible in
software rendering. Loop and Eisenacher [17] describe a GPU software renderer for
parametric patches. The FreePipe Software rasterizer [10] focuses on multi-fragment
effects, where each thread processes one input triangle, determines its pixel coverage,
and performs shading and blending sequentially for each pixel. Interestingly, recent
work has also been done by NVidia to create a software pipeline which runs entirely
on the GPU using the CUDA software platform [7]. The algorithm uses the popular
tile-based rendering method for dispatching the rendering tasks to the GPU. Like
any software solution, this allows additional flexibility at the cost of speed.

A new SPU (Cell Synergistic Processor Unit) based deferred rendering process has
been introduced in today’s leading computer game, Battlefield 3 [13]. Its graphical
engine, a Frostbite 2 engine, makes it possible to handle a large number of light
sources effectively and optimized. In [1] a modern, multi-thread tile based software
rendering technique is outlined where only the CPU is used for calculations and had
great performance results.

Thus, recent findings clearly support the fact that CPU-based approaches are
ready to come back in order to improve performance and flexibility. So, the aim
of this chapter is to investigate performance in the area of 2D software rendering
utilizing today’s CPUs.

3 Basics of 2D Rendering

The name ‘software rasterization’ originates from the imaging process where the
entire image rasterization process, the whole pipeline, is carried out by the CPU
instead of target hardware (e.g. a GPU unit). In this case the graphics card is respon-
sible only for displaying the generated and finished image based on a framebuffer
array located in the main memory. The main memory holds also the shape assembling
geometric primitives in the form of arrays, structures and other data, ideally in an
ordered form. The logic of image synthesis is very simple: the central unit performs
the required operations (coloring, texture mapping, color channel contention, rotat-
ing, stretching, translating, etc.) on data stored in the main memory, then the result
is stored in the framebuffer (holding pixel data) and the completed image is sent to
the video controller.

A framebuffer is an area in the memory which is streamed by the display hardware
directly to the output device. So its data storage logic needs to meet the requirements
(e.g. RGBA) of the formats supported by the video card. To send the custom frame-
buffer to the video card, several solutions have arisen in practice. First, we can use
the operating system routines (e.g. Windows—GDI, Linux—Xlib) for transfer, but
it is strongly platform dependent. This method requires writing the bottom layer of
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the software separately for all the operating systems. A more elegant solution is to
use OpenGL’s platform-independent (e.g. GLDrawPixels or Texture) [6] or DirectX
(e.g. DirectDraw surface or Texture) solutions.

3.1 Benefits of Software Rendering

Although software rendering is rarely applied in practice, it has many advantages
over the GPU-based technology. The first and most emphasized point is that there
is less need to worry about compatibility issues, because the pipeline stages are
processed entirely by the CPU. In contrast with the GPU, the CPU’s structure changes
less rapidly, thus the need for adapting to any special hardware/instruction set (e.g.
MMX, SSE, AVX, etc.) is much lower. In addition, these architectures are open and
well-documented, unlike the GPU technology.

The second major argument is that image synthesis can be programmed uniformly
using the same language as the application, so there is no restriction on the data
(e.g. maximum texture size) and the processes compared to GPU language shader
solutions. Every part of the entire graphics pipeline can be programmed individually.
Because displaying always goes through the operating system controller, preparing
the software for several platforms causes fewer problems. Today’s two leading GPU
manufacturers publish their drivers only in closed form, which leads to significant
problems in performance with the Linux platforms. Driver installation is not easy on
certain distributions; the end of the process is often the crash of the entire X server.
The alternatively available open source drivers are limited in performance and other
areas.

In summary, software rendering allows more flexible programmability for image
synthesis than GPU technology.

3.2 Disadvantages of Software Rasterization

The main disadvantage of software visualization is that all data are stored in the
main memory. Therefore in case of any changes of data the CPU needs to contact
this memory. These requests are limited mostly by the access time of the specific
memory type. When the CPU needs to modify these segmented data frequently, this
can cause a significant loss of speed.

The second major problem, which originates also from the bus (PCIe) bandwidth,
is the movement of large amounts of datasets between the main and the video memory.
Within the period of one second the screen should be redrawn at least 50–60 times,
which results in a significant amount of dataflow between the two memories. In the
case of a 1024 × 768 screen resolution with 32 bit color depth, one screen buffer
holds 3 MB of data.
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Moreover, developing a fast software rendering engine requires lower level pro-
gramming languages (e.g. C, C++, D) and higher programming skills. Because of
the techniques used, it is necessary to use operating system-specific knowledge and
coding.

4 Overview of 2D Rendering

Two-dimensional visualization plays an important role in addition to today’s mod-
ern three-dimensional rasterization. Computer applications using graphical menu or
windowing systems belong in this area, but the most obvious example is the desktop
of the operating system. Undoubtedly the main users of the technique are the two-
dimensional computer games. Over the years, there has been an increasing demand
to improve the visual quality of the virtual world. Today a complex game operates
on a large number of continuously changing and moving sets of objects. Thus the
rasterization process consumes significant system resources, changing dynamically
depending on the moving objects. Typical features of the renderer of these complex
systems are a high screen resolution, large texture sets, animations and transforma-
tions to achieve better user experience. The screen resolution has been also increased.
While in the past the 320 × 200 and 640 × 480 dimensions were sufficient, nowadays
large high-quality textures (32 bit) are indispensable for higher screen resolutions
(e.g. higher than 1024 × 768). All of these increase the requirements for performance,
inducing continuous development of the rasterization models and techniques.

Based on the needs of computer games, in the following it will be shown what the
main difficulties of two-dimensional rendering are and why the rasterization stage is
so performance intense.

4.1 Characteristics of 2D Rendering

Two-dimensional rendering operates on images (textures) and objects (animations)
using 2D algorithms. During the image generation process, the graphics engine is
responsible for objects being drawn into the framebuffer one by one, based on a
predefined drawing logic. So the final image is created as a combination of these. In
all cases, textures are stored in the main memory, represented as a block of arrays.
Arrays contain color information about the objects; their size depends on the quality
of the texture. Today software works with 32-bit (4 bytes—RGBA) type color images,
where image resolution can be up to 1024 × 768 pixels depending on the requirements
of the items to be displayed.

Based on color channel information, textures can be divided into two types: images
containing some transparent area (e.g. cloud, ladder), and images without transparent
areas. The distinction is important because the rasterization and optimization methods
differ for these types. In the following the implementation logic will be shown.
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4.2 Rasterization Model of Non-opaque Textures

Textures without transparent areas use only RGB color components, or the alpha
value of all the pixels is maximal. So the image does not contain any transparent pixels
(‘holes’). This information is very important because it fundamentally determines
the display logic. This means that any two objects can be drawn on each other without
merging any colored pixels of the overlapping objects. The rendering process will
be significantly faster and simpler.

The rasterization of images without transparent areas is relatively simple; the
entire texture can be handled at once in one or more blocks and not pixel by pixel.
The memory array of the texture is moved into the frame buffer using memory copy
operations (e.g. C—memcpy()).

There exists only one criterion: to avoid framebuffer over addressing, attention
should be paid to the edges of the screen and during copying, the data should be
segmented based on the object’s position. If any object is located out of the screen
bounding rectangle in any direction, a viewport culling should be performed row by
row at the texture. Although this requires further calculations, the solution is still fast
enough. So this method was preferred in the early computer games.

4.3 Rasterization Model of Textures Having
Transparent Areas

In case of transparent textures, the part of the image contains transparent point groups,
or the pixels of the image are opaque in some intensity. To implement the first
category, a pre-selected but unused color has to be applied to mark the transparent
pixels, this is called colorkey. Today, this is achieved using the alpha (A) channel
associated with the image.

The role of this type of textures has increased today: they are used in many areas in
order to improve the visualization experience (e.g. window shadows, animations with
blurred edges, and semi-transparent components). Handling this extra information is
not more complicated but is more computing intensive. The reason is that transparent
and non-transparent areas can arbitrarily vary within a texture image (character ani-
mation, particle effects, etc.). Due to this, the rendering process is made at per-pixel
level because transparent or semi-transparent parts of the objects should be merged
with the overlapped pixels. Figure 1 illustrates the problem.

The graphical engine assesses the graphical objects pixel by pixel and generates the
final image. The disadvantage of this is that many elements, which can also consist
of many points, have to be drawn on the screen. The per-pixel drawing requires
thousands of redundant computations and function calls. For each pixel the color
information should be read from memory, then depending on the environmental data
its position should be determined and finally the color should be written into the
framebuffer (e.g. pFrameBuffer[y * screenWidth + x] = color).
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Fig. 1 Overlapping RGBA textures

For this reason, this technique does not possess high enough performance to meet
the requirements of today’s complex computer games, where up to 100 different
moving objects should be drawn simultaneously on the screen. Too many small
operations should be performed, which consumes CPU resources.

5 Accelerate 2D Visualization Applying
Thread Management

Given the process and the difficulties of rasterization, the question arises whether
it is possible to find a more effective solution which is able to meet the growing
demands of today’s computer games. As long as the above model is implemented
using classical programming technology, performance results will certainly not be
satisfactory because the model does not take into account the characteristics of avail-
able hardware.

The following simple investigation will confirms this fact: while writing the
chapter, we implemented a simple one-threaded rasterizer (classical model).
The objective was to make performance profiling utilizing transparent textures. The
results showed clearly that a software running time of 97 % exposes the rendering of
the transparent textures: calculating color and position information of the pixel and
writing them onto the framebuffer. This by itself does not indicate the inefficient use
of the technology. Therefore, as a further investigation, it was observed how many
CPU cores were active and to what extent during the runtime. The results showed
that at the same time only one CPU core load was high, the load of the others was
minimal. This confirms the fact that the simple rasterization model cannot properly
take advantage of the features of the hardware.
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In the field of parallelization, central units have developed substantially during the
past years. The number of cores is continuously increasing and the instruction sets are
slowly but also continuously evolving, e.g. the AVX instruction set applyied at Intel
Sandy Bridge and AMD Bulldozer processors. Each core has its own cache memory.
All of these provide a good basis for establishing intensified parallel computations.
Today, having four cores in a central unit of a desktop computer is natural and mobile
devices are slowly catching up in this area. An example is the Tegra 4, offering quad-
core Cortex A15. It is therefore clear that these should be used in the rasterization
process. It is indispensable to design and implement the rasterization model in such
a way so as to be able to take into account the opportunities of today’s hardware
parallelism and dynamically adapt to them.

A software renderer developed by applying parallel technology properly is
expected to achieve significantly better results than the classical approach. In the
following such a model is outlined, supported by detailed test results.

5.1 The Model of the Distributed Rasterizer

In the course of rasterization it is appropriate to develop a distributed model for the
logic of the rendering engine. A solution should be designed which can be built from
well parallelized processes. Naturally, the degree of parallelization has a theoretical
maximum upper limit defined by Amdahl’s Law [15]: the speedup of a program
using multiple processors in parallel computing is limited by the time needed for
the sequential fraction of the program. Therefore it is important to investigate first
to what extent the rendering process corresponds to the principles of parallelization.

The technology of parallelization is based on the appropriate utilization of CPU
cores. This can be achieved most effectively by using hardware threads. However,
thread management raises several optimization issues. As an important rule, the core
rasterization model should be designed to take into account the potential number of
cores in the particular hardware central unit. The parallelization is not optimal when
the working threads of an application exceed the number of CPU cores (in the case
of Intel processors this includes the virtual cores given the Hyper-Threading technol-
ogy). When the number of logical threads reaches the number of available hardware
threads, the performance slowly starts to decrease because of context switches [15].

Fortunately the process of two-dimensional visualization is simple from the math-
ematical point of view, therefore parallelization can be adapted more easily than in
the case of 3D. The rendering is based on writing pixels into the framebuffer. Since
pixels are independent of each other, thus the process of the rasterization can be
well parallelized under certain criteria. The most important criterion required is that
the synchronization between threads should be minimal. To achieve this, the only
requirement is that the same elements of the framebuffer cannot be written by threads
at the same time. If we can solve the problem that the threads should not wait for
each other during the pixel writing process, the performance benefit is expected to be



72 P. Mileff and J. Dudra

significant. The result is a multi-threaded rendering model implementing distributed
rasterization.

Because the rendering process is mainly slowed by the rasterization of transparent
objects, hereafter the chapter primarily deals with this category.

5.1.1 Advanced Distributed Rendering Model

To design a distributed rasterization model achieving minimal synchronization, we
should start from the logical division of the visualization area similar to GPU hard-
ware and Tile Based rendering. Because this division also determines the logical
division of the framebuffer, the areas should be designed to be independent. In this
case, if the rasterization of the area is performed by separate processing threads, the
necessary synchronization between threads will be minimal. The reason for this is
that none of the render threads will do pixel operations on areas belonging to other
threads.

Starting from the former idea that today a 4-core central processing unit is stan-
dard, we consider four identical-sized areas for the screen division. Thus the rasteri-
zation process can be performed using four threads. Naturally, the efficiency of this
process is optimal when the number of logical screen areas corresponds to the CPU
cores. Figure 2 shows the logical steps of the rasterization process.

The first part of the applied graphics pipeline is identical to the classical solution.
The position and orientation calculation of the 2D objects is performed and the
objects are located in the region of the screen. If at least one pixel is visible of
the object’s texture, its rasterization is indispensable. However, this process differs

Fig. 2 Distributed rasterization logic
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from the classical method. While previously calling a Draw() method immediately
writes the texture of the object into the framebuffer, this solution requires a container
that collects and holds these textures on a list during the rasterization. The actual
rasterization occurs when all of the object’s texture is on the list intended for drawing.

The basis of the parallel rasterization is that the different areas of the framebuffer
can be written independently and parallel with each other. To accomplish this, a
fast classification algorithm is required, which determines the area where the object
belongs and its render thread. However, the classification raises a further question.
Surely there will be objects whose images overlap the logical areas. So during the
classification process the texture will be associated with both threads for rendering,
which violates the rules of parallelism laid down. One solution to these problems can
be a simple model where the classification algorithm associates the textures with the
areas in such a way that the elements belonging to more than one area are associated
with the main thread of the application.

Textures belonging to this thread should be drawn only before or after the ren-
dering process of the other threads. Because of overlapping, the writing process of
the thread affects the other thread’s logical framebuffer parts. Although the solu-
tion is operational and fast, it is not applicable in every case. In computer games, a
predefined rendering sequence is usually required (e.g. an airplane flies in front of
certain clouds and behind certain clouds). This solution cannot keep the rendering
order because of the overlapped areas. To extend the model in order to support the
rendering order would require too much communication between threads, killing
parallel performance.

In order to keep the advantages of the parallelism, the overlapping problem should
be solved. Since we are in the two-dimensional screen space, the texture of each object
can be described with a rectangle. This is the area bounded by the texture’s width
and height.

An effective approach to the problem is to cut the image of the objects along the
logical area borders. For this, it is necessary to modify the classification algorithm.
While previously all the textures overlapping the logical areas were associated with
the main render thread, this model associates these textures with any logical area that
is overlapped by the image. The most complex case is when the texture overlaps all
four areas of the screen. This requires cutting the texture into four different parts and
associating them with four threads. Figure 3 shows the logic of texture cutting and
thread association.

During the visualisation process further checks and calculations are required.
Because overlapping textures can belong to a logical area, during pixel level ras-
terization it is necessary to determine the exact pixel borders of the rendering. This
avoids conflict with other threads. All of these operations require extra performance
from the CPU compared to the previous simple solution, but this does not radically
affect the rasterization speed. However, it is clearly visible that this model keeps
the rendering order. If the display list is arranged in the correct order before the
classification process, the order remains unchanged during rasterization.
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Fig. 3 Rasterization logic

5.1.2 Properties of the Rendering System

Naturally, since threads are used in the visualization system, synchronization between
threads is inevitable. The model requires two synchronization points. First, when the
threads are assigned their tasks after the classification process and receive the ‘start
processing’ signal. The second point should be at the end of rasterization, to wait for
the work of all the threads to end. It is appropriate to place these points at the main
thread and to accomplish variable sharing and synchronization through mutex vari-
ables. Since creating a new thread is time-consuming, the rendering engine should
be implemented in order to avoid continuous thread (re)creation. Threads, for exam-
ple, can be created after the classification process and ended after their rasterization
process, but this will greatly slow down the rendering. Instead, threads live and run
continuously. When their work is required, they will be activated, otherwise they
will wait. Following these principles the benefit of the implemented renderer is its
expected significant performance improvement. The disadvantage at the same time
is that the implementation should be more complex.

Although the distributed renderer was emphasized for the rasterization of trans-
parent textures, the principle is also applicable in the case of non-transparent textures.
Their rasterization can also be integrated into the model extending the process. As
previously mentioned, the rendering process of these types of textures is a set of fast
memory copy operations. To keep these properties, the graphical engine should reg-
ister the type of the textures after the image loading and determine which textures are
transparent. During the rasterization process these types of textures are also placed on
the same list as the transparent textures. The classification algorithm associates these
similarly with one or more logical areas. However, in the actual rendering stage, the
engine needs to knowthe exact type of texture, because rasterization of transparent
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textures is performed by pixel level and that of non-transparent ones is performed
most effectively by memory block copy (including the checking and cutting process
of the logical boundaries of the areas).

This way the complexity of the rendering engine increases, but it is worth distin-
guishing the two types in terms of performance.

6 Test Results

The following section presents the performance results of the multi-threaded raster-
izer for different test cases. During these tests we considered it important to compare
the results to several different solutions. All different test cases have also been imple-
mented by the classical, one-thread rendering solution. In addition, to validate the
results the tests were also implemented with the GPU based technology. With this
reference value, the relative performance ratio of the methods will be visible and
clear.

The GPU based reference implementation was developed with the OpenGL API,
where all visual elements were stored in the high-performance video memory and the
VBO (Vertex Buffer Object) extension was applied for the rendering. Currently, VBO
is the fastest texture rendering method in the GPU area. It is important to emphasize
that the drawing of textures was performed using GLSL, where two different test
cases were distinguished. The role of the non-optimized type is important in mass
texture drawing: a shader object is initialized before every object drawing and closed
after it. The marker ’non-optimized’ means the cost (performance) of the continuous
shader changes. The optimal solution initiates the shader object only once before
mass texture drawing and closes it after rendering.

The test programs were written in C++ applying a GCC 4.4.1 compiler and the
measurements were performed by an Intel Core i7-870 2.93 GHz CPU. Due to Hyper-
Threading technology, the CPU can run eight hardware threads in parallel. As a test
environment, a 64 bit Windows 7 Ultimate Edition was chosen. The implementations
did not use any hand optimized SSE such as code parts; only the compiler optimized
code was applied. The chosen screen resolution and color depth were 800 × 600 × 32
in windowed mode. The hardware used for the test was an ATI Radeon HD 5670
with 1 GB of RAM. To display the software framebuffer, the OpenGL glDrawPixels
solution was applied in an optimized form. The alpha-channel images used in the
tests contained an average number of transparent pixels, about 50%. During the tests
the average Frame Rate (Frames Per Second) was recorded for at least one minute
run-time. It is important to highlight that in the case of software rendering, the frame
rate was 1714 FPS without any drawing, when only the empty framebuffer was
sent to the GPU. The pixel operations were optimized for both software renderer
solutions (classical and multi-threaded). Framebuffer is defined as an uint32 t type
array because this storage type makes it possible to handle all the color components
of a single pixel in one unsigned integer type variable, in one single block (e.g. color =
A << 24 | R << 16 | G << 8 | B) [16].
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Table 1 Pixel writing performance

Speed of rasterization (FPS)
Simple rasterizer Distributed rasterizer
(1 thread) (4 thread)

Write 800 × 600 pixels 614 1122
to farmebuffer

6.1 Simple Pixel Operation Performance Test

First a very simple but very practical test is worth examining the performance of pixel
writing operations. The task of each test implementation was to fill the screen with
a predefined color pixel by pixel. Because of the many pixel operations, processing
is very computation-intensive. Table 1 summarizes the results.

The results clearly show the advantages of the thread-based solution. The distrib-
uted version was almost twice as fast as the classical solution.

6.2 Renderer’s Compound Test

In the following our objective is to present and compare the results of the different
solutions, applying them to some test cases. Each test represents a special group
of tasks. These groups are intended to highlight the most important tasks, those
which often occur in computer games. They help to conclude how effective the
multi-threaded rasterizer can be in different cases.

Test case 1: during the test we were looking for an answer to the question of how the
presented methods can handle a large texture without any transparent
areas.

Test case 2: the aim of this test was to measure the renderer’s performance applying
large and transparent textures. The test image contained an average
number of transparent pixels, about 50 %.

Test case 3: the test is a transition between the previous and the following cases. It
renders 10 relatively large, non-opaque images.

Test case 4: applying the third test case with transparent textures.
Test case 5: a heavily loaded rendering system was simulated drawing 200 64 × 64

size non-transparent animated objects. Each object has eight different
animation frames with identical sizes. Positions are randomly generated
and uniformly distributed.

Test case 6: like test case 5 with transparent textures.
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Table 2 Benchmark results

Speed of rasterization (FPS)
Number
of objects

Simple
rasterizer
(1 thread)

Distributed
rasterizer
(4 thread)

Non optimized
GPU
implementation

Optimized
GPU imple-
mentation

800 × 600
texture
(RGB)

1 1580 1710 3012 3012

800 × 600
texture
(RGBA)

1 717 1180 3050 3050

256 × 256
texture
(RGB)

10 1192 1336 2960 3056

256 × 256
texture
(RGBA)

10 522 950 2987 3052

64 × 64
texture
(RGB)

200 666 1002 532 1108

64 × 64
texture
(RGBA)

200 380 766 538 1126

Table 2 summarizes the results of all solutions.
As we might expect, pixel level rasterization has the lowest performance in all

cases. While the rendering performance of the non-opaque textures is higher, in the
transparent case it was much worse. The reason for this is that the renderer draws
non-opaque textures with memory copy operations, and transparent textures pixel
by pixel. The performance values achieved underline the fact that a rasterizer using
one thread is not able to exploit the available CPU resources.

The presented distributed renderer engine performed well in all cases. Although
the implemented four- thread based prototype still does not properly take into account
the hardware cores, the results are convincing. In one case, its performance was higher
than for the non-optimized GPU solution. In addition, it should be noted that this
approach scores better on the high graphical load. While in the second test case the
rate of performance values of optimized GPU and the distributed approach was 2.58,
the rate is 2.09 in the last test case.

The optimized GPU implementation has the fastest performance in all cases. But
we should not forget that the calculations are performed by dedicated hardware.
There is no need to move data between the GPU and the main memory.

Naturally, in practice there could be additional (exceptional) cases: one example
would be in a game if all the objects are positioned in one logical area. In this case
one render thread will render all the objects and its performance will be the same as
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that of the classical approach. Besides, the above examples do not take into account
the case where the image of an object should be scaled or rotated. Compared to the
GPU based implementation, this requires more resources from the CPU.

7 Conclusion and Further Work

Although today the field of computer graphics is dominated by the GPU market,
we cannot forget the opportunities offered by software based image synthesis. The
central units have undergone a huge revolution during the recent years, offering
new opportunities in this area. A powerful GPU cannot be defeated in rasterization
performance, but a properly designed software renderer based on modern concepts
and solutions is also able to achieve good results in rasterization, not only in speed, but
also in flexibility. It should not be forgotten that a fully software based pipeline is less
restricted compared to today’s hardware solutions. In addition, the model discussed
in this chapter highlights that there are grounds also for developing two-dimensional
games and other graphics applications using software renderers.

Further development of central processing units (e.g. the AVX instruction set)
will open up more and more opportunities in this area. Naturally this will require a
great deal of effort and applying lower level languages (e.g. C, C++, D) that can take
advantage of these potentials of the central unit.

In further work we would like to find the answer to the question of to what extent
the performance of the rasterization process can be enhanced by utilizing the CPU’s
SIMD extensions in both 2D and 3D cases.
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Numerical Analysis of Free Convection
from a Vertical Surface Embedded
in a Porous Medium

Krisztián Hriczó and Gabriella Bognár

Abstract The numerical solutions for free convective heat transfer in a viscous fluid
flow over a vertical flat plate embedded in a porous medium under mixed thermal
boundary conditions are examined. The governing equations are derived assuming the
linear Darcy model and the nonlinear density temperature variation in the buoyancy
force term. Applying a similarity transformation the transformed system of ordinary
differential equations is investigated numerically.
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g Acceleration due to gravity
K Permeability of the porous medium
L Reference length
n,m Similarity exponent
Nu Nusselt number
Ra Rayleigh number
T Fluid temperature
Tr Reference temperature
T∞ Ambient temperature
ū, v̄ Dimensional velocity components along x̄ and ȳ
u, v Non-dimensional velocity components
x̄, ȳ Dimensional Cartesian coordinates
x, y Non-dimensional variables
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Greek Symbols

αm Effective thermal diffusivity
β1, β2 Coefficients of thermal expansion
δ Parameter
ε Mixed thermal boundary condition parameter
η Similarity variable
ν Kinematic viscosity
ρ Density of fluid
ρ∞ Density of ambient fluid
	 Non-dimensional temperature
Ψ Non-dimensional stream function

1 Introduction

The study of convective heat transfer from surfaces embedded in a porous medium
has attracted considerable interest in the past several decades. The interest in this field
is due to the numerous applications of flow through a porous medium, for instance
moisture transport in grain storage installations, filtration, transpiration cooling, oil
extraction, ground water pollution, thermal insulation and geothermal systems.

A porous medium can be considered to be a material consisting of a solid matrix
with interconnected voids (pores) and the solid matrix can be either rigid (the usual
configuration) or it may undergo some small deformation. The interconnectedness of
the voids allows the flow of a single fluid, or of multiple fluids through the material.
Some natural porous media are sandstone, wood and limestone [7]. A typical oil
reservoir is a body of underground rock in which there exists an interconnected void
space occupying up to 30 % of the bulk volume. This void space harbors oil, brine and
injected fluids. The more sophisticated oil recovery technologies require developing
mathematical reservoir models, testing various operating strategies and comparing
different recovery technologies [1]. There is a need to characterize the flow around
a deep geological repository for the disposal of high-level nuclear waste, e.g. spent
fuel rods from nuclear reactors [7, 8].

Free or mixed boundary layer convection flow over horizontal or vertical surfaces
with constant or variable wall temperatures has been widely investigated. Reviews on
convection flow through porous media have been published by Nield and Bejan [10]
and in [6]. Theoretical and experimental work on this subject have been presented in
[3–15]. Free convection from a vertical impermeable surface in a saturated porous
medium has many important geophysical and engineering applications. For example,
hot dike complexes in a volcanic region can provide an energy source for the heating
of ground-water (see Furumoto [5]) which can be used for power generation. From a
technological aspect, the analysis of the free convection of fluids with known physical
properties is important.

Cheng and Minkowycz [3] analyzed the problem of natural convection heat trans-
fer with constant viscosity from a vertical flat plate embedded in a porous medium,
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where the prescribed wall temperature is a power function of height. They applied
Boussinesq’s approximation for the density temperature variation and assumed that
the convection took place in a thin layer around the heating surface. They observed
that the convection took place within a thin boundary layer around the heated surface.
Cheng and Chang [4] studied the flow properties from a horizontal surface, assuming
also that the temperature of the flat plate varied with a power of the distance from
the leading edge. The case of a flat plate with constant heat flux was considered by
Rees and Pop [13].

Nazar et al. [9] studied the free convection boundary layer over vertical and
horizontal surfaces embedded in a fluid saturated porous medium with mixed thermal
boundary conditions assuming the linear density temperature variation (Boussinesq’s
approximation).

In the above-mentioned papers the physical properties of the fluid were assumed
to be constant. However, it is known that some fluid properties, such as density,
viscosity and thermal conductivity, vary with temperature. In order to give a better
description of the flow and temperature characteristics, the influence of the variable
fluid properties should be considered. When the temperature difference between the
surface and the ambient fluid is relatively large, the nonlinear density temperature
variation in the buoyancy force term may exert a strong influence on the fluid flow
characteristics (see [2, 14–16]). This typical phenomenon appears e.g., in ground-
water in vertical fissures or cracks during the natural convection currents or in residual
warm water discharged from a geothermal power plant.

This chapter examines the solutions for free convective heat transfer in a viscous
fluid flow over vertical flat plates embedded in a porous medium under mixed thermal
boundary conditions. The governing equations are derived using the Darcy model
and assuming nonlinear density temperature variation in the buoyancy force term.
Applying a similarity transformation, the system of partial differential equations is
transformed to ordinary differential equations and the resulting coupled, nonlinear
ordinary differential equations are investigated analytically and numerically. The aim
is to extend the work of Nazar et al. [9] by investigating the convective boundary
layers on an impermeable vertical plate.

2 Basic Equations for Boundary Layers

Let us consider a vertical flat plate in a porous medium. The steady free convection
on a flat plate embedded in a fluid-saturated porous medium of uniform temperature
T∞ will be investigated. The thermal and momentum boundary layers are exemined
along a flat surface. Dimensional coordinates are used with the x̄-axis measured
along the surface and the ȳ-axis being normal to it. The velocity components along
the x̄- and ȳ-axes are denoted by ū(x̄, ȳ) and v̄(x̄, ȳ), respectively (see Fig. 1).

First, the governing equations on the boundary-layer are introduced. The following
assumptions are made [11, 15]:

(i) The convective fluid and the porous medium are in local thermodynamic equi-
librium;
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Fig. 1 Physical model

(ii) the temperature of the fluid is below the boiling point;
(iii) the convective flow is due to the density difference between the source (or sink)

and that at infinity;
(iv) the viscosity, thermal conductivity and permeability of the fluid and the porous

medium are constant.

If the flow is steady and the fluid density is constant the continuity of mass equation
is given by

∂ ū

∂ x̄
+ ∂v̄

∂ ȳ
= 0. (1)

In case of flow through porous medium, the Navier-Stokes equation for conser-
vation of momentum is replaced by Darcy’s law. We shall assume that the density
is constant except in the body force term. For small changes in temperature, when
thermal effects are considered and the buoyancy forces are comparable with inertial
and viscous forces, the Boussinesq approximation is applied:

ρ = ρ∞[1 − β1(T − T∞)], (2)

where ρ is the density of the fluid, T is the temperature of the fluid, ρ∞ is the density
at the ambient temperature T∞ and β1 refers to the thermal expansion coefficient of
the fluid. When the temperature difference between the surface and the ambient fluid
is large enough, the nonlinear density temperature variation in the buoyancy force
term is applied (see [3, 15, 16])

ρ = ρ∞[1 − β2(T − T∞)2], (3)

where β2 is the coefficient of the thermal expansion of the second order. The relations
in Eqs. (2) and (3) accommodate the linear density temperature variation and the
quadratic density temperature variation, respectively. For both relations, the equation
governing the fluid flow can be written as
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ū = gKβδ
ν

(T − T∞)δ, (4)

where g denotes the acceleration due to gravity, K is the permeability of the porous
medium, ν denotes kinematic viscosity and δ = 1 stands for the linear density
temperature variation in Eq. (2) while δ = 2 for the nonlinear case in Eq. (3).

Energy conservation can be expressed by

ū
∂T

∂ x̄
+ v̄

∂T

∂ ȳ
= αm

∂2T

∂y2 , (5)

where αm is the effective thermal diffusivity of the fluid-saturated porous medium.
In general, the non-dimensional variables are defined as follows

x = x̄/L , (6)

y = Ra1/2(ȳ/L), (7)

u = Ra−1(L/αm)ū, (8)

v = Ra−1/2(L/αm)v̄, (9)

θ = (T − T∞)/(Tr − T∞), (10)

where L is a characteristic length of the plate, Tr is the reference temperature and
for the porous medium

Ra = gKβ1(Tr − T∞)L/αmν

is the Rayleigh number for the case δ = 1 and

Ra = gKβ2(Tr − T∞)2L/αmν

for δ = 2. In terms of the non-dimensional variables defined by Eqs. (6)–(10), the
governing equations (1), (4) and (5) of the boundary layer can be written as the
system of the following equations (see Pop and Ingham [12])

∂u

∂x
+ ∂v

∂y
= 0, (11)

u = θδ, (12)

u
∂θ

∂x
+ v

∂θ

∂y
= ∂2θ

∂y2 , (13)

which are to be solved with the following boundary conditions:
at the plate (y = 0)
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v (x, 0) = 0, (14)

A(x)(Tr − T∞)θ(x, 0)− B(x)(Tr − T∞)
Ra1/2

L

(
∂θ

∂y

)
y=0

= C(x), (15)

and far from the plate (y → ∞)

θ(x, y) → 0, (16)

where A(x), B(x) and C(x) are undetermined functions of x .
To study this problem, it is convenient to introduce the stream function ψ defined

by

u = ∂ψ

∂y
, v = −∂ψ

∂x
. (17)

Then, the continuity equation (11) is satisfied automatically and Eqs. (12) and (13)
become

∂ψ

∂y
= θδ, (18)

∂ψ

∂y

∂θ

∂x
− ∂ψ

∂x

∂θ

∂y
= ∂2θ

∂y2 , (19)

The initial condition (14) can be written as

∂ψ

∂x
(x, 0) = 0.

Now, we look for similarity solutions to Eqs. (18) and (19) of the following form

ψ(x, y) = x p f (η) , θ(x, y) = xq h (η) , η = xr y. (20)

Substituting (20) into Eqs. (18) and (19), one gets

x p+r f ′ = (xq h)δ, (21)

x p−1(q f ′h − p f h′) = xr h′′, (22)

where primes denote differentiation with respect to η.
We distinguish two cases.

Case 1: (δ = 1) By setting p = 1 + n, q = 1 + 2n and r = n, Eqs. (21) and (22)
become
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f ′ = h, (23)

h′′ − (1 + 2n) f ′h + (1 + n) f h′ = 0. (24)

The boundary conditions (14)–(16) can be written as
η = 0 :

f (0) = 0, (25)

a(x)(Tr − T∞)h(0)− b(x)(Tr − T∞)3/2h′(0) = 1, (26)

as η → ∞ :
h(η) → 0, (27)

where functions a(x) and b(x) are given by

a(x) = A(x)

C(x)
x1+2n, b(x) = B(x)

C(x)
x1+3n

(
gKβ

αmνL

)1/2

. (28)

In order to have similarity solutions to Eqs. (23) and (24) subject to boundary
conditions (25)–(27), these functions must be equal to a constant. Without loss
of generality, we choose the constants a, b and T∞ such that for the reference
temperature Tr we get:

b(Tr − T∞)3/2 + a(Tr − T∞) = 1. (29)

When ε = b(Tr − T∞)3/2, the thermal boundary condition (26) has the form

(1 − ε)h(0)− εh′(0) = 1. (30)

We note that the case ε = 0 corresponds to prescribed surface temperature with
θ(x, 0) = x1+2n , the case ε = 1 corresponds to prescribed surface heat flux with
(∂θ/∂y)y=0 = −x1+3n and the case ε → ∞ corresponds to the mixed boundary
condition (∂θ/∂y)y=0 = −xnθ(x, 0).

Case 2: (δ = 2) By setting p = 1 + m, q = (1 + 2m)/2 and r = m, Eqs. (21) and
(22) can be formulated as follows

f ′ = h2, (31)

h′′ − 1 + 2m

2
f ′h + (1 + m) f h′ = 0. (32)
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The boundary conditions (14)–(16) are reduced to the following forms
at η = 0 :

f (0) = 0, (33)

a(x)(Tr − T∞)h(0)− b(x)(Tr − T∞)2h′(0) = 1, (34)

as η → ∞ :
h(η) → 0, (35)

where functions a(x) and b(x) are given by

a(x) = A(x)

C(x)
x

1+2m
2 , b(x) = B(x)

C(x)
x

1+4m
2

(
gKβ

αmνL

)1/2

. (36)

In order that similarity solutions to Eqs. (31) and (32) with boundary conditions
(33)–(35) exist, functions a(x) and b(x)must be equal to a constant. For given values
of constants a, b and T∞, the reference temperature Tr can be chosen to satisfy the
following equation:

b(Tr − T∞)2 + a(Tr − T∞) = 1. (37)

Let us define ε = b(Tr − T∞)2. Then the thermal boundary condition (34) can
be formulated as follows

(1 − ε)h(0)− εh′(0) = 1. (38)

It should be noted that the case ε = 0 corresponds to prescribed surface
temperature θ(x, 0) = x (1+2m)/2, the case ε = 1 corresponds to prescribed sur-
face heat flux (∂θ/∂y)y=0 = −x1/2+2m and the case ε → ∞ corresponds to the
mixed boundary condition (∂θ/∂y)y=0 = −xmθ(x, 0).

3 Exact Solution

When the Boussinesq approximation is applied, we note that the special case n = 0
admits an explicit solution. Solutions to the system of ordinary differential equations
(23), (24) for with boundary conditions (25), (27) and h(0) = −h′(0) (ε → ∞) in
closed form can be given as

f (η) = 1 − e−η, h(η) = e−η.

Due to the inherent complexity of such flows, in general it is almost impossible
to provide exact analytical solutions.
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4 Results

The nonlinear ordinary differential equations (23), (24) subject to the boundary con-
ditions in (25)–(27) were solved numerically by Nazar et al. [9] for different values
of the parameters n using the Keller-box method. We have solved the two boundary
value problems, Eqs. (23), (24) subject to the boundary conditions (25)–(27) and
Eqs. (31), (32) subject to the boundary conditions (33)–(35), by using the symbolic
algebra software Maple 12. For linear density temperature variation (δ = 1) some
values of −h′(0) for several values of the parameter n in the range −2/3 ≤ n ≤ 1
are given in Table 1 for ε = 0, the values of h(0) are shown in Table 2 for ε = 1 and
h(0) = −h′(0) in Table 3 for ε → ∞; they are compared with those reported by
Nazar et al. [9]. It can be seen that the results are in excellent agreement.

For quadratic density temperature variation (δ = 2), the numerical results for the
three cases (ε = 0, ε = 1, ε → ∞) are exhibited in Table 4 for parameter values
−2/3 ≤ m ≤ 100. In Tables 5, 6 and 7, the values of −h′(0) for ε = 0, h(0) for
ε = 1 and h(0) = −h′(0) for ε → ∞ are compared when δ = 1 or δ = 2.

Figures 2, 3 and 4 exhibit the Maple generated numerical values of −h′(0) (ε = 0),
h(0) (ε = 1) and h(0) = −h′(0) (ε → ∞) for different values of n and m for
linear and quadratic density temperature variations. From Fig. 3 we conjecture that
h(0) → ∞ as n, m → −1 + 0, and from Fig. 4 we find that for some values of n
and m, h(0) = h′(0) → ∞ as well.

In all cases, our numerical results show a decreasing trend, which is a good
agreement with those reported by Nazar et al. [9]. In Figs. 5, 6, 7, 8, 9 and 10 it is
noticed that as n or m increases, the velocity and temperature profiles decrease.

Table 1 Values of −h′(0) for prescribed surface temperature (ε = 0) and linear density temperature
variation (δ = 1)

f ′ = h Nazar et al. [9] Our results
n −h′(0)(ε = 0)

−2/3 0.0000 0.00000
−5/8 0.1620 0.16203
−1/2 0.4437 0.44374
−3/8 0.6266 0.62655
−1/3 0.6776 0.67764
−1/4 0.7704 0.77036
−1/8 0.8923 0.89234
0 1.0000 1.00000
0.1 1.0786 1.07858
0.2 1.1519 1.15191
0.3 1.2209 1.22090
0.4 1.2862 1.28624
0.5 1.3484 1.34845
1 1.6443 1.64213
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Table 2 Values of h(0) for prescribed surface heat flux (ε = 1) and linear density temperature
variation (δ = 1)

f ′ = h Nazar et al. [9] Our results
n h(0)(ε = 1)

−2/3 – –
−5/8 3.3645 3.36454
−1/2 1.7188 1.71886
−3/8 1.3657 1.36571
−1/3 1.2962 1.29617
−1/4 1.1900 1.18996
−1/8 1.0789 1.07889
0 1.0000 0.99999
0.1 0.9508 0.95081
0.2 0.9100 0.91002
0.3 0.8754 0.87540
0.4 0.8455 0.84550
0.5 0.8193 0.81929
1 0.7237 0.72367

Table 3 Values of h(0) for mixed boundary condition (ε → ∞) and linear density temperature
variation (δ = 1)

f ′ = h Nazar et al. [9] Our results
n h(0) = −h′(0)(ε → ∞)

−2/3 – –
−5/8 – –
−1/2 – –
−3/8 1.9080 2.53540
−1/3 1.8007 2.16579
−1/4 1.6735 1.67379
−1/8 1.2457 1.24596
0 0.9912 0.99136
0.1 0.8516 0.85179
0.2 0.7445 0.74564
0.3 0.6626 0.66438
0.4 0.5968 0.59847
0.5 0.5411 0.54444
1 0.3710 0.37500

The physical quantity of interest in this problem is the Nusselt number, Nu, which
can be expressed as

Nu = −x1+3n
√

Ra h′(0) as δ = 1
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Table 4 Values of −h′(0) ( ε = 0), h(0) ( ε = 1) and h(0) = −h′(0) (ε → ∞) for quadratic
density temperature variation (δ = 2)

f ′ = h2

m −h′(0)(ε = 0) h(0)(ε = 1) h(0) = −h′(0)(ε → ∞)

−3/4 0.00004 – –
−2/3 0.18029 2.35499 5.51375
−13/20 0.20572 2.20387 4.86134
−31/48 0.21177 2.17212 4.72248
−5/8 0.24042 1.89620 4.14615
−1/2 0.37653 1.62920 2.64990
−3/8 0.47946 1.44378 2.07758
−1/3 0.50952 1.40055 1.95417
−1/4 0.56514 1.32988 1.76064
−1/8 0.63993 1.24979 1.55368
0 0.70710 1.18898 1.40533
0.1 0.75665 1.14941 1.31287
0.2 0.80321 1.11562 1.23644
0.3 0.84726 1.08625 1.17191
0.4 0.88915 1.06037 1.11650
0.5 0.92918 1.03729 1.06824
1 1.10798 0.94995 0.89539
1.1 1.14041 0.93635 0.87687
1.3 1.20264 0.91181 0.83149
1.5 1.26182 0.89018 0.79250
2 1.39890 0.84545 0.71484
3 1.63907 0.78107 0.61010
4 1.84833 0.73553 0.54102
5 2.03621 0.70078 0.49110
10 2.79200 0.59846 0.35815
20 3.88522 0.50733 0.25738
50 6.08222 0.40547 0.16441
100 8.57268 0.34154 0.11664

and
Nu = −x1/2+2m

√
Ra h′(0) as δ = 2.

As a consequence of our calculations, we find that for both linear and quadratic
density temperature variations, increasing the parameters n and m leads to an increase
in the Nusselt number. Figures 5, 7 and 9 describe the behavior of f ′(η) for δ = 1 and
δ = 2. We notice that the boundary layer thickness increases as n and m decrease.
Moreover, the boundary layer thickness is greater for δ = 2 than for δ = 1.

Figure 6 demonstrates that the thermal boundary layer thickness is greater for
δ = 2 than for δ = 1 taking the same values of n and m. As u = x1+2n f ′ and
u = x1+2m f ′ Fig. 7 displays the velocity profiles for linear and quadratic density
temperature variation for the prescribed heat flux. The velocity component f ′ at
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Table 5 Comparison of the values −h′(0) for δ = 1 and δ = 2 when ε = 0

f ′ = h f ′ = h2

n/m −h′(0)(ε = 0)

−2/3 0.00000 0.18029
−5/8 0.16203 0.24042
−1/2 0.44374 0.37653
−3/8 0.62655 0.47946
−1/3 0.67764 0.50952
−1/4 0.77036 0.56514
−1/8 0.89234 0.63993
0 1.00000 0.70710
0.1 1.07858 0.75665
0.2 1.15191 0.80321
0.3 1.22090 0.84726
0.4 1.28624 0.88915
0.5 1.34845 0.92918
1 1.64213 1.10798

Table 6 Comparison of the values h(0) for δ = 1 and δ = 2 when ε = 1

f ′ = h f ′ = h2

n/m h(0)(ε = 1)

−2/3 – 2.35499
−5/8 3.36454 1.89620
−1/2 1.71886 1.62920
−3/8 1.36571 1.44378
−1/3 1.29617 1.40055
−1/4 1.18996 1.32988
−1/8 1.07889 1.24979
0 0.99999 1.18898
0.1 0.95081 1.14941
0.2 0.91002 1.11562
0.3 0.87540 1.08625
0.4 0.84550 1.06037
0.5 0.81929 1.03729
1 0.72367 0.94995

zero decreases as n or m increase both in linear or nonlinear cases. Increasing the
parameter n or m leads to a decrease in the boundary layer thickness. It is also
found from Fig. 8 that the wall temperature decreases while n or m increases. For
mixed thermal boundary condition the hydrodynamic and thermal boundary layer
thicknesses are thinner than in the cases of ε = 0 and ε = 1. Increasing n or m
leads to a decrease in f ′(0) (see Fig. 9). Figure 10 displays the temperature profiles
for ε → ∞, and it can be observed that the convection takes place in a thin boundary
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Table 7 Comparison of the values h(0) for (δ = 1 and δ = 2 when ε → ∞
f ′ = h f ′ = h2

n/m h(0) = −h′(0)(ε → ∞)

−2/3 – 5.51375
−5/8 – 4.14615
−1/2 – 2.64990
−3/8 2.53540 2.07758
−1/3 2.16579 1.95417
−1/4 1.67379 1.76064
−1/8 1.24596 1.55368
0 0.99136 1.40533
0.1 0.85179 1.31287
0.2 0.74564 1.23644
0.3 0.66438 1.17191
0.4 0.59847 1.11650
0.5 0.54444 1.06824
1 0.37500 0.89539

Fig. 2 Variation of −h′(0) for linear and quadratic density temperature variations when ε = 0

layer around the heating surface. Figures 5, 6, 7, 8, 9 and 10 demonstrate the velocity
and temperature profiles and show similar patterns for δ = 1 and δ = 2. From the
nonlinear density temperature variation exhibited in Figs. 7 and 8 it can be seen that
for δ = 2, f ′(0) and h(0) are smaller than for δ = 1 as ε = 1 taking the same values
of n and m. The effect of δ is opposite on f ′(0) and h(0) for ε → ∞.
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Fig. 3 Variation of h(0) for linear and quadratic density temperature variations when ε = 1

Fig. 4 Variation of h(0) for linear and quadratic density temperature variations when ε → ∞
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Fig. 5 Velocity distribution for ε = 0
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Fig. 6 Temperature distribution for ε = 0
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Fig. 7 Velocity distribution for ε = 1
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Fig. 8 Temperature distribution for ε = 1
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Fig. 9 Velocity distribution for ε → ∞
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Fig. 10 Temperature distribution for mixed boundary condition (ε → ∞)
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5 Conclusions

The free convection flow from a vertical surface embedded in a porous media is exam-
ined when the temperature difference between the surface and the fluid is supposed
to be small or relatively large. In these two cases, linear or quadratic density tem-
perature variations are applied. Using the similarity transformation method the basic
equations are reduced to nonlinear ordinary differential equations. The numerical
solutions are compared for linear density temperature variation with those reported
by Nazar et al. [9]. We have found excellent agreement between the obtained data.
For nonlinear density temperature variation the numerical results are also exhibited
in the chapter. We presented figures in order to exhibit the temperature and velocity
profiles for both linear and nonlinear cases.
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On Some Functions of the MES Applications
Supporting Production Operations
Management

Péter Bikfalvi , Ferenc Erdélyi, Gyula Kulcsár, Tibor Tóth
and Mónika Kulcsárné Forrai

Abstract Integrated computer applications play an increasingly important role in
the planning and control of production systems and processes. The model-based
decision support functions of business and manufacturing processes can be classi-
fied into different hierarchical levels according to their functions, objects and time
horizons. Manufacturing Execution System (MES) applications represent the most
challenging part of planning and control activities in Manufacturing Operations
Management (MOM) in supporting its Production Operations Management (POM)
activities. The ISA-95 standard delivers useful methodology and several models with
the most important functions to be embedded in the shop floor level control loops.
Two methods for improving the quality of POM are presented: a proactive one, using
simulation-based fine scheduling and a reactive one, based on evaluation of some Key
Performance Indicators (KPIs) determined from the efficiency analysis of shop-floor
production data. Both methods exploit advantages of software applications used in
different MES components.

1 Introduction

Nowadays, the need for global competitiveness and for sustainable development
stimulates enterprises to integrate their profit expectations and quality requirements
with flexible adaptation to market requirements when they are planning and carrying
out their comprehensive business strategy. This is especially true when consider-
ing discrete manufacturing companies, where the standard activities of Business
Management (BM) can be modelled as a multi-level matrix-like structure. This is
characteristic to a great extent both of small and medium-sized enterprises, as well
as for large multi-national companies (Fig. 1).
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Fig. 1 Creating an abstract functional model of a company

Effective BM decisions can only be achieved by using integrated Information
and Communication Technologies (ICT) solutions. Computer integrated application
systems with well-adjusted models and tailor-made databases are expanding dramat-
ically. However, total integration and automation is far from being achieved, and the
“unmanned factory” still seems to remain a future goal.

Enterprise Resources Planning (ERP), Product Lifecycle Management (PLM),
Supply Chain Management (SCM), Customer Relationship Management (CRM),
Manufacturing Resources Planning (MRP II), Manufacturing Execution Systems
(MES) and Shop-floor Control Systems (SCS) are known software components of
an integrated computer application system that may serve BM goals. These software
components use multi-layered data models, thousands of data objects and an even
greater number of attributes. On the other hand, computer applications used in plan-
ning and control activities of BM must be integrated with engineering, marketing,
finance, HRM (Human Resource Management), logistics and even other activities.
That is, they are very complex. Moreover, components of software packages are
developed independently by different vendors. Integration faces serious problems in
this respect, too [20].

These are the main reasons why it is such hard work to build up a coherent,
computer application system to support all the activities of a hierarchical BM from
the strategic level down to the level of production control [29].

It is well known that the effective control of complex and complicated processes
requires hierarchical architecture and feedback control loops. Feedback control calls
for the measuring of specific quantities (based on physical processes) at the pro-
duction execution level and needs aggregated, averaged, cumulated or more general
derived indicators to measure the abstract “performance” of production processes at
different managerial levels. Industrial experience shows that these indicators, also
called Key Performance Indicators (KPIs), can play an increasingly significant role
in assuring stable and successful production and in improving the efficiency of pro-
duction both at the local (shop floor) or global (enterprise) level [1, 7, 28].

In the early days of Computer Integrated Manufacturing (CIM), developers
thought that integration of functional software components means only common
database and communication network protocol issues. However it turned out later
that successful integration demands a common semantic referential approach, com-
mon concepts and methods in the applied models.

In the last two decades, different ERP, SCM and CRM applications on the business
level, CAD, PLM, and CAPP applications on the engineering design or planning level
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and last but not least PAC (Production Activity Control) applications (such as CNC,
PLC, Robot Control (ROC), Measuring Device Control (MDC), DCS, SCADA,
etc.) on the process execution level have been implemented for improving production
effectiveness and competitiveness. Experience in practise has confirmed the existence
of a gap between the business-engineering levels and the PAC level. To eliminate this
gap, experts (in production management, in IT, and in control systems) expressed the
need for designing a new application system to support manufacturing operations
management functions.

The general collective name of this software package was first called the MES—
Manufacturing Execution System.

2 Literature Review

2.1 The Functional Model of Production Systems

There are several approaches concerning the matrix-like functional modelling of
production systems. The hierarchical and horizontal structure of the company deter-
mines the matrix dimensions. The in-company information system supported by
these (computer integrated) applications, as well as the control activities, more or
less follow this structure.

The integrated software systems used in management of discrete manufacturing
processes can be classified into four hierarchical groups according to the fields and
time horizons of the different supported activities, as follows [8]:

1. Enterprise Resources Planning (ERP)—at the enterprise or business level,
2. Computer Aided Production Engineering (CAPE)—at the engineering level,
3. Manufacturing Execution Systems (MES)—at the production operation level,
4. Production Activity Control (PAC)—at the process execution level.

Figure 2 presents some of the software components of each group, though it is far
from presenting all of the possible options available on the market. Each software
object uses specific models for planning and control decisions at each level of the
hierarchy. Each model presents state variables, model parameters, goal functions,
and constraints. Solving and optimising planning problems on the higher levels of
hierarchy results in specific goal parameters that extend the set of constraints of the
model problems at the lower level [3].

It is worth noting here that the allocated time for decision making decreases as
the level of hierarchy becomes lower.

Figure 2 shows that MES applications are connected with other applications of
the same level, but also with applications of the upper (engineering and business)
levels, as well as those of the lower (execution) level. Modelling and functionality
aspects of the MES applications, as well as their connection to the upper levels, are
supported by the ISA-95 standard [8, 10, 27].
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Fig. 2 Typical software components of a functional model

2.2 Relationship Between the MES Components
and the ISA-95 Standard

The need for computer support at the operative production management level came
up many years ago. The international non-profit organization MESA International
(Manufacturing Enterprise Solutions Association) was founded in 1991 in order to
exchange knowledge, experience, and best practices on MES applications among
manufacturing experts, system integrators and software developers.

The term MES arose at the same time and stood for manufacturing execution
systems. In 2004 MESA changed the term to manufacturing enterprise solutions,
because they considered that MES must be more than just a system for production
control [26]. They considered that issues such as machine maintenance, quality con-
trol, inventory control, product data and product life-cycle management needed to
belong to the MES domain, together with data acquisition and analysis for production
assessment, as well as compiling different types of documentation. However, today
one may conclude that these goals were very ambitious; despite the fact that progress
had been made towards meeting them, in practice there is still a lot of work to do
in completing the integration of all these functions. The present chapter is restricted
to analysing only the main planning and control functions to be implemented in
the MES application systems and how these functions are supported by the ISA-95
standard.

ISA (the International Society of Automation) was founded in 1945 as a non-profit
organization to support standardisation in the field of industrial automation. Some
well-known ISA standards are: ISA-84 (Functional Safety), ISA-88 (Batch Control),
ISA-99 (Manufacturing and Control Systems Security) [25].

The ISA-95 standard is dedicated to Enterprise-Control System Integration. The
standard describes the methodology, the way of working, thinking and communicating
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Fig. 3 The ISA-95 functional hierarchical control model [26, 27]

when analysing a manufacturing company aiming at ERP-MES integration. The doc-
uments contain models focusing on specific aspects of this integration, serving the
main goal of the standard: full integration of production and business processes. The
integration is presented as a hierarchical, multi-level model (Fig. 3). The upper level
(Level 4) of this model represents Business Planning and Logistics (BPL), while at
the lowest level (Levels 2, 1 and 0) the supervisory and direct control activities of
manufacturing processes are performed.

ISA-95 focuses on Manufacturing Operation Management (MOM) situated at
Level 3 of the model, and its integration with the upper BPL level. It is worth noting
here that integration between the two levels is necessary because several functions like
production scheduling, inventory control, quality assurance or maintenance straddle
the border between the two levels. On the other hand, one may distinguish clearly
the activities that belong to the enterprise (business) management domain (Level 4)
from those belonging to the production management domain (Level 3 and lower).

2.3 The Role of MES

Today the dynamic and structural complexity of manufacturing systems makes tra-
ditional production planning and control (PPC) activities increasingly difficult, and
the methods and models used are insufficient to face the dynamic changes of the
global market. The cumulative nature of production processes in time, the increasing
intensity of production processes as well as the importance of customer demands
and deadlines emphasise the outstanding role of PPC, and, in this respect also, the
role of integrated computerised solutions [11].

At the BPL level, production planning and scheduling (PPS) covers longer time
periods (weeks, months), and it results in aggregated production plans (master plans)
that are delivered to the production departments. Aggregation means that individual
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production (distinct but similar) objects are combined into aggregate groups that can
be planned together. On the other hand, production resources (i.e. particular machines
or labour pools) can also be aggregated into assumed resource groups. Usually an
ERP application system’s component acting at this level solves the PPS tasks with
acceptable effectiveness. This is why this level (Level 4) is also called the ERP level.

The aggregated plans (master plans) are not suitable for direct execution. This
means that the aggregation technique must assure that the aggregate plan can be
disaggregated into feasible and detailed production (i.e. manufacturing) schedules
whenever necessary. Details of the way of execution as well as the execution time
schedule have to be given in detailed plans indicating the actual execution time
interval (days, shifts, hours, and minutes). Control decisions taken in elaborating
these plans directly influence the efficiency of workshops (departments), the quantity
and quality of products, the lot sizes, the inventory levels, and the efficient handling
of materials and utilisation of resources. POM acts at Level 3 and has to solve all
these tasks. As MES application systems act at this level (and also have to solve the
PPC tasks effectively), this level (Level 3) is also called the MES level.

Levels 2, 1 and 0 of control belong to the execution level, where the production
(manufacturing) processes take place. Time intervals of minutes, seconds or often
below are characteristic. Here, control functions are performed by SCADA and/or
DCS application systems, process controllers, PLCs, intelligent sensors and actua-
tors, or other computerized systems (e.g. CNC, robot controllers, navigation systems,
identification systems, cell controllers, measuring devices, etc.) serving automation.

Whatever the upper hierarchical level is, PPS typically runs according to the rolling
time horizon principle. That is, a candidate plan is created for the actual time horizon
and decisions of the first few time-periods of this horizon are executed accordingly.
Then, the candidate plan is revised and re-planned, if necessary. Revision/re-planning
is due to the uncertainties and unpredicted events that may occur in the demand list
and—often—in the production (manufacturing) processes.

According to the rolling time horizon, PPC application systems cover two main
stages or hierarchical levels: master planning and master scheduling are realised in
the first stage (on the ERP level), while fine or detailed scheduling and execution
control is in the second stage (on the MES level).

The main goal of the first stage is to balance the capacity and customer demands.
The PPC system includes the scheduling function that produces master production
plans for material and capacity requirements.

The second stage deals with sequencing of production orders (jobs) that have
already been released for production in the actual time frame. It also decides exactly
when and on which machines or workplaces the dependent jobs should be executed.
The main goals of this second stage are to avoid tardiness of jobs, to minimise
flow times of parts and products, and to maximise utilisation rates of machines/
workplaces. For solving such detailed or fine scheduling tasks, advanced scheduling
models and methods are needed [13].

Corrections of the production plans must be performed as effectively as possi-
ble (as close as possible in terms of both time and location). The control role of
MES applications is outstanding in this respect: here, by processing the abstract
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information with the modelled real objects and processes, production planning and
control can be directly and efficiently optimised, as production performance can be
improved as well.

2.4 Relationship Between MES and MOM

ISA-95 presents a generic activity model of MOM (Fig. 4), with four main classes of
information exchange between POM and BPL, respectively between MES and ERP
applications. They are as follows:

1. Operations definitions,
2. Operations (resources) capabilities,
3. Operations (and their intensities) requests,
4. Operations response (operations results and their performance).

The ISA-95 generic model summarises all operative activities to be carried out
at MOM level [9]. The model is general, so it could be applied not only for the
manufacturing departments (plants, workshops) but other departments as well where
operative production activities may take place, such as maintenance, quality testing
or material handling and storing (Fig. 5).

Therefore, as shown in Fig. 5, tasks and activities of the operative MOM refer to
four main functional areas of operation company. They are as follows:

1. Production operations management,
2. Maintenance operations management,
3. Quality test operations management,
4. Inventory operations management.

Fig. 4 ISA-95 generic activity model of MOM [26]
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Fig. 5 Relationship between MES and MOM [26]

One may also notice from Fig. 5 that the main focus of MES applications is on
Production Operations Management (POM); however, strong integration with other
components of MOM level areas is indispensable in the everyday life of a company.

Since the ISA-95 standard was published, the international literature has presented
a number of refereed publications that confirm the fact that the standard-defined
terms, models and methods contribute to a large extent to the effectiveness of work-
shop level analysis for production management, as well as to the development of
decision support functions implemented in the MES applications [25–27].

3 Improving Planning and Control Activities at MOM Level

3.1 The Role of the MES Components in the Control Model
of POM

Our research work was focused on finding out the most important relationships that
connect the different MES application components to the MOM functional structure.
Figure 5 shows that Manufacturing Execution Systems (MES) applications focus
primarily on Production Operations Management (POM). On the other hand, from
Fig. 4 one may conclude that there are three main functionalities to be performed at
the MOM level. They are as follows:

1. Operations definitions, resource management,
2. Detailed scheduling, dispatching, execution management,
3. Data collection, analysis and tracking.

Based on these considerations, the above functions can be included easily in a
multi-feedback control loop (Fig. 6).
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Fig. 6 Feedback control system of operative MOM

From the ICT point of view, operative MOM activities have to be incorporated
in the MES application modules. These software components are “horizontally”
connected with each other, but they are “open” to “vertical” information exchange
with the applications of the upper hierarchical level (CAD/CAM, ERP, SCM, etc.)
as well as with those from the lower level (SCADA, DCS, etc.).

Industrial experience confirms that over the past years personnel involved in the
everyday operative MOM of production departments have developed their own com-
puter aided (usually Excel or Access based) “solutions”. These partial and specific
applications are attuned to their user needs, and they contain many subjective ele-
ments. Unfortunately, they are usually poorly documented and they do not meet the
modern integration requirements. Moreover, all of the knowledge is in hands of just
a few people, which puts the plant’s operation and control continuity at high risk.

The situation is somewhat similar concerning products offered by different soft-
ware companies. Typically, these products support only some of the presented activity
model objects and do not assist all spectra of POM functions. Some vendors offer
advanced reporting tools (historians), but do not provide scheduling functionality.
Conversely, there are specialised Advanced Planning and Scheduling (APS) soft-
ware components that do not provide any data reporting and/or analysis. Moreover,
issues related to operations definitions or resource management are usually manually
solved.

It is also true that due to the less general fields of activities as well as due to the
burden of problems coming from local specificities, the full integration of MES appli-
cations still has a long and bumpy way to go. Cost-efficient interfaces, management
of master data and software quality are issues to be considered [26].

Most commercially available MES applications offer their functionality in mod-
ules. Unfortunately, these modules usually do not coincide with those of the ISA-95
generic activities. The most important modules implementing parts of MES function-
ality are concerned with detailed production scheduling, product definition manage-
ment and production execution management, history reporting (usually including an
interface with Level 2 systems), and tracking, dashboards, workflow management,
interface modules for ERP integration, plant modelling and simulation tools, etc.



112 P. Bikfalvi et al.

Extensive information of MES software products and their vendors are already
available on the Internet. These may help companies in accelerating their evaluation
work on selecting between existing MES solutions. For example, [19] is a good
survey of MES products, which contains not only useful and detailed information
about many MES products of various vendors, but includes also methodologies and
tools for their efficient implementation and deployment.

3.2 Some Considerations on Production
Performance Management

Once a company has customer orders (demands) and schedules of available resources,
measuring the performance of production is a very important issue, from the points
of view of both production planning and production control. However, developing
appropriate production models with different complexity makes it possible to analyse,
classify and manage production performance issues.

Both ERP and MES systems use various mathematical approaches to model pro-
duction processes. Most of these models consist of different production equations
representing the dynamic state equilibrium of production processes. Discussions on
these production equations demonstrate that three KPIs of great importance can be
defined, the determination of which in the decision domain of PPC is a necessary and
at the same time a satisfactory condition to quasi-optimal realisation of a production
goal defined in a well-established way and meeting all the significant constraints.
The relevant mathematical model was named as “production triangle” model [4, 11]
and the three essential KPIs are:

1. Delivery capability (on ERP level) or throughput time of internal orders (on MES
level),

2. Inventory (on ERP level) or work-in-process (WIP) (on MES level),
3. Return of assets (on ERP level) or utilisation of resources (on MES level).

Based on theoretical considerations as well as on experience in PPC, it can be
inferred that improvement of any of these three performance indices is accompanied
by deterioration in the other two; therefore the three indices must be managed only
together. The outlined optimisation problem logically extends to all the details of
production, including especially manufacturing. It also means that for optimisation
of production planning and control tasks, examination of the three KPIs is not only
a necessary but at the same time a satisfactory condition. It can be also conceived
that the method can be extended logically to any manufacturing enterprise and engi-
neering industry operating on the basis of discrete manufacturing.

It is worth mentioning here that other performance indicators could be defined,
as well. Such indices could be: the number of finished-products produced over a
time period, quality of the products in question, the unit cost of a product or its
components, the net profit producing ability of production, the completion time of
orders (especially lateness of jobs over deadline) [12, 29].
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All of the above-mentioned indicators are actually very important. Evaluating
them is an everyday duty of production management. However, it can be shown that
several of them can be expressed or influenced directly by the considered three main
KPIs, while the others are strictly influenced only by economic and sales decisions
and conditions, and therefore influence the production process in only an indirect
way.

Taking into consideration the profit-oriented behaviour of enterprises, production
planning tasks have to be solved to meet the following requirements:

1. delivery capability/throughput time should be according to the customer’s order in
every case (in general, as short a term of delivery or throughput time as possible);

2. stock/WIP level should be as low as possible (valid for all raw materials, semi-
finished products, finished products/articles, spare parts, etc.);

3. utilisation of resources/return of assets (machines, tools, workforce, etc.) should
be within the limits prescribed by the management goals.

At the ERP level, when adapting these tasks to a given enterprise one usually gets
a large-sized optimisation problem. From a mathematical modelling point of view it
can be recognised that the three KPIs—namely delivery capability, stock level and
utilisation of resources—are functions of the BM decision parameters of “internal
orders”. The KPIs partially depend on how and to what extent the external order book
changes. In addition, they are partially dependent on the method of scheduling and
on all the constraints of production, as well as on the factors related to the specific
technological processes employed. That is, at the ERP level, the basic task of the PPC
system is to determine the manufacturing and the purchasing orders (internal orders)
taking into consideration the constraints of the current production environment in
such a way that the given enterprise should operate near to the “optimal work-
ing point” from the aspects of the three KPIs (Fig. 7). In general, the optimisation

Fig. 7 Evaluation of production objectives based on KPI analysis
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problem is difficult to solve; heuristics or suitable procedures based on some kind of
Operations Research method are needed.

Evaluation and fine-tuning of a PPC system at the ERP level is usually made
during its installation and first runs, assuring its usability and applicability for years.
However, small corrections or compensations may later occur every now and again.

At the MES level, the three KPIs—namely throughput time, WIP level and utili-
sation of machines/workplaces—are functions of the MOM decision parameters of
released jobs and operations. The KPIs partially depend on how and to what extent
the internal order list changes, but are most strongly influenced by the availability of
resources, as well as by any unpredicted events that may occur. So at the MES level,
the basic task of the PPC system is to sequence the jobs and operations in a detailed
manner by taking into consideration the actual constraints of the current production
environment. Here, evaluation and fine-tuning of the PPC system requires usually
continuous and interactive human supervisory control and intervention.

As an example, the most important shop-floor management goals (KPIs) can be
followed and deduced from the model represented in Fig. 8.

The long-term business goal of a manufacturing company is to maximise its profit.
However, this goal can only be achieved by a series of some other production goals
to be realised in shorter time periods. These short-term goals are connected with
the output characteristics of production (manufacturing). The up-to-date MES, by
means of production monitoring and data acquisition, observes the formation of
the “production triangle” KPIs through the comparison of the planned and realised
values. Hence, the KPIs have an important role not only in the optimisation tasks of
proactive production planning period, but also by acting as feedback signals of the
production control loop in the execution phase. Therefore, it is very important for

Fig. 8 Shop-floor performance evaluation based on KPI analysis
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production planners and dispatchers to be fully aware of the capabilities and limits
of their plant (workshop), and to recognise potential sources of conflict that appear
in the course of measuring their production performance.

3.3 Production Planning and Scheduling Issues

3.3.1 Basic Scheduling Approaches

MOM has to perform the real-time supervision and control of manufacturing opera-
tions. The most important tasks to be performed are defining and fine scheduling of
production operations, their dispatching, and managing the execution processes.

Among these activities, the detailed scheduling of projects, tasks, jobs and oper-
ations (prescribed by the hierarchically higher ERP and CAE level) represents one
of the key issues to be efficiently and effectively realised. Detailed scheduling must
take into consideration the related technological plans, the availability of resources
(machines, people, raw materials, etc.) and must analyse the actual restrictions and
options. Then it has to connect the operations with the corresponding resources, and
it has to schedule their launching sequence and time [7, 8]. That is, fine scheduling is
the most important decision support tool at POM level to be implemented as a MES
software component.

Decisions in scheduling can basically be made in a predictive or a reactive mode.
In practice, rolling-time horizon based predictive scheduling results in a detailed
execution program for the actual time-period, which, hopefully, is executed corre-
spondingly. However, one may observe an increasing demand for fast handling of
uncertainties and unpredicted events that may happen during the execution of these
programs. In order to face such problems, suitable reactive scheduling procedure
must be used. Based on the different events that occur and on some kind of logic, the
reactive scheduling must select the best decision for the most adequate intervention
activity. However, the decision procedure is far from being always sound and clear.

Discrete manufacturing processes present a large variety of diverse and very dis-
tinct technologies that claim specific models when designing their efficient control
systems. In this respect, there is a special demand for accurate modelling, formulation
and solving of scheduling problems.

3.3.2 Scheduling Methods

Scheduling is in fact an optimisation problem. There is a huge amount of literature
that deals with such problems. Their complete review and classification exceeds
the scope of this chapter. Therefore, only some of the most important mathematical
approaches are shortly enumerated below:
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• Mathematical Programming: Formulations and Applications (e.g. Linear, Nonlin-
ear, or Integer Programming, Set Partitioning, Covering and Packing, Disjunctive
Programming, etc.),

• Exact Optimisation Methods (e.g. Dynamic Programming, Constraint Program-
ming, Branch-and-Bound methods, etc.),

• Heuristic and Meta-heuristic Methods (e.g. Basic and Composite Dispatching
Rules, Beam Search, Local Search, i.e. Simulated Annealing, Tabu Search, Genetic
Algorithms, etc.).

3.3.3 Variety of Scheduling Problems

The most difficult problem that the MES application component of fine scheduling
faces during its application is related to the great variety of manufacturing process
models [2]. That is, flexibility and local tuning have to be also implemented.

Solution of a scheduling problem must deal with at least three important issues.
These are as follows:

1. Resource environment: this takes into consideration all characteristics of the
resources concerned (machines, workplaces, workers, raw materials, etc.) and
of the relations among them, with special attention paid to the features of the jobs
operations to be executed;

2. Job characteristics: rules, restrictions, execution features and alternatives;
3. Production policy: priorities, rules, objective functions, KPIs.

The simplest scheduling problem is represented by the one-machine type model,
which refers to jobs containing one operation to be performed by only one machine. In
the case of parallel machine models, the one-operation containing jobs are executed
simultaneously on different machines/workplaces. Depending on the machines’
simultaneous working capability, three further model types are distinguished [23]:

• Identical parallel machines model, where all machines perform identically (for the
processing time τi j of job Ji on machine M j we have τi j = τi for all machines);

• Uniform parallel machines model, where the operations intensity on each machine
varies according to that machine (τi j = τi/s j where s j is the speed of machine
M j );

• Unrelated parallel machines model, where the operations intensity on each machine
varies according to the job (operation) performed on that machine (τi j = τi/si j

for job-dependent speeds si j of machines M j ).

The shop-floor models involve more machines and more jobs containing more
than one operation. However, each operation can be performed on a given machine.
According to different prescriptions, from this general shop specific models can be
formed, as follows [5]:
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• Job Shop Model: the number of operations is job-dependent and they have special
precedence relations;

• Flow Shop Model: a special case of the job shop model in which the number and
sequence of operations is fixed for any job;

• Open Shop Model: a general shop model in which there are no precedence relations
between the operations;

• Mixed Shop Model: a combination of the above models;
• Flexible Shop Model: a further extension of the general model, where flexibility

refers to the scheduling possibilities.

In the above enumerated models, each operation is allocated to a given machine
(dedicated machine), while in the case of the flexible models (Flexible Flow Shop
or Flexible Job Shop) a given operation can be performed on any of the machines
of a specified machine group. In this way, the scheduling problem is extended with
selection of a specific machine. It is worth to note that the machines from the selected
group can simultaneously work identically or uniformly or even unrelated [24, 30].

The Extended Shop Models represent a new generation of the scheduling
problem class (Extended Flexible Flow Shop, Extended Flexible Job Shop, etc.).
It often happens in the manufacturing systems that there are some resource objects
(machines/workplaces) that can perform more than one technological operation. In
this case, some operations can be grouped in bigger units such as technological steps
or even execution steps, which could be considered operation units for scheduling
[14, 15].

4 Performance Analysis at MES Level

4.1 Some Fundamental Concepts of Production Systems

At the shop-floor level, there are three important rates (intensities), which represent
basic information received from the ERP level by the MES level. They are as follows:

1. The arrival rate of the internal orders (jobs);
2. The demand rate given for the jobs. (This is the quotient of the ordered quantity,

and the duration of the production time window);
3. The production rate, which is the inverse of the operation time.

At the workplace level, the production rate is a parameter of the technology
process plan. The planned production rate influences the operation time, the tool
utilisation and the product quality, too. In the case of a bottleneck, especially in the
case of multi-stage production routing, the local production rate greatly influences
the characteristics of the realisable schedules.

In a flow-shop manufacturing system (Fig. 8) jobs arrive at discrete time instants
TAi , for i = 1, 2, . . . , n, while the finished jobs leave the system at TCi , i =
1, 2, . . . , n, discrete time moments, too. If A(t) = supi (TAi ≤ t) and C(t) =
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supi (TCi ≤ t) represent the number of jobs arriving respectively, leaving the shop
in the time interval 0 −→ t and N(t) is the number of jobs in progress (or WIP)
in the system at the time moment t, the fundamental cumulative state equation of
production will result as follows:

N (t) = N (0) + A (t) − C (t) . (1)

An important performance index of production can be pointed out as the average
value N̄ of the number of jobs in the system, related to the time interval 0 −→ t ,
when considering a long-term run (theoretically t −→ ∞) [6]:

N̄ = lim
t→∞

1

t

t∫
0

N (τ ) dτ . (2)

The stock level of production is a function of this averaged value N̄ , usually named
the WIP level or Average Work Level (AWL).

The job cycle-time (flow time) of every job separately can be expressed as:

Ti = TCi − TAi . (3)

Based on this, the average flow time (AFT) T̄ value, as another important long-term
performance index, can be conceived as:

T̄ = lim
k→∞

1

k

k∑
i=1

Ti . (4)

In long-term performance analysis, if the jobs are independent of each other, T̄ rep-
resents the expected value of planned lead-time. This index essentially influences the
character of delivery capability, too. However, delivery capability can be measured
in many other ways as well, like make-span (Tms), number of late jobs (nL ), etc. For
example, if every job has a corresponding due date, then delivery capability can also
be measured by the number of jobs with lateness or the cumulated time of lateness.

Production managers consider these performance indices to be useful, but the
most important performance index for the delivery capability is the customer service
level index (IC SL ). Noting with n the number of released jobs, this index is defined as:

IC SL = (n − nL)/n. (5)
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Another essential long-time rate-type performance index is the average arrival rate
of jobs ā, defined as:

ā = lim
t→∞

A (t)

t
. (6)

The most important result of long-time performance analysis is that the performance
indices defined in Eqs. (2), (4) and (6) are connected with each other in the following
way:

N̄ = ā · T̄ . (7)

This clear interdependence of the three main KPIs for the “one or m-machine job-
shop” abstract system model is the simplest “production equation” known as Little’s
Law, firstly presented in 1961 [18]. The above equation is of great importance since it
expresses a direct connection among the variables characterising the average state of
production under general conditions. It is easy to observe that the connection under
the above-defined conditions is linear, i.e. N̄ = f (T̄ ) is a simple linear function. It
is also important to note that Little’s Law is valid for both cases of deterministic or
periodic arrival distribution in time and of even optional arrival distribution as well.
Details are presented in [6, 21, 22].

4.2 Production Stability Issues

A fundamental requirement of manufacturing control policy is the stability of pro-
duction. A production process is stable if the number of jobs in the system remains
finite for an optional long time interval (i.e. they do not cumulate). In this case, buffer
dimensions are feasible and the orders, sooner or later, will be certainly performed.
This means that:

N ≤ N∗, (8)

where the reference number N∗ has a practical finite value. This condition can be
performed if and only if the average value of technology operations times to be
realised satisfies a special constraint, that is:

a ≤ q, (9)

where q is the average operation rate defined as:

q̄ = 1/τ̄ , (10)

and

τ̄ = 1

n · m

n∑
i=1

m∑
j=1

τi j = τL

m · n
, (11)
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where m is the number of machines (workplaces, resources) used, τi j is the technol-
ogy operation time of job i on machine j and τL is the actual technological “load”.
Equation (9) expresses the trivial, but fundamental assumption that the content of
intermediate buffers between machines (workplaces) cannot remain finite if the jobs
arrive at a rate greater than their production rate (processing rate). On the other hand,
for a finite Ts time horizon, one may write: ā = n/Ts therefore a ≤ q which means:

n

Ts
≤ n · m

n∑
i=1

m∑
j=1

τi j

(i.e. τL ≤ mTs).

That is, in long term run, the load must be less then the capacity.
Another important rate-type performance index to be considered is the average

utilization of resources, denoted by ū. This is in fact the rate of the time spent in
work and the total time available. It was proved in [6] that for the j-th machine M j

results:

q̄ j = n
n∑

i=1
τi j

and ū j = lim
t→∞

1

t

A(t)∑
i=1

τi j = ā

q̄ j
. (12)

It is obvious that the utilisation rate of resources cannot be greater than 1 (i.e. 100
%). In the case of stable production, the following condition is also valid:

ū j = ā/q̄ j ≤ 1 for j = 1, . . . , m. (13)

Relation (13) means that any of resources (machines, work-places) can be loaded to
its capacity limits only. This is the basic capacity constraint in any detailed scheduling
of manufacturing operations. If Eq. (13) is fulfilled, i.e. the production is stable, it
results in:

ā = ū · q̄. (14)

Using Eqs. (7) and (14) it can be written:

N̄ = q̄ · ū · T̄ . (15)

This last important relationship can be named as the “production triangle” equation.
It expresses that if the operation rates are given in the technology process plans, and
the lot sizes and the due dates are given in the manufacturing orders, the three perfor-
mance indices of the production triangle model are interconnected and they cannot
be improved independently of each other. For instance, if the jobs have rigorous
deadlines TDi and the condition TCi ≤ TDi must be performed for every job i, then
machine utilisation and stock level cannot be improved at the same time. Similarly,
if one wants to keep machine utilisation at a high level then stock level and flow time
cannot be decreased at the same time [12, 14].
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4.3 Performance Analysis for a One-Machine
Manufacturing System

Predictive, model-based off-line scheduling for one-machine (OM) systems is the
simplest case. Jobs arrive in groups, at t = 0. Usually, the objective functions to
minimise are the average flow time or the average number of jobs in process. If jobs
have deadlines, minimising the number of late jobs or the time difference from the
deadline is applied.

In the case of n simultaneously released jobs (i.e. in a group) TRi = 0 for i =
1, . . . , n the make-span results as:

T O M
ms = max

i
(Ti ) =

n∑
i=1

τi = τL . (16)

The average job number N̄ in the system for the considered make-span is a time
average, which can be calculated with the help of the "unit step"-like function Ni (t) =
1(t − TAi )−1(t − TCi ), which represents the actual increase/decrease in the number

of jobs. Taking into consideration that
Tms∫
0

Ni (τ )dτ = Ti and N (t) =
n∑

i=1
Ni (t), it

yields:

N̄ = lim
t→Tms

1

t

t∫
0

N (τ )dτ = 1

Tms

Tms∫
0

n∑
i=1

Ni (τ )dτ

= 1

Tms

n∑
i=1

Tms∫
0

Ni (τ )dτ =

n∑
i=1

Ti

Tms
. (17)

The utilization rate can be expressed as:

ūO M =

n∑
i=1

τi

Tms
= 1, (18)

and it is unitary valued (100 %), since on the make-span time horizon there is no
waiting time for the machine.

The average production rate can be also easily expressed as:

q̄ O M = n

τL
= n

n∑
i=1

τi

. (19)
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The average throughput time (flow time) of the jobs will be:

T̄ O M =

n∑
i=1

Ti

n
. (20)

Replacing (18), (19) and (20) in (15) and comparing to (17) the following result
reflecting clearly the above conclusions - is obtained:

N̄ O M = q̄ O M · ūO M · T̄ O M = n
n∑

i=1
τi

·

n∑
i=1

τi

Tms
·

n∑
i=1

Ti

n
=

n∑
i=1

Ti

Tms
= N̄ O M . (21)

In conclusion, the production equation is verified and is valid.

4.4 Performance Analysis for m-Machines Flow-Line
Manufacturing System

In the case of a flow-line type manufacturing system with m machines (Fig. 9) Little’s
Law holds true for each machine separately, that is:

N̄ j = ā j T̄ j , for j = 0, 1, 2, . . . , m, (22)

where N̄ j is the number of jobs held on the j-th work place (in machine M j + buffer),
and ā j is the average arrival rate of jobs to M j . The average number of jobs N̄ F S

held on in the flow-line system (FS) is the sum of the average number of jobs held at
different workplaces, because any job can be physically only at one machine/input
buffer at one time moment. That is:

Fig. 9 Simple model of a flow-line type manufacturing system
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N̄ F S =
m∑

j=1

N̄ j . (23)

Similarly, the job cycle time (throughput time) Ti of the jobs is the sum of the times
spent on the serially connected machines, since the jobs go through each machine in
the same sequence and thus the manufacturing and waiting times are added. That is:

Ti =
m∑

j=1
Ti j and therefore:

T̄ F S =
m∑

j=1

T̄ j , (24)

where T̄ j =
n∑

i=1
Ti j

n is the average flow time on machine M j .
In long-term functioning, the average demand for operations on every machine

will be equal to the average arrival rate, since in long-term runs every job has to pass
every machine. This means that:

ā j = ā = lim
t→∞

1

t

t∫
0

AJ (τ )dτ . (25)

From relations (22), (23), (24) and (25) it results that:

N̄ F S = ā j · T̄ F S = ā · T̄ F S . (26)

Based on (12), the utilization rate of each machine is:

ū j = lim
t→∞

1

t

AJ (t)∑
i=1

τi j = lim
t→∞

1

t

t∫
0

u j (τ )dτ = ā j

q̄ j
= ā j τ̄ j , (27)

where the average operation rate q̄ j of machine M j for the {Ji } released jobs was
replaced according to Eq. (11).

The average utilization rate ūF S of the whole flow-line system will be:

ūF S = 1

m

m∑
j=1

ū j = 1

m
· ā ·

m∑
j=1

τ̄ j = ā · 1

m
·

m∑
j=1

1

n
·

n∑
i=1

τi j = ā · 1

n · m
·

m∑
j=1

n∑
i=1

τi j .

(28)
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If q̄ F S notes the so-called characteristic intensity (average operating rate) of the
flow-line manufacturing system, it is defined as:

q̄ F S = 1

τ̄
= n · m

m∑
j=1

n∑
i=1

τi j

, (29)

which by replacing it in (28) yields:

ūF S = ā · τ̄ = ā

q̄ F S
. (30)

From the obtained relations, one can easily verify that the “production triangle”
equation is valid for the long-term operation of flow-line manufacturing systems, too.
Replacing (28) in (15) accordingly and using (25) the following result is obtained:

N̄ F S = q̄ F S · ūF S · T̄ F S = q̄ F S · ā

q̄ F S
· T̄ F S = ā · T̄ F S = N̄ F S . (31)

In conclusion, the production triangle equation represents a good start for analysing
the interdependence between the most important KPIs. However, for more complex
production models, the analytical verification of its validity is rather difficult and time
consuming. That is why results based on simulation or data obtained from practice
are more effective in obtaining the expended proof of this managerial relationship.

5 Improving Detailed Scheduling by Simulation

The internal orders released at the ERP level, due to their aggregated form, are not
capable of being directly executed. This is especially true in the case of manufacturing
orders (set of jobs) to be performed at workshop levels, where more detailed routings
and schedules are needed. That is why the MES level aims at initiating detailed
schedules that meet the master plan goals defined at the ERP level. The fine-scheduler
receives the actual data of dependent orders, products, resource environment and
other technological constraints (tools, operations, buffers, material-handling facilities
and so on). The POM defines the manufacturing goals and their priorities. Obviously,
the POM from time to time may declare various goals. The scheduler always has
to provide a feasible sequence of jobs for machine lines or machining centres. As a
result of the fine-scheduling process, a detailed production programme is obtained,
which declares the releasing sequence of jobs and assigns all the necessary resources
to them. It also proposes the starting time of the operations. At the same time, it must
not break any of the hard constraints and has to meet the predefined goals.
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The computation time of the detailed scheduling process is also an important issue
to be taken into consideration, especially when a large number of internal orders,
jobs, operations, resources, technological variants and constraints are involved.

Usually, all data of a specific manufacturing order (identifier, priority, product
type, product quantity, due date, etc.) are available and can be downloaded from the
ERP system database. On the other hand, all the related information on products,
technology and resources (bills of materials, technological process plans, set-up
times, processing intensities, NC programs, etc.) are available in the MES database.

The proposed fine scheduling approach combines model building, model simu-
lation and model evaluation processes in two hierarchical layers, each layer having
two phases (Fig. 10) [13]. Each layer presents a feedback loop aiming at improving the
scheduling result and the model. However, for effectiveness and flexibility reasons,
interactive human intervention has to be an option in both layers.

In the first phase (the top layer) the wide-range possible fine schedules space is
scanned based on deterministic data models and on fast execution-based simulation
to generate several, near-optimal feasible fine schedules. In the second phase (bottom
layer) a more precise model-based event-driven simulation performs the sharp tuning.

In the top layer, the focus is set on creating only some near-optimal feasible
schedules by considering detailed constraints and capabilities of resources, while in
the bottom layer the model adjusting for various uncertainties and unpredicted events
plays the primary role. In the bottom layer, the given set of a low number of potential
fine schedules is evaluated according to viewpoints of stability and behaviour in an
uncertain environment. That is, due to reduced number of possible trials, simulation is
also performed rapidly, despite the fact that stochastic issues and unpredicted events
can also be considered in the production model.

The proposed two-phase simulation-based model supports the flexible usage of
multiple production goals and requirements simultaneously. The elaborated approach
helps to solve the complex, detailed scheduling problem as a whole without its

Fig. 10 Two-layered simulation-based fine scheduling
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decomposition. In this way, all issues like batching, assigning, sequencing and timing
are handled simultaneously in a much shorter time.

Moreover, simulation may easily lead to evaluation of several production per-
formance indicators even before the manufacturing execution. That may serve for
in-time corrections or compensations at the MES or even at the ERP level, with
immediate results in both general and specific production performance.

Based on the above-mentioned two-phase modelling and simulation approach
and in order to implement it in practice and solve the production fine scheduling
problems, special developments had to be carried out. To implement the first phase
(the top layer), a knowledge-intensive searching algorithm and the corresponding
software were developed at the Information Engineering Department of the Univer-
sity of Miskolc. The algorithm is based on execution-driven fast simulation, over-
loaded relational operators and multiple neighbouring operators. The core of the
scheduler engine implemented explores iteratively the feasible solution space and
creates neighbour candidate solutions by modifying the actual resource allocations,
job sequences and other decision variables according to the problem space charac-
teristics. The objective functions concerning candidate schedules are evaluated by
production simulation representing the real-world environment with capacity and
technological constraints. Items, parts, units and jobs are passive elements in the
execution-driven simulation, and they are processed, moved, and stored by active
system resources such as machines, material handling devices, humans and buffers.
The numerical tracking of product units serves the time data of the manufacturing
steps. The simulation process extends the pre-defined schedule to a fine schedule
by calculating and assigning the time data, too. Consequently, the simulation is able
to transform the original searching space to a reduced space by solving the timing
sub-problem. This part of the approach encapsulates the dependency of real-world
scheduling problems. Successful adaptation of the approach into practice is highly
influenced by the efficiency and speed of the simulation algorithm.

The performance analysis of the created fine schedule can be performed by cal-
culating some objective functions based on the data of units, jobs, production orders,
machines and other objects of the model. In order to express the shop floor man-
agement’s goals as criteria of a multi-objective optimisation problem, the software
includes an evaluator module, too. This module has many objective functions imple-
mented, as for example the number of tardy jobs; the sum of tardiness; the maximum
tardiness; the number of set-up activities; the sum of set-up times; the average wait-
ing rate of machines; and the average flow time of jobs. This approach was also
successfully applied for solving extended flexible flow shop scheduling problems in
practice [14–17].

6 Discussions

Companies operating in discrete manufacturing appear and are modelled as complex,
multi-functional production systems. Production planning and control becomes a
difficult task for production systems even of low and medium size. The number of
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production entities (product items, jobs, machines/workplaces) and of human and
technological resources, the logistical and technological constraints, the variations
of operation routing and intensities, the variety of production goals to face today’s
economic and social challenges as well as the uncertainties of production processes
and market demands make the control decisions very difficult.

Basically, control means decision-based acting and intervention to achieve the
given goals. Control decisions are based on available information, which usually has
to be acquired (directly and/or indirectly) and has also to be processed.

One indispensable requirement for control is its real-time character. That is, the
control functions (information acquisition and processing, decision making and inter-
vention) must be performed within given time intervals defined by the dynamic
behaviour of the controlled processes. As general rule, the control actions must be
faster than the rate of change of the controlled processes. In real-time control the
sizes of the different time constraints may constitute a kind of hierarchical organising
principle for the company control activities; the lower the control hierarchy is, the
shorter the time interval available for performing the control functions.

At the execution level of technological processes real-time control is characterised
by time limits of seconds or even fractions of a second. However, dedicated and
embedded hardware and software systems can perform well due to the reduced
number of state variables (physical quantities) they control.

The upper control level of MOM faces very strict time limits, too. The increased
number of manufacturing orders and entities, of business goals, of logistical and
distribution constraints, of operations routings and production goals, as well as the
uncertainties of market demands and of failures of machining capacities make the
everyday work of MOM experts as well of software developers very challenging.

At higher (ERP, MRP) hierarchical levels computer aided applications present
more scalable models for helping functions of planning and control. At the MES level
control decisions are more model-dependent, to such an extent that use of predefined
or standard models is limited. This is probably the main reason why the up-to-date
commercially available MES applications still need important customisation, and
why the ISA-95 standard performs still below expected results. Practical experience
shows that production control at the MES level performs proactively, by short-term
detailed scheduling, and reactively, by on-line tracking, eventually re-planning tasks
day by day. These activities can be carried out either by decisions of experts, or by
using of integrated model-based decision support applications.

The qualitative assessment of the control activities can be evaluated from the quan-
titative results of production processes. In this respect, without continuous monitoring
of some basic key performance indices (like throughput time, WIP level, utilisation
of resources) the control of production is of lower quality. The dynamic equilibrium
of the KPI values is influenced by appropriate control decisions to be taken before
the execution phase of production processes.
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7 Conclusions

Simulation models are suitable both for planning and evaluation of the performance
of manufacturing systems. Based on practical experience, a two-phase hierarchical
problem solving technique was proposed. In the first phase, at the top layer, creating
jobs, allocating resources and filtering alternative feasible schedules is performed
by a customised, very fast simulation model-based algorithm, which outputs only a
few candidate schedules at the end. In the second phase, at the subordinated layer,
these schedules are evaluated in more detail by an event-driven simulator that can
include stochastic or uncertain elements. These supplementary features permit a
deeper analysis of different variations on routing alternatives and production rates,
for allocations of resources, as well as for priorities and goals. In this way, production
management decisions support production results more effectively.
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New Theory and Application for Generating
Enveloping Surfaces Without Undercuts

László Dudás

Abstract The design and improvement of kinematical motion transfer surfaces,
namely gear surfaces, require the modeling of the surface-surface enveloping process
and the visualization of contact characteristics. To analyse the quality of mesh in
respect to undercuts, this study uses the special visualisation capability of the Sur-
face Constructor (SC) system, which is intended for creating enveloped contacting
surfaces. This view uses the unique Rho = Rho(Fi) functions of the Reaching Model
theory that have been applied earlier for different cases. Using these functions the
evaluation and modification of mesh can be accomplished without the generated
member of the surface pair. This study presents a new compressor type with a rotor
that needs precise surface finishing. The patented grinding machine applied works
with a special grinding wheel generated by the rotor surface. A novel undercut visual-
isation and detection method is used for the analysis of the correct grinding settings.

Nomenclature
e, f p1, p2 parameter line indices
g, h Indices of last p1, p2 parameter lines
is Counter of intersected quadrangle edges
k1, k2 Contact lines
kx, ky Constants
p1, p2 F1 surface parameters
p1e, p2 f F1 surface parameter values in an F1 grid-point,

e =0, .., g − 1; f =0, .., h − 1
(x0k,l , y0k,l , z0k,l ) Pk point in the K 0 frame, determined at (Tk , Zl) grid

point of F2
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(x2k,l , y2k,l , z2k,l ) Pk point in the K 2 frame, determined at (Tk , Zl ) grid point of F2
A, B Points on F1
F1, F11, F12 Generating surface, 1st and 2nd intersection
F1(p1, p2) Generating surface given by surface parameters p1 and p2
F2 Generated surface
F21, F22 Surfaces generated by the same F1 surface
Fi, Fi1, Fi2 Φ variables of different surface generations
Ki(xi, yi, zi) Coordinate system (i = 0, 1, 2, 100)
M , Mi F1 surface points
Mt F1 surface point corresponding to Pk
Pk Contact point, k = 0, .., r
P ′

k Generated point of F2, k = 0, .., r
Pn Point of singularity
R Space coordinate of κ coordinate system and reaching direction, mm
R(Φ) Reaching-coordinate function at Tk division in κl coordinate system

associated to Zl , mm
Ru R value of Pk point, mm
Rt R value of Mt point, mm
Rk,l Minimum R value determined at (Tk , Zl ) grid point of F2 mm
Rprev R minimum determined in previous iteration cycle for same T − Z

grid-point, mm
R(x0, z0) Changeover from the (x0, z0) Descartes coordinate system to the curved

R − T coordinate system
�R Difference between the results of the last two cycles
Rho1, Rho2 R variables of different surface generations
T , Tk Division coordinate, k = 0, .., r , mm or grad
TA, TB Division coordinate values at points A and B
Tau, Tau1, Tau2 T variables of different surface generations
T (x0, z0) Changeover from the (x0, z0) Descartes coordinate system to the curved

R − T coordinate system
T 1, T 11, T 12 Body of the generating object, 1st and 2nd intersections
v, w Degree of partial derivation
Z , Zl F2 grid-parameter value and identifying parameter of κ coordinate

system at the same time, l = 0 , .., s, mm or grad
Zeta, Zeta1, Zeta2 Z variables of different surface generations, mm or grad
n Surface normal vector
r0 Vector form of of F1 in K 0 coordinate system, r0 = r0(p1, p2)
r0(h) Vector form of F1 in K 0 coordinate system given by symbolic algebraic

expressions
r1(h) Vector form of F1 in K 1 coordinate system given by symbolic algebraic

expressions
rAB Array of crossing points of a p1 or p2 parameter line and the F1

intersection curve; given in K 0 coordinate system
v1,2 Relative speed vector
Mi, j Homogenous transformation matrix from Kj to Ki coordinate system

given automatically by symbolic algebraic expressions
κ(Φ, R, T ) Non-Descartes coordinate system
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κl κ coordinate system, associated to Zl F2 grid-parameter value
Φ, Φi Motion parameter and space coordinate of κ coordinate system,

i = 0,..,p, mm or grad
Φt Φ value corresponding to Pk contact point, mm or grad

Remark: There is no difference between italic or normal form of above notations
in the text.

1 Introduction

Most modern gear development software applies the Tooth Contact Analysis (TCA)
method for optimizing the contacting properties of gears. This method involves the
determination of the distance function—the ease-off topography—between the con-
tacting tooth surfaces, and is equally suitable for conjugate and for modified, barreled
or profile crowned gear surfaces. It can produce the transmission error and the bear-
ing pattern, and is thus a very powerful tool (see e.g. [10, 11]). One of the best
realizations uses real-time ease-off topography manipulation carrying out surface or
kinematical system parameter alteration using a mouse and visual feedback [14].
However, such methods need the two surfaces to be previously computed, also in
the case of conjugate contacting. The development in the space of motion tracks is
a characteristic only of the Surface Constructor (SC) software application. Using
this tool it is possible to optimize the contacting characteristics of the mesh and
to avoid interference situations without the generated surface. Though many of the
capabilities of SC can be found in other gear development tools (see the software
comparison in Fig. 1), and especially in ZAKGEAR software, special features of SC
include freedom in entering generating surfaces and kinematic relations due to the
inbuilt symbolic algebraic computation capability and the software facilities based
on the R = R(Φ) functions. As these functions are very important for the detection
of undercut situations, they will be the focus in this chapter.

1.1 Short Introduction to the Theory of the Algorithm

To give a basis for referencing in the modeling section, we need to briefly review
the theoretical fundamentals of the innovative Surface Constructor kinematical sur-
face generating and contact analysis software. The name of the theory introduced by
the author for generating conjugate surface pairs is the Reaching Model. The model
solves the well-known task for gearings: the determination of the F2 conjugate sur-
face if the generating F1 surface and the generating motion are given.

There are two well-known methods for this task:

• the differential-geometric method developed by Gochman [1], and
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Fig. 1 Comparison of gearing design programs

• the kinematical method, which applies the n · v1,2 = 0 scalar product where n is
the normal vector and v1,2 is the relative velocity vector at the contacting point.
This method has two forms: the pure geometrical type and the Litvin type, which
uses matrix-algebra [9].

Before the Reaching Model, the word undercut was used for various undesirable
surface problems of mating surface pairs. The Reaching Model includes the capability
to detect all types of local undercuts and the global cut in the same theoretical model.
For a detailed explanation see [5].

The main advantage of the Reaching Model is its simplicity. In this model the
generation of one of the points of the F2 surface is equivalent to solving a simple
minimum value problem. The denominative reaching process will be introduced
briefly based on Fig. 2.

The Reaching Model applies a special non-Descartes coordinate system κ . The
Φ coordinate lines as well as the coordinate axis Φ itself coincide with the motion
paths of the points of a surface that is in the coordinate system K 2, so Φ has two
roles:
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Fig. 2 The reaching process

1. motion (time) parameter,
2. one of the three space coordinates of coordinate system κ .

In the reaching process we choose a Φ coordinate line that does not intersect
the T 1 body. Stepping from one Φ coordinate line to another going in direction R,
the generatingΦ coordinate line will be that one to reach F1 first. ThisΦ line is the
path of motion of point P ′

k that will be one surface point of the generated surface
F2. Point Pk will be the contact point.

The necessary condition of connection in the Reaching Model is

∂R

∂Φ
= 0 (1)

where R = R(Φ, T, Z) is the reaching-coordinate function, and Φ is the space
coordinate along the motion paths, T is the division coordinate in the κ slicing
coordinate system, and Z is the identifying parameter of the κ coordinate system.
This necessary condition is equivalent to the n · v1,2 = 0 condition of the above-
mentioned kinematical method.

The sufficient condition of the local minimum in the Φ = Φt point, which is
equivalent to the real mesh at the same location, given in the following form:

∂vR

∂Φv
|Φ = Φt = 0 (v = 1, 2, ..., w − 1) (2)

and
∂wR

∂Φw
|Φ = Φt > 0 (3)

where w is an even number.
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This condition defines a local minimum point at Φ = Φt that generates the
P ′

k = P ′
k(Φ = Φt ; R = R(Φt ); T = Tk) point of the calculated F2 surface. The

local nature of this condition means that it can be fulfilled in an infinitesimally small
time or space domain, but a generating process with a longer Φ (time and space)
interval may destroy the generated P ′

k point.

2 Software Application for Surface Generation

Though the theory works with analytical expressions and partial derivatives, a robust,
surface-independent software program for the realisation of the theory was developed
on a discrete numerical basis for two reasons. Though calculations with analytical
expressions are more effective, it is practically impossible to produce the explicit
functions automatically in a surface- and kinematical-relation independent manner.
The second reason is that the determination of global cut situations is easier using
discrete computer simulation of the enveloping process.

2.1 The Calculation Algorithm

The applied iterative algorithm to determine the Pk minimum point of the F1 inter-
section curve can be followed in Fig. 2. In this general example the applied discrete
R coordinate lines drawn at Φi (i = 0, .., t, .., p) intersect the F1 surface at points
Mi+1, ..,Mt , ..,Mi+n . The Mt ≡ Pk point has the minimal R value among these
points. The core of the algorithm determines these intersection points and the cor-
responding Ri+1, .., Rt , .., Ri+n reaching coordinate values. Because of the discrete
nature of the algorithm the exactness is not theoretical but the error can be controlled,
as will be shown below. Calculating the Ri values for ascending Φi series makes it
possible to detect not only minimum or maximum points, but also the locations of
quasi-inflection places, thus detecting local undercut problems.

The algorithm developed, somewhat restricting the generality, applies a plane for
slicing the space instead of a curved R-T coordinate surface. Using a plane carries
some advantages, see [3].

Figure 3 shows a frequently used solution, which applies the simplest linear R
reaching coordinate direction and linear T division coordinate direction in the y0 =
0 plane of a K 0 Descartes coordinate system.

Such a K 0 coordinate system has two roles in the Reaching Model and in the
algorithm:

• It moves the y0 = 0 coordinate plane carrying the T and R directions, and creates
the Φ motion tracks for every (x0, z0)—orR, T —point in the space, realising the
fixed κ = κ(Φ, R, T ) special curved coordinate system. The start position of the
y0 = 0 coordinate plane is identical to the Φ = 0 coordinate surface of the κ
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Fig. 3 Example giving the position of the slicing plane in the K 2 frame with reaching direction R
and T division coordinate in the plane R = R(x0, z0) = x0; T = T (x0, z0) = z0

coordinate system and will hold the determined P ′
k , ..,P ′

r points as the points of
the F2 required. Cf. Fig. 2.

• Because only one curve of the F2 searched surface appears in the y0 = 0 coor-
dinate plane of the K 0 coordinate system—and thus also in the Φ = 0 surface of
the κ system—the installation of further K 0—and corresponding κ—coordinate
systems is necessary. These coordinate systems are positioned by the Z parameter
of the Reaching Model. The y0 = 0 coordinate planes of these coordinate systems,
where F2 curves are searched for, have to slice the 3D space with single valued
correspondence. To achieve this, the positive R half of the plane is used in the
algorithm, as in Fig. 3.

The algorithm applies two transformation chains, one of which is between the
fixed F1 and the moving F2 space: this is the K 1 − K 2 chain. The other gives the
position of the K 0 frame in the K 2 as a K 2− K 0 chain. Using these transformations
— given by normal and inverse homogenous transformation matrices M1,2; M2,1
and M2,0; M0,2—the position of surface F1 can be determined in the K 0 frame and
the series of Mi+1, ..,Mt , ..,Mi+n points can be calculated. Using these points the
grid points of surface F2 can be determined following the steps of the flowchart
shown in Fig. 4.

After entering the given F1 surface, the relative motion of F2 space to F1 and
the slicing motion symbolically, and then entering the numerical values, the Z cycle
value l determines a slicing plane position. The T cycle value k selects an R reaching
direction in the slicing plane. The inner Φ cycle determines the (x0, z0) ≡ Mi

intersection points and the corresponding R values and produces the Rt ≡ Rk,l

minimum value and the adjoined Mt ≡ Pk point with its Tk and Rk,l coordinates
in the κl coordinate system. This core algorithm outputs x0k,l , y0k,l = 0 and z0k,l

coordinates of Pk . Taking the coordinates of this point in K 2 frame in the Φ = 0
moment, the P ′

k point is yielded. Repeating the T and Z cycles, the grid points of F2
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Fig. 4 Calculation process of F2 grid points

surface can be obtained. The points of a contact line are characterised by the same
time, and thus by the same Φ value.

2.1.1 Determining the Mi Intersection Point

In the previous section it was shown that the determination of the Mi intersection
point can be done in the y0 = 0 plane of K 0 frame. If the coordinates of Mi point
in K 0 frame offer themselves as x0 = x0i , y0 = 0, z0 = z0i , then its coordinates
in the κl coordinate system will be Φ = Φi , R = R(x0i , z0i ), T = T (x0i , z0i ).
To realise this, the F1 surface that is given by p1 and p2 surface parameters in K 1
coordinate system has to be transformed into the K 0 coordinate system under fixed
Φi and Zl values.
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If given the two-parametric vector form of F1 in K 1 by homogenous coordinates:

r1(h) = r1(h)(p1, p2) =

⎡
⎢⎢⎣

x1(p1, p2)
y1(p1, p2)
z1(p1, p2)

1

⎤
⎥⎥⎦ (4)

then the vector form of F1 in K 0 is:

r0(h) = r0(h)(p1, p2, Φi , Zl)

= M0,2(Z = Zl) · M2,1(Φ = Φi ) · r1(h) =

⎡
⎢⎢⎣

x0(p1, p2, Φi , Zl)

y0(p1, p2, Φi , Zl)

z0(p1, p2, Φi , Zl)

1

⎤
⎥⎥⎦ . (5)

To follow the subsequent steps of the algorithm, look at Fig. 5. The figure rep-
resents not only the p1 and p2 parameter lines, but the reaching direction R at Tk

coordinate value. For the Mi intersection point the R value is unknown in the κl

coordinate system and so are the corresponding x0 and z0 coordinates in the K 0
system. To determine these, the following successive approximation procedure is
applied: first the algorithm seeks out that spatial quadrangle of the p1, p2 grid of
F1 which is intersected by the R reaching direction. This quadrangle is determined
by the p1e, p1e+1, p2 f , p2 f +1 parameter lines in the figure. The tiles are generally
bordered by arches, but the approximation applies linear interpolation between grid
points. The right quadrangle is determined by the situation when the intersection
points of the quadrangle edges with y0 plane, A and B, embed the Tk value in the κl

coordinate system by means of their TA and TB values.

Fig. 5 The Mi intersection point determination
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Applying linear interpolation between A and B points, the R value belonging to the
Tk coordinate can be calculated from the expression used for defining the reaching
direction. Because of linear approximation, this value may differ from the exact
R value of the Mi point. To keep this difference within a given error interval, a more
precise R value is calculated by refining the calculation using smaller quadrangles
by halving the p1 and p2 parameter intervals. The approximation continues until the
difference between the two last R values becomes smaller than the given error limit.
The Mi point obtained in such a manner corresponds to the required Pk contact point
if its R coordinate is the smallest among those offered by the different discrete Φi

values of the Φ interval. The flowchart of this approximation is shown in Fig. 6. By
increasing the number of Φ steps in the Φ interval, the error caused by the discrete
enveloping simulation can be decreased.

2.2 The Surface Constructor Application

The system developed applies both symbolic and numerical representations of the
objects. The symbolic algebraic computation provides the flexibility characteristic
of the tool. Surface Constructor starts as an empty kinematical modelling shell and
models the kinematical modelling process itself (see [6]). The system sketched in
the lower right corner of Fig. 6 has three main representation levels:

• the symbolic level, which uses a symbolic algebraic representation of the objects
in the kinematical model,

• the numerical level, which stores the given and computed objects using numerical
form, and

• the visualisation level, which allows the analysis of views and motion of the objects.

The selection and visualisation options are as follows:

• F2glob: global computational method and appropriate result
• F2lok: local computational method and appropriate result
• F2al: computation and visualisation of the occurrences of local undercuts
• Φ: computation and visualisation of moving path of selected points
• R-Φ: computation and visualisation of R = R(Φ) functions as a special feature

of this software
• v_a: computation and visualisation of the space of relative speed and acceleration
• PT: computation and visualisation of axoids.

3 The Essence of Rho = Rho(Fi) Functions

To make the following easy to understand, let us refresh the meaning of the function.
The Rho is the reaching direction, a free plane curve, but in these examples lines will
be applied for the sake of simplicity. It can be interpreted as a very thin telescope in



New Theory and Application for Generating Enveloping Surfaces 141

Fig. 6 The process of Mi point determination and the structure of the realising software

the space of the required second surface F2. As the given surface F1 moves in this
space, it compresses and releases the telescope, so the length of the telescope changes
in time. This length = length(time) function corresponds to the Rho = Rho(Fi)
function. Instead of time, usually the motion parameter Fi is used. The minimum
value of the length plays an important role because this creates a surface point
of F2. Points of the function having a horizontal tangent—minimum, maximum,
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Fig. 7 Simple surface generation

inflection, constant—satisfy the necessary but not the sufficient kinematical condition
of mesh. The sufficient condition is also fulfilled if such a point is a minimum
point. So minimum points play a central role in the evaluation of good mesh by the
Rho = Rho(Fi) functions.

A Simple Example of Rho = Rho(Fi) Functions. In the following example the
Rho reaching direction will be vertical and the motion horizontal. The given F1
surface in the K100 coordinate system has the form: z100 = kx ∗ x100 ∗ x100 +
ky ∗ y100 ∗ y100, where kx and ky are constants. Figure 7 shows both the given F1
and the generated F2 surfaces. The boat-form F2 has a middle enveloped part and
two footprint-like parts at the ends. Such footprint-like areas are not advantageous in
gears mesh. In the Surface Constructor system there is a Rho = Rho(Fi) function
visualisation window that maps the generated F2 = F2(Zeta, T au) parametric
surface into its own rectangle area. Moving the sliders or simply the mouse cursor
in the window, the (Zeta, Tau) parameter regions can be scanned and for every
(Zeta, Tau) pair, as well as for every F2 surface point, a Rho = Rho(Fi) function
can be shown. The Zeta direction is parallel to Fi direction, Tau is perpendicular
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Fig. 8 Rho = Rho(Fi) functions at T auindex = 100

Fig. 9 Rho = Rho(Fi) functions at T auindex = 50

Fig. 10 Rho = Rho(Fi, T au) surfaces at Zeta = 20 and Zeta = −50

to the Zeta and Rho directions in this example. Figure 8 gives window shots for
T auindex = 100 and Fig. 9 for T auindex = 50. Functions not having minimum
with the horizontal tangent indicate footprint-like contact. Arrows emphasize window
shots where surface-surface enveloping starts and ends (Zeta = 0; Zeta = −100).

It is also possible to plot the Rho = Rho(Fi,Tau), Zeta=const and the Rho= Rho(Fi,
Zeta), Tau = const surfaces, as shown in Fig. 10. The valley form indicates surface-
surface enveloping.

It is important that the characteristics—horizontal tangent, minimum point, inflec-
tion, horizontal line segment—indicating different contacting situations that are the
same both for simple and complex relative surface motions do not depend on the
complexity of shape of the given generating surface. To realise this advantage of
the Rho = Rho(Fi) functions, the set of carrying planes of Rho reaching directions
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Fig. 11 Generated surface having edges because of global cut, the characterising Rho = Rho(Fi)
function and Rho = Rho(Fi, Tau) surface

has to fill in the space of F2 single manner. Coordinate systems such as Descartes,
cylindrical, and spherical satisfy this requirement. For details refer to [4].

3.1 Examples on Detection and Elimination of Undercuts

In the examples the parabolic F1 generating surface works as a tooth of a gear and
generates different F2 surfaces depending on the relative kinematics, motion interval
and parameters of the generating surface applied.

Figure 11 shows the situation when two enveloped local minimum points exist. If
the motion is not limited, the deeper minimum destroys, or cuts the point of generated
surface produced by the higher minimum occurring first, usually resulting in an edge
on the surface.

3.1.1 The Possibilities of Avoiding Undercuts and Cut

The undercut is an infinitesimal happening opposite to the cut which requires a given
space and time interval to occur. Local undercuts are usually followed and hided by
global cuts.

The First Possibility: Limitation of the Generated Surface, so the Zeta Interval.
This is a restrictive method and its use is limited, because the limited surface area
does not have the same functionality and loadability as the original surface area.
Figure 12 shows an example.

The Second Possibility: Limitation of the Motion, so the Fi Interval. A better
method is to limit the motion interval in order to prevent an undercut region from
appearing. This modification may result in a larger loadable, usable area of the
generated surface because by limiting the undercutting motion the maximum of the
generated enveloped surface can be saved. In the course of demonstrating this, let us
stop for a minute to introduce the detection of the inflection type local undercut. This
type of undercut occurs at a point that is more difficult to detect. Figure 13 shows the
situation when the generating motion is limited so the dangerous global cut cannot
fully appear. (The Zeta interval was also limited by half.) Scanning the Zeta-Tau
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Fig. 12 Left There is a small remained undercut part after limiting Zeta = −90... +90 to Zeta =
+60... +90. Right There is not undercut at Zeta = +61... +90

Fig. 13 Limited motion interval. Detection of border points of not enveloped region (hatched)

parameter region, the appearing inflections can be caught. Following these points,
the border of Zeta-Tau region of enveloped points can be drawn. The outer points
characterised by clear enveloping while the inner ones produced by cut or footprint
formation.

To emphasise the advantage of Fi limitation opposite to Zeta, a generating surface
in a deeper position was applied and caused a large undercut. Comparing the effects
of the Zeta and Fi limitations it can be proved that Fi limitation provides a larger
enveloped surface, see Fig. 14.

The Third Possibility: Modification of Kinematic Relation of Motion. By position-
ing the F1 surface to a higher position in the relative rolling motion, the resulting
undercut becomes smaller. At a given parameter setting, enveloping of an edge can
be observed: the sliding velocity of contacting point on F1 becomes zero for a short
time, indicated by horizontal Rho = Rho(Fi) function segment, see Fig. 15.

The Fourth Possibility: Modification of the Generating Surface F1. Applying
smaller kx and ky constants at F1 it becomes more flat. There is a little edge enveloping
at kx = 0.02; ky = 0.008. Decreasing the values, the edge can be eliminated as shown
in Fig. 16.
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Fig. 14 Left Conspicuous cut formation of the Rho = Rho(Fi, Tau) surface. Right: Comparing Zeta
and Fi limitations: Fi results in a somewhat longer cut-free enveloped surface

Fig. 15 Edge enveloping on Rho = Rho(Fi, Tau) surface. Edge enveloping means stopping points
of the contacting line. The two pictures on the right show different moments

Fig. 16 Edge enveloping at kx = 0.02; ky = 0.008. Using smaller values at F1 results in F2 without
an edge. The horizontal segment of Rho = Rho(Fi) function disappeared

4 Grinding Wheel Surface Generation

In this section a demonstrative example often use of the Surface Constructor for
determination of a special grinding wheel surface enveloped by the rotor surface of
a new type of compressor will be given. The grinding of this non-regular helical
surface requires a non-conventional grinding machine and technology [8] to which
the author holds a patent [2].

The result of the pump innovation is a new construction that has rotary parts only.
The design method can be extended to compressors and expansion machines if the
spiral angle of the helical surface is not equable. These new constructions, patented
in recent years [13], are characterized by a rotary housing and rotor that form closed
spaces or cavities. As the rotary parts rotate these cavities move parallel to the axes of
the rotating machine elements. The required gap between the housing and the rotor
has to be as small as possible to provide good sealing. This is essential for pumps and
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Fig. 17 FORCYL type water pump [12]

Fig. 18 New grinding machine construction for grinding non-conventional helical surfaces [2]

for expansion machines that work with steam energy. The airtight sealing is achieved
by thick-film lubrication and the dynamic inertia effect of the oil [15]. The best way
to ensure an airtight seal is to grind the working surfaces, but this raises problems. In
the case of fluid pumps with normal helical surfaces, as shown in Fig. 17, the solution
for rotor 1 is well known and is similar to the grinding of worms. The grinding of
rotary house 2 is more complicated because of the inner surface, but is also possible
[3]. The determination of grinding wheel profile is possible using modern software,
like HeliCAD [3] or Surface Constructor [6, 7], and the profile of the determined
surface of a revolution grinding wheel can be dressed by CNC dressers.

The grinding of helical surfaces having a non-constant lead requires the spe-
cial technology and machine introduced in [3]. This machine has a constant wheel/
workpiece ratio. The grinding machine shown in Fig. 18 is also needed for the
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finishing process of spiroid and globoid worms. The theoretically exact grinding
of such worms was an unresolved task in the past, except for some special types
of spiroid and globoid worms, e.g. involute spiroid worms. The problem is that a
surface of revolution shaped classical grinding wheel cannot change its shape dur-
ing grinding. However, the grinding of helical surfaces characterized by a changing
diameter along the threads or a having non-constant lead requires this ability, because
the contact line between the machined surface and the grinding wheel changes shape
during grinding. The changing shape of the contact line means a different form of
the surface of revolution of the wheel, but conventional wheels can-not change. One
way to solve this problem is if the different surface parts of the worm can connect
with different parts of the wheel, such as a special grinding wheel that has a working
surface generated theoretically by the worm surface.

The modeling of the grinding of a spiroid worm with the new machine construction
is presented in Fig. 19. Here the calculated wheel surface reminds us of a Reishauer-
type gear-grinder wheel but with a conical base. The grinding of normal helicoids
like the rotor of the pump shown in Fig. 17 is also possible with the new technology.
As the width of the grinding wheel is equal to the length of the rotor there is no
need for axial feed. Figure 20 shows two moments of the modeled grinding process.
The disadvantage of the method is the complicated production process of the wheel.
Because of this, the non-conventional method introduced here can be used efficiently
for mass production.

4.1 Grinding of Special Rotors

The new, innovative compressors and expansion machines have a rotor and rotary
housing characterized by special helicoids with changing pitch. The difference
between the rotors of the pump and the compressor is shown in Fig. 21. The compres-
sor can be used as an expansion machine by changing the direction of the rotation
of the elements. As the construction of such machines is fairly new, first a short
introduction of the construction is given. The rotor and the rotary housing have their
own, parallel axes.

Figure 22 shows the rotor and the opened rotary housing. Between the two axes
there is a distance. The two parts rotate around their individual axes in the same
direction and form cavities in every moment. These cavities move parallel to the
axes, along the length of the machine. In the case of a compressor or an expansion
machine these cavities become smaller or larger, respectively, as the parts rotate. The
compression or expansion ratio depends on the pitch variation along the axis, not on
the angle velocity of the rotation. The grinding of the rotary housing is problematic
because of the length and relatively small diameter. Possibilities and limitations
require further analysis, not presented here.

The grinding of the rotor is also problematic because of the undercut possibility.
From earlier experiments on the grinding of worms having constant pitch it seems
to be evident that the grinding wheel tilt angle has to be set close to the lead of the
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Fig. 19 Generation of grinding wheel for spiroid worm

Fig. 20 Full-width grinding of the rotor



150 L. Dudás

Fig. 21 Rotor of the pump and rotor of the compressor

Fig. 22 Rotor and the rotary housing of the expansion or compression machine

thread that has the smallest pitch value. To model the grinding process the special
gear CAD software named Surface Constructor (SC) is used.

SC generates the grinding wheel surface as an enveloped surface, generated by
the rotor in the relative motion. Thus the wheel surface and the rotor surface are
conjugate surfaces. To check machinability and to successfully avoid undercut, two
methods are applied:

• contact line visualization and
• visualization of R = R(Φ) functions.

Using contact line visualization, the surface-surface contact has to be found every-
where in the enveloping process. The surface-surface contact is important because the
edge-surface contact may mean generating the surface by sweeping, not by envelop-
ing, or an edge can be enveloped by the surface of the rotor. One moment of the
checking can be seen on the right-hand side of Fig. 23. Because of the undercut pos-
sibility the continuity of the contact curve is essential. A discontinuity or ’jumping’
on the contact line means that the jumped-over area will not be ground accurately. To
achieve the perfect result shown in Fig. 23, some trial-and-error runs were applied,
and the model parameters, mainly the angle between the rotational axes, were fine
tuned.

The problem with contact line visualization is that it has to be applied in every
moment of the rotation. As Fig. 23 shows, the checking requires proper angle and
zoom settings at every moment. Though the user interface of the visualization is very
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Fig. 23 Calculated grinding wheel surface (left) and checking of perfect grinding by the contact
line (view from the inside of the rotor) (right). Gamma = 5◦

user friendly, the checking process is time consuming. Fortunately SC has a unique
visualization capability.

The exclusive capability of the Surface Constructor software, as well as the visu-
alization of the R = R(Φ) functions, were discussed in the previous section. The
visualization of the R = R(Φ) functions uses the relative kinematical relation of the
rotor and the wheel as basic information and optimizes the grinding wheel surface
and its setting in the space of relative velocity. Instead of relative velocity vectors it
uses the motion tracks because these lines are tangential to the velocity vectors.

4.2 Undercut Control by the R = R(Φ) Functions

In most cases the given generating surface is changeable, or the kinematical relations
have some flexibility. In these situations we can optimize the contacting properties
by changing the value of one of the parameters of the generating surface or the
kinematical system. In the particular situation when the derivation of the grinding
wheel surface is required without undercut problems, the main parameter that can be
varied is the angle between the rotation axes. The distance of these axes, and thus the
grinding wheel diameter, can also be modified, but angle modification is preferred.

The first idea was that the best angle is the smallest lead angle of the rotor,
which appears where the pitch is the smallest. This means an angle between the
axes of about Gamma = 5◦. The calculations showed good contact and enveloping
surface by surface using the contact line visualization method for checking against
undercut. This can be seen in Fig. 23. However, using the second checking method
the visualization of the R = R(Φ) functions gave a more precise solution. The
more accurate investigation showed that there is an undercut problem at the T = 0
coordinate indicated by the inflexion form, as can be seen in Fig. 24. The T axis
coincides with the wheel axis and Z angle is measured like in Fig. 3. It was somewhat
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Fig. 24 R = R(Φ) function at Gamma = 5◦ indicates a problem in grinding wheel generation

Fig. 25 R = R(Φ) functions at Gamma = 0◦

surprising that the best result appeared at Gamma = 0◦, as proven by Figs. 25 and 26.
Figure 25 shows the R = R(Φ) functions in some peripheral and internal locations of
the investigation area. The cursor position determines the T and Z values. Figure 26
shows all function curves as a surface and proves that every curve has a smooth
minimum point, so the curves form a valley shape. This means that all the generated
points of the grinding wheel surface are produced by surface-surface enveloping, so
there is no undercut.



New Theory and Application for Generating Enveloping Surfaces 153

Fig. 26 Surface of R = R(Φ)
functions at Gamma = 0◦

The investigations proved that the given rotor can be grinded accurately. Unfortu-
nately, the production of such a grinding wheel is expensive, and its use is reasonable
in the mass production of rotors only. The suitable type of grinding wheel is not a
dressable sort, but another, coated by an abrasive layer.

The performance of the investigations was aided by the Surface Constructor kine-
matical modeling and surface generating software tool. In the investigation process
the computer program modeled the rotor surface, then the first generating process cal-
culated the surface of the rotary housing, after which the second generating process
determined the special grinding wheel. The generating processes applied enveloping
of the calculated surface by the rotor surface. During the investigation the visualiza-
tion of the surface objects helped check the results and monitor the modeling process.
The software handles a maximum of eleven visualization windows at the same time.
The content of any window can be freely animated, zoomed, or rotated. This freedom
and the ease of entering the generator curves, e.g. ellipse for the rotor, and entering
the kinematical relations using symbolic expressions made the investigation process
convenient.

One screenshot of the investigation screen is given in Fig. 27. The upper part shows
the generating surface entering window with the rotor, the first derivation window
with the derived rotary housing and the second derivation window with the generated
grinding wheel surface. The lower part of the screen shows additional visualization
windows.

5 Summary

This chapter presented a new theory for the determination of enveloped surfaces. An
algorithm that realizes the theory was introduced in detail. A short description was
given of the Surface Constructor application that applies the algorithm and is suitable
for the determination of enveloped surfaces and for detecting undercut problems.
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Fig. 27 The surface constructor development tool in use

The unique R = R(Φ) function visualization capability makes it possible to
reveal the problematic generated surface regions and helps to avoid undercut prob-
lems. The study analyzed the grindability of the rotor of special pumps, innovative
compressors and expansion machines from a geometrical point of view. The conclu-
sion is that pump machine elements can be ground without a problem, and that the
special rotors with a changing pitch for compressors or for expansion machines can be
ground using a special machine, grinding wheel and technology. However, grinding
of the inner surface of a rotary housing raises problems and requires further inves-
tigation and analysis. The investigation was performed by the Surface Constructor
kinematical simulation and surface modeling tool, which has proved its applicability
many times. The discrete simulation of the generating process offers an advantage
when the determination of the real surface is required, but has a disadvantage when
mathematical analysis is needed.
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New Solutions in Online Sheet Thickness
Measurements in Incremental Sheet Forming

Imre Paniti

Abstract This work discusses an approved analytical framework of Single Point
Incremental Forming (SPIF) of sheet metals, which is capable of modelling the
state of stress in the small localised deformation zone in case of corners, flat and
rotationally symmetric surfaces. The discussion focuses on the investigation of the
sheet thickness prediction in the shell element used in the framework. Novel solutions
are introduced in terms of on-line sheet thickness measurement and an adaptive
control algorithm in SPIF. Results were experimentally verified for 0.5 mm thick
Al 1050 sheets with variable wall angle geometry. Furthermore, a new device for
two sided incremental sheet forming is introduced as a recently patented solution in
Incremental Sheet Forming (EP2505279).

Nomenclature

F Reaction force
Fx x-component of the reaction force
Fy y-component of the reaction force
Fz z-component of the reaction force
r Radial coordinate
rtool Radius of the forming tool
r1 Radius of curvature of meridian at the shell element (equal to rtool )
r2 Radius of the element normal where it cuts the z-axis
T Measurement time
t Thickness of the sheet
t0 Initial thickness of the sheet
U Hall voltage
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Greek Symbols

α Defining the angle in the meridional plane at the shell element
β Wall angle
εθ Circumferential strain
εϕ Meridional strain
μθ Circumferential component of the coefficient of friction
μϕ Meridional component of the coefficient of friction
σm Mean stress
σt Thickness stress
σY Yield stress
σθ Circumferential stress
σϕ Meridional stress

1 Introduction

The study and the improvement of Incremental Sheet Forming (ISF) have been of
considerable interest during the last couple of decades. The interest in these scien-
tific investigations is because this process is flexible (the geometry of the formed
part can be changed by the control of the machine without changing the tool) and
enables higher formability as compared to conventional sheet forming technologies
like stamping or deep-drawing. ISF is considered to be used only for small series and
Rapid Prototypes, but the applicability of this process has a wide range in the fields
of the automotive industry, aircraft industry, architectural engineering and medical
aids manufacturing.

The basic idea of ISF is similar to metal spinning and goes back to a patent
granted in 1967 by Leszak [12]. As opposed to metal spinning, where the sheet
metal is formed into an axial symmetric object by being turned on a lathe and being
pressed continually with a tool, in ISF the sheet is clamped down with a frame and
formed with a flat or spherical head forming tool. In contrast to conventional plastic
deformation processes the final shape of the part is not determined by specific dies,
rather by the three-dimensional movement of a forming tool, for which an appropriate
tool path has to be established, based on the part geometry. This movement can be
carried out by a CNC milling machine or by an industrial robot. ISF can be divided
into two main groups [10] depending on the number of contact points between sheet,
forming tool and die (see Fig. 1).

In Single Point Incremental Forming (SPIF) the first contour of the part is sup-
ported by a backing plate without any specific die. In case of Two Point Incremental
Forming (TPIF) a full or partial die is applied with a downward movement of the
clamping frame [17].
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(a) (b)

Fig. 1 a SPIF and b TPIF where 1 clamping frame, 2 sheet, 3 forming tool, 4 backing plate, 5 full
or partial die

2 Analytical Background of SPIF

The analytical model introduced by Silva et al. [20] is based on membrane analysis
with bi-directional in-plane contact friction forces to study the influence of major
process parameters and their interaction.

This model uses the following simplifications:

• thickness, meridional and circumferential stresses assumed to be principal stresses;
• bending moments are neglected;
• axial symmetry is assumed;
• the material is simplified to be isotropic and rigid-perfectly plastic;
• the resultant friction stress which acts at the tool-sheet contact interface is assumed

to consist of a meridional and a circumferential in-plane component.

Silva et al. [20] examined the smear-marks intervention between the forming tool
and the surface of the sheet and concluded that the instantaneous small plastic zone
of rotational symmetric SPIF can be approximated by a local shell element CDEF,
illustrated in Fig. 2.

Figure 3 shows the acting stresses of the shell element in a schematic section view
cut by an axial meridional plane. Figure 3a shows the top; and b the detail view. The

Fig. 2 Schematic perspective drawing of the shell element [20]
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(a) (b)

Fig. 3 Acting stresses of the shell element in a schematic section view cut by an axial meridional
plane, with a top view, and b detail view [20]

normal of the local shell element cuts the z-axis at the point O and r2 is defined as the
corresponding radius. Point Q represents the centre of curvature on the normal and r1
is the radius of curvature of the local shell element along the meridian direction [20].

By resolving the force equilibrium along the meridional, thickness and circum-
ferential direction the following equations can be written (see [20]).

Along the meridional direction:

(σϕ + dσϕ)(r + dr)dθ(t + dt)− σϕrdθ t + μϕσt rdθr1dα (1)

− σθ
dθ

2
r1dαt sin α − (σθ + dσθ )

dθ

2
r1dαt sin α = 0

Along the thickness direction:

σt rdθr1dα + σϕrdθ t sin
dα

2
+ (σϕ + dσϕ)(r + dr)dθ(t + dt) sin

dα

2
(2)

+ σθr1dαt sin
dθ

2
cosα + (σθ + dσθ )r1dαt sin

dθ

2
cosα = 0



New Solutions in Online Sheet Thickness Measurements 161

Along the circumferential direction:

σθr1dα(t + dt

2
)− μθσt r1dα(r + dr

2
)dθ − (σθ + dσθ )r1dα(t + dt

2
) = 0 (3)

Furthermore the model assumes that the flat and rotationally symmetric surfaces
are formed under plane-strain conditions, dεθ = 0, and corners are formed under
equal biaxial stretching, dεϕ = dεθ > 0. Under these conditions, considering the
Tresca yield criterion—which states that σ1 − σ3 should be constant and equal to
the flow stress of the sheet—the distribution of stresses in the small localised plastic
zones can be obtained from Eqs. (1), (2) and (3) after neglecting higher order terms
and taking into account geometrical simplifications [21].

In the case of flat and rotationally symmetric surfaces the mean stress can be
written in the following simplified form:

σm = σY

2

(
rtool − t

rtool + t

)
(4)

For corners the mean stress can be written in the following simplified form:

σm = 2σY

3

(
rtool − t

rtool + 2t

)
(5)

3 Sheet Thinning in SPIF

In 2009, Silva et al. [21] compared the analytical model described in the previous
section with FEM simulations and experiments, and results showed good qualitative
agreement. However, the thickness of the sheet is approximately estimated by means
of the sine-law, originated from the spinning process [5];

t = t0 sin(90◦ − β). (6)

The parameter t0 is the initial thickness of the sheet andβ is the wall angle (defining
the angle between the un-deformed and the deformed sheet). In 2004, Young and
Jeswiet [25] analysed radial profiles of truncated cones with various wall angles
formed by SPIF. Results showed that sheet thinning in SPIF does not always follow
the sine-law; the formula can only be used in case of low strains and in some cases
the estimation of (6) is higher than in reality.

In 2010, Bambach [6] summarised different versions of the sine-law, e.g. where
the thickness change is calculated as a function of the area ratio of the un-deformed
and deformed triangular or quadrilateral mesh elements, and proposed a geometrical
model of the kinematics of ISF for the prediction of membrane strains and sheet
thickness. This model gives more accurate results than the sine-law, as it corrects the
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sine-law in curved areas and reproduces it on flat surfaces. However, the model has
some limitations too.

Bambach emphasised that “due to the fact that material behaviour and friction are
not included in the model it will not give accurate results in cases in which the sheet
thickness is affected by the material behaviour in reality, e.g. for large wall angles
where necking can occur or in situations dominated by friction” [6, p. 1571].

4 Sheet Thickness Measurements in SPIF

Due to the above mentioned deficiencies in the prediction of the sheet thickness in
SPIF it is important to apply an on-line measurement method as a supplement. Based
on the on-line thickness measurement an adaptive control could be applied to delay
or even avoid fracture.

Some stereo vision systems are capable of measuring on-line the surface strains,
so thickness strains can be estimated, but experimental investigations showed that
only initial stages can be analysed with one paint layer [9]. The use of a paint layer
with a pattern is necessary in order to trace the movements of material points under
SPIF.

The experimental investigations of Van Bael et al. [24] and Aerens et al. [2]
showed that the steady-state value of the axial reaction force during the SPIF process
is proportional to the wall angle and to the resulting wall thickness. These force
measurements in ISF are usually carried out using a three-component piezoelectric
dynamometer, but other solutions like the application of piezo-resistive or strain
gauged sensor system is also suitable. It is worth mentioning that forming force
estimation can be carried out also from servomotor torque measurements taking into
account the mechanical equilibrium of the machine tool structure used for the ISF
process [18].

In 2006, Ambrogio et al. [3] claimed that the punch force trend is suitable as a
“spy variable” of approaching material failure in the case of excessive sheet thinning.
However, the previously mentioned measurement solutions can only provide indirect
approximations as opposed to direct sheet thickness measurements.

In 2010, Dejardin et al. [7] also emphasised that the on-line monitoring of sheet
thinning is important for the industrialisation of SPIF and for the process optimisa-
tion. They introduced a new solution for in-process thickness measurements based
on the integration of an ultrasonic thickness measurement device into a forming
tool. Dejardin et al. reported a measurement accuracy mean equal to ± 0.01 mm
with proper repeatability [7]. However, one disadvantage of this approach is that
the immersion transducer requires a propagation media with a specific viscosity. An
accurate measurement could only be obtained with a 70 % water ratio. The other
disadvantage of this solution is that the set-up can only be used in machines which are
able to follow the normal vector defined by the Tool Centre Point (TCP) and by the
contact point of the sheet. The orientation change along the tool path is indispensable,
because sheet thinning occurs in the small plastic zone defined in [20].
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5 Novel On-Line Sheet Thickness Measurement
Solutions in SPIF

In 2011, Paniti and Paróczi [15] introduced a different on-line solution for in-process
thickness measurements which can be applied in SPIF. The authors analysed the
possibility of using a Hall-effect sensor integrated into a flat incremental forming
tool. The investigations in FEM modelling and simulation showed good results in
the design phase regarding the measurement possibilities, but the flat forming tool
design of the first prototype limited the orientation of the tool.

By keeping the measurement principle, an inverse set-up allows to measure the
thickness in the small plastic zone. For the inverse set-up the forming tool suggestions
of Leszak [12]—which have similarities to a ballpoint pen—gave a good starting
point. The forming tool in this case is a bearing ball with free rotation possibility. To
measure the thickness in SPIF with the same solution suggested in [15] a Hall-effect
sensor and a magnet have to be placed on the other side of the sheet. This inverse
set-up makes self-adjusting measurement possible, because the magnet follows the
bearing ball along the programmed tool path and the orientation of the set-up is
adjusted according to the thickness of the sheet in the small plastic zone.

5.1 Calibration of the Thickness Measurement Device

The measurement set-up consists of three main elements:

• a steel target ball (like a G100 CARBON type bearing ball with 10 mm diameter
as used in our experiments);

• a linear-output Hall transducer (like an AD22151 type Hall sensor IC from Analog
Devices in bipolar configuration [1] as used in our experiments);

• and a permanent magnet (like an AlNiCo permanent magnet with 10 mm length
and 10 mm diameter as used in our experiments) that provides a magnetic field.

The magnetic flux density varies monotonically as a function of displacement,
but the Hall voltage will be significantly nonlinear with respect to position. In this
case the magnetic flux density is inversely proportional to the sheet thinning. For an
accurate sheet thickness measurement it is important to define a calibration curve
with discrete data acquisition. Figures 4 and 5 shows the calibration device with a
micrometre screw as the carrier tool for the bearing ball.

Calibration measurements were carried out with 3 series (300 measurement points
in each series) using a Motion Control and Data Acquisition PCI card [14] for the
A/D conversion. Every 50 ms a 16-point moving average was applied as a low-pass
filter. It is important to choose an adequate distance between the Hall sensor and
the magnet, because a too high value could interfere with the motion of the device
(see curve “magnet-sensor distance: 3 mm” in Fig. 6), while on the other hand a too
small value could cause an overflow in the measurement (see curve “magnet-sensor
distance: 1 mm” in Fig. 6).
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(a)

(b)
(c)

(d)

Fig. 4 Calibration set-up of the Hall sensor based thickness measurement device with a sheet
mounting part, b Hall sensor, c bent Al sheet, d magnet mounting part

(a) (b) (c)

(e)

(d)

Fig. 5 Calibration set-up of the Hall sensor based thickness measurement device with a magnet,
b bearing ball, c micrometre screw, d Al housing of the bearing ball, e cap of the Al housing

Figure 7 shows the calibration curve up to 1mm with an adequate magnet-sensor
spacer glued between the AlNiCo magnet and the Hall sensor.

A 6th order polynomial regression in this case gives the following equation with
a correlation value close to 1.

U = 26813t6 − 12207t5 + 19028t4 − 12168t3 + 2586.1t2 − 244.32t + 3848.9
(7)
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Fig. 6 Calibration curves with different magnet-sensor distances

Fig. 7 Calibration curve of the prototype

5.2 Proof of Concept with Adaptive Control Algorithm

In 2004, Hirt et al. [10] summarised the influence of the SPIF process parameters on
the final product and on each other. They concluded that sheet formability decreases
by increasing the step depth.

In 2006, the experimental investigations of Attanasio et al. [4] showed the impor-
tance of using a tool path that has a variable step depth, because a lower step depth
increases accuracy—but on the other hand it increases the process time too, thus
leading to inefficient production.
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Fig. 8 Illustration of tool path change from 1 to 0.5 mm step depth

A possible solution could be the application of an on-line thickness measurement
method with a simple adaptive control algorithm, which changes the step depth to a
lower value. To guarantee the same final shape and depth of the product as with the
initial step depth, several tool paths based on the same geometry but with different
step depths are needed [16].

Figure 8 shows the two tool paths applied in the experiments with constant 1 and
0.5 mm step depths and shows a possible tool path change as example.

Hussain and Gao [11] demonstrated that the number of experiments required to
determine the forming limit of a sheet can be reduced by using a part geometry with
variable wall angle. For this reason and because of the sheet thinning observations
discussed in Sect. 3 the experiments were carried out with a variable wall angle β,
by using the part geometry presented in Fig. 9.

Force measurements with a JR3 type Multi-axis Force and Torque sensor are
carried out simultaneously to prove the applicability of the monitoring concept by

Fig. 9 Part geometry with variable wall angle
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Fig. 10 SPIF set-up with 1 Force cell, 2 bearing ball (forming tool) holder, 3 clamping frame and
4 bearing ball as forming tool

Ambrogio et al. [3] on the part geometry. The force cell was mounted between the
tool holder and the flange of a FANUC S430iF industrial robot.

In order to measure the sheet thickness with the Hall sensor based solution, but
without disturbing materials in the close environment of the sensor, the clamping
frame, the backing plate and the forming tool (bearing ball) holder in the set-up need
to be non-ferromagnetic. Figure 10 shows the realisation of the previous mentioned
criteria.

Machine oil was applied as lubricant on the surface of the sheet to minimise
friction. Figure 11 shows the forming and the measurement set-up from below.

Fig. 11 SPIF set-up from below with 1 Hall sensor based thickness measurement device and
2 backing plate



168 I. Paniti

Fig. 12 Reaction force curves with sharp drop-down of the z-component (preliminary test)

Preliminary SPIF experiments were carried out with 0.5, 0.7 and 0.8 mm thick Al
1050 sheets and some experimental investigations were reported with 0.6 mm thick
sheets in [23]. Despite the high wall angles in the part geometry, only those sheets
with 0.5 mm initial thickness showed fracture in all cases. For this reason the target
of the experiments was limited to the Al 1050 sheets with 0.5 mm initial thickness.

Due to the relative low magnetic density of the applied AlNiCo magnet the forming
speed had to be limited to 9 mm/s to obtain reliable measurement results. Figure 12
shows a preliminary test with reaction force components measured by the Force cell
till fracture.

Fig. 13 Photo of the formed part with circumferential crack propagation (preliminary test)
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Fig. 14 Reaction force curves without significant change at the critical value (1 test)

Fig. 15 Measurement results of the Hall sensor around the critical value (1 test)
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Fig. 16 Photo of the formed part with changed tool path and crack propagation (1 test)

Fig. 17 Reaction force curves without significant change at the critical value (2 test)
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Fig. 18 Measurement results of the Hall sensor around the critical value (2 test)

Fig. 19 Photo of the formed part with local thinning at the beginning of the forming (2 test)
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Fig. 20 Reaction force curves without significant change at the critical value (3 test)

Fig. 21 Measurement results of the Hall sensor around the critical value with a “stabilised thickness
area” (3 test)
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Fig. 22 Photo of the formed part with changed tool path and crack propagation (3 test)

A clear drop in the z-component (Fz) could be observed at the time of the fracture.
The result of the forming on the part is shown by Fig. 13.

Hall voltage around 3840 mV was measured at the fracture point. This corresponds
to a thickness of 0.11 mm ± 0.01mm. The thickness measurement was carried out
after the forming to determine the critical value at the fracture point. Figures 14, 17
and 20 shows the reaction force components (for the same part) up to the critical
value obtained by the Hall sensor based thickness measurement device before the
tool path change.

The current prototype size of the Hall sensor based thickness measurement device
and the backing plate did not allow the measurements to be made from the beginning.
Results (Figs. 15, 18, 21) show the last 150–200 measurement points around the
critical value for the same part, where the forming was stopped.

Figure 16 shows the formed part with 1 and 0.5 mm step depths. Crack occurred
after the tool path change.

Figure 19 shows that a local thinning occurred with a critical value at the beginning
of the forming. The process was stopped according to the algorithm and a tool path
change was started. The tool path with 0.5 mm step depth formed the part almost
completely.

Figure 21 shows a “stabilised thickness area” like in [25] without continuous
thinning. The critical value is reached twice in this case. Figure 22 shows the formed
part of the third test with changed tool path and crack propagation.

This thickness measurement solution is limited to non-ferromagnetic materials,
but if the conditions are adequate (technical properties are selected properly and
the device is secured against flipping to the lower flat zone of the sheet with e.g. a
solution such as that reported in [22]) mean measurement accuracy equal to ±0.01
mm with proper repeatability can be reached.
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Fig. 23 Patented ISF solution of Rodriguez Gutierrez et al. [19] with 1 sheet, 2 fastening, 3 first
tool, 3’: second tool, 4 mounting head of first tool, 4’: mounting head of second tool, 5 peripheral
frame, 6 piezoelectric actuators, 7 controller

(a) (b)

Fig. 24 a Forming strategy “A”, b Forming strategy “B” where 1 first forming tool, 2 second
forming tool

Fig. 25 Patented ISF solution of Somlo and Paniti [22] where 1 first forming tool, 2 second forming
tool with linear actuator, 3 C-frame, 4 linear slide system, 5 ball transfer unit, 6 base plate
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6 Novel TPIF Solutions with Counter Tool

In the previous years an enhancement in ISF could be observed which manifested
itself in a number of R&D projects and patents [8] all over the world.

SPIF has several limitations; for example it needs a backing plate, and forming
of convex and concave parts on the same sheet is only feasible if the clamping frame
is released.

The patented solution of Rodriguez Gutierrez et al. [19] overcame these issues by
the synchronised movement of two forming tools (see Fig. 23). The synchronisation
of the two tools is solved by a common controller.

Forming experiments on the prototype of the previously mentioned patent showed
that the set-up allows two main forming strategies (see Fig. 24) for the manufacturing
of sheet metal parts and the local support of the second tool gives better results in
terms of formability [23]. Experiments were carried out on a 0.6 mm thick aluminium
sheet (Al 1050).

In the case of strategy “A” the second tool acts as a backing plate, moving with
the first tool, but does not leave the starting contour of the supporting tool path.
In the case of strategy “B” the second tool moves with the forming tool, ensuring
continuous support. The same solution with two synchronised industrial robots was
used by Meier et al. [13]. They also observed better results with strategy “B”; their
names for the abovementioned strategies were “duplex incremental forming with
peripheral support” (DPIF-P) and “duplex incremental forming with local support”
(DPIF-L) respectively.

Meier et al. [13] extended the analytical model of Silva et al. [20] for rotational
symmetric SPIF by the superimposed pressure induced by the second (supporting)
tool to analyse the influence of the parameters in DPIF-L.

Similar results can be reached with the patented solution of Somlo and Paniti [22].
The device also makes it possible to form a sheet from both sides, but instead of the
synchronisation of a minimum 2 × 3 axis the x-y motion of the second forming tool
is copied with a C-frame (see a variant of this in Fig. 25).

In Fig. 25 a variant of the patented device is illustrated with a linear slide system
which ensures a smooth motion in the x-y direction. The axes of the linear slide
system are secured against deflection by a ball transfer unit containing a minimum
of one iron ball. The ball transfer unit is placed on a smooth base plate.

This device can be used as an external axis in some milling machine centres and
in robotic cells. A detailed description of the solution can be found in [22].

7 Conclusions

In this study we intended to show the importance of an adequate sheet thickness
measurement solution due to the limitations of thickness prediction approaches.

The presented results showed that the Hall sensor based thickness measurement
method for SPIF is capable of measuring the thickness in the small plastic zone of the
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sheet and can detect stabilised thickness areas. The results verified that the solution
can be coupled with the adaptive control algorithm presented in [16]. Experiments
showed that in the examined cases the monitoring of the pre-defined critical value
was able to indicate the need for a tool path change. Fracture occurred only after the
execution of the tool path with smaller step depth. Furthermore some novel solutions
were introduced in TPIF / DPIF (duplex incremental forming).
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New Online Flicker Measuring
Method and Module

Attila Unhauzer

Abstract Numerous non-linear equipment are connected to the electrical energy
distribution system and increasing continuously. Today, the reduction of disturbance
effects is of great significance since entirely new regulations, standards and require-
ments have been introduced by the European Union. These standards extend to the
measurement methods of electrical networks but also to the limits of the most impor-
tant electrical parameters. In this chapter, a new online flicker measuring system is
presented which is suitable for measuring the relevant flicker parameters according
to the current standards of energy quality in a more flexible way. The developed new
flickermeter was also built in a modern network diagnostics system accomplishing
more real measurement by transformer stations of power companies. This meter and
connected industrial equipment were scrutinised using a new modern calibration
method.

1 Introduction

High-quality electrical energy serves the interests of both consumers and suppliers.
The limits of electrical network parameters are increasingly important nowadays,
since they are not only an essential component of adequate, continuous, secure and
economical operation, but in certain cases are crucial for human health as well as
with the flicker phenomenon.

Flicker is a sequence of flashing lamp pulses which imperceptibly influences the
human body and the environment. It is caused by fast voltage fluctuation and is usually
produced by non-linear high-capacity equipment, e.g. switching effects of electric
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arc furnaces, high-power loads, starting up high-power motors and high-performance
welding.

This chapter describes a new online flicker measurement method and a multiple-
tested software module based on modern multithreading technology that have been
developed for the objective and exact analysis of electrical networks. The necessary
theoretical parts and the main development steps will be covered. Full development
and further description can be found in [1].

2 Scientific Background

A great number of digital but few online flicker measuring methods are available;
however, most existing methods and algorithms are simulations only. A good range
of flicker measurement equipment can be purchased on the market; the computation
method for such equipment is not published by the manufacturer. Most developed
modules cannot be installed into a reliable and flexible measuring system.

In addition, the existing measurements are not able to provide enough flexibility
concerning the parameters of flicker measurement, although flexibility is crucial in
the design of a universal system. Each possible parameter modification, such as the
setting of sampling rate, alterability and the fine-tuning of the flicker perception curve,
is covered in the technical literature. The adaptability of the sampling rate is extremely
important, especially in the case of phase jumps, which have been discussed only by
some theoretical (e.g. [2]) and even fewer practical research papers (e.g. [3]). The
alterability and the fine-tuning of the flicker perception curve plays an important role
due to the large number of new light sources available today, such as energy-saving
and LED lights [4]. Many research publications cover the necessity of the objective
measurement method [5], which is essential to compare flicker values independent
of types of lamps [6].

The architecture and calibration of flicker measurements are given in the stan-
dards [7–9]; there remain, however, numerous opportunities for implementation and
testing. Most flickermeters are based on methods of analyses such as Fourier [10],
RMS1 [11], peak value [12] and wavelet analyses [13]. Digital methods look to be
widespread today.

In order to emphasize the complexity of the methods, most research output focuses
on the easy solutions of flicker measurements. The objective comparability of flicker
measurement systems [14] plays a central role in several studies, including studies
of automatic and manual calibration [15], error correction [16], error measurements
[17], and sensitivity of measurements [18].

1 Root Mean Square.
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3 Flicker Phenomenon and Standardised Measurement

3.1 Human Sensitivity According to Flicker Perception Curve

It is difficult to measure objectively the disturbing effect of flashing, and one standard
[7] therefore describes the perception process of voltage fluctuation lamp-eye-brain
response, which precisely indicates the reaction of the observed person to flashing.
On the basis of observations of human beings and animals, it has been found that
humans are particularly sensitive to voltage fluctuation of around 8.8 Hz. Figure 1
shows the relative voltage changes as a function of the number of rectangular voltage
changes per minute where 1,056 voltage changes per minute are relevant to 8.8 Hz
in the frequency domain. Consequently, the standards stipulate that mains voltage
must not contain these frequency components.

3.2 Flicker Measurement Suggested by the Standards

The latest standard [9] defines the analogue architecture of the flicker-meter, deter-
mining the components of flicker measurement by describing each functional block.
The architecture can be divided into two functional elements (Fig. 2) as follows:

• The flicker perception of human beings and lamp-eye-brain response are simulated
by the 2nd, 3rd and 4th cascade of blocks.

• The Block 5 represents the online statistical analysis module; it computes the short
and long-term flicker severity index (Pst , Plt ).

Fig. 1 Flicker perception curve
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Fig. 2 Simplified block diagram of a flickermeter

4 Modern Online Method for Flicker Measurement

4.1 Introduction to the Project

The method of flicker measurement is also determined, by other standards [7–9].
The flickermeter module analyses the voltage signal through a complex mathematical
transformation process. The development process of this work was divided into three
main parts for simplicity:

• In the first phase, the modular blocks of flickermeter (simulation of lamp-eye-brain
blocks and statistical block) were developed to be able to simplify the creation
processes. Each flickermeter block satisfies the accuracy and working speed per-
forming the standard requirements. The development of central block meant the
main step during the work which supports the simulation of eye-model by digital
filtering.

• After the development process of modular blocks, a new online flickermeter was
developed using modern multithreading technology for data estimation and com-
munication processes; these methods were tested with a new test application using
real voltage samples from previous measurements.

• Finally, the online module was built in a complex network diagnostics system
described in [19, 20]; the software was tested at different transformer stations and
also with a new calibration software developed by the author.

4.2 The Main Component of Digital Flicker Measurement:
Estimation of Complex Transfer Function

The digital flicker measurement method is based on the modelling of nonlinear
“lamp-eye-brain” response created by the cascade of functional blocks. More blocks,
e.g. Block 2 and 4, can be simulated with simple mathematical signal transformation
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steps, e.g. squaring, multiplication and easily tuneable IIR2 Butterworth filtering
processes following the analogue description of the standard. Hence, only the ana-
logue measurement method (system) is defined by the standard and the digital trans-
formations are found only in few cases.

During digital implementation, the approximation of human eye sensitivities
caused the major problem. Eye sensitivity can be characterized by the complex
transfer function in Eq. (1) with the behaviour of continuous time domain. The main
task is to transform the A(s) formula into a discrete time domain for digital signal
processing.

A(s) = kω1s

s2 + 2λs + ω2
1

1 + s
ω2

(1 + s
ω3

)(1 + s
ω4

)
(1)

Block 3 (cf. Fig. 2) is a crucial component of the digital flicker measurement
method and its accurate approximation is the most important step in the development
project.

Main Steps of Development. This research began in several directions simulta-
neously to approximate the eye model. During this process, the accuracy and process-
ing speed factors were also observed, following the requirements of an online system.

Thus, the complex transfer function was approximated applying IIR filters (dig-
ital filter cascade), Fourier-transform and z-transform while checking the process
speed and the accuracy of transformations. Finally, with the help of bilinear discrete
z-transform (Tustin formula), a digital IIR filter was created which gave the optimal
result with minimal error, high speed, and reliable functioning.

Digital Filter Design Using the Tustin Formula. The advantage of the bilinear
z-transform is stability; thus, the stability criterion is fully satisfied by the filter.
During the transformation process, the domain s was transformed into domain z
(Eq. 2), applying the Tustin formula in Eq. (3). The well-known types of filters, e.g.
Butterworth, elliptic and Chebychev, can also be simply transformed by using this
formula:

z = esT0 (2)

s = 1

T0
· ln z ≈ 2

T0
· z − 1

z + 1
(3)

In the Eqs. (2) and (3), s is the Laplace operator (complex frequency domain); z is
the operator of z-domain (discrete time domain); z−1 indicates the delaying process
of this transform, which means an earlier computed variable; and T0 is the sampling
time.

During the transformation process, the Tustin formula is substituted into the com-
plex transfer function of Eq. (1), which results in a hugely unordered equation. After
the ordering and simplifying processes of this equation, the digital filter coefficients
will also be determined, resulting in the required digital filter. The high complexity
of the digital filter can be easily perceived with the transversal model (Fig. 3).

2 Infinite Impulse Response.
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Fig. 3 The transversal model of digital filter, indicating its coefficients

Testing of the New Digital Filter. Simulation software was developed for test-
ing the accuracy and correct functioning of the digital filter which generates spe-
cialized signals for testing. This software works with high precision (10−12 · 10−16)
which is required to be reliable in order to enable the comparison of the results with
the standard [9].

According to the standard [9], the developed new filter had to be tested under 35 Hz
frequency, because the human body’s sensitivity is influenced by this significant
frequency spectra. For filter testing, the special input signal in Eq. (4) was generated
by the simulation software, which has 35 different frequency harmonics (1–35 Hz)
with unity amplitude. The selected frequency domain and unity amplitude of the
frequency components both suffer from the fact that the transfer function is given
immediately after the input signal is filtered (Fig. 4). The simulation software displays
(Fig. 4) the spectra of A(s) (1) complex function (enveloped curve) according to
standard [9], the spectra of the developed filter (vertical lines) and a relative error
curve between these two transfer functions.

ugenerated(t) =
35∑
j=1

Umax · sin(ω j · t) where Umax = 1 [V ] (4)

In the equation ugenerated(t) is the complex, 60 s time signal, Umax is the amplitude
of generated signal and ω j is the cyclical frequency of generated signal.

The filter tests also cover different sampling rates. The operation of the digital
filter is not influenced by the changing sampling frequency, which is very important
for general flexibility. The filter error is less than 2.3 % even at or under frequency
5 Hz; thus, it is adequate for later adaptability and applicability. Consequently, the
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Fig. 4 Transfer function of the developed digital filter (vertical lines) compared with the refer-
ence A(s) complex transfer function (envelope curve), showing the relative error between the two
functions

created filter gives an optimal solution; it shows a short operation time, high accuracy
and flexibility.

According to the 2010 version of the standard requirements [9], the flickermeter
error has to be less than 5 %. The approximation of the complex transfer function
(Eq. 1) has central importance, since most flickermeter components are simply math-
ematical transformations, whereas the human eye model is a sophisticated formula
and difficult to approximate. Consequently, the complex digital filtering process
determines the accuracy of the flickermeter module. According to my experience,
the approximation of the digital filter is accomplished successfully.

4.3 Testing of the Digital Flicker Measurement

Simulation software was developed for the technological development of the flicker
measurement method realizing every transformation block of flickermeter. During the
implementation, the statistical block (Block 5, cf. Fig. 2) is also developed, applying
the time-at-level method.

Two different testing methods and software are developed, which are different only
in the realization of the eye model (Block 3, cf. Fig. 2). A combination of Fourier and
inverse Fourier transforms as well as complex digital filtering are also used for the
realization of the eye-model transforming samples.

New Method Using Fourier and Inverse Fourier Transforms. This method
in particular allowed the development of every transformation block and the creation
of a reliable, stable signal transformation process for determining the short and
long-term flicker level (Pst , Plt ). Human eye modelling is developed with three-step
transformation:
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• In the first step, Fourier transform is applied to the output signal of Block 2
(cf. Fig. 2) to determine the frequency spectra of the pre-transformed signal.

• In the second step, spectra components are weighted using the transfer function
of the eye model according to the standard [9].

• In the third step, the weighted spectra are converted, applying inverse Fourier
transform to determine the time signal for further operations.

Application of Complex Digital Filtering. In the final development of the
human eye model (cf. Fig. 4), a previously introduced complex digital filtering
method is applied to meet the requirements for accurate, flexible, stable and reli-
able operation eliminating the Fourier transform disadvantages.

Finally, the flickermeter module also fulfils the universal criteria, namely, the
applied module blocks can be easily changed and replaced in compliance with
the latest standards. The modular architecture and easy component adaptation of
the flicker method also facilitate further modification, which is important given the
fast-changing energy quality requirements of today.

4.4 Online Flickermeter Module

After developing the units of flickermeter, including the development of cascade of
blocks, the background environment of online working was realized. The compact
interfaces, e.g. few input and output connection points applying simple data commu-
nication and universal solutions, e.g. increasable sampling rate, were also used for
further limitations of standard requirements.

Communication Interfaces of the Flickermeter Module. The main task of
the online flickermeter module is to continuously compute Pst (at 1, 2, 5, 10 min)
and Plt values, saving all the data simultaneously. The simplest interfaces assisting
further connection possibilities to other systems were defined. Consequently, the
online module communicates through four compact connection points (Fig. 5). The
module has a data acquisition input for voltage samples, and an input for sampling
rate settings which has to set according to the standard [9] using a minimum of
450 Hz. It has a computation output for short-term flicker values and an optional
output defined for the instantaneous flicker severity level, which gives a directly
applicable (transformed) time signal for the purpose of statistics.

The developed module can be regarded as a black box, containing all the oper-
ational principles. In order to use the flickermeter module, it is sufficient to know

Fig. 5 Interfaces of the online
flickermeter module



New Online Flicker Measuring Method and Module 187

only its functional aims and interface parameters, because it is an autonomic unit.
The flicker parameter is computed by the modern multitasking method.

Flexible Adjustable Flickermeter Module. The applicability of the online
flickermeter module is supported first of all by the easily adjustable sampling rate. The
appropriate setting of the module’s sampling rate is also dependent on the standards in
effect and on further measurement requirements, e.g. Shannon’s theorem. In addition,
the latest standard requirements [9] define three new flickermeter Classes F1, F2,
and F3 which require the changing of the sampling rate.

Class F1 flickermeters are created for general purpose which are suitable for power
quality monitoring as well as compliance testing; Class F2 flickermeters intended for
product compliance testing according to standard [7] in a controlled environment,
with constant frequency and phase, and limited voltage fluctuations (Class F2 is
a specialized calibration category); finally, Class F3 flickermeters are intended for
use in power quality surveys, trouble shooting and other applications where low
measurement uncertainties are not required.

In today’s modern multitasking programming, only one data acquisition card is
used for multichannel sampling. In addition, every electrical quality parameter, e.g.
power, reactive power, RMS, THD,3 flicker and so on, will be computed online where
different settings for the sample rate are needed by different tasks. The mentioned
problem is solved by modern software that defines only one data acquisition task
using a high sample rate with a special FIFO4 memory; the further tasks, indepen-
dently of the sample rate, can access the data samples from FIFO in order to compute
the parameters.

The general tendency is to minimize each computational demand during the
online data estimation processes in order to be able to decrease the processor load
and compute more parameters simultaneously. Therefore, the tasks have to achieve
the parameter requirements with a minimal number of sample rates. In most cases,
anti-aliasing filtering and down-sampling methods are used for decreasing the sam-
pled data [21]. In this way, larger amounts of data and the sample rate can both
be efficiently decreased (down-sampling method) while paying special attention to
the requirements of frequency analyses, e.g. the last harmonics for analysis in the
spectra. Beside down-sampling, using a high-order low-pass filter (anti-aliasing fil-
ter) guarantees the elimination of unwanted frequency components from the spectra
(Fig. 6). Realization of down-sampling data and anti-aliasing filtering requires great
attention, above all for FIFO-based operations.

Modern Multitasking Method for Flicker Measurement. During the online
operation, the following tasks have to be solved (Fig. 7):

• data acquisition has to be performed on the selected input channels;
• down-sampling and anti-aliasing filtering processes have to be performed and

synchronized with multichannel data acquisition;
• after the observation periods (e.g. 1, 5, and/or 10 min) estimation of short-term

flicker level (Pst ) has to be evaluated.

3 Total Harmonic Distortion.
4 First-In-First-Out Memory.
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Fig. 6 Correct cut-off frequency settings for an anti-aliasing filter

Fig. 7 Functional architecture of the online flickermeter module

All of the data sampling, down-sampling and anti-aliasing processes demand
highly synchronized operation; the estimation of flicker values is an asynchronous
task. For the synchronized operations, an optimal-sized FIFO memory is needed to
help the coordination of writing and reading samples.

The evaluation of flicker values is solved using further memory areas. If the
sample rate of central data acquisition is the same as the rate of the flickermeter
module then down-sampling and anti-aliasing can be left to special cases. In general,
the determination of optimal sample rate is needed for the correct operation of the
online module, which mainly depends on the one hand on standard requirements and
on the other hand on certain technical requirements (e.g. calibration).

Figure 8 presents the architecture of the online module, which is connected to a
data acquisition task operating with a high sample rate. The modular architecture
shows the FIFO memory of Thread 1 supporting the asynchronous data communica-
tion between two different threads, i.e., between the acquisition and flicker estima-
tion threads. The data communication through FIFO is based on the optimal-sized
packages (sampled data from different channels) ensuring asynchronous data flow
handling.

In this architecture, Thread 1 ensures the data acquisition and communication,
while Thread 2 handles the down-sampling and anti-aliasing processes, expanding
the advanced buffering solution in order to estimate flicker level. The buffer tem-
porarily stores the down-sampled and anti-aliased samples before the evaluation of
short-term flicker values.

A multiphase method is developed for the estimation of flicker level (Thread 2)
which efficiently handles the temporary data buffering and computation processes
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Fig. 8 Data communication architecture of the new online flickermeter module

in contrast to traditional brute-force estimation methods. More efficient methods are
required when applying a higher sampling rate and short-term flicker values larger
than 1 min.

The problem concerned is that the signal transformation process of flicker compu-
tation cannot be divided into smaller tasks on the one hand and pre-processing is not
possible on the other. For example, for a multichannel (3, 6, 9, 12 etc.) online flicker
estimation applying a 5–10 kHz sampling rate, Pst 5 min and Pst 10 min are the general
normal tasks, but even they demand too large a processor load for computations. For
the latest standard [9], a higher sample rate is needed to satisfy the modern require-
ments for energy quality, and this strongly contrasts with minimizing the processor
load. A minimized processor load is a basic requirement for the developed flicker
estimation method here, because several energy quality parameters also have to be
estimated (RMS, THD, voltage asymmetry, etc.) at the same time; thus, the most
efficient method has to be applied for flicker computation.

It appears that the coherent transformation steps of flicker estimation (e.g. cascade
of filtering processes) can be handled together ensuring the increased efficiency and
minimized processor load. According to the final strategy, the flicker computation is
divided into two phases:

• In the first step, the raw samples are buffered into a temporary, 1-min buffer in
order to be able to transform and generate the instantaneous signal (Pinst ), which
is a normalized signal and ready to direct flicker estimation through statistical
process. If the 1-min buffer is full then Thread 2 (cf. Fig. 8) starts the pre-processing
method on raw samples and the generation of Pinst signal. The 1-min Pinst signal is
transmitted to a 10-min FIFO memory for temporary buffering of the transformed
(Pinst ) data samples.

• In the second step, when the observation period lasts a longer time, e.g. for 1, 2,
5 or 10 min, and the Pinst FIFO has enough data samples, Thread 2 automatically
starts with the statistical method for flicker estimation, which does not load the
processor as heavily as it does during the pre-processing.

In practice, this novel method works very efficiently for applying minimal mem-
ory and processor load—tests confirm the correct operation—as opposed to the
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Fig. 9 Fundamental principles of the objective calibration method for testing flickermeters

brute-force methods operating without pre-processing with separated FIFO memory.
(This one-phase method does not apply pre-processing during flicker computations,
thus, it requires higher processor load and memory usage for data processing compar-
ing to the new two-phase method; in addition, the maximum sampling rate is between
5 and 10 kHz according to the hardware and other running tasks.)

This new method facilitates a larger sample rate generation; thus, it is a chance
to estimate flicker around 40 kHz on 6–12 channels. The large sampling rate is very
important for the latest standard requirements for Class F1 flickermeters, which use
a larger sample rate then the Class F3.

4.5 Installation of the Online Flickermeter, Serving
as a Module to a Modern Network Diagnostics System

The newly developed online flickermeter module was installed into a network diag-
nostics system at the Department of Electrical and Electronic Engineering at the
University of Miskolc, Hungary. This diagnostics system is used modern multi-core
technology and multitasking task operations [19, 20]. The developed complex sys-
tem to co-operate with the present online flickermeter module satisfies the standard
[22] and is able to measure every required electrical parameter online and store data
for offline analysis. The online module provides a separate thread for flicker analysis
but this thread does not put impact on the other active threads of the diagnostics
system.

Finally, a flexible diagnostics system as a whole was developed which is able
to take complex measurements within the electrical network with the help of the
necessary accessories, such as PC-based data acquisition system (card) and current
and voltage transducers (cf. Fig. 13).
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5 Flickermeters Testing by New Calibration System

This new calibration system was developed to test any type of flicker-meter and
to confirm static and dynamic functionality. Standards declare the test specification
of flickermeters and their responses to different network disturbances. The most
important tests are the rectangular voltage changes and performance tests, the total
response test with sinusoidal and rectangular test signals, the combined frequency
and voltage changes test, the phase jump test, the distorted voltage test, the bandwidth
test and the duty cycle test. The calibration method is based on the signal generation
process in the tested flickermeter input comparing the output to the specification.
This objective calibration method can handle not only this new flickermeter module
but also any connected flickermeter when compared to the specifications (Fig. 9).

New simulation software generates complex modulation patterns [9] continuously
for testing the module responses, comparing the specifications and checking the error
of flickermeters. From the simulations, optimal sampling rates were determined for
the specified flicker Classes F1 and F3 (F2 is a laboratory certification category): for
Class F3 the optimal rate is 500 Hz; for Class F1 the optimal rate is 12.5 kHz. Figure 10
gives simulation results at different sample rates, and the single most important
criteria, the results of the phase jump test, are shown in Fig. 11. The 500 Hz (Class F3)
and 12.5 kHz (Class F1) are the minimum limits of sample rates performing the
standard [9] requirements, thus, the errors of measured flicker severities are under

Fig. 10 Results of the measurements testing the new flickermeter at different sample rates

Fig. 11 Results of the phase jump tests for the new flickermeter module (Class F1)
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Fig. 12 Calibration setup for testing (Class F3) flickermeters

3 % (According to the requirements, the errors of the measured flicker severities must
be less than 5 %.) Confirming all simulation results, this new online flickermeter
module operates with these sampling rates the best.

A modern arbitrary signal generator system (Fig. 12) was built for testing and
calibration of connected flickermeters, defining specialized hardware interfaces for
communication and power connections as well.

6 Electrical Network Quality Parameters Measurements

In Northern Hungary, several measurements were taken at 35 transformer stations
(46 transformers) by our research team; on the one hand, electrical network quality
parameters were measured according to standard [22], and on the other, centralized
ripple control analysis were carried out for optimizing heat-storage power on the
electrical network. In most cases, the measurements were performed over 3–7 days,
with the use of the modular system structure illustrated in Fig. 13.

As a results of these measurements, the electrical network’s parameters could be
analyzed, in addition, the right working of the present flicker-meter module could
be also checked. The all region’s behaviour was characterized by the level of flicker
severities which showed well the quality of the network (e.g. working of industrial
factories, voltage peaks, etc.) (Fig. 14).
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Fig. 13 Modular structure of the measurement system

Fig. 14 Analysis results from a strongly disturbed electrical network by industrial factories

7 Conclusions

Diagnostic systems are vital in the measurement and evaluation of the electric power
supply, especially for small and medium-sized enterprises and different transformer
stations of power companies. Flicker is an important issue in power supply, and
therefore a complex diagnostic system was developed containing a modern online
flickermeter module. A flickermeter was developed that uses advanced multithread-
ing technologies and whose performance meets the latest standard requirements. Its
universal online module is modular, flexible and reliable, e.g. the sampling rate and
its modular architecture can be changed. Furthermore, a new, objective calibration
and testing method and system have been introduced, based on a newly developed
modern arbitrary signal generator. Using this calibration, any type of flickermeter
can be tested according to the objective standard regulations.
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Presenting a Logistics Oriented Research
Project in the Field of E-marketplace
Integrated Virtual Enterprises

Róbert Skapinyecz and Béla Illés

Abstract The aim of the chapter is to present an ongoing research project in the
field of virtual (or extended) enterprises, focusing mainly on perspectives of logistics
(especially freight transport) and e-commerce. The novelty of the research lies in the
introduction of certain quality-management methods into the field, which so far have
not been implemented for electronic-commerce based logistics services. In addition
to the presentation of the above mentioned concepts, the chapter also gives a practical
overview of the utilization of e-marketplaces in the logistics industry, supplemented
by certain practical examples.

1 Introduction

The significance of cooperative logistics systems has continuously been on the rise
in recent years, mainly due to an increased need for cooperation in logistics on
the inter-organizational level and also to the continuous advance of the related IT
infrastructure. One important class of such cooperative systems is represented by
what are called ‘virtual’ (or ‘extended’) enterprises.

A virtual enterprise itself is generally defined as a group of geographically dis-
persed, self-autonomous organizations and enterprises which temporarily operate
in a cooperative manner in order to achieve a mutual goal or a set of goals while
the individual organizations keep their complete autonomy. Naturally, this definition
only gives a conceptual frame, as in practice several different types of organizations
can fulfil the above mentioned requirement (e.g. business clusters, supplier networks,
etc.). However, a main characteristic of true virtual enterprises is that the individ-
ual SMEs (small and medium-sized enterprises) inside the organization have to be
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able to completely preserve their own autonomy, which in other words means that a
high level of industrial and economic cooperation has to be realized almost entirely
through means of information sharing. However, it is a significant challenge in such
systems to facilitate the required level of trust among the different participants, which
is a basic requirement for the proper operation of any cooperative system.

In regard to this problem, the chapter introduces an emerging concept for creating
a risk-evaluation method that can be applied in electronic marketplace based virtual
enterprises, mainly concentrating on the fields of logistics and transportation. Such
a tool could be a great asset for both the customers and the potential participants of
a virtual logistics organization, as it could provide an objective view regarding the
reliability of the overall system. In addition, in its first sections the chapter also gives
a useful summary of some of the basic aspects of e-marketplaces used in the field of
transportation.

2 Electronic Marketplaces in the Freight Transport Industry

The widespread adoption of electronic marketplaces has taken place mainly during
the last two decades, parallel with the large scale expansion of the Internet (it has
to be noted that certain types of electronic commerce had already been active on
closed networks before). The main aim of these marketplaces is that of the distribu-
tion of the manufacturers’ production capacities among the buyers, according to the
laws of the free market (hence the designation). This results in numerous benefits
and some drawbacks as well. However, the widely accepted view is that they are
mainly beneficial for small and medium sized enterprises. In the following, the main
characteristics of these e-marketplaces are presented, together with some practical
examples from the transportation industry.

2.1 General Introduction of Transportation Marketplaces

Electronic marketplaces can be viewed as scenes of the e-commerce realized between
the vendors and the customers [1]. The literature makes a distinction between B2C
(Business-to-Customer) and B2B (Business-to-Business) e-marketplaces. The indi-
vidual customer is usually familiar with the first of the two types (through the use of
electronic stores like Amazon.com, on-line auction websites like E-bay, electronic
stores specialized in the sale of specific products, etc.). However, this chapter mainly
focuses on the second type.

From the aspect of the maintainers of B2B e-marketplaces, we can distinguish
between different models: the buyer-oriented model, where the maintainer of the
e-marketplace is an individual company or consortium with significant customer
potential, who maintains the marketplace for its possible suppliers; the seller-oriented
model, which is maintained in the previous way but for the potential customers
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of the company or consortium; or the mediator model, where the marketplace is
maintained by an independent third party [1]. The e-marketplaces created for the
sale of transportation services can be categorized into the 1st and 3rd groups. Based
on their working mechanisms, we can further categorize these into the following
groups [2]:

• clearing houses,
• freight exchanges,
• auction houses.

In a clearing house, the customers (shippers) post their needs, while the vendors
(carriers) post their free capacities. If an actor finds a suitable solution on the other
side, then negotiation can start between the two parties, with further contact taking
place outside of the clearing house. This process is based on a database that consists
of either the loads posted by the shippers, or the transport capacities posted by the
carriers [2].

Freight exchanges are in many ways similar to clearing houses, but in this case,
the negotiation usually takes place on the e-marketplace. Therefore, such institutions
usually provide a range of additional services that can help in the efficient handling
of the negotiation process. The latter usually involves the use of specialized agents on
both sides and these can also be software tools with artificial intelligence, depending
on the level of automation which is implemented on the marketplace [2].

For the realization of long-term transportation contracts, the most widely used
method is the use of combinatorial auctions. In such negotiations, the vendors offer
not only a single item, but a set of different items for the potential customers. Then
the customers can make their bids for optional subsets of the initial set, which has
the consequence that a combinatorial auction can have multiple winners. However,
it is a requirement that all of the items have to be sold during the auction, moreover
that a single item can only fall into the possession of one bidder.

In the auction houses which serve the realization of long-term transportation
contracts, the auction proceeds in the opposite way: a customer (shipper) offers the
routes on which they require transportation services. Then the vendors (carriers)
post their bids for the routes which they would like to serve. In this case, the bids
consist of the payments the vendors would like to receive in return for the service
provided (e.g. the transportation of the customer’s goods), therefore it is natural that
the combination with the lowest total price will be the winner (at least in the majority
of cases).

The importance of the auction’s combinatorial nature is that from the aspect
of a given carrier, the routes offered can frequently be related to each other [3].
A typical example can be the case where a carrier can insert several of the routes
into its already existing network in a way which not only generates more profits, but
also decreases the number of empty vehicle trips in the network. A special variant
of the previous case is when the chosen routes can be inserted into a round trip; in
such cases, the carrier cannot only increase its income, but can also decrease the
specific transportation costs (due to the lower number of empty vehicle trips within
its network). It follows that the carriers can seta lower pricing level if they can choose
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Fig. 1 General implementation of the auction-based e-commerce inside the freight transport
industry

the most appropriate combination of the sets of the routes which is posted by the
shipper. Thus it is evident that the use of the auction mechanisms described above
can be highly beneficial for both sides (Fig 1).

In practice, combinatorial auctions have been in use in the freight transport indus-
try for almost two decades. Nevertheless, it has to be noted that the method is pri-
marily used in conjunction with the realization of long-term transportation contracts,
as short-term assignments usually contain only a single route, and therefore the use
of combinatorial auctions would not make any difference.

2.2 Examples in the Industry

One of the first users of combinatorial auctions in the freight transport industry was
Sears Logistics Services (SLS), an American company that was able to save more
than 84 million dollars in the early 1990s by applying the method for choosing its
logistics service providers for its network of 854 routes [4]. This example was later
followed by other companies, like Home Depot (also American), the world’s largest
home improvement retailer, which used the method with prominent success at the
beginning of the new millennium [4].

In the above examples, the marketplace was operated by a single customer; there-
fore these can clearly be sorted into the first group of B2B e-marketplaces, which
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represents the buyer-oriented model. Later, independently operated e-marketplaces
also came into existence, where numerous customers (shippers) and vendors (car-
riers) are present at the same time. Such marketplaces are operated by entities like
Freightmatrix, Freight-Traders, Transcore, Transplace and numerous other enter-
prises not listed here [2]. In many cases, these marketplaces provide other value-
added services as well, e.g. the use of optimization software for the carriers, or the
ability of cargo tracking and the use of decision support tools for the shippers. More-
over, in the previous examples the marketplace usually supports the realization of
both short-term and long-term contracts [2]. In addition, there are virtual institutions
which expressly concentrate on the realization of short-term assignments. A good
example for the latter is the Turkish ESO Logistics Center, which was founded in
2003 near the city of Eskisehir [5]. This is a physically existing logistics center,
one which maintains its own electronic marketplace for the purpose of supporting
the realization of the freight assignments that are implemented with the help of its
services. ESO also uses an auction mechanism, but as the assignments in this case
are single items, so the auction is not a combinatorial one [5].

All of the above listed organizations almost exclusively concentrate on road-based
transportation, but examples can be found for the uses of e-marketplaces in other
branches of transportation as well. Such examples are GoCargo.com in maritime
transport, or Global Freight Exchange (lately Descartes GF-X Exchange) in the
air freight transport [2]. The latter industry is also characterized by the formation
of the so-called Cargo Community Systems (CCS), which mainly concentrate on
supporting small and medium-sized freight forwarders with different IT solutions,
based on favourable and cost-effective conditions (e-marketplace, EDI, etc.).

3 Introduction of E-marketplace Integrated Virtual
Enterprises

Virtual enterprises are receiving significant attention in modern logistics research [6].
The primary reason behind this tendency is that the dominant part of today’s logistics
systems operates in a network-like manner, which is usually based on some form
of cooperation among self-autonomous organizations. The logical consequence of
this practice is that the more highly organized logistics networks show similarities in
their operation to virtual enterprises. However, a constantly recurring problem of the
field is that a universally accepted definition of the virtual enterprise is still missing
in the literature, while a significant number of individual approaches to the problem
can be found. From a certain point of view, this can be considered natural, as all
existing organizations have their unique characteristics; however, from the aspect
of the ongoing research activities, it would be beneficial to lay down the definitive
characteristics of virtual enterprises.

The following section of the chapter attempts to provide the basis for the above
mentioned goal, starting out from the most general definition of virtual enterprises.
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Then it introduces the concept of the e-marketplace integrated virtual enterprise,
which may be one answer for the problem of how to implement a virtual organization
in practice (it has to be mentioned that, according to the best knowledge of the
authors, although the term ‘e-marketplace integrated virtual enterprise’ has not been
introduced before now, several organizations operate in a similar manner).

3.1 General Definition of Virtual Enterprises

According to the most widely accepted general definition, the virtual enterprise can
be considered as a self-organized group of individual enterprises (tipically SMEs),
often covering a large geographical area and working in many ways as a single
organization, trying to achieve a common set of goals for the participating enterprises.
Of course, this general definition can be valid for a large variety of different network-
like organizations. However, according to the views of the author, one main aspect for
the categorization of the different network-like organizations could be the fulfilment
of the criteria that the individual enterprises inside the organization must have their
own autonomy preserved. Therefore, the cooperation among the individual units has
to be realized through the coordination of the resources and information, rather than
the use of a single controlling entity.

The latter requirement could be fulfilled through the implementation of some
form of a distributed intelligence based network where the role of the third party is
“just” to maintain the information system which connects the members of the vir-
tual organization. The coordination may be realized through the use of the common
infrastructure, and through the implementation of a commonly accepted set of rules
which partially govern the behaviour of the individual members inside the organiza-
tion. As can be seen, the e-marketplace integrated virtual enterprises (which can also
be derived from the model of the electronic store) fit well into the previous concept.

3.2 Concept of the E-marketplace Integrated Virtual Enterprise

The essence of the e-marketplace integrated virtual enterprise—as the definition
clearly shows—is that the distribution of the organization’s resources takes place
on an electronic marketplace. In the simplest case, this marketplace may be a single
web page which creates the possibility for small and medium-sized enterprises to find
their optimal partners (usually suppliers or service providers) through this medium.

Naturally, in this form the system would not be significantly more than a closed
electronic marketplace maintained for a certain group of enterprises. However, it was
clearly demonstrated in the second section that such systems can also effectively
support the accomplishment of more complex inter-organizational tasks, mainly
by providing different complementary services. In the field of logistics, such ser-
vices may be route optimization, cargo tracking and tracing, allocation of storage
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capacities, implementation of chapterless data communication between the parties
(most often through the use of EDI), etc. With the integration of such services,
the e-marketplace may truly become capable of the organization of complex inter-
organizational operations, especially if the negotiation processes are highly auto-
mated (generally through the use of intelligent agents).

Besides the previous possibilities, commonly accepted bidding and transaction
rules may be introduced on the internal marketplace, which alone can realize a
form of coordination in an implicit manner. However, this solution also leaves the
decision autonomy of the individual parties intact, and the internal marketplace can
be viewed as a medium that creates the cohesion among the participating SMEs. As
can be seen, in such a model every decision is made in the scope of the individual
members, while from an outside point of view, the whole system truly resembles a
single organization. In other words, such systems can be categorized into the family
of holonic organizations.

The following section will demonstrate a system operating in this manner in the
freight transport industry.

3.3 Concept of the E-marketplace Integrated Virtual Transport
Enterprise

The e-marketplace integrated virtual transport enterprise can be defined as a special
case of the previously outlined enterprise model. The main characteristic of such an
organization is that the system mainly concentrates on the optimal distribution of
transport capacities (complemented by other auxiliary services). As could be seen in
the second section, electronic marketplaces themselves have a fairly long history in
the industry. However, these alone cannot be considered to be virtual enterprise, for
they lack a commonly accepted framework which could serve as a basis of higher
level cooperation. Therefore, in order to create a real virtual transport enterprise, first
this framework has to be outlined and implemented, according to the willingness of
the participants. The framework, in its most basic form, should contain the following
elements [7]:

• qualification of the transport companies (carriers) according to their real perfor-
mance and the utilization of these results in determining the group of the partici-
pating carriers,

• utilization of a commonly accepted auction mechanism (ideally a closed, single-
round combinatorial auction),

• use of a single and common optimization tool—provided by the maintainer of the
marketplace—that helps in the formulation of all the bids,

• use of a common client program for accessing the system, also provided by the
maintainer, which, among other services, realizes a complete EDI connection
among the members of the virtual enterprise.
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Fig. 2 Working concept of the e-marketplace integrated virtual transport enterprise

The framework outlined above formulates the minimal requirements, but natu-
rally, other rules and coordinative tools may be integrated into the system as well.
However, all improvements of the basic system should be introduced in a common
manner in order to provide equal conditions to all members. The basic functionality
of the outlined system is presented in Fig. 2, where the dotted line represents the call
for bids by the mandators (who themselves are members of the virtual organization),
while the continuous line represents the bidding processes.

One practical advantage of the model presented is that the real system can be
introduced through a sequence of consecutive steps, where the individual members
may jointly determine the level of integration inside the organization, taking into
account previous experiences. This is important because in many cases, the greatest
problem arises in the practical implementation of the given virtual enterprise model,
as the future members of the organization are often unable to see the concrete benefits
of their participation, while they might also have concerns about the effective func-
tioning of the system. However, the proposed flexible architecture allows a gradual
implementation of the system, starting from the introduction of a freely accessible
and simple electronic marketplace, which does not require the introduction of any
restriction among the members.

Another advantage of the concept is that it realizes a two-level optimization
approach: on the first level, the carriers optimize their routes during the bidding
process, while on the second level, the mandators choose the optimal offer from
the incoming bids. This approach inherently realizes distributive computing, while
in the meantime it improves the overall efficiency of the utilization of the given
transportation capacities.
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4 Possibilities of Optimization

4.1 Possible Approaches

Regarding the possibilities of optimization in virtual organizations, we can mainly
distinguish between centralized and decentralized optimization methods [8]. The
centralized methods, as their name suggests, are based on the centralized distribution
of the organization’s resources. In some ways, the combinatorial auction mechanism
can also be categorized into this type of method, as in this case, the customer chooses
the optimal offer from the bids of the suppliers or service providers. This type of
approach has many advantages but also has some weaknesses. Most notably, in such
mechanisms it is difficult to achieve cooperation among the different suppliers and
service providers [8].

The decentralized optimization methods seem to be more suitable for implemen-
tation in a holonic organizational environment, as they are naturally based upon
distributive computing architectures. In such methods, the solution usually emerges
as the result of a complex negotiation process among different autonomous agents.
Many theoretical and practical models follow this approach, but their complexity has
prevented their widespread adoption in the industry so far.

In the following section, a somewhat different method will be introduced, which
is designed to integrate the centralized and decentralized approaches into a single
mechanism (a special type of combinatorial auction). In this way, the work distribu-
tion among the carriers may be significantly increased, while the main process can
still be easily handled.

4.2 A Proposed Optimization Method

The main characteristic of the proposed method is that it allows for the routes to
be served by multiple carriers. This is achieved through handling the transportation
capacities offered as dynamic variables in the optimization process, which can be
modified within certain limit values defined by the given carrier. However, it is
important to note that the combinatorial bids are only valid in their complete form,
therefore the lower limit of the capacity offered has to be accepted on each route
which the carrier has applied for, otherwise the complete bid will be rejected.

The point of the process outlined above is that it combines the resources of the
bidding carriers according to the needs of the shipper. However, the willingness for
cooperation on the carriers’ side is an important factor in the process, as they define
the variability of the capacities offered. Therefore, the effectiveness of the system
will mainly depend on the flexibility of the carriers.

For the shippers, the primary advantage of the method presented is that if the
performance of one of the assigned carriers becomes temporarily reduced, another
carrier that is present on the affected route(s) would be able to easily compensate
for the missing performance. Furthermore, this approach would also ensure that the
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shipper would not get into a position where it would overly depend on a limited
number of carriers. From the aspect of the carriers, the method would mainly benefit
the small and medium-sized service providers, since through this approach they may
be able to enter into routes which would be otherwise unattainable for them.

In addition to the previous advantages, the system may also contribute to the
more efficient utilization of the available resources of the participating carriers, which
eventually culminates in better energy management for the whole system. This aspect
of optimization has outstanding significance today, when increasing energy and fuel
prices represent a major barrier for developing economies, especially for countries
and regions which depend heavily on foreign energy sources. Thus, the realization of
the proposed model not only increases economic efficiency, but also reduces energy
dependency and the environmental load of the freight forwarding industry.

As was mentioned before, in order to keep the trust of the customers, it may be
necessary to bind the vendor’s entry into the market to certain quality requirements.
Moreover, modifying factors can be deduced from the quality performance of the
vendors, which can be applied for a complex evaluation of the incoming bids. Such
factors include the development level of the carrier’s information system (i), the
reliability that characterizes the carrier (r) and the punctuality that characterizes the
carrier’s operations (p). The values of these factors can be determined according to a
predefined scale. Naturally, these are just a few examples and numerous other factors
can be introduced for the purpose of evaluating the bids of the carriers.

It may also be necessary to formulate certain requirements for the shippers as well,
such as the precise disclosure of information related to their assignments. This can
be important from the aspect of the carriers, as they can only utilize their resources
effectively if they are aware of the exact transportation demands on the individual
routes. These demands can be expressed with the amount of material flow work that
is expected by the shipper on the individual routes (given e.g. in tons/day, tons/week,
tons/month, or in other similar formats).

Naturally, numerous other parameters have to be defined in connection with the
transportation demand on a given route (such as types of the particular unit load
carriers, types of the particular vehicles, types of the transported goods, etc.), but these
questions are not investigated in the current chapter. Instead, the chaper continues
with the mathematical composition of the presented method.

The first step is the formulation of the auction call by the customer (shipper),
which may be in the following format:

S = {lx j , ly j , l
′
x j , l

′
y j , qsz j , t}, j = 1, 2, ...,m (1)

where:

lx j , ly j the geographical coordinates of the starting location of the jth route,
l ′x j , l

′
y j the geographical coordinates of the ending location of the jth route,

qsz j the nascent transportation capacity requirement on the jth route (given for
example in tons/week),

t the duration of the assignment.
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The carriers send their bids in response to the auction call. Ideally, each bid is
constructed with the help of the jointly used route-optimization software, while all
the necessary data are provided by the customer. The bid structure of the carriers is
the following:

Fi = {[qi j , qMini j , q F
i j , cF

i j ], bi }, j = 1, 2, ...,m (2)

where:

Fi the bid of the ith carrier, i = 1, 2, . . . , n,
qi j total amount of the transportation capacity which the ith carrier offers for

the jth route (zero value is allowed),
qMini j amount of the transportation capacity offered by the ith carrier for the jth

route which the customer has to accept in order to keep the bid of the ith
carrier,

q F
i j standard unit of transportation capacity that serves as the basis of freightage

calculation at the ith carrier and for the jth route,
cF

i j the ith carrier’s specific freightage, defined for the jth route and for the given
time interval, i.e. the cost of a single unit of transportation capacity,

bi logical variable that defines the actual status of the ith carrier’s bid during
the process of optimization (it equals to 1 if the bid is part of the solution,
and it becomes zero if the bid is rejected).

Now we can define the objective function that has to be optimized and which
minimizes the costs of the customer (qi j −� qi j represents the portion of a certain
bid that is accepted by the customer on a given route):

C =
n∑

i=1

m∑
j=1

cF
i j [

qi j −�qi j

q F
i j

]tbi = min (3)

The boundary conditions ensure the realization of the mechanism of resource
allocation described above:

qMini j ≤ qi j −�qi j ≤ qi j |∀i, j (4)

n∑
i=1

(qi j −�qi j )bi = qSZ j |∀ j. (5)

5 Introduction of Quality Parameters

It is clear from the above presented model that one of the most fundamental tasks
during the optimization processes is that of the objective evaluation of the partici-
pating SMEs from a risk-management perspective. In order to do this, fundamental
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evaluation metrics have to be introduced. Basic parameters of such a metric for a
transportation enterprise may be:

• punctuality, which describes the deviation of the actual delivery dates from the
planned values forby a certain carrier or freight-forwarder (denoted by ‘p’),

• reliability, which describes the general failure rate in the delivered goods for a
certain carrier (denoted by ‘r’),

• calculability, which describes the deviation in the amount of the delivered goods
from the planned values for a certain carrier (denoted by ‘c’).

The objective function below serves as an example of how to incorporate such
a metric into the optimization process (in this function, each risk parameter can
increase or decrease the total cost of the given bid of the ith service provider):

C =
n∑

i=1

m∑
j=1

ciri pi c
F
i j [

qi j −�qi j

q F
i j

]tbi = min (6)

The greatest obstacle in the quantification of the proposed risk parameters is that
in many cases the acquisition of the necessary data for the long-term evaluation
of the logistics service providers is an almost impossible task. This is the primary
reason behind the proposed application of the so called ‘process-capability’ model,
which has been in use in various industrial fields for many decades by now, and
has proven itself many times under real-life conditions [9]. In short, the essence of
the approach is that the deviation of many key parameters in an industrial process
can be adequately described with the use of a few typical statistical distributions
(most often with the normal distribution). However, this also means that an adequate
sample of the examined parameter can be used for making assumptions about the
characteristic deviation (σ) and the mean value (μ) for this parameter. The concept of
process capability uses a method where the obtained values of σ and μ are compared
with the pre-defined tolerances of the process examined, in this way providing an
objective assumption about the general ‘capabilities’ of the process. In practice, this
comparison is made via the calculation of the process capability and critical process-
capability parameters (cp and cpk , respectively) [9]:

cp = T

6σ
= OG − U G

6σ
(7)

cpk = min{cpo; cpu} (8)

In the first expression, OG is the upper tolerance value and UG is the lower
tolerance value for the examined parameter, therefore the difference between the two
gives the width of the allowable range for the parameter. In the second expression,
cpo and cpu are defined as (OG-μ) and (μ-UG) respectively (the “upper” and “lower”
part of the allowable range), therefore cpk will equal to the smaller, thereof more
critical value. It is very important that this approach has started to expand into the
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Table 1 Value of a given risk parameter in accordance with the associated σ levels

At 1.5-fold shift of the mean value μ
cp cpk Sigma level Failure per million Value of p

1.00 0.50 3 66810.6 1.0668
1.33 0.83 4 6209.7 1.0062
1.67 1.17 5 232.7 1.0002
2.00 1.50 6 3.4 1

service sector, and therefore into the field of logistics services as well, even though the
normal distribution alone is rarely applicable in these areas (usually normalization is
needed). In the manufacturing industries, these process capability parameters have
already been in use for many decades, combined with various evaluation metrics.
One of the most widely used of the metrics is what is called the ‘six sigma’ method,
which is significant for two reasons: first, it is widely used in many different industries
and a great number of companies even make its use mandatory for their suppliers—
therefore it is already used by certain logistics-service providers as well. Secondly,
in this metric discrete failure rates are connected to each sigma level which can
serve as the starting point for calculating the additional cost of a less-dependable
logistics service. For the actual cost calculation, the simplest and most straightforward
approach is the linear connection, which is also used below to find the value of
the risk parameter ‘p’ (values for cpk are calculated with assuming—due to long
term distortions—a 1.5-fold shift in the mean value, which is a typical calculation
method in the industry): It can be seen that this approach greatly encourages the
service providers to increase the quality of their services, as the cost of their bids
can be significantly affected by even a single difference in the sigma level (note
the difference between Levels 3 and 4). Naturally, it has to be noted that the linear
method can only be applied for the reliability parameter ‘r’, where the cost of the
failures is more or less linearly related to the average number of faulty products in the
shipments. However, this does not affect the usefulness of the approach in general,
as more sophisticated relation functions can be worked out for the other parameter
types (Table 1).

The previously presented method can serve as an important decision making tool
for the participants of a virtual organization; however, it does not provide a risk-
oriented evaluation of the entire system. For this purpose, the author proposes the
introduction of a general variable, which can be called a ‘system capability parameter’
(derived from the concept of ‘process capability’ for individual processes). As its
name suggests, this parameter would deal with the entire organization in an implicit
manner, viewing it as a single and complex process. Thereby it is obvious that this
single parameter, serving as an evaluation tool of the entire virtual enterprise, would
be the function of the individual risk parameters introduced into the system:

P = f (c1...ci ...cn, r1...ri ...rn, p1...pi ...pn). (9)
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Table 2 Value of P in relation to the σ level of the overall system and to the σ levels of its
components

Sigma level
of components

Sigma level
of the system

Failer per million
for the system

Value of P

≥3 3 66810.6 ≤1.0668
≥4 4 6209.7 ≤1.0062
≥5 5 232.7 ≤1.0002
≥6 6 3.4 1

The primary difficulty in this function is how to generalize this for all types
of virtual logistics companies though the sizes and the types of services may vary
significantly from organization to organization. One starting point in this research
may be the fact that P can also be obtained by comparing the estimated cost of each
mandate in the organization with its actual realized cost, which (in theory) can only
be higher due to certain failures and inefficiencies during the realization:

P
p∑

k=1

Ck =
p∑

k=1

CFk (10)

where:

• Ck is the estimated cost of the kth mandate in the examined period,
• CFk is the realized cost of the kth mandate in the examined period.

This latter method can be used both in operating real-life enterprises as a system-
atic control tool and in simulation models as a testing and research method. In the
following stages of this research, the expectation is that by combining the use of the
two approaches on a wide scale of simulation models, the first function can be deter-
mined for a generic virtual logistics enterprise with adequate precision, providing
the possibility of making accurate predictions in real-life virtual logistics companies
that apply the proposed risk-management concept. Table 2 clearly represents, the
utilization of the P parameter could also serve as an implicit quality-parameter for
a given virtual enterprise, as it is strongly related to the σ levels that are achieved at
the individual components (member enterprises), while it also defines an overall σ
level for the entire system. One aim of the research is to clarify this relationship, as
it can have significant implications for the industry.

6 Summary

The chapter presented the basic concepts of an ongoing research project related to
virtual logistics enterprises, as well as to cooperative networks and electronic mar-
ketplaces. The primary aim of this presentation was to introduce a possible new
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method for the evaluation of the performance of such entities, mainly from a quality
perspective. Hopefully, this method may lead to the development of a general evalua-
tion tool, one that could be used with significant success for the evaluation of virtual
logistics organizations, at least from the aspects of risk and quality management.
As the main difficulty of creating cooperative networks lies in achieving a signifi-
cant level of trust and reliable information sharing among the different participants,
such tools may play an important role in the future proliferation of network-based
organizations.
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Agribusiness Clusters and Logistic Processes
Through the Example of Hungary

Balázs Illés and Béla Illés

Abstract This chapter arises from the interdisciplinary cooperation of researchers
in regional development and logistic services. It is important to use the agricultural
resources of a country in the most efficient way. Regional development is based on the
proper coordination of resources, tools and methods. We present a basic summary
of the logistic processes which should be considered when decision makers are
to establish a hub-and-spoke type business network. As an example, we consider
waste management in the agricultural and food industry. The objects of the study
are [1] to analyze passive resources in Hungary, [2] choose an appropriate regional
development theory and tools for the Hungarian economy, [3] implement the tools
in agricultural and food industry waste management, and [4] represent the logistics
in energy farm networks.

1 Motivation

Every research must have a personal motivation to drive it, and ours is the regional
development in Hungary. Our home region of North Hungary is particularly underde-
veloped in terms of GDP per capita and employment among the other EU-27 regions
(9,700 Euros per capita, 40 % of GDP PPS per inhabitant in % of the EU27 aver-
age) (Source: Hungarian Central Statistical Office (HCSO). An appropriate model
is needed to enhance regional development. The authors are enthusiastic about agri-
cultural development because our culture is certain that the value of the soil is bound
up with the value of “homeland”. We decided to examine the structure of agriculture
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and its contribution to GDP and employment. The improper usage of soil has to do
with the management of the individual farmers and the lack of useful methods and
tools that can be adopted to the Hungarian situation.

2 A Glance at the Agricultural Situation in Hungary

2.1 Natural Capital, Labor and Machinery

The main problem is that agricultural land is not used as it should be. After collecting
data about the situation of agribusiness in Hungary, we did an analysis to find out
the reason for the lack of co-operation in this sector. The analyzed data were the
GDP share of agriculture, employment in agriculture and the sector’s structure. The
analysis showed that the share of agricultural land within the country is high. When
we consider the agro-forestry sector, it represents 78 % of the whole area of Hungary
in Fig. 1.

The area used for only agricultural production is about 57 % in Hungary. This
means that of the 27 countries of the European Union, Hungary, Greece and Denmark
have the highest rate of agricultural land use. Later on in this chapter we will introduce
that our first insight was mistaken when we emphasized the importance of this ratio.
Considering the fact that these countries are not the biggest of the federation, it is also
obvious that it is only a relatively high figure, because the larger nations have more
land in total (Fig. 2). Our correlation analysis showed the patterns of agricultural
GDP and the size of agricultural land, and obviously “the bigger the better” idea is
working in this case.

Hungary is the 8th biggest country in Europe in terms of agricultural land. From
our point of view the landside is one of the main factors that can contribute to the
added value in this sector. The other factor is the labor force working in the field of
agriculture. Hungary is ranked 9th in this comparison.

If we use an extremist model where the output of agriculture can be calculated
by the land size and by the workforce we would expect the output of Hungary’s
agriculture will follow the aforementioned pattern and the position of the country

Fig. 1 Land use in Hungary
(Source Hungarian central
statistical office (HCSO)-
Földhasználat művelési ágak
és gazdaságcsoport szerint
-Utilized land by the types of
cultivation—05. 10. 2012)
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Fig. 2 (Source EUROSTAT—farm structure YB2013)

will be somewhere in the top ten. Unfortunately this is not the case. In the comparison
based on the standard output of agriculture Hungary is the 13th biggest producer in
the European Union. We must consider indeed, that every comparison using value
can be distorted by the prices of the products. In this chapter we don’t consider
the factor of prices differences and we assume that the difference in the output is
caused by inappropriate methods of organization. We are aware that this assumption
simplifies extremely our approach but we don’t want to examine the structure of
grown products and the prices (Figs. 3, 4).

The next question is whether our assumption that Hungary is basically an agri-
cultural country (because 78 % of the country is used for agro forestry activities) is
true or false. If we are so lucky because of the land usage it must be represented in

Fig. 3 (Source EUROSTAT—farm structure YB2013)
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Fig. 4 (Source EUROSTAT—Farm Structure YB2013)

the economic indicators. The contribution of agriculture to the Hungarian GDP and
to employment is about the EU-27 average. This shows that owning a great resource
alone is not enough to have any kind of benefit from it. The world tendency is, of
course, a decrease in the importance of agriculture in the developed countries.

In terms of the share of GDP or the employed workforce Hungary cannot be
defined as an agricultural country even with so high share of the agriculturally utilized
land.

According to our statistical analysis of the utilized agricultural area and the stan-
dard output of the EU-27 countries in 2000 and in 2010 we found high correlation
(Corr = 0.86; Corr = 0.88) between the selected values. It is obvious that a country
with more agricultural area will possible have higher output in agribusiness as well.
We investigated the link between the size of the utilized agricultural according to
the countryside (in percentage) and the output but we only found a weak correlation
(Corr = 0.32) between the two factors. This is also true for the correlation between the
distribution of arable land, permament grassland and crops and the standard output
(Corr = 0.24; Corr = 0.11; Corr = 0.36) (Figs. 5, 6).

Nevertheless (when analyzing the data of the Hungarian economy) gross added
value in agricultural shows strong positive correlation with the size of the regions
of Hungary. Correlation between the size of the regions and the gross added value
in Hungary was 0.8848, while the same for added value by service and industry
was −0.6853 and −0.8173. (These figures are highly distorted by the region of the
capital city where industrial and service output is much higher than in the other
regions of Hungary) These results are no surprise the output of industry and services
has no significant positive connection with the size of area where their value has been
created. Agriculture is definitely an exception, but the significance of the percentage
of agriculturally utilized area of the whole region is not as high as we expected.
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Fig. 5 (Source world bank database—world development indicators, 2010)

Fig. 6 (Source world bank database—world development indicators, 2012)

We also analyzed the correlation of the labor and the output of the agriculture
at the EU-27 countries in 2010 and we found a mid-strong correlation between the
two factors (Corr = 0.57). Unfortunately we cannot say that the distribution of full
time workers in agriculture showed the same tendency. Between the percentage of
full-time agricultural workers (compared with all the workers in the sector) and the
output we found weak correlation (Corr = 0.27).

We also analyzed the correlation between the output and the machinery supply.
Using the data of Gross value added of the agricultural industry—basic and producer
prices and the number of tractors per 100 sq. km of arable land we found a correlation
of 0.46 using the data of Hungary and 0.51 with the data of Germany. We found
relevant data for the European Union between 2001 and 2005 but changes generated
by the new members distorted the results.

The next step was calculating the correlation between the average utilized agri-
cultural area per holding and the output. An agricultural holding is a single unit,
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Fig. 7 (Source EUROSTAT—farm structre YB2013)

in both technical and economic terms, operating under a single management, which
produces agricultural products. Other supplementary (non-agricultural) products and
services may also be provided by the holding. The result is 0.15, so the connection
between these two factors seems to be weak. This is an important message for our
research. We assume that co-operation between the actors of agriculture can cre-
ate an aggregated business actor (let us say a network) where the network can be
investigated as one single entity. If the small-scale producers work together and they
establish this new kind of co-operation that will lead to a higher rate of utilized land
by actors. However, only connecting the actors and using more land by one single
entity won’t lead always to higher output as it is shown by our correlation analysis.
There must be other factors as well which later help to achieve the economies of
scale. We presume that the higher added value is based on the synergetic effects of
the co-operations indirectly. This chapter does not focus on these problems.

Summarizing the results of the analysis we can assume that the output of agricul-
ture has significant connection with the size of the utilized agricultural area (which
is quite obvious) but there is no extra advantage if a country’s land is mostly utilized
by the agriculture. The number of workers and the machinery in the agricultural
sector are also important factors, but they do not explain all the changes in the output
(Fig. 7).

2.2 Structure

Another problem can be that the structure of the agricultural sector is fragmented.
Most of the actors in this sector are small-scale (primary) producers, the basic ele-
ments of Hungary’s agricultural system. There more than 400,000 primary producers
around the country who do not have relevant co-operation with each other. Many of
them are unable to market their own products because they are far from achieving
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Table 1 Types of companies in the Hungarian agricultural sector (Source Hungarian central sta-
tistical office (HCSO))

Company/Year 2008 2009 2010 2011

Limited liability company 7214 7279 7684 8247
Public limited company 320 315 319 313
Limited partnerships 3923 3458 3201 3007
Cooperatives 1136 1004 960 891
Small-scale producer 355,431 376,305 388,440 400,368

Table 2 Distribution of agricultural companies by the number of employed (Source Hungarian
central statistical office (HCSO))

Number of employees 2008 2009 2010 2011

500< 9 7 6 8
250–499 26 24 25 23
50–249 387 353 317 296
20–49 661 647 633 617
10–19 877 796 781 772
1–9 362,805 354,731 351,000 343,970

economies of scale, i.e. they do not grow enough to cover the costs of marketing,
shipment, etc. Without co-operation or major investments they will not reach this
level. To see the significance of this, we must know that the primary producers create
60 % of the value in the sector, but they are not working together so the effective-
ness in insufficient. This could be a potential field of intervention. we believe that in
network-type co-operations these producers can be supported and their products can
be sold through a well managed supply chain. We will refer to this kind of solution
as a horizontal network where the coordinator actor will manage the collection and
merchandise of the products (Table 1).

If we are looking for a coordinator actor we should think about a large-scale
company who can integrate the small producers and can enter the market with the
aggregated supply. Mostly these large corporations are unwilling to co-operate (rather
they take advantage of others) with the small ones. This can be an option for a
horizontal co-operation where the small-scale producers are linked in a supply chain
to the greater companies where their products can be marketed jointly (Table 2).

Another type of co-operation can be the integration of several actors of the sector
of agriculture in a vertical co-operation. In the socialist era co-operatives were the
forms of forced co-operation of the producers and till nowadays the expression is
often connected with those communist ideas. Despite that the idea of an integrated
farm is suitable for the agricultural works. This is because of the multiplication
effect of the agriculture. Kovács [2] calculated that every 1 unit increase of the
agricultural output creates a grow of 1.8 unit in Hungary’s economic output. Vertical
co-operations in a region in the field of food processing can have even better impacts.
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Fig. 8 (Source Hungarian central statistical office (HCSO))

Imagine that the consumption of Hungarian food products would increase with 15
%. This would generate 10,349 jobs in food industry, 4,751 in agriculture and 5,840
in the supplier network [2].

Unfortunately there was no such increase in food industry or in agriculture in
Hungary. The number of agricultural holdings decreased with 125,000 between 2000
and 2010. In Hungary the degree of decrease was greater, more than 390,000 hold-
ings disappeared. Simultaneously the average utilized agricultural area per holding
increased in the EU-27 from 25.5 hectares to 31.9 hectares. This is about an increase-
ment of 25 % while in 2010 a Hungarian agricultural holding used 72.5 % more land
than in 2000. Although if we compare this data with the data of other European coun-
tries we can realize that an average Hungarian holding manages smaller territories
than the average European. This is also a sign of the fragmentation of the sector.

Later on we decided to investigate the livestock breeding data as well (which is
represented in the appendix) but we also experienced a steady decrease in the number
of swine and cattle breeding. (Number of swines decreased with 1 million and cattles
with 130 thousand between 2004 and 2011) (Fig. 8).

After facing all the facts mentioned in this chapter we decided to look forward to
other parts of agriculture where co-operations can be defined and the links between
the different actors can be interpreted easily. There is one thing common in every
activity of the agriculture: waste is generated and it must be handled by following
strict laws and regulations. So our next step was the analysis of the amount of waste
in Hungary.

2.3 Selecting the Region

The biggest amount of waste created in Hungary in the year 2011 was coal ash in an
amount of more than 1 million tones. We are not interested in all kinds of wastes so
we searched for the specific types that are created in agriculture. The biggest amount
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Table 3 Added value of agriculture in NUTS 2 regions of Hungary (million HUF)

Region/Year 2007 2008 2009 2010

Közép-Magyarország 975,589 86,182 59,968 66,018
Közép-Dunántúl 106,911 105,814 89,788 108,042
Nyugat-Dunántúl 115,763 106,565 90,081 104,517
Dél-Dunántúl 121,043 126,608 108,575 124,963
Észak-Magyarország 75,549 84,335 66,210 74,245
Észak-Alföld 179,371 189,639 158,495 178,937
Dél-Alföld 220,686 212,886 173,521 196,013

Fig. 9 (Source Hungarian central statistical office (HCSO))

of waste in agriculture is animal urine and manure (including spoiled straw). 59,640
tones of this type of waste were generated in Hungary in 2011. All together about
400,000 tons of waste is generated by agriculture annually which can be used in
anaerobe fermenting rooms to generate biogas. If we would like to use this kind of
primary material we must find the biggest biodegradable waste producers in Hungary
(Table 3).

The biggest agricultural waste producer region was Észak-Alföld and Dél-Alföld
(180,000 and 110,000 tons in 2010). Also these two region generates the highest
added value in agriculture.

We made an average of the regional added value of agriculture in the last four
years (Fig. 9) and we can see that about 45 % of the all agricultural output of Hungary
was created in the mentioned two regions. We assumed that if these regions are the
biggest agricultural producers than we must search for the companies in the regions
to find a coordinator. Our search was based on the production of waste so first we
examined the sub-categories of waste in these two regions (Figs. 10, 11).

In the region of Észak-Alföld the three biggest biodegradable waste producer
operates in the field of dairy cattle breeding, pig breeding and poultry processing and
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Fig. 10 (Source Hungarian central statistical office (HCSO))

Fig. 11 (Source Hungarian central statistical office (HCSO))

preservation. The situation in Dél-Alföld is almost the same, the three biggest waste
producers are the pig and poultry breeders and the meat processors .

We presume that those companies who produce copious amount of biodegradable
waste would be interested in a way where they can benefit from their “useless” output
rather than facing severe difficulties with the deposition of the waste.

From our point of view the solution can be establishing networks where actors
work together to collect and reuse the biodegradable materials to create electricity.
This idea has been arised when we got acquinted with the idea of integrated energy
farms at Abony Mezőgazdasági Zrt. The main idea of the energy farm concept is
full range recycling of the manure and other agricultural wastes within the farm.
This is performed by anaerobic fermentation, using the biogas for electricity and
heat production. This energy is used by the farm and any surplus can be traded. A
biomass power plant is able use all other wastage to create energy. A short summary
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below shows the possible material which can be used in the biogas fermenting room
and in the biomass plant:

• Plant-based cellulose of residues or livestock manure generated (mainly cattle,
pigs, poultry, sheep, etc);

• Commercial wastes, spoiled food;
• Grape and wine by-products grape, shoots, cuttings;
• Organic (plant-based) oil production wastes (glycerol, oil-cake, etc.);
• Other organic wastes, such as trimmings from squares, parks, roadside banks;
• Sites of selective collection of waste (canteens, restaurants, supermarkets, etc.);
• Fruit and vegetable waste from processing plants (tomato peels, sugar beet cleaning

wastes, fruit wastes, etc.).

The biogas is created during the process of anaerobic fermentation. The gas is
used directly in the biogas power plant, where electricity is generated. The waste heat
is used to heat the cattle barn. The electricity generated at the farm is consumed by
the dairy coolers and by other equipment. This electricity is enough to meet the needs
of 15 % of the farm’s energy consumption. The waste heat is also used by the energy
farm’s bio-ethanol plant for the procedure. Barns, stalls and other buildings (foil
heat, greenhouses, etc.) can be also heated by this waste heat. The slurry fermented
in the biogas plant can be divided using a separator. The liquid part contains about
3 % nitrogen so it is suitable for irrigation. The solid part can be used again in the
fermenting room. This process does not lead to further CO2 emissions, so it does not
increase the greenhouse effect.

Back to our primary objective (regional development using agricultural potentials)
we assume that fermenting rooms and biogas power plants should be deployed in the
optimal regions to reuse the waste material of agriculture. This can be an option to find
a new field of agrobusiness. The task of the deployment is complex and influenced
by several factors. We suggest that these energy farms must be created where there is
already agricultural activity and where the companies can consume their own waste
to ensure their own needs of electricity. This operation can be also performed in a
network type co-operation. All cooperation among economic actors can be defined as
a kind of network. From this point of view the whole global economy is one enormous
network where smaller networks are competing. There is no general agreement on a
definition for the term of business network or business cluster. Often a business cluster
is “a geographic concentration of interconnected businesses, suppliers, and associated
institutions in a particular field. Clusters are considered to increase the productivity
with which companies can compete, nationally and globally” [3]. For this article
let us define a business network as a conglomeration of cooperating producers and
companies where they jointly create value needed by the customers. Network type
cooperation is one of the best solutions for high flexibility, regional development,
and to ensure competitiveness of the members. Network cooperation is usually more
beneficial for the members than individual work. The benefits usually come from the
synergetic cooperation of the members. There are different co-operational styles and
forms for companies but in this chapter we only present one example of the horizontal
network. A horizontal network in agriculture can be co-operation between the smaller
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waste producers and a large-scale company, the coordinator. The coordinator’s role is
to create a link between the small actors and the energy farm. The coordinator’s work
is basically logistical. Beyond the collection and distribution of waste the coordinator
has to create the information system that can handle the demands of the customers
and that can also create a supply chain structure of the waste producers.

3 Logistics in Energy Farm Networks

Energy farm based network are a special kind of hub-and-spoke networks which
always have a central unit performing the activities, with all the other members
also involved. Nevertheless, in logistics networks several other units can join in
the function of waste collection, with several landfill sites. Biodegradable waste
is also generated in scattered locations in a region. A substantial amount of waste
will usually not occur particularly in one certain location, so different subunits of
collection must be deployed. The basic network elements in this case are related to
agricultural production and production lines, which generate biodegradable waste
that can be used in the fermentation process or ethanol production. Logistic service
providers such as warehousing companies or forwarding agencies are also involved
in the network’s activity. Internal and external processes are also considered by the
energy farm. Not only the routes of collection are important but also the deployment
of the energy farm units (such as the power plant or the storage) must be examined.
The core of the network is always the energy farm (situated as a hub). This hub creates
the links with the other spokes, in this example with the farms, slaughterhouses, etc.

Energy farm networks can lead to several advantages for the network members:

• Fermenting room is used optimally,
• Better utilization of transport vehicles,
• Smaller quantities and more frequent deliveries of raw materials,
• Reduction of the environmental impact of the organization.

A network-based logistics system operates with the mathematical models of route
optimization and core modeling procedures. For this task we can use the support of
different software. Basically the general logistical tasks of the network according to
Cselényi and Illés [1] are:

• Defining the number and location of the network members who are involved in
logistical processes (in this case this is the energy farm itself and the different
locations with waste),

• Defining the resource units, capacity and characteristics of the transportation
(manure and some other wastes are considered hazardous waste),

• Establishing the network organizational structure,
• Developing strategies for route management,
• Scheduling logistical activities,
• Tracking the material flow in the network,
• Establishing a proper information system for designing and operating the network’s

logistical processes.
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Regarding the fact that the primary hub is the energy farm and the logistical
processes can be identified as a special form of supply chain, we must characterize
the activities of the supply chain and the material flow of the chain. Material flow
systems can be described by the following characteristics according to Cselényi and
Illés [1]:

• Method of delivery (delivery is possible only by road),
• Type of goods delivered (hazardous waste),
• Means of transport (special closed space, self-loading refuse collection truck),
• Location of entry characteristics (a point to accept the incoming vehicles),
• Characteristics of the receiving surface,
• Location of storage space,
• Suppliers, loading equipment connection,
• Vehicles carrying supplies to exit (point of entry).

Recycling and waste management is a specific area of logistics. The processes
of waste management, especially biodegradable wastes (such as manure) are legally
defined. Beside the technical questions, all regulations must be considered as well
when designing the routes or selecting the transport vehicles. Recycling and waste
management considers a wide range of diverse waste but in this chapter only
biodegradable wastes were considered.

When the specific method of waste management is selected the following ques-
tions concerning the development of logistic systems should be answered according
to Cselényi and Illés [1]:

• The number of stages of collection (one-, two- or three-stage sampling),
• The collection centers,
• The collection and processing of material and information flow relations,
• Collected homogeneity of the product (for easier handling of specialised equip-

ment),
• Specific requirements of transport application due to hazardous waste,
• The issue of network management.

The number of stages of collection depends on the amount of waste and on the
location of the places were waste is generated. If the waste is generated densely
in the area one-step-collection can be performed. Otherwise several centers must
be established to ensure the optimal collection service in the area. This problem
must be solved by the regions mentioned in Sect. 2.3 by the biggest waste producer
companies.

If one of the waste producer companies would like to act as a coordinator in the
network they should consider all the logistic tasks and processes of the operation.
These operations can be evaluated by the following parameters of a logistics network
according to Cselényi and Illés [1]:

• Collection system design, equipment selection,
• Storage space design,
• Choice of instruments forming unit load,

http://dx.doi.org/10.1007/978-3-319-01919-2_2
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• Storage space, storage mode,
• Selecting means of transport,
• The acquisition, development of local landfills,
• Economic incentive system to facilitate the collection,
• Public awareness, (a part of municipal waste can also be connected to the system),
• The collection of system management features,
• Scheduling and management of collection services,
• Disposition of the assets of conveyor systems,
• Select applicable management system,
• Management control functions, design,
• Legal and administrative systems selection,
• Operation of complex simulation tests.

In the logistic system of waste disposition several companies can work together
to ensure the optimal functioning of the hub-and-spoke network.

4 Conclusion

The differences in regional economic development (acknowledging the endogenous
theory of growth) do not disappear automatically. Business networks that aim to
enhance regional development should be only based on bottom-up initiations. These
initiations can be supported by the tools and methods of network establishment
using logistical functions. In every country it is reasonable to use biodegradable
waste to provide electricity to the countryside and farms. Due to the complexity of
the agricultural works, several links can be established between the members. One of
the links could be the waste management of the members. This primary connection
can be the foundation of a network operating in a hub-and-spoke form. An energy
farm could operate as a hub in the network. Optimal logistic processes are inevitable
for a long-term economic operation in a network. Logistic processes can be defined
within the energy farm and among the members. This leads us to a complex view
of internal and external logistical processes in the whole network. The quality of
external links can help the network to evolve and to establish more interrelations
between the members. The external processes are basically the core search process
and route management. Both of these processes are complex and can be divided into
several activities which should be performed by the logistics management company
involved in the network establishment.
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